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Abstract

Through-The-Wall-Detection (TTWD) techniques can piove the situational
awareness of police and soldiers, and support fasponders in search and rescue
operations. A variety of systems for TTWD basedddiferent waveforms have been
developed and presented in the literature, e.@rragstems based on pulses, noise or
pseudo-noise waveforms, and frequency modulatedincamus wave (FMCW) or
stepped frequency continuous wave (SFCW) wavefolsiisa wide band signals are
normally used as they provide suitable resoluttodiscriminate different targets.

A common problem for active radar systems for TTWeDthe strong backscattered
signal from the air-wall interface. This undesigdnal can overshadow the reflections
from actual targets, especially those with low radtass section like human beings, and
limit the dynamic range at the receiver, which colo¢ saturated and blocked.

Although several techniques have been developeatitivess this problem, frequency
modulated interrupted continuous wave (FMICW) wawefs represent an interesting
further approach to wall removal, which can be uasdan alternative technique or
combined with the existing ones. FMICW waveformséhdeen used in the past for
ionospheric and ocean sensing radar systems, éutapplication to the wall removal
problem in TTWD scenarios is novel.

The validation of the effectiveness of the proposBdCW waveforms as wall removal
technique is therefore the primary objective ofstliesis, focusing on comparing
simulated and experimental results using normal PM@aveforms and using the
proposed FMICW waveforms.

Initially, numerical simulations of realistic sceims for TTWD have been run and
FMICW waveforms have been successfully tested ftferént materials and internal
structure of the wall separating the radar systaohthe targets. Then a radar system
capable of generating FMICW waveforms has beengdedi and built to perform a
measurement campaign in environments of the SabfoBhgineering and Computing
Sciences, Durham University. These tests aimeldealoicalization of stationary targets
and at the detection of people behind walls. FMI@#/eforms prove to be effective in
removing/mitigating the undesired return caused dmgenna cross-talk and wall

reflections, thus enhancing the detection of target
i
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Chapter 1: Thesis Introduction and Overview

1.1 Introduction

Through-The-Wall-Detection (TTWD) techniques aim @bviding information on
areas which cannot be seen through conventionaladstor directly accessed. Since
the late nineties these techniques have beentattyabe interest of defence and army
departments, law enforcement agencies, and firsporeders. TTWD sensors can
improve the situational awareness of police andie in an urban warfare context, for
instance in case of people taken as hostages oreblefeaking in a room occupied by
hostile agents. They can also support first respanth search and rescue operations,
for instance in case of people trapped inside Iogribuildings or buried under rubble
after an earthquake. Finally TTWD sensors can kexl us civilian applications, for
instance to locate metal shells or gas/water pipgeke refurbishing buildings.

Traditional radar applications pre-existed TTWDhteiques by several decades, since
the first military radar systems for air defencaedhack to the thirties [1]. These
systems operate in a free space environment, asgutmt atmospheric distortions do
not affect significantly the detection performarmfethe radar. These distortions can
also be corrected during the processing of the. d&wam-free space applications are
more similar to TTWD techniques, and indeed thesgdnically derive from geological
research in Ground Penetrating Radar (GPR), inrotdelocate natural resources
deposits (minerals, oil, and gas) by analyzingdiseontinuities encountered by waves
propagating through the earth [2]. Ultrasound torapgy for medical imaging is
another example of non-free space application todmepared with TTWD techniques,
although each has its own peculiar issues. In gesipdl and medical imaging systems
the propagation medium (the ground and the pasieftbdy respectively) is
discontinuous but dense, i.e. it fills all the voke under test. In TTWD applications
there are at least two air-wall material interfagésch have a non negligible impact on
the spreading waveforms, but most of the volumfeeis space, air. In geophysical and
medical imaging systems sensors are placed direatlthe medium (ground or body
respectively) to improve the propagation into thelume under test. In TTWD
applications sensors normally operate at a stahdisfance from the wall, since in
many operational scenarios it may be not possibleisky placing them in direct

contact with the wall.
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A first survey of available technologies and exigtdevices for TTWD was carried out
in 1998 by Ferris and Currie for a joint projecttbé American National Institute of
Justice and the Defense Advanced Research Projgehc& (DARPA) [3]. Three
technologies were identified as potentially appiatpr for practical TTWD systems:
Radio Frequency (RF), X-ray, and acoustic. Howemdy systems based on RF were
reported in their survey because they could proadthe same time suitable through
wall penetration and resolution for good imagingf@enance. Drawbacks of using X-
ray systems were highlighted as well, in particylatential safety risks because of the

ionizing radiation and the limitation to very shoahges.

A more recent survey can be found in [4], whererdsearches on TTWD conducted by
the US Army since 2002 are summarized. Microwaveetaadar systems proved to be
the most mature technologies among those investigaind a far better option
compared with Terahertz, acoustic, or X-ray. Afdroosing the RF microwave
technology other specifications must be taken adoount to design a TTWD system,

for instance:

* FrequencyIn TTWD a compromise should be achieved betwesttebthrough
wall penetration at lower frequency and better imggresolution at higher
frequency. TTWD systems should also operate infitld together with other
electronic devices, so the operational frequenayukh be chosen to avoid
interference.

» Resolution This is related to the ability to discriminatetween two close
objects. In TTWD down-range resolution is proparébto the bandwidth, so
Ultra Wide Band (UWB) signals are normally used dohieve very fine
resolution. Generating UWB signals with the reqdiifeatures is generally not
an issue with the current technology, but limitation the use of some portions
of the electromagnetic spectrum may come from #wulatory agencies and
from the interference with other systems in thédfi€ross-range resolution is
proportional to the aperture of the system: largeertures lead to finer
resolution, but may require larger antennas ordorgrays of sensors. This may

not comply with the size and weight constraintsamie TTWD systems.
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* Range and Dynamic Rangghis refers to the maximum distance of a detéetab
target from the TTWD radar system, and the abibtyecord weak signals when
strong signals are present. The strongest signal T9VD systems is normally
caused by wall reflections.

* Power Usage This takes into account how much power the TTW/Bteam
needs, and consequently its life time when operatad portable batteries in
the field.

* Weight and Sizdf handheld, the TTWD system should be carried @e&ployed
easily, without interfering with other tasks of tbperator. Bulkier devices can
be developed if mounted on vehicles.

* Reading TimeThe time for the TTWD system to provide operatoith a
useful piece of information, possibly in a few sed® for a practical system in
the field.

TTWD systems can be classified by the level of imfation they provide [2, 4]. The

simplest systems are so-called 0-D, which deteetpitesence of motion in the area
under surveillance, but without providing infornwatiabout the location or the number
of targets. The design of these systems can beregly easy, with just a single antenna
(monostatic radar) and a Continuous Wave (CW) wawef 1-D TTWD systems

provide range measurement to the targets, but noargle. Therefore the precise
location of the targets cannot be obtained, bugeaimformation may be enough to
discriminate between close and far targets, andilplgysgate out reflections from ranges
which are considered not interesting. The desigmpdexity increases just slightly

compared with previous 0-D systems: monostaticrrada still be used, but modulated
or pulsed waveforms are needed to get range estim&-D TTWD systems provide

planar images of the area under surveillance iteS&n or Polar coordinates through a
graphical interface. This allows the user to deteerhow many possible targets are
present in the area and where they are, improviegtly the situational awareness of
the operators. At least 2 (bistatic radar) or n{analtistatic radar) receiving sensors are
needed for 2-D systems. These sensors can be edram@ 1-D array belonging to a
single system or physically distributed in sevecaloperating systems. Another
possibility is moving a single sensor to differgositions and coherently combining the

data, the so-called Synthetic Aperture Radar (SARproach. Finally 3-D TTWD
3



Chapter 1: Thesis Introduction and Overview

systems provide a volumetric image, adding the dsi of height to 2-D systems. 3-

D systems need a bi-dimensional array of sensors.

TTWD has been defined as a “multifaceted techndlaggce it requires integrated
knowledge across several fields of engineeringpairicular antennas and array design,
signal processing, radar theory, and imaging dlgms [5]. A deep understanding of
the propagation of electromagnetic waves and tinéaraction with materials is also
very important, especially the propagation effetiisough air/wall interfaces and
through composite wall structures, like air gapsimernal metallic parts, on the
wavefront. Given the heterogeneity of disciplinegalved in TTWD and the different
level of information sought, many different systeimase been proposed in the literature

and validated.

1.2 Contributions

Wall reflections are a common problem of TTWD besgignificantly stronger than the
desired backscattered signal from people or objbetind the wall. The required
dynamic range for correct detection may therefoee tbo wide and not easily
achievable, and the strong reflected signal maypcomise the performance of the

receiver.

This thesis proposes a novel wall removal techniopaged on Frequency Modulated
Interrupted Continuous Wave (FMICW) waveforms tal@ds the near-far problem
posed by wall reflections, and investigates ite@ff/eness. A comprehensive review of
existing wall removal techniques applied in diflfstreTTWD systems is provided,

highlighting advantages and disadvantages in casgaxvith the proposed technique.
A mathematical model of FMICW waveforms is presdnfecusing on the parameters
of interest for through-the-wall radar applicaticared their adaptation to different wall
materials and structures. The proposed techniqusuegessfully validated through

results from numerical simulations in CST Microwesidio and TTWD experiments

performed in different realistic scenarios at tlol@! of Engineering and Computing

Sciences, Durham University.
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1.3 Organisation of the thesis

Chapter 2 reviews systems for TTWD proposed in the literatand using different
ultra wide band waveforms. Wall removal technigaes also discussed and compared

with the proposed approach based on FMICW waveforms

Chapter 3 describes the well-established theory of Frequevlogulated Continuous
Wave (FMCW) radar systems and analyzes the prop&8&iCW waveforms. The
main parameters of the waveform and their impacthenradar performance are also

discussed.

Chapter 4 presents numerical simulations of different scasarifor TTWD.
Comparisons of results using FMCW and FMICW wavei®r are shown to
demonstrate the effectiveness of the proposed iggobnThis chapter describes also the

imaging algorithms used to produce radar images tie data.

Chapter 5 describes the radar system built for the experiaiewdlidation of the
proposed FMICW waveforms; a block diagram of theletsystem is provided and the
synchronization of all the components is discussdte value of FMCW-FMICW

parameters used for the experimental campaignisoelscussed.

Chapter 6 presents experimental results to validate the &¥etess of the proposed
FMICW technique. Experiments are performed in indeovironments with different

kinds of walls, aiming at the detection of statigngargets behind walls and at the
detection of people through their movement or lriegt

Chapter 7 includes the conclusions and suggests possibleowveprents which arise
from the work performed to date.

The Appendix includes the programs written to control and syonlze the

components of the radar system.
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2.1 UWB Waveforms for Through-The-Wall Detection Sgtems

In this section different UWB waveforms for TTWD stgms are presented. UWB
signals are defined by the US Federal Communicat@ammission (FCC) as those
with fractional bandwidth (the ratio of the 3 dBnavidth to the centre frequency)
greater than 25%, or with actual bandwidth gredatem 500 MHz [1-2]. UWB

waveforms have been used successfully in TTWD ragatems for several years,
mainly because the wide bandwidth provides a fineirdrange resolution and thus

improves the detection of the targets [3].

Impulse radar systems transmit pulse trains wittation of a single pulsepfand pulse
repetition frequency equal to 1/Twhere T is the separation between pulses. The
duration of a single pulse is the reciprocal of Handwidth of the signal and it is
proportional to the range resolution of the radatem; the shorter the duratiop, The
wider the bandwidth and the finer the time delayarge resolution. Normally single
bipolar pulses defined as the derivative of a Gangsulse are used in TTWD systems
[1]. One of the challenges when using this wavefarthe possibility of producing a
pulse short enough to achieve the desired bandwidthwith suitable fast rise and fall
times. The transmitter antenna should be carefidsigned to avoid ringing effects or
distortion on the pulse shape. Another challengsearif the received pulses are
sampled in real time at the analogue-to-digitalvester (ADC), since the ADC should
work at very high frequency to digitize correctlyet waveforms, generally around
several GHz. The so-called sequential sampling Iffiegpthe ADC, either reducing its
working frequency by sampling only a few or evere @ample per pulse, or reducing
the bit resolution required to sample each pulée drawback of these two approaches
is that more pulses are required to obtain a readage profile, so the measurement time
is longer. The system dynamic range is also redutezh this non-optimal sampling is
used [2].

Frequency modulated radar systems transmit coniswaves (CW) whose frequency
is swept in a certain time interval between a saad a stop frequency, either in steps
through a set of intermediate frequencies (Steppesjuency Continuous Wave,
SFCW) or linearly (Frequency Modulated Continuouawd) FMCW). The bandwidth

of the waveform is given by the difference betw#denstop and start frequency, and the

7
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wider the bandwidth the finer the range resolutbihe system. As described in detall
in chapter 3, information on the distance of thegets is related to frequency
components extracted at the receiver through hayes detection; the frequency of
these components depends on the duration and bdthdefithe transmitted waveform.
Frequency modulated waveforms are easier to genarampared with impulses.
Stepped Frequency Continuous Wave signals can berajed by a Direct Digital

Frequency Synthesizer (DDFS) or by a step oscillatml Phase-Locked-Loop (PLL),
Frequency Modulated Continuous Wave signals cagemerated by swept oscillators,
for instance Yttrium Iron Garnet (YIG), or arbityawaveform generators (AWG). A
more detailed description of FMCW waveforms andrtredar performance is given in

chapter 3 of this thesis.

Noise radars transmit noise-like waveforms andetate the received signal with a
delayed copy of the transmitted signal. A strongedation peak is expected when this
delay is equal to the round-trip delay of the reedisignal (the time for the signal to
reach a target and be reflected back to the regeiVhese waveforms have uniform
power spectral density between a lower and a hifjequency, so their bandwidth can
be defined as the difference of these two freqwsngil]. The relation between
bandwidth and down-range resolution is the samefoasfrequency modulated

waveforms. In TTWD applications, noise waveformsvehahe advantage of low

probability of detection and intercept since thppear like noise.

Waveforms based on M-sequences (maximum lengthnbisequences, MLBS) are
pseudo-random noise signals and they can be us€@WD radar systems. They are
normally generated by a linear feedback shift tegisontrolled by a stable clock. The
system maximum operational frequency is half tHeesaf this clock. Since a pseudo-
random signal is periodic, sequential sampling lbampplied to reduce the sampling
frequency of the ADC, as seen before for impulsiars The sampling clock can easily

derive from the clock to the shift register afteitable division.

Normally it is possible to satisfy conventional uegments of TTWD, like spatial and
Doppler resolution or operational range, with syseaising one of the aforementioned
waveforms, even if the overall performance mayediffA comparison in terms of

system dynamic range for the same requirementsd@dth, centre frequency,

8
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operational range, and integration time for reamydone radar profile) when using
different waveforms is given in [2]. Impulse andissowaveforms have high dynamic
range if the received signal is sampled at the ADCeal time, whereas there is a
reduction in dynamic range if sequential sampliaghhiques are used to simplify the
ADC. These techniques imply that several transuohiffelses are necessary to create a
single range profile and that the receiver is natinsally matched to the transmitted
signal, hence the dynamic range is reduced. FMCW S CW can have comparable
good performance if the system offers good qualitthe frequency sweep (for instance
a very short setup time between the frequency siefise SFCW waveform, which a
good DDFS can normally achieve). An assessmertteofdquirements of radar systems
aimed at detecting people through the wall is megiin [4-5]. These requirements are
expressed in terms of maximum operational rangsirete resolution in both down-
range and cross-range directions, Doppler resoluaod maximum losses due to the
two-way wall penetration to be taken into accolmfigure 2.1 the physical meaning of
down-range and cross-range directions is explawiddreference to a typical through-
wall detection scenario with a radar system outaideom. The cross-range direction is
parallel to the wall separating the area with pdusstargets and the radar system,

whereas the down-range direction is perpendicol#ng wall.

iCross-Range
i Direction

Radar System Down-Range
: Direction
I @rrrrsssssssssssssssssssssasssssssssaaannennnnnnna] >

v

Figure 2.1 Sketch of a through-wall detection scemi to highlight down-range and cross-range
directions

In [4] an estimation of the total through-wall pemation loss as a function of the
frequency and of the different wall materials (wpbdcks, and concrete) is provided,;
the radar cross section (RCS) of a human being #&perimental results was taken
into account in this estimation. Total losses iaseewith frequency as expected, and
they vary between about 100 and 130 dB for an ¢ipeid range of 10 m. The analysis
in [4] shows that all the aforementioned UWB wavafe can meet the requirements,

9
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but the systems differ in terms of dynamic range sppeed to provide a reading. In [5]
similar conclusions are presented, but the FMCWesysappears to offer the best

compromise in terms of speed and dynamic range amdpvith the other systems.

However advantages and disadvantages of differ&B Wvaveforms for TTWD are

always dependent also on operational requiremdrtteedinal system, like weight and
size, power consumption, complexity and off thelfstneailability of the hardware, and
therefore its cost. In force spectral regulatioas @lso play a role in choosing the
operational frequency and bandwidth, with effeatstbe achievable resolution and

through-wall penetration, as well as on the desigihe antennas.

As previously mentioned in chapter 1, FMCW wavefsrane used in this work, aiming
at exploring the possibility of gating them to smlthe near-far problem of wall
reflections. FMCW waveforms to which a gating setueehas been applied are the so-
called Interrupted FMCW, or FMICW. FMCW and FMICWaweforms can be
generated by an AWG, which has the advantage afgihg flexibly the parameters of
the waveform and of the gating sequence. A morailddt description of both
waveforms and their radar performance is giverhepter 3 of this thesis.

2.2 Review of TTWD Systems

Effective TTWD systems in the literature based lm&waveforms previously described
are summarized in the following section, focusimgwhat these radar systems are able

to detect and on possible wall removal techniques.

2.2.1 Impulse radar systems

A TTWD radar system based on impulse waveforms Iesn developed at the
Department of Electrical Engineering and ComputBgjence of the University of
Tennessee. A first study to characterize the prafpag losses through different wall
materials and the fidelity in the transmission amception of pulses suitable for TTWD
is presented in [6]. Good fidelity in using a pwsaveform centred at 10 GHz and with
600 MHz of bandwidth is shown, as well as redudedugh-wall losses for most
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materials at that frequency. In [7] the first expemtal results in the hallway of an
office building are demonstrated, placing a 5 cywplod panel between the radar and
the area under test. The detection of static metatgets is achieved, as well as the
tracking of a moving person carrying a gas tankis Tladar system is based on a
customized pulse generator with duration 0.6-2ansarray of antennas optimized for
the frequency range around 10 GHz, and an FPGAefdrtime control and acquisition
of the signals. In [8] the authors present anophutse radar system integrated with RF
instruments to perform some tasks, for instancanapfing oscilloscope to digitize the
signals. This system is experimentally tested tieatestatic metallic targets behind a
1.25 cm drywall panel at the frequency range 8-tz Gout it can be reconfigured to
work at lower frequencies to penetrate thicker svalkt by changing the antennas and a
few transceiver components. In [9] the system preeskin [6-7] is improved including
a near field beam-forming algorithm to take inte@mt refraction and losses within
the walls. Experimental validation is provided witfatic metallic targets (a plate and a
pipe) behind 8 cm brick wall and with tracking ofparson moving behind 4 cm
drywall. Some components of this system includimg antennas can operate across a
wide range of frequencies (2-10 GHz), but somehefrt (local oscillator, mixer, and
band pass filters) need to be changed dependirigeoselected operational bandwidth.
A detailed description of the hardware component®lved in this radar system is
given in [10], and a first example of time-frequgranalysis for detection of breathing
is also shown. The latest developments of the paldar system of this research group
are given in [11-12]. In [11] localization of pdeghrough their breathing is presented,
even in case of two people at the same distanga fre radar. In [12] hardware
improvements of the system compared with the olgige in [10] are discussed, in
particular a new design achieving more compact amkreduced jitter in the clock to
the ADC, as well as better performing components (hstance ADC with more
resolution bits). Experimental validation of thepmaved system is provided through
detection of static metallic targets behind cenveadt, and micro-Doppler signature of a

person walking due to the swinging of the limbs.

In [13] results from the UWB pulse radar systemeadeped at the UWB Radar Imaging
Lab of Institute of Electronics, Chinese AcademySafences are presented. The radar

operates in the frequency range 0.5-3 GHz and haliphe input multiple output
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(MIMO) capability, in particular two transmittersé four receivers. The successful
tracking of a person moving behind a 24 cm solidccete wall is demonstrated. The
movement is a “stop-go” walking, i.e. the persampstand stands still for a while and
then starts walking again. In [14] the aforememd pulse radar system is employed
successfully in experimental scenarios where aopetpped under rubble should be

located through breathing detection.

In [15] the pulse based radar system developetidy& Army Research Laboratory is
presented. This radar uses a commercial monocygbellse generator, with roughly
90% of the transmitted energy concentrated in 03100 MHz frequency range. An
array with 16 receiving Vivaldi antennas and 2 $raiiting horn antennas is used, with
FPGA boards dealing with the synchronization anctrod of all the components. This
system is mounted on a vehicle and is capable oking both in the forward-looking
and side-looking directions while the vehicle is vimg. This system has been
successfully tested in open air scenarios with aulbss (trees, light poles, and high
grass) and target (a metallic trihedral). In [1& same system is used to detect moving
targets, in particular a pick-up and a walking maith the latter detected successfully
also behind a cinder block wall. The tracking aégé targets is demonstrated via radar
images created using the back-projection algorithihe motion detection is based on
the change detection paradigm: the difference bEtweonsecutive sets of data is
calculated before forming the images so that statidter is reduced. In these
experiments the targets were moving on a trajegbangallel to the radar array, which

would make them very hard to detect by a Dopplsetapproach.

In [17] detection of human beings behind concretdlsmusing UWB short pulses is
presented. The experiment was carried out at La&lecUniversity, France. This radar
system uses a Gaussian pulse with bandwidth 3.2@Bdzentre frequency 4.7 GHz in
a bistatic configuration, with one transmitting amuke receiving antenna. The presence

of a man behind 15 cm concrete wall was succegdelnonstrated.

In [18] results from a pulse based radar systeneldped at the Radar Imaging Lab,
Centre for Advanced Communications of the Villanayaiversity, US, are presented.
The focus of this paper is the combination of cleadgtection approach (subtraction of

data belonging to consecutive measurements to eatitha detection of moving targets
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and to reduce the stationary clutter) with compwessensing (techniques to reduce the
required amount of data while maintaining the saunaity of the resulting radar image
[1]). This radar system uses a 0.7 ns pulse afrégpiency range 1.5-4.5 GHz. The
detection of both walking movements and sudden heacements behind 1 cm cement
board is successfully demonstrated. In [19] theesampulse waveform is used, but
wall reflections are time-gated out, without usthg@ change detection approach. This
allows detecting also a stationary target (hereetalic sphere), together with moving

targets (here a man walking).

2.2.2 SFCW radar systems

Many results in different aspects of TTWD have bpessented in the research at the
Radar Imaging Lab, Centre for Advanced Communiaatiof the Villanova University,
US, using SFCW waveforms generated by Vector Neétwiaralyzer (VNA). In [20]
the successful detection of several static mettdligets (spheres, cylinders, dihedrals,
and trihedrals) in an office-like environment isndmstrated through radar images
created by a beam-forming algorithm taking intocact the effects of the through-wall
propagation. Four horn antennas are used to explwdrization diversity and the
bandwidth of the SFCW signal is 2-3 GHz. The walhsists of two panels (1.9 cm
plywood and 1.6 cm drywall), and side and back vadlithe scene under test are
covered with absorbing material to prevent refatdi like in an anechoic chamber.
Reflections from the wall and clutter are removed dackground subtraction, i.e.
subtraction of data from a scenario without targket$21] a similar experimental setup
investigates the possibility of combining multiplata of the same scene, but taken
from different angles/views (“multilocation”) to jnove the detection. The data are
first processed to have a uniform coordinate systand then combined together
accordingly. The SFCW signal covers the bandwidihd1 GHz to penetrate through
14 cm solid concrete wall. A horn antenna is usechonostatic approach and moved
across a bidimensional position grid. Static metadrgets and a revolving table with
chair are included in the scene. In [22] the sarpeemental setup (SFCW signal from
VNA in the frequency range 2-3 GHz, static metaltigets, and wall made of plywood

and gypsum panels) as in [20] is used, but anrdtime technique based on Singular
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Value Decomposition (SVD) is proposed to mitigdte tindesired reflections from the
wall. This technique is modified to be used alscase of MIMO radar scenario in [23],
and successfully detects two human beings stanalingn office-like scene with
computer, table, and chair behind 14 cm solid cetecwall. Here the SFCW signal
covers the bandwidth 1-3 GHz; three horn antennasused, one as transmitter and
two as receivers. This technique to reduce walkcgbns is suitable for detection in
stationary scenarios, where change detection opleopased techniques relying on the
motion of the targets would not work. Any a-prigriowledge of the scene under test,
for instance background data without the targetsnat required either. In [24] an
alternative technique to deal with the wall reflecs problem is presented and applied
to an experimental scenario using SFCW waveformgh vilandwidth 1-3 GHz,
monostatic approach with a horn antenna, a metdilhedral as target, and three
different kinds of wall: plywood and plaster paneld cm solid concrete, and 30 cm
hollow cinder blocks. The technique is the so-chllgpatial filtering” and relies on
having similar wall reflections at all the anterpw@sitions of the receiving array. In [25]
the wall removal techniques mentioned in [22, 2Zdmely subspace projection and
spatial filtering, are applied jointly with compsige sensing, proving that they can still
work if applied on a reduced amount of data. Expental validation is given using
SFCW signals with 1-3 GHz bandwidth and detectiba metallic dihedral behind 14
cm solid concrete wall. In [26] change detection MO processing are combined
and results of detection of walking persons fro@RCW based system are presented.
The signal bandwidth is here 1.5-2.5 GHz, threentertennas are used (one receiver
and two transmitters), and the wall is 14 cm saahcrete. Two possible change
detection approaches are tested: the former ipide by pixel subtraction of complex
amplitude data, equivalent to the time domain swbion of two profiles by a delay
line, the latter is the subtraction of pixel intiypsalues followed by a zero-threshold

operation.

A flat-panel antenna array has been developed eatDigpartment of Electrical and
Computer Engineering of the Ohio State Universitg ased for TTWD applications in
conjunction with VNA generating SFCW signals [ZThis array is particularly suitable
for TTWD systems being relatively small and ligahd aLabviewgraphical interface
simply controls the overall system, including tétshes for the antenna array and the
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VNA generating the signal. Results when detectiagicsmetallic trihedrals behind 20
cm cinder block wall are presented; the bandwidtthe SFCW signal is 0.9-2.3 GHz.
The imaging algorithm is back-projection based asslimes free-space propagation for
simplicity. As the authors suggest, this algorithmay be improved including refocusing
beam-forming taking into account the effects of theough-wall propagation, and
adaptive CLEAN algorithm to reduce the reflectioani the wall [28]. Experimental
results of this approach are provided in a scenahiere metallic static targets (a sphere
and a trihedral) are detected behind 19 cm cinttekbwall. The waveform was again
SFCW with bandwidth 0.5-2 GHz and generated by &AVhe effectiveness of the
imaging algorithm proposed in [28] relies on havampurate parameters of the wall,
which is generally not possible in realistic scémarin [29] the SFCW radar system
presented in [27] is used to test an improved im@ggilgorithm based on Lagrange
multipliers. The reflections from the wall are sijmpemoved by subtraction of data

from an empty scenario.

A SFCW radar system has been developed for TTWDicgions at the National

University of Defence Technology, China [30]. Udikhe aforementioned systems in
this subsection, for which a VNA is used, the SF6hnal is generated in this system
by a synthesizer, which is combined with the trensar in a compact module. An array
of 15 Archimedean spirals antennas is used ateteiver, whereas 2 similar antennas
are used at the transmitters. Results of trackipgraon walking behind 30 cm concrete
wall are provided using SFCW signals with bandwid#2 GHz. Change detection

approach, i.e. subtracting time domain data of twasecutive frames is applied to
reduce the reflections from the front wall and erdeathe target motion detection. In
[31] the same radar system is used to detect hunwion (walking and swinging of

limbs) behind 30 cm cinder block wall. The changéedtion approach is applied here
directly on the image domain, and the phase diffiszas exploited to discard residual

stationary clutter and improve motion detection.

TTWD experiments using SFCW signals have beenathout at the Indian Institute of
Technology to test wall reflections and statisticlitter reduction techniques [32-33].
The SFCW signal is generated by VNA in the 3.9%5@Hz bandwidth; a horn
antenna is moved along a synthetic array in motiostanfiguration to produce data
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for radar images. Targets are plates of metal agftb placed at the same distance
from the radar; 1.2 cm plywood wall is used in [32hereas a more challenging 28 cm
brick wall in [33]. A more detailed description thfe wall removal techniques proposed

in these papers is given in section 2.3 of thiptia

The Norwegian Defence Research Establishment haslaged an interesting radar
system based on SFCW waveforms for GPR operatianparticular aiming at the

ExoMars space mission on the surface of Mars, etaraut by the European Space
Agency [34-35]. The SFCW signal with bandwidth @.%5Hz is generated by DDFS
and all the components (antennas excluded) argratgsel in a very compact board; a
detailed hardware block diagram is given in [34j}isTsystem is interesting to compare
with the work of this project as it introduces thessibility of gating the SFCW signal
through switches at the transmitter and at theivecein order to reduce the cross-talk
between the antennas and the strong reflection fiteenair-ground interface, thus
increasing the system dynamic range. More deteglgjen in section 2.4 of this thesis

and in chapter 3 which describes extensively thédWlwaveforms used in our work.

2.2.3 FMCW radar systems

TTWD experiments using FMCW waveforms have beemiexhrout at the Radar and
Electromagnetism Department, ONERA, France [36-4Dpmmon aspects of the
referenced papers are the use of a YIG oscillat@enerate FMCW signals with high
linearity, and the presence of a fixed filter atermediate frequency to remove the
contribution of the cross-talk and of the wall eetions, assuming they are located at
fixed frequencies. Change detection based on stiomaof images from different time
steps is applied to track the motion of targetsteldent walls are used (rubble stone in
[38], plasterboard in [39], and cinder block wall [40]), but the bandwidth of the
FMCW signal is the same (1-4 GHz) since it providegood compromise in terms of
down-range resolution and penetration through nmwall materials. An array of
receiving antennas is used to produce radar imaggsreal-time beam-forming

algorithm in the most recent papers [39-40].
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A FMCW based radar system for TTWD applications thesn developed and improved
over the past years at the Michigan State Uniweraitd later at the MIT Lincoln
Laboratory, US. In [41] a first setup is presenteavork in the 7.5-12.5 GHz frequency
range and to detect metallic targets (a model cdiesraft and some pushpins) in free
space. The main hardware features are already nngoleed in this first prototype,
namely the use of a YIG oscillator to generateRMECW waveform, and the use of a
high-Q band pass filter at intermediate frequerty kHz pass band centred at 10.7
MHz) to remove the undesired signals from antemoasctalk and wall reflections. This
filter reduces also the noise bandwidth of the ikexe thus increasing its sensitivity.
This system consisted of one transmitting and aeeiving antenna in a bistatic
approach, and SAR multiple measurements were ndeda@ate an image. In [42] the
same system was used in the frequency range 1.986-GHz which is more suitable
for penetration through dielectric slabs. Examgieexperimental images with metallic
carriage bolts and cylinder through 10 cm solidarete wall were provided. In [43-44]
the system is improved with a MIMO array consistiafj 13 transmitting and 8
receiving linear tapered slot antennas. The arsaysed in sequential bistatic mode,
activating one transmitter and one receiver ama tthrough fast switches controlled by
aLabviewinterface. This reduces the time to get a radagaerfrom roughly 20 minutes
for the previous SAR approach to roughly 2 secod&amples of detection of static
metallic targets in free space are provided in ,[4Bd through 10 cm concrete wall in
[44]. A further improvement of this FMCW based radgstem is given in [45]. The
antennas are designed as hybrid of linear tapdoédasd Vivaldi, and above all the
processing for the SAR imaging algorithm is imprbvso that the system produces an
image every 0.1 s rather than 2 s as in the previeterences. Three experimental
scenarios behind 10 cm concrete wall are succégsésited: a man rotating a metallic
rod, a small metallic sphere rolling close to aeotihich stays stationary, and a man
walking. Besides the range gating due to the baass filter mentioned in reference
[41], coherent change detection based on subtraaifoconsecutive data frame is
applied to improve motion detection. In [46] resuitom other experimental scenarios
are presented: a man walking, a man standingfgitiihile breathing or holding his
breath, and a human moving close to a strong netdiject. Different walls are used,

namely 10 cm concrete, 20 cm concrete, and cindek® wall.
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At the National University of Science and TechnglogKaohsiung, Taiwan,
experiments for TTWD have been carried out usingoweband FMCW waveforms. A
prototype using a narrowband FMCW signal (2.4-2.484z) in the ISM band is
presented in [47]. A person standing still behinsl dm wood panel could be detected
through his breathing; coherent change detecti@ppied by subtracting data frames
measured in different time periods in order to ewmleathe detection of the breathing
motion. In [48] the system is improved: the caggbibf measuring the azimuth of
possible targets through CW waveforms and two vaogiantennas is added to the
range capability of FMCW waveforms already showe4i7]. Experimental results are
presented for two subjects sitting behind 3 cm w@aahel, who are successfully
detected through background subtraction of FMCWctspe the differences in these
spectra due to the breathing are indeed easilyctdeteThe bandwidth of the FMCW
signal is 2.4-2.7 GHz, therefore this is not an U\IBnal according to the standard

definition.

2.2.4 Noise and pseudo-random noise radar systems

A system for TTWD based on pure noise continuougefitcams has been developed at
the Pennsylvania State University [49]. This systerhased on a thermal noise source
located in the frequency range 350-750 MHz, anddbmponents are integrated in
compact FPGA hardware, able to perform real-timegea operations and store
measurements in SAR approach to produce bidimealsi@dar images. A person
moving behind 14 cm cinder block wall in an emptydan an office-like room is
successfully detected by this system. In [50] olebgperiments using a similar noise
based system are presented, in particular for girdoliage and through wall detection
of static metallic targets. In [51] a more receetsion of the system is presented.
Hardware for range detection based on UWB noiseefoams in the frequency range
400-720 MHz is combined with components for Dopjpletection based on single CW
tone at 750 MHz, resulting in a compact system.-pegodic antennas are used in
bistatic configuration with one receiver and orasmitter; SAR approach is applicable
to create bidimensional radar images. Several expeatal results are presented: radar

range profiles of a metallic plate behind 19 cmdsobncrete wall, radar range profile
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of a man inside a shed with thin (a few mm) plaahd wood wall but at a long stand-
off distance (3-11 m), radar images of one or twan standing behind 15 cm wall,
and micro Doppler signature of several human mowgsnémoving arms, shifting
position, and breathing) through empirical modeodegosition and Hilbert transform
analysis. Background subtraction with an empty adgenis applied for detection of
stationary targets; coherent change detection withtraction of correlation signals
referring to consecutive data frames is applied nfmtion detection. Time gating is
mentioned as a feasible way to gate out the uretksignals due to the antenna cross-
talk and reflections from the wall.

TTWD systems based on UWB Maximum Length Binaryuseges, therefore pseudo-
random noise waveforms, have been developed amessfally tested at the University
of llmenau, Germany over the past years. A firgcdeption of the theory and suitable
block diagram is presented in [52], with a protetyard generating a 511 points M-
sequence with roughly 400 MHz bandwidth. In [53}dveare improvements increase
the frequency of the clock to the shift registertopl0 GHz, allowing M-sequence
bandwidth up to 5 GHz. Examples of GPR applicatiares provided. In [54] TTWD
applications are presented to track the walking enment of a person behind 20 cm
brick wall and locate his position in an officedikenvironment, assuming static scenario
(nothing else is moving). The system is clocke® &Hz, with actual bandwidth 0.7-
4.5 GHz. Trilateration approach is used with ongngmitting and two receiving
antennas, the easiest configuration to provide athirfocalization of targets. Coherent
background subtraction is applied, after estimatiorough an adaptive exponential
method of the background response to be subtrdciedthe data. The detection of a
person sitting behind 40 cm brick wall through Ibineggg using a similar M-sequence
based radar is showed in [55]. In [56] other expental results can be found: motion
tracking for a person walking, breathing detecfimna person buried under rubble, and
reconstructions of room interiors. Spiral antenimashe aforementioned trilateration
configuration are used in this paper, with operaldandwidth 2.5 GHz. In [57] recent
results regarding remote detection of vital sigos geople trapped under rubble are
presented. The system here is clocked at 4.5 Qiiizthee operational bandwidth is 0.1-
2 GHz allowing good through rubble penetration. vels to remove the clutter and
enhance the desired breathing signal are mentistationary clutter can be removed
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by high pass filtering in the observation time domaassuming that breathing
frequency is higher than 0.2 Hz, whereas non-statip clutter needs to be separated
through algorithmic methods (for instance sub-spleEmmMposition methods like SVD,
or exploiting the fact that the clutter frequensygenerally lower than the breathing).
The importance of reducing antenna cross-talk &veant saturation of the receiver is

mentioned.

2.2.5 Passive radar systems

In [58] a different and alternative approach foAVID of moving people using a passive
radar is presented from the researches at UniyeCsilege London, UK. Whereas the
systems described so far involve through-wall tnsission of waveforms towards the
area under test, this passive radar collects apbbiexthe 2.4 GHz signals transmitted
from a WiFi access point already inside the aredeutest. Doppler shifts are expected
in these signals because of the motion of targetsthey can be extracted through
suitable processing. Experimental Delay-Dopplerulissare showed for a person
moving inside a storage building behind 30 cm caositpowall, consisting of an
external layer of bricks and an internal layer oharete, separated by 10 cm air gap.
Static clutter and the strong direct signal from ttansmitter of opportunity, in this case
the access point inside the storage building, @mowed through an implementation of
the CLEAN algorithm which is adapted to the systeresented in [58]. As its name
suggests, CLEAN is a procedure which searchesemdves the brightest contribution
in a scene of interest, thus “cleaning” the finatage from all the undesired
contributions through several iterations of theoathm. It should be noted that for
passive radar systems there is no exterior waétaebn problem, which on the contrary
needs always to be addressed for active systemmsoid masking of actual targets and
receiver saturation. However the strong direct @igrom the transmitter may saturate
the receiver even in passive systems, and posegsory algorithms as the CLEAN

proposed in [58] cannot address this problem.
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2.3 Review of Wall Removal Techniques

Any TTWD active radar system has to confront with problem of reflections from the
exterior wall, which complicate the detection okpible targets placed behind this wall.
Depending on wall parameters like thickness, digleaconstant, conductivity, and
internal structure, the presence of the air/watenface scatters back most of the
transmitted signal and drastically reduces the arhofi power available to sense the
area under test. Therefore at the receiver walketbns appear far stronger than the
backscattered signal from actual targets, espgdralin targets with low RCS as human
beings, which are masked and difficult to detebe (s0-called “near-far problem”).
Walls with air gaps or hollow structures are esgicichallenging, since they tend to
trap the electromagnetic waves as if in resonaritiea, making the duration of the wall
reflection signals far longer than the physicaktkhess, thus overshadowing targets

close to the interior wall [24, 40].

Increasing simply the transmitted power to detieesé hidden targets may be beneficial
in impulse based systems, but it is not a viabletem for SFCW or FMCW systems
where transmitter and receiver are always actiwecalse of monostatic scenarios it is
hard to maintain the required isolation betweentthesmitter and the receiver circuitry
through circulators or similar hardware. In caséisfatic or multistatic scenarios there
Is strong signal leakage from transmitters to remrsi because of the cross-talk between
the antennas. In all these cases a strong undesgeal is present at the receiver, thus
heavily limiting the dynamic range of the TTWD st and increasing the possibility

of saturating and blocking the receiver [42].

Being considered as clutter, wall reflections daseealso the signal-to-clutter ratio
(SCR) of radar images of the area under test.dtbde®n observed that this prevents the
application of compressive sensing (CS) technigwdsch aim at producing radar
images of same quality and resolution using far efevdata, allowing faster

measurements [1, 19].

Because of these reasons different wall mitigaborremoval techniques have been
developed and applied to TTWD systems. In theok#tis section a summary of these
techniques is given, followed by a descriptiontd wall removal approach proposed in

this thesis.
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2.3.1 Subspace projection methods

These wall removal techniques structure the redesygnals from different receivers in

a matrix, the so-called B-scan; the receivers carplysically different or a single
receiver is moved to different positions in SAR m@eh. Suitable decomposition
methods are then applied to this matrix aimingegisating the clutter (cross-talk signal
and wall reflections included), target, and noigbspaces, and at removing or at least
mitigating the first. After removal of the cluttsubspace radar images are produced
from the data. The advantage of these techniquisighey do not require any a-priori
knowledge of the wall parameters or structure, thay try to estimate them. Their
drawback is that, being applied only on measured, dhey do not address the problem
of reduced system dynamic range because of crtksertevall reflections.

An early example of subspace projection approanhbeafound in [59], where through-
wall experiments are performed using SFCW wavefoamd a single metallic target
behind plywood and brick walls. SVD method is apglito the B-scan matrix to
decompose it in the sum of its eigen-components.dithors conclude empirically that
the first eigen-component is the wall reflectionbspace, the second is the target
reflection subspace, and the remaining componerdsttze noise subspace. They
therefore extract only the second eigen-componemhdke radar images. In [32] the
same authors present three other decompositionoaethlternative to SVD: factor
analysis (FA), principal component analysis (PCAnd Independent Component
Analysis (ICA). All these four methods decompose Biscan matrix of measured data
and aim at extracting only the contribution duetdoget reflections to create radar
images. The performance of these four methods ngpaced using experimental data
from a SFCW based radar system. Two targets, orde mametal and one made of
Teflon, are placed behind a plywood wall at the salown-range distance, so that the
dielectric target is more difficult to detect besawof the high reflections from the metal
target. ICA outperforms the other three methodsd®tg correctly both targets.
Compared with the other methods, ICA exploits sisnstatistical properties to
separate clutter and target subspaces, but it re smmplicated to implement. In [33]
further performance comparisons of the aforemertiomethods are presented using

experimental data from a scenario with brick wallhe authors draw similar
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conclusions, with ICA outperforming the other methowhen both metallic and

dielectric targets are present in the scene ursér t

In [60] ICA is applied by a different research gooon experimental data from a SFCW
based through-wall system; two metallic targetsrmelvood wall and concrete wall are

used. Both targets are correctly detected for bgibs of wall applying ICA approach.

In [22] a substantial correction to the SVD methmdposed in [32-33] is presented.
The authors prove that the target subspace isingilys and only the second eigen-
component of the B-scan, but it spans across desg@n-components, depending on
the number of targets in the scene under test andheir location. So the target
subspace is extracted as a weighted and smootmehirtation of eigen-components,
rather than simply a single eigen-component. ThecB¥eness of this new approach is
demonstrated through experimental data with matipetallic targets behind wood and
gypsum wall. In [23] this approach is extendedhe tase of MIMO radar systems.
Additional processing to extract the target subepwc required because the wall
subspace spans across more eigen-components thaoniostatic scenarios. This is
caused by the MIMO approach, where wall reflectians no longer similar for each

antenna position, but depend on the transmittiogiveng antenna pairs.

So far these subspace projection methods have Hemussed to remove wall
reflections for detection of static targets, buytimay be used also in other applications
when two different signals need to be separateginglon their uncorrelation
properties. For instance in [57] singular valueaheposition is mentioned as a way to
separate breathing signature from non-stationariter! in the context of detection of

people buried under rubble.

Although developed for a different context, nambhgast cancer detection through
UWB signals, it is worth also mentioning the methm@posed in [61]. The aim is
reducing the strong backscattered signal from itigkan interface, far stronger than the
reflections from tumours inside the breast. Theraggh is not dissimilar to the
methods discussed in this subsection, since it atrseparating the contributions of

desired (tumours) and undesired (skin) signalshEeaceived signal is decomposed in a
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frequency domain model as a sum of componentsthandequired parameters for this
model are extracted from the data. The componefsed to the skin are expected to
be far stronger than those related to the targetsthey can be isolated through a

suitable threshold and removed before creatingntiage.

2.3.2 Spatial filtering method

This method is introduced in [24] and successftélsted on experimental data from a
static target (metallic dihedral) behind threeetiént types of walls (solid, multilayered,
and cinder blocks). It is particularly effectiver fdetection of stationary targets, when
methods based on change detection (change caudbd byotion of targets in the area
under test) or on Doppler effect are not applicablee method has the advantage of not
needing a-priori knowledge of the wall parametend atructure, and it is effective
when the reflections from the wall and from theg&s are overlapped in the time
domain because the targets are close to the inigath. This overlapping would make
unsuitable methods based on discriminating andhgabut in the time domain the

undesired wall reflections.

The method assumes monostatic approach with assdrmeeasurements along an array
parallel to the wall, and relies on the similatythe wall reflections for all the antenna
positions, whereas echoes from the targets chasrgeath antenna position along the
array. This assumption is realistic for many TTWBtems, since the wall normally has
a spatial extent larger than the array of measupositions, whereas targets like human
beings occupy a limited space, just a portion altregarray. The proposed method
models the received signal, which contains botlecgbns from walls and targets, as a
function of the antenna position index along theayr and then applies a spatial
frequency transform. Wall and targets reflectioas be separated in this new spatial
frequency domain: the former have zero or very lmwmponent, since they do not
change along the array, the latter have higheiaddetquency because of the changes
along the array. Once the targets and wall spiigguency bandwidth are identified, a
filter can be designed and applied to remove oteast mitigate wall reflections.
However this estimation and the consequent filesigh is not trivial. The wall spatial

frequency bandwidth can extend longer becausestdiiities in the antenna positions,
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antenna patterns, or local non-homogeneous ars@eithe wall. The target spatial
frequency bandwidth depends on the target downeraamgl on the extent of its signal
return along the array, so it may overlap the veglatial frequency bandwidth and
therefore be altered by filtering. Since this meltih® applied before beam-forming and
creation of images, the filter should be desigreediinimize smearing and distortions
on the targets reflections. The authors proposaranpetric notch IIR filter, which can
be flexibly adjusted to the environment. They cormeps performance with a moving
average background subtraction method, which cambeelled as a FIR filter; this
consists in subtracting from each received sighalaverage of the previous received
signals. The proposed notch filter outperforms tmeving average filter for
inhomogeneous walls, giving results closer to thdsally obtained by subtraction of

the empty scenario.

The authors suggest an analogy between theirififexpproach in the spatial frequency
domain for detection of static targets and theiffittg in the Doppler frequency domain
for detection of moving targets in cluttered enmitents, where clutter is the stationary
or slow moving background. The easiest filter i thubtraction between two

consecutive received signals, but more refined-pagss filters can be used to improve
flexibility. An attempt using the easy approachsabtraction between signals received
at neighbouring antennas is performed in [24] watbal data from a simulated point

scatterer, but it is discarded because of the ntistointroduced on the target spatial

frequency spectrum.

In [25] the authors show that the aforementioned meanoval method, as well as the
subspace projection method described in the prevsubsection, can work together
with compressive sensing. Normally it is assumeal tvall removal methods are
applied on full set of data before compressive isgnswhereas this paper using
experimental data prove that these methods areteHeeven when operating on a

reduced set of data.

25



Chapter 2: Review of Through-Wall Systems and tak Reéflection Problem

2.3.3 Background subtraction methods

If data from the area under test without poterntagets (the so-called empty scenario)
are available, they can be simply subtracted frbendctual measured data to remove
wall reflections before applying beam-forming alguns; this is effective for detection
of stationary targets. Unfortunately this appro&mot realistic for most of the real-
time, in-field applications of TTWD systems, but @yscenario data may be available
for long time surveillance operations of an areaisTeasy approach can be applied for
simplicity purposes when the focus is really notlwwemoval techniques: for instance to
perform experiments aimed at testing beam-formihgprahms [29] and TTWD
systems at early stage of development [20], to Eiynghe detection of stationary
targets with low RCS for demonstration purposeg,[&td to extract human breathing
parameters through suitable signal processing igebs (for instance using Hilbert-

Huang transform in [62]).

An alternative approach for wall removal which does require access to background
data is proposed in [63], where a model of theaaigage in TTWD SAR approach is
developed and a refocusing method is applied topemsate for wall effects. This
method assumes that wall reflectivity and transivitysmatrices are known, which is
rather unlikely in realistic scenarios, but a pawe to estimate these parameters is
suggested. Wall reflections can be gated out fioerbiackscattered time domain signal,
and the required parameters can be estimated fhem tafter conversion into the
frequency domain. The wall reflection signal cancbeputed analytically according to
a suitable model, and then subtracted from theahoteasured data to enhance the SCR
of the final refocused images; it should be noteakt tonly the wall contribution is
cancelled, whereas stationary targets are preseivedthe resulting images.
Experimental validation using a SFCW radar systengiven; a metallic trihedral
behind 9.2 cm concrete wall is used as target. @ahod is effective, but it is subject

to errors in the estimation of wall parameters @gponse.
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2.3.4 Change detection methods

Change detection can be considered a special ¢dsekground subtraction when the
aim is motion detection, either of large scale nmepts given by people walking and
swinging limbs, or small scale movements given hbgathing [26]. This approach
assumes that wall reflections and stationary alattenot change over the measurement
time, whereas the contribution of moving targetesdid herefore a simple subtraction of
data referring to different measurement instants r@anove undesired signals. This
subtraction can be performed either in the imagealo after the application of beam-
forming algorithms (non-coherent subtraction), ortihe raw data domain (coherent

subtraction).

Non-coherent change detection is applied for ircstan [31], followed by a further step
exploiting the image phase differences to improstection. Coherent and non-coherent
change detection are also applied and compare@din The authors suggest that non-
coherent change detection produces better finaj@sawith less artefacts, but further
studies are required to confirm this conclusionzeko-threshold operation is applied
after non-coherent processing to remove possibtelpiwith negative values which

would appear as artefacts.

Coherent change detection can be applied to data FfTWD radar systems using
different waveforms. For instance in [16] the metl®used on data from a pulse based
system, subtracting the time domain received sggaadifferent measurement times; in
[48] on data from a FMCW based radar system, sciigh the spectra of the
intermediate frequency signal, which contains imfation on the target’s range; in [65]
on simulated data from a noise waveform based ragstiem, subtracting the cross-

correlation between transmitted and received sgynal

In [18] coherent change detection is applied befmmpressive sensing on data from a
pulse based system. The authors propose two diffenedels for detection of sudden
movements of head, limbs, or torso, and for detactf a translational motion like
walking. In the former case data from two conseeutiames are subtracted, whereas in
the latter data belonging to frames which are sapdrby a relatively long time delay.
In [26] further results from the same authors aresented when change detection

approach is combined with MIMO radar. Coherent gbefbeam-forming) and non-
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coherent (after beam-forming) change detectionapdied to the same experimental
data and the performance of both methods is cordp&eherent approach seems to
perform better for change detection applied to eou8ve frames, whereas both

approaches are equivalent for change detectionealia non consecutive frames.

In the previous examples change detection was mmaded simply subtracting data
from two frames, but more refined estimations of #®tationary background to be
subtracted have been suggested in the literatuijd.1l] the average of a set of previous
received signals is subtracted from each signatead of only the previous signal. In
[13] an improved estimation of the average sta#ickiground is presented to take into
account the possibility that the target stops dagissfor a while. If the target does not
move, its signature would not appear in the sindgference of two consecutive frames
and it would be treated as clutter. In [54] a samdpproach with weights and thresholds
in the average formula is presented. The focusisf work is avoiding that the area
where a movement is detected contributes to thkgoaand estimation; this benefits

the detection of movements along the azimuth doecor small movements like

breathing.

2.3.5 Polarization based methods

Numerical simulations show that wall and targetectfons can be distinguished by
their polarization. Reflections from the wall areostly co-polarized with the

transmitted signal, whereas reflections from hurbamgs excite cross-polarization
components, or more generally different polarizatiadue to the body’s irregular shape
[1, 66]. Very promising simulated results have bpersented, but practical exploitation
of cross-polarized components is very challeng®gss-polarized components are far
weaker than co-polarized: in the simulations tlessipolarized signature for a standing
human being is 20-30 dB (depending on the wall)kee#han the co-polarized case [1].
In realistic TTWD systems cross-polarized composienay be buried in the noise and
therefore not detectable. Another issue is the rg¢ioa/reception of pure polarizations
through the antennas, which is challenging fordgpiwide-beam antennas like horn,

especially at the low frequencies required for tiglowall penetration [1]. At the
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current stage of technology, polarization basetirtieges are still more investigated

through numerical simulations than in realistic exments.

2.3.6 Hardware filtering method

Apart from polarization based approaches, all tlal vemoval methods described so
far are applied after the digitization and recogdiof the received signals, wall

reflections and clutter included. Even if these hods remove the undesired
contributions, the recording of backscattered dggfram low RCS targets when also
wall reflections are present can be challengingabse of the required system dynamic
range. The risk is that the signals from the targee buried in the noise floor of the
system, and therefore cannot be correctly extraetesh after the application of wall

removal techniques.

A possible solution to this problem for FMCW basedlar systems is presented in
details in [41-42] and also quickly mentioned i®]j4the former refers to the system
built at the Michigan State University and then Mlificoln Laboratory, US, the latter
to the system developed by ONERA, France. FMCW rragatems are described in
details in chapter 3 of this thesis, but for thkesaf brevity it should be noted that the
information on the range to the targets is congent¢o frequency tones of a signal
usually called “beat note”: the farther the targhg higher the frequency of the beat
note. Since the air/wall interface is closer to thagar compared with any other possible
targets, the beat note frequency related to itsatdn is the lowest; there may also be a
beat note caused by the antenna cross-talk intibigtaltistatic scenarios, but its
frequency is still low, since the distance betwdlke antennas is shorter than the
distances to the targets. These undesired beafregteencies can be filtered out with a
suitable band pass filter, provided that its stapgpband transition is steep enough to
remove the contributions from cross-talk and waithout distorting the contributions

of the targets.

The beat note frequencies at which wall and tacgeitributions appear in FMCW
systems depend not only on their distance fronrdidar, but also on the duration and

bandwidth of the FMCW signal itself. If the radgstgem is meant for fixed surveillance
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applications where the stand-off distance radat-d@s not change, then an optimum
filter can be designed because the beat note fneguef the wall reflections is known
and fixed, provided that the duration and bandwaftthe FMCW signal do not change
as well. If the radar system is movable or the tlomaand bandwidth of the FMCW
signal change, then some degrees of flexibility r@guired. One option could be a
variable filter that can be tuned, or a set ofaedéht filters which can be switched in and
out. A more interesting solution is proposed in][4&here an oscillator can slightly
shift the bandwidth of the transmitted FMCW sigreahd consequently the beat note
frequencies related to undesired and desired teftex In this way the filter is fixed,
while the beat note frequencies are accordinglysadf to place contributions of the
targets in the pass band and wall reflections énstiop band. The filter proposed in [42]
is a 4 pole crystal, operating at intermediatedssgpy: centre frequency 10.7 MHz and
a 7.5 kHz 3 dB bandwidth.

It should be noted that the authors still applyngeadetection techniques as described
in sub-section 2.3.4 on the data collected witlséhgystems; this improves the detection
of moving targets, removing any residual statidteluor wall reflections. For instance
in [40] non-coherent image subtraction is appliethereas in [45] coherent change

detection is used.

2.3.7 Gating methods

When short pulses are used as transmitted wavefdime gating can be a suitable
technigue to remove early reflections from the a4, 67]. Basically pulses reflected

by the air/wall interface arrive at the receiverfdoe those reflected by the targets,
which are farther away from the radar. If pulses short enough in terms of time
duration, the early signal related to the wall tensimply gated out before applying
beam-forming or other additional processing onréreaining data. It should be noted
that the dispersion effect given by some kinds afl wespecially those with lots of

internal cavities and layers, may distort and bevathe received pulses, compromising

the effectiveness of this technique.
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In the aforementioned approach the strong refladtiom the wall is still acquired and
digitized at the receiver, and this gives problemearms of required system dynamic
range, as already discussed in this section. Asguthiat the reflection from the wall
and the reflection from the targets are sufficigisgeparated in time, a solution to this
problem could be switching on the receiver jusggly after the time when the wall
reflection comes back and slightly before the targélection. In case of pulse based
systems different backscattered pulses should g teaseparate in the time domain,
whereas for FMCW or SFCW systems, where the tratemand the receiver are
always active, this is not an easy task.

In the following section the proposed wall remotethnique based on gated FMCW
waveforms is quickly described to compare with otkgisting techniques; a more

detailed analysis follows in chapter 3.

2.4 Proposed Wall Removal Technique: FMICW

As mentioned in the previous section, this thesiesgnts a technique to
mitigate/remove cross-talk signal and wall reflest for TTWD based on gating
FMCW waveforms (gated FMCW or interrupted FMCW).

Intuitively the idea is switching on the receivenly after the transmission of the

waveform (to avoid signal leakage from the tranwamjitand after the reception of the
wall backscattered reflection (which comes befeféections from the targets since the
air/wall interface is closer to the radar). For FWGadar systems, which normally

work with the transmitter and the receiver alwagtéva, suitable on-off patterns have to
be provided to ensure that transmission and remejatie not simultaneous. These on-
off patterns can be modelled through complemerdating sequences multiplied by the
transmitted and received waveforms, in order toageinge-dependent sensitivity of the
radar system [68]. These gating sequences can signed accordingly so that the

receiver is active and listening only when the iesbackscattered reflections from the

targets are present.

The required on-off patterns can be physically enpénted with switches at the

transmitter and the receiver, with suitable gasaguences to control them. An example
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of this approach for a SFCW based system for GRRcapions is presented in [34]. A
block diagram of the hardware is provided, with RBE3 generating the normal SFCW

signal, plus another DDFS to generate the gatiggesgces to control the switches.

Unlike the aforementioned approach, the radar sygteoposed in this thesis uses
arbitrary waveform generators to generate at theedame FMCW waveforms with the

gating sequences applied. Compared with a norma\F\system, no extra hardware
is needed with this approach (no switches and twgitrolling units as in [34]). Another

advantage is the flexibility in changing via softeaall the parameters of the FMCW
waveform (duration and bandwidth of the signal) afidhe gating sequences. This
permits taking into account changes in the scenarder test in field applications, for

instance a change in the stand-off distance, andeaot by simply correcting the

generated waveform and/or the gating sequencasolild be noted that how quickly
these changes can be made depends on the chogeamadaveform generator, on its

hardware implementation, and also on its interfaitle the user.

A more detailed description of the parameters efdhting sequences and a model of
their effect on the FMCW signal is given in chapeilt is interesting to conclude this
section comparing advantages and disadvantagesheofptoposed wall removal

technique with those presented in the previousmsect

The ideal background subtraction with “empty scendata” is not realistic for in field
applications since it would require a-priori datatbe scenario under test, so it can be
immediately discarded. Like our proposed technidgbe, approach of estimating and
subtracting the wall response from the data doesegmire a-priori knowledge, but it is
subject to errors in the estimation and modellirigttee response itself. Subspace
projection and spatial filtering techniques do need any a-priori knowledge of the
wall and they are not subject to errors in estingatihe wall parameters. However,
being algorithmic techniques applied on the reatrdata, they do not address the
problem of insufficient system dynamic range orereer saturation which may arise
because of the strong wall reflections. This draskkia also shared with the estimation

and subtraction of the wall response.
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Polarization based techniques can be discardede sheir practical application still

pose lots of problems as pointed out previously.

Change detection approaches do not address agaprdhlem of the required dynamic
range when cross-talk signal and wall reflectione @resent at the receiver.

Furthermore they are not suitable for detectiostafionary targets.

Hardware filtering for FMCW systems is an intenegtiechnique and its effectiveness
is proved. The approach proposed in this thesisbeaan alternative to it which does
not require extra hardware, like the filter itsaifd the additional oscillator to adjust the

frequency of the received signals to the fixecfilt

So the application of gated FMCW waveforms can mengeresting alternative to the
wall removal techniques so far proposed in theditee. This method does not require
any a-priori knowledge of the scene under teststimation of wall parameters. It can
increase the system dynamic range allowing detectidow RCS targets and avoiding
receiver saturation. Being implemented through AVitGJlows flexible adaptation of
the parameters of the waveforms to the scenarieruedt. The proposed approach can
also be combined with pre-existing techniques timaece their performance: subspace
projections, spatial filtering, and change detecttan indeed still be applied on data
from gated FMCW systems, to eliminate the residiladter and enhance the overall

performance of the system.

2.5 Summary of the chapter

Different UWB waveforms for TTWD applications haleen discussed in this chapter,
namely impulses, SFCW, FMCW, noise, and pseudcenaimveforms. A non-

exhaustive review of existing TTWD radar systems baen presented, with focus on
the near-far problem caused by the wall reflectiand techniques to mitigate/remove
them. The wall removal technique proposed in thesis has been mentioned and its

advantages and disadvantages compared with existthgiques have been discussed.

The following two tables summarize the existing TDWadar systems and the wall

removal techniques presented in this chapter.
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Waveform and

Targets, Type of Wall, and Wall

nk

ts

ts

h

ts

(1)
—

Ref. Frequency Antennas )
Removal Technique
Range [GHZ]
1 horn at the ) ) _
. Detection of static metallic targets a
Pulse transmitter _ _
[7] . ' of a person carrying a metallic gas ts
7-13 16 Vivaldi at .
_ behind 5 cm plywood panel.
the receiver
Pulse ) Detection of static metallic targe
[8] As in [7] .
8-12 behind 1.25 cm drywall panel.
Bul 2 sub-arrays ofl Detection of static metallic targe
ulse
[9] 8 Vivaldi behind 8 cm brick wall and of a pers
2-4 or 8-10 ) )
elements walking behind 4 cm drywall panel.
8 sub-arrays, _ _
_ | Detection of multiple people throug
Pulse each integrating _ _
[11] _ _ their breathing.
1.5-45 8 Vivaldi )
Wall removal by change detection.
elements
1 horn at the | Detection of static metallic targe
[12] Pulse transmitter | behind cement wall and Doppl
1.5-45 8 Vivaldi at the| signature of a person walking a
receiver swinging limbs.
Not specified
Bul what type, but 2 Detection of a person moving a
ulse
[13] 0.5.3 elements at the standing behind 24 cm concrete wall
' transmitter and, Wall removal by change detection.
4 at the receive
2 horns at the
[15] Pulse transmitter, 16| Detection of static metallic targets |i
0.8-2.4 Vivaldi at the | open-air scenario with some obstacle
receiver
Bul Detection of moving targets in open
ulse
[16] As in [15] scenario and behind cinder block wal
0.3-30r 0.6-1.5

Wall removal by change detection.
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Pulse N Detection of the presence of a person
[17] Not specified .
3.1-6.3 behind 15 cm concrete wall.
1 horn at the | Detection of a person walking and |of
(18] Pulse transmitter, 8 | sudden movements of the head behind
1.5-4.5 Vivaldi at the | 1 cm cement board.
receiver Wall removal by change detection.
Detection of both stationary metallic
Pulse . targets and of a walking person behind
[19] As in [18]
1.5-4.5 1 cm cement board.
Wall removal by time gating.
Detection of static metallic targets
behind 1.9 cm plywood plus 1.6 cm
120] SFCW 4 horns for 4 q i Py P
rywall.
2-3 port VNA W
Wall removal by  background
subtraction.
1 hornin _ _ .
SFCW . Detection of static metallic targets
[21] monostatic . _
0.7-3.1 behind 14 cm solid concrete wall.
approach
_ Detection of static metallic targets
1 horn in .
SFCW . behind 1.9 cm plywood plus 1.6 ¢gm
[22] monostatic
2-3 drywall.
approach o
Wall removal by subspace projection
2 horns at the | Detection of two people standing in an
23] SFCW transmitter, 1 | office-like scenario behind 14 cm solid
1-3 horn at the | concrete wall.
receiver Wall removal by subspace projection
Detection of static metallic dihedral
. behind plywood and plaster panels, |14
1 hornin .
SFCW _ cm solid concrete, and 30 cm hollow
[24] monostatic )
1-3 cinder blocks wall.
approach

Wall removal by spatial filtering.
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. Detection of static metallic dihedral
1 hornin . _
SFCW . behind 14 cm solid concrete wall.
[25] monostatic o
1-3 Wall removal by spatial filtering and
approach o
subspace projection.
2 horns at the | Detection of one person and then two
126] SFCW transmitter, 1 | people walking behind 14 cm solid
1.5-2.5 horn at the | concrete wall.
receiver Wall removal by change detection.
_ Detection of static metallic targets
12 printed . .
SFCW behind 20 cm cinder blocks wall.
[27, 29] “flower-shape”
0.9-2.3 Wall removal by background
elements o
subtraction in [29].
. Detection of static metallic targets
1 hornin . .
SFCW _ behind 19 cm cinder blocks wall.
[28] monostatic )
0.5-2 Wall removal by adaptive CLEAN
approach _
algorithm.
2 Archimedean _ . .
_ Detection of a person walking behind
SFCW spirals at the
[30] ) 30 cm concrete wall.
1-2 transmitter, 15 )
_ Wall removal by change detection.
at the receiver
Archimedean | Detection of a person walking and
(31] SFCW spirals; 2 at the swinging limbs behind 30 cm concrete
1-2 transmitter, 15| wall.
at the receiver| Wall removal by change detection.
. Detection of static metallic and Teflon
1 hornin _
SFCW _ targets behind 1.2 cm plywood wall
[32-33] monostatic _
3.95-5.85 [32] and 28 cm brick wall [33].
approach o
Wall removal by subspace projection
Detection of a person walking behind
[36] FMCW 2 exponentially| brick partition.
2-4 tapered slot | Wall removal by hardware filtering

plus change detection or SVD.
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1 ridged horn at

the transmitter.

Array at the

Detection and tracking of a perspn

walking behind rubble stone [38§],

id

FMCW ) plasterboard [39], and cinder blocks
[38-40] receiver, e.g. 8
1-4 _ _ wall [40].
Vivaldi or 16 o
. Wall removal by hardware filtering and
exponentially .
change detection.
tapered slot
Detection of static metallic targets
(42] FMCW 2 linearly behind 10 cm solid concrete wall (SAR
1.926-4.069 tapered slot | approach).
Wall removal by hardware filtering.
21 linearly
tapered slot (13 Detection of static metallic targets
(44] FMCW at the behind 10 cm solid concrete wall
1.926-4.069 | transmitter and (physical array).
8 at the Wall removal by hardware filtering.
receiver)
Detection of movements (man rotating
21 Vivaldi and | metallic rod, metallic sphere rolling
145] FMCW linear slot and man walking) behind 10 cm so
2-4 hybrid antenna concrete wall.
elements | Wall removal by change detection and
hardware filtering.
Detection of a moving and standing
person (either breathing or holding
FMCW . _
[46] 0.4 As in [45] breath) behind 10 cm concrete, 20 tm
concrete, and cinder blocks wall.
Wall removal by hardware filtering.
Detection of breathing behind 1.5 ¢m
(47] FMCW 2 printed wood panel.
2.4-2.484 elements Wall removal by change detection.
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1 horn at the | Detection and localization of breathing
(48] FMCW transmitter | of two people behind 3 cm woaqd
2.4-2.7 2 horns at the | panels.
receiver Wall removal by change detection.
Noise Detection of a person moving behind
[49] Not specified | 14 cm cinder blocks wall in empty and
0.35-0.75
office-like room.
Several results: static metallic targets
behind 19 cm solid concrete wall,
range profiles of one/two peojle
standing inside a shed, two people
Noise N standing behi.nd 15 cm wall, and micro-
[51] 0.4.0.72 2 log-periodic | Doppler  signature of human
movements behind 10 cm concrete
wall.
Wall removal by  background
subtraction.
1 horn at the | Detection and tracking of a perspn
Pseudo-noise| transmitter | moving behind 20 cm brick wall in
[54] 0.7-4.5 2 horns at the | office-like environment.
receiver Wall removal by change detection.
Detection of breathing behind 40 gm
(5] Pseudo-noise Not specified brick wall.
0.7-4.5 Wall removal by  background
subtraction.
Several results: motion tracking for| a
1 spiral at the | person walking behind wall, breathing
156] Pseudo-noise| transmitter | detection for a person under rubhble,

0.008-2.5

2 spirals at the

receiver

and reconstruction of room interiors.

Wall removal by change detection.
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1 SD24 antenn

_ L from Stella o .
Passive WiFi storage building behind 30 cm
[58] Doradus Ltd ) _ _
2.4 | composite wall (bricks, air gap, and
for each passiv

}S %

Detection of a person moving inside a

11°}

concrete).
node

Table 2.1 Summary of existing TTWD radar systems

Wall Removal Technique Reference Number
Subspace projection [22-23, 25, 32-33, 59-60]
Spatial filtering [24-25]

[20, 29, 51, 62] — Subtraction of the wall respo(wih a-
_ priori knowledge)

Background subtraction o _
[63] — Estimation and subtraction of the wall resp®

(without a-priori knowledge)

[26, 31, 40, 64] — Non-coherent approach
Change detection [16, 18, 26, 45, 47, 65] — Coherent approach
[11, 13, 54] — More refined static background eation

Polarization based [66] — Only simulation based
Hardware filtering [39-46]
Gating [19, 67]

Table 2.2 Summary of existing wall removal techniges
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Chapter3: FMCW and FMICW Signals for Radar Applicas

3.1 FMCW Signals for Radar Applications

In this section FMCW signals, also known as chigrg, analyzed mathematically and
their performance for radar applications is disedssFMCW signals are suitable
waveforms for pulse compression techniques, whichvao avoid the high peak power
limitation of pulse based radar systems by contisumansmission of waveforms [1].
High peak power or longer pulse durations are dbkarto increase the maximum range
detectable by pulse based radars, but higher paweatd complicate the transmitter
architecture and interfere with other existing ey, whereas longer pulses would
reduce the system resolution. Pulse compressidmitpees overcome these problems

by spreading power across different frequenciesfasction of time.

Besides the use of simpler transmitters (solidestednsmitters for instance), another
advantage of pulse compression techniques is thectien of the produced interference
with other systems and the increased rejectioraafomwband interference. Interference
may still worsen the overall radar performance hgreasing the noise floor, or by
causing a near-far problem, where the receiveloisked by the interference and unable
to detect weaker desired signals [1-2]. As preuiousentioned, an example of this

problem is the presence of wall reflections in TTWAich is addressed in this thesis.

Besides FMCW, pulse compression can be implemeaisamiusing codes to modulate
the carrier. Several codes have been proposecihténature for this purpose, namely
Barker, PRBS (Pseudo-Random Binary Sequences), , Gtédami, and loosely
synchronous [1]. A disadvantage of this approaspeeially for PRBS codes, is that the
spectrum of the transmitted signal is not limitedhm the desired bandwidth, but a
portion of it spreads to out-of-band regions. Ty require further spectrum shaping
to reduce these out-of-band components, for instanband-pass filter at the carrier
frequency, or a low-pass structure before the naidul On the contrary FMCW does
not require additional spectrum shaping for prattiadar applications.

Advantages of FMCW signals over impulses for TTWBtems have been mentioned
in some of the research works reviewed in chaptef tis thesis. In [3] the authors
present their FMCW radar and then analyze how moreplicated it would be to get
similar performance using a pulse based system.ughnfaster digitizer would be

needed, as well as more expensive and complex haedat the transmitter to generate
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the required peak power. In addition to this, ihgther authors mention the difficulty
in generating jitter-free impulses at the transeniths a drawback of pulse based
systems, and the advantage of adapting the chirptido to the Doppler shifts
produced by different targets and different motiorcase of FMCW systems. Besides
being easier to generate, if compared with impuBEECW signals do not require

special antenna design, for instance loading tegueringing [5].

FMCW signals or chirps consist of a linear sweapnfra start to a stop frequency
within a time interval. Although non-linear frequsnsweeps are possible [6], only
linear sweeps are analyzed here because they edeirushis thesis. Mathematically a
chirp in a time interval T is given by:

B T T
v(t) = Acos[®(t)] = Acos (anct + n?t2>, —3 5

IA

t<

(3.1)

where A is a constant denoting the amplitudeisfthe carrier frequency, B is the
bandwidth swept by the chirp, and T the sweep duraFigures 3.1 and 3.2 show the
time domain representation of a chirp signal wiindwidth 1 MHz and duration 36:
the former shows how the frequency is changingalilyewith time, the latter is an
amplitude-time representation. It can be seenthafrequency sweeps in a time T from

a start value to a stop value denoting the bandmBdt

FMCW Chirp - Frequency vs Time
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Figure 3.1 Frequency-Time relation of a linear FMCWChirp
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FMCW Chirp - Amplitude vs Time
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Figure 3.2 Time domain waveform of a linear FMCW Clirp

The analytical expression of the spectrum is giwvefl]. It should be noted that the
amount of energy not contained within the bandwHlttlepends on the time-bandwidth
product BT: for instance 5% if BT=10 and roughl2% if BT=100. For practical UWB

radar applications, the product BT is much highed #herefore the totality of the
energy is considered to be located within B. Thacfical absence of out-of-band
energy for FMCW systems eliminates the need forctspen shaping before

transmission, in contrast to PRBS based systemfsggure 3.3 the spectrum of a chirp

signal with time-bandwidth product equal to 20@resented.
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Figure 3.3 Spectrum of a linear FMCW Chirp
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FMCW signals can be compressed either through redtdilter or heterodyne

detection. Matched filter approach uses a filtashviiansfer function which is equal to
the mirror image of the transmitted signal, anchgetl accordingly to ensure causality.
This approach compresses the signal in time butimofrequency, and thus the
digitization of the output would require fast ADE@mpromising one of the advantages
of FMCW over impulse based systems. In this thésterodyne detection is used

instead of the matched filter, and this approaaescribed in detail in subsection 3.1.1.

It is however interesting to look at the magnituafethe output of a matched filter
detector [1]:

sin (nBt)

y(®) = VBT Bt

(3.2)

Equation (3.2) shows that the peak magnitude ofsigeal is 10 log(BT), and this
guantity is normally called compression gain of tadar. Furthermore the envelope of
this signal is a so-called skix function, which presents side-lobes in the timendm;
for large values of the time-bandwidth product, pleak side-lobe level is roughly -13
dB and the 3dB width is 0.886/B [6]. In case of nplé targets side-lobes from highly
reflective targets can mask low RCS targets, sar fegel has to be reduced. One
approach is the transmission of a non-linear chidpere the frequency modulation is
designed to shape the spectrum and produce theeedow level for the time domain
side-lobes [6]. The other common approach is waighhe transmitted or the received
signal, either in time or in frequency domain, byswtable window; however this
reduces the actual resolution of the system beacafutbee broadening of the main lobe.
Different windows introduce different trade-offstiveen the side-lobe level and the

main-lobe width expansion [1, 7].

3.1.1 Heterodyne detection for FMCW signals

Heterodyne detection for FMCW signals consists aoftiplying the received chirp by a
replica of the transmitted chirp, followed by lowsgs filtering to remove high
frequency components. The frequency of the regultignal, normally called beat-note,
is related to the time delay of the targets, i.altiple targets at different distances from
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the radar produce different frequencies in the-beg&t signal. Unlike the matched filter
approach, heterodyne detection compresses thel sigtiee frequency domain, so that
slower (and therefore simpler and cheaper) ADC lsanused at the receiver. The
frequency of the beat note for usual radar appdinatis indeed in the range of tens of
kHz or a few MHz, which are easy to digitize.

The mathematical analysis of the heterodyne detedtillows [1, 8], assuming that the

transmitted signal is the chirp in the followinguadjon:

B T T
vr(t) = Arcos[@(t)] = Arcos <27Tf0t + n?t2>, —3 <t< o) (3.3)

where § is the start frequency of the sweep. Considemmgimplicity the presence of a
single stationary target, the received signaldelayed copy of the transmitted signal:

vr(t) = Agcos[®(t — 1)] = Agcos (ano(t -17)+ ng(t - T)Z) (3.4)

where A: is the amplitude of the received signal, dependinghe RCS of the target.
The multiplication of transmitted and received signis performed at the receiver
through a mixer. Therefore the output of the miz@nsists of the multiplication of two
cosine functions as in (3.5), which can be rewritiiging trigonometric identities as in

equation (3.6):
B B
vay(£) = ApAgcos <27rf0t + n?tZ) cos (ano(t — D) (e 1)2) (3.5)
A B B
vy (t) = - cos (wot + n?tz —wo(t—1) — n?tz(t - ‘L')2>
A B B
+Ecos (a)ot+n7t2 + wo(t — 1) +7T7t2(t—r)2> (3.6)

wherewo=2rfy and A=ArAg. The second term in equation (3.6) has frequeh@bout
twice fp, so it is removed by the low-pass filter placetéathe mixer. The remaining

signal, which is the so-called beat-note, is inatigu (3.7):

A B B 5
vg(t) = Ecos (27171:1 + woT — m=T ) (3.7)
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The frequency of this signal can be extracted ydérivative of the cosine argument as

it follows:

B B B
27T—tT+a)0T—7l'TT ) =T (3.8)

T

fo = 2mdt (

Equation (3.8) shows that the frequency of the -bet¢ signal § after heterodyne

detection is related to the time delajn which the signal is reflected by the target and
propagates back to the receiver. This equatiorbearewritten to show the range to the
target R (range including the transmitter-targed #re target-receiver paths), which is
related to the time delay through the propagatmeed. From equation (3.9) the range

to the target can be estimated in FMCW radar system

BR

_B —
fB—TT—_

— (3.9)

If the target (or the receiver) is moving at constadial velocity, then the time delay
for the target echo to reach the receiver changésnie because of the change in the
range from the radar. As it can be seen in equdBalD), the time delay has a first
fixed term related to the original range, Rnd a second term depending on the speed
with which the target is moving:

_ @ _ % + ”?t (3.10)
The dependency of the time delagn time t from equation (3.10) is applied in equat
(3.8) to estimate the frequency of the beat-nossufing that the velocity of the target
is very small compared with the speed of lightra] therefore some of the terms can be
ignored, equation (3.11) is obtained:

1d (ZnB R0 vt vt. @wB R, vt)> B

B T( ) o(— —)—?(— =—To+fo (3.11)

In equation (3.11) the frequency of the beat-nb@as the first component depending

on the time delay, due to the range to the target, and the secongp@oemt due to the

Doppler shift. The assumption of target velocityamwsmaller than speed of light is

perfectly reasonable for TTWD scenarios, whereeis@f interest are human beings

walking or moving limbs behind walls. Therefore theat-note frequency in a single
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chirp duration T is mainly proportional to the targange, and this piece of information
can be extracted through spectral analysis. ItIlshioel noted that if the Doppler shift is
large enough to move the beat-note frequency tthandrequency bin, the estimation
of the target range within a single chirp will bentaguous. This is the so-called
range/Doppler ambiguity for FMCW radars and candsalt with using suitable

waveform design [1]. For the work presented in thissis, the duration of the chirp is

such to avoid ambiguity for the context of TTWD dndnan motion.

If N consecutive chirps are analyzed, the time yelaat the ' chirp can be expressed
as in equation (3.12), which yields instantanegaguency of the beat-notg,fas in
(3.13) after elimination of terms which are smadimpared with others or with one

radian:

_Ry(©) _ Ro 4 v(t +nT)

(3.12)
c c c

v v
an :_T0+foz+an (3.13)

Comparing equation (3.13) with (3.11) it can benst#®at an additional term Bvi()
appears in the beat-note frequency because of tivement of the target during the n
chirp. For large values of bandwidth B, number lofgs n, or fast target speedthis

term is not negligible.

3.1.2 Double FFT Processing

Equation (3.13) shows that information on the targ@me delay/range and on its
Doppler shift can be extracted through spectralyaisaof the beat-note frequency.
There are two possible methods based on Fast Fauaesform (FFT), and they are
equivalent in terms of extracted information andanpatational complexity [8]. The

former employs double FFT processing: the first k& Bpplied on a single chirp to
extract time delay and therefore range informatitwe, second FFT is applied on N
consecutive chirps to extract Doppler and therefarget speed information. The latter

method employs a single, longer, FFT over sevayakecutive chirps to extract both
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delay and Doppler information. In this work the BuFFT processing is used, and it is

discussed in details in this subsection.

With the assumption of no range/Doppler ambiguity Fourier transform of a single

chirp is as in equation (3.14), where the integrablved:

T
V(f) = j * Acos[g(e)] /2 tdt =

T sin [w] e—j<p0+jwonT% N ﬂ sin [M} ]

_ ijo—]'onlT%
2 2(f - fa)T 2 2n(f : T (3.14)

Equation (3.14) shows that the spectrum of a siolgi is a sin/x function centred at
the beat-note frequency felated to the target time delay. This Fourierngfarm is
performed digitally through FFT algorithm on dig#id beat-note signals. The sampling
frequency § has to match Nyquist criterion, so it must be gmedhan twice the
maximum expected beat-note frequency. If M time @as per chirp are used, M/2
samples are available in the frequency domain fdoto f5/2; these frequency domain
samples can be converted into time delay samplési@io range samples using
equation (3.9).

If N chirps are digitized and converted separaiely the frequency domain, they can
be arranged in a matrix with dimensions N-by-M/2ichhis shown in equation (3.15).
Each row represents the FFT of single chirp, sb edament is a frequency bin, related
to the time delay and therefore to the target ramigj@n a chirp duration T. The time to
fill in a row is the duration of a single chirp 3¢ NT time is required to fill the whole
matrix. The elements in each column representaligamples at a particular frequency
bin of the beat-note which has been sampled evetiyn&s. So each column can be
considered a function of time and a second FFT marapplied to them to extract

various pieces of information.
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In a frequency bin m the column elements changauserof the relative movement of
the target and the radar which causes Doppler. ififs can be seen in equation (3.14)
where the phase of the spectrum of a single chigfunction of the Doppler shift; this
phase factor is rewritten in equation (3.16) foredement G, of the matrix, where nT

is rewritten asqtto represent the discrete flow of time from chiogchirp:

. v . v
Cam () = K(f)e?*™o™e = K (f)el* octn (3.16)
The second FFT of this expressionjover N chirps, i.e. from 0 to NT, yields:

sin [Zn (f — %f@%

Cm(f) = NTK(f)
2 (f = 5h0) 7

(3.17)

The Doppler shift causes displacement of thexéiriunction shown in equation (3.17).
Therefore a target moving with speedppears as a peak at valg@/t) in the Doppler
domain after performing the second FFT.

The output of this second FFT consists of N digcsatmples. In this work it is assumed
that the duration of the chirp T is such to avadge/Doppler ambiguity: this means
that the maximum detectable Doppler shift withaubayuity is within +1/2T. Since N
samples are distributed in this Doppler range Obppler resolution of this approach is
1/NT.

Equations (3.14) and (3.17) show that the outplittetwo FFT are sim/x functions,
respectively in the frequency and Doppler domairs. gkeviously mentioned, this
function has high level of side-lobes, which carertap and mask the main lobe of
other sinx/x pulses related to other targets. This problembsanvercome multiplying

the data by suitable window functions prior to Fpibcessing. Hamming window is
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typically used: this reduces the side-lobes lewel-43 dB, with the drawback of
broadening the main lobe to 1.8 bins at -6 dB [1, 7

3.1.3 Summary of FMCW radar parameters

In this subsection typical requirements of a TTWdlar system are discussed and
related to FMCW and processing parameters. Theakotalues used for the
experimental campaign of this thesis are discussetiapter 5, where the radar system
built at the Centre for Communications Systems ofHam University is described in

details.

The down-range resolutiokR of the radar system is related to the bandwidth ean
be seen in equation (3.18): the wider the bandwaditihe chirp B, the finer the down-
range resolution [9]. UWB systems therefore prowedey fine down-range resolution.

Down-range and cross-range resolution have beeanediein section 2.1 of this thesis.

c
AR = — 3.18
B (3.18)

The cross-range resolutiaXA is related to the length of the receiving arrgywhich
may be a physical array with different antennas synthetic array with SAR approach
where a single antenna is moved along a grid otipos [9]. In equation (3.19) it can
be seen that, given a range to the target R, ties@ange resolution becomes finer, the
longer the array isk is the wavelength. It should be noted that thgtlerof the array
depends heavily on the actual in-field conditiofshe radar system (size and weight,
or stand-off distance for instance), so it is Hotags possible to increase it arbitrarily to

improve the cross-range resolution.

AR
44 =— (3.19)

The maximum range of a detectable targgtxRcan be derived from the radar equation
for pulse compression shown in (3.20) and relateithé¢ minimum signal-to-noise ratio
SNRuin necessary for detection [1, 9-10]: given a minim&8MNR at which a radar
system works, detection is possible only up to aimam spatial range. In equation

(3.20) R is the transmitted powety is the duration of the compressed pulsea@d G
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are the gains of the transmitting and receivingelamas,c is the target RCS, Kk is
Boltzmann’s constant, qlis the standard temperature of 290 K,d-the receiver noise
figure, and Is represents the system losses, including the eresgyvithin the wall in

TTWD applications.

PTT()GTGRO_AZ

SNR =
MIN (47T)3kTanLs(RMAX)4

(3.20)

For FMCW radar systems the range is related td#at-note frequency as in equation
(3.9), so the maximum expected beat-note frequeanybe derived. Since this signal is
digitized at the ADC, Nyquist criterion states tkia® sampling frequency must be at
least twice the maximum expected beat-note freque@ombining this relation with
equation (3.9) and (3.18), the maximum range aeddiésired down-range resolution
can be related to the number of samples M for ehghized chirp, as in equation
(3.21):

2Ry ax
AR

fs 2 2fomax =M 2 (3.21)

Given a maximum target speed expected for scenammker test, the maximum
expected Doppler shift can be computed as in egud8.22), wherecfis the carrier

frequency.

Umax
c

fomax = fo (3.22)

As previously mentioned, it is desirable to chottse duration of the chirp T so that
there is no range/Doppler ambiguity. This yieldsi&mpn (3.23). Basically the faster a
target is moving, the larger is the expected Dapglhéft, and therefore the shorter the
chirp duration must be to avoid ambiguity.

1
< — T <
fomax T or 2 fomtax

(3.23)

The Doppler resolutionfp is related to the number of consecutive chirpdyaed to
extract Doppler information, as in equation (3.2Bgsically the finer the desired
Doppler resolution is, the higher the number ofhito be processed N must be. This

number has an effect on the total reading timeherradar system to provide the user
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with information: intuitively, more chirps to prog® means longer time and more

intensive computation to produce information.

1
Ay = == (3.24)

3.2 FMICW Signals for Radar Applications

In chapter 2 FMICW (also called gated/interruptdddW) signals are mentioned as a
possible wall removal technique in radar systemsTioWD. In this section these
signals are presented and analyzed mathematidagjiflighting the differences with

normal FMCW signals described in the previous secti

It has been mentioned that in the context of rédoam TWD the strong signal leakage
from the transmitter to the receiver and strondeotions from the air/wall interface
worsen the performance and compromise the deteafitargets. The dynamic range of
the system may be insufficient to detect low RCe&s which appear masked by
strong undesired signals, and the receiver mayaatand be blocked by such strong
signals. To avoid this, in short impulse based ragatems the receiver can be simply
switched on after the transmission of the pulséthis is not possible for FMCW radar

systems where the transmitter and the receiveb@teactive at the same time.

FMICW technique solves this problem with suitabltshing sequences applied to the
transmitter and to the receiver to ensure that #reynot simultaneously on [1]. This

provides the receiver with listening intervals wraely the echoes from the targets are
received and the undesired signals are not.

FMICW signals date back to the eighties for appiores like ionospheric sounding and
ocean surface sensing, for which monostatic approauld be preferable. For instance
in [11] FMICW is mentioned as a way to mitigate tieguired high isolation between
transmitter and receiver for FMCW radar systems[1®)] the effects of introducing

switching sequences on FMCW signals is mathemétiealalyzed, and examples for
an ionospheric chirp sounder provided. In [13-1¥ performance of FMICW radars
for ocean surface sensing are discussed, focusinipe comparison between bistatic

FMCW and monostatic FMICW radar [13], and on déferr gating sequences which
59



Chapter3: FMCW and FMICW Signals for Radar Applicas

can be applied [14]. A more recent paper [15] pitesi an overview of existing
oceanographic radar networks across the Pacifistabarea, among which several
systems are based on FMICW signals. However, tdisé of our knowledge, FMICW
signals have not been applied so far to tacklevdéereflections problem in the context
of TTWD.

3.2.1 Model and effects of FMICW signals

FMICW signals are generated by switching on andlodftransmitter and the receiver
with complementary sequences to ensure that theepatrsimultaneously active. These
gating sequences can be mathematically modelledughr binary functions with
duration T and with bit duration g equal simply to FK, where K is the number of
bits. The transmitter (or receiver) is switchedvamen the sequence assumes value 1,
and off when the value is 0.

The received FMICW signal can be written as in éigna(3.25): the FMCW chirp in
equation (3.4) is multiplied by the delayed copytt transmitted switching sequence
g(t). The replica of the transmitted signal fromuatipn (3.3) which is used at the

receiver is multiplied by the complementary gateguence, as in equation (3.26).
vg(t) = Agcos[@(t —1)]g(t — 1) (3.25)

vr(t) = Arcos[®(D][1 — g(t)] (3.26)

Assuming heterodyne detection to mix the previeus $ignals, the output of the mixer
after low-pass filtering, which is basically theab@ote signal, is given in equation
(3.27). It is an interrupted CW signal with frequgmelated to the target time delags

in equation (3.7) for FMCW chirp, but with powelated to the switching sequences
and the time delay. So the power of the beat-note, which is the digaataining both
range and Doppler information, is time-delay sevesit

vp(t) = [g cos (antr + WoT — ngrz)] gt —1)[1-g()] (3.27)

A figure of merit to investigate the effect of tigating sequences on the beat-note

power is the so-called Mean Received Power (MRPRl@rnatively its square root

60



Chapter3: FMCW and FMICW Signals for Radar Applicas

Mean Received Signal (MRS) [1]. The MRS is basjctile cross-correlation between

the transmitted and the received gating sequersceseguation (3.28):

Ts

1
MRS() = - f gt —1)[1—g(®O]dt (3.28)

The MRS depends on the properties of the gatingesesps, bit duration and number of
bits for instance, and on the target time dela$o the MRS and consequently the beat-
note power in equation (3.28) are reduced for sevahees of time delay, i.e. for some
spatial ranges. Designing carefully the gating segas, it is possible to get MRS
profiles which attenuate undesired signals withaedain range of values of time delay,
and which possibly do not alter desired signalfiwibther time delay ranges. This is
basically the principle to employ FMICW signalsnhitigate/remove wall reflections in
TTWD applications: the MRS of suitable gating setpes is such to attenuate at time
delays corresponding to air/wall interface, andrimimize attenuation at time delays

corresponding to the targets in the area under test

The overall transmitted power for FMICW signalsreduced of a factor which is
proportional to the transmitter off-time. The FMQW@dHar equation shown in (3.20) can
be updated for FMICW signals with an additionaklésrm lg as in (3.29). In [12] it is
shown that gating sequences with 50% duty cycleigeomaximum power efficiency,
so they minimize this factord. Gating sequences with lower duty cycle increasse
losses and worsen the SNR, but they may be usefliTfWD scenarios to improve the

effect of wall reflections mitigation. More detadse given in subsection 3.2.2.

Pr1yGrGroA?
(47T)3kTanLGLS(RMAX)4

Looking at equation (3.28), it can be seen thatMIiRS is equal to zero when the target
time delayr is multiple of the sequence duratiog, &nd this means that the beat-note
power is zero. These values of time delay are e@élé the so-called “blind ranges”

because targets placed at the corresponding ragesot detected. In order to avoid

this problem, the duration of the gating sequer®ilsl be longer than the maximum
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expected time delay for the scenario under tesi) aguation (3.30). This ensures that

any blind range is outside the considered rangetefest.

TS = KTB > Tymax (330)

As seen in equations (3.25) and (3.26), FMICW dgymae multiplication of FMCW
chirps by gating sequences in the time domain; ha frequency domain this
multiplication is a convolution of the spectra. Bgiperiodic signals, the spectrum of
the gating sequences is made of impulse functiongleped by the spectrum of a
single period of the sequence; these functionplaeed every multiple of the sequence
frequency § which is the reciprocal of the sequence duralignThe overall effect of
this convolution is that the original FMCW spectruof the beat-note signal is
replicated at the positions of the impulse fundi¢t3]. Therefore it should be ensured
that the sequence frequency is greater than twhee highest expected beat-note
frequency, in order to avoid aliasing which woutthipromise the detection of targets.
This condition can be expressed as in (3.31), wirererumber of bits of the sequence
K and their duration dis related to the parameters of the FMCW chirm¢badth B
and duration T) and to the maximum target ranggxR(which here is the one-way
range from target to radar assuming a monostaticasm).

fs > 2fpmax

1 1 2BRyax cT

=2 Ty < — 3.31
T, KTg T %" B S UBKR, (3:31)

Basically this anti-aliasing condition put congsttai on the choice of the gating

sequence parameters, given the FMCW chirp anddsieedi maximum target range.

It should be noted that there may be a conflictveeh equations (3.30) and (3.31) to
obtain a suitable value for the bit duratiop Therefore a compromise to satisfy both
equations should be sought in practical application
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3.2.2 Gating sequences for FMICW signals in TTWD adext

In this subsection several examples of gating sezpgefrom the literature and used in
this thesis’ work are presented and their MRS amaly focusing on the suitability in
the context of TTWD. For each gating sequence,réguwith a few periods of their

pattern in time domain and the corresponding MRSpaesented.

Square wave [1 0] with 50 % duty cycle (as in fey.4) is the simplest gating
sequence and it has been used in radar systenagdan surface sensing in [13], and
more recently in GPR applications [16]. Lookingtla¢ MRS in figure 3.5, it can be
seen that there is a pattern of maxima and minahaedd and even integer multiples of
the bit duration § respectively. This is expected from the analydishe sequence
“blind ranges” in the previous section, which dissed the presence of a “blind range”
every multiple of the sequence duration. Normallg bit duration of square wave

sequences is chosen to locate the first maximunthef MRS at the time-delay

corresponding to the range to desired targets; éhsures that there are no “blind
ranges” in the area under test located betweematler and the expected target range

[13, 16].

A drawback of this approach is that the detectibtargets closer to the radar can be
compromised. These targets have low time delayegalwhich may be located on the
slope of the MRS too close to the minimum; this ngethat the beat-note components
related to these targets may be strongly attenudtethe TTWD context echoes of

targets close to the internal side of the wall mafyer this problem.

If the range to an interesting target is known uspgcted, square wave sequences can
be useful to tune the maximum MRS at this posiaon focus their detection, while
attenuating neighbouring targets; this could beeful approach to enhance a low RCS
target (a human being for instance) when it isehashighly reflective nearby targets.
This approach could be generalized in surveillanpplications where an area is
scanned repeatedly using square waves with inagdst duration; in this way the
detection is focused in sub-areas which are checkedfter the other in a loop.
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Figure 3.4 Bit pattern of the square wave gating sgience
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Figure 3.5 MRS of the square wave

M (or maximum length binary sequence) sequences haen previously mentioned as
waveforms used in pseudo-random noise radar systamshey are suitable as gating
sequences for FMICW signals as well. M-sequences length equal to a power of 2
minus one, so the shortest M-sequence consistdf[B 1 0], as shown in figure 3.6,

followed by 7 bit M-sequence [1 00 1 1 1 0], aswsh in figure 3.8.

Looking at the MRS in figures 3.7 and 3.9, an iesting property of these sequences
can be seen: apart from the first and the lasivbére there is a slope, the MRS is flat.
From detection perspective this means that theeerenge of time delay values, and
therefore a corresponding spatial distance, wheeeetare no “blind ranges” and no
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additional attenuation of the beat-note power. Tikis useful property for TTWD
applications: the bit duration can be chosen sb ttia reflections from the wall fall
within the first bit, thus they are attenuated, védas the area with possible targets is

located in the flat portion of the MRS where thisrao additional attenuation.
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Figure 3.6 Bit pattern of the 3 bit M gating sequene
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Figure 3.7 MRS of the 3 bit M-sequence
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Figure 3.9 MRS of the 7 bit M-sequence

Barry sequence[1 1000111100000 0 8Jdeen used in the past for ionospheric
channel sounding and it consists of 16 bit, as shimwfigure 3.10 [1]. An interesting
feature of the MRS of this sequence as shown urdi@.11 is the rise time which takes
three bits. In TTWD this may be useful to attenuadd reflections which extend for a
long range of time delays, but the MRS is not dllaintermediate time delay values as it
was for M-sequences, and this may cause additattethuation on the response of the
targets. It should be noted that the MRS has threesalue in the flat area between bit 5
and 11 where targets are supposed to be locatddarannd bit 2 and 3 where part of

the wall reflections is supposed to be. Therefbexd may be no additional attenuation
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on the wall reflections, which makes this sequenoe the best option for TTWD

applications; in this thesis’ work square waves Blagequences are indeed preferred.
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Figure 3.10 Bit pattern of the Barry gating sequene
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Figure 3.11 MRS of the Barry sequence

It has been mentioned that square waves and M-segsig@present potential advantages
for TTWD applications: the former can enhance teection at particular ranges where
maximum MRS is located, the latter have flat MRSialvhprovide no “notches” of

additional attenuation for areas where the targetssupposed to be located. In both
cases the effectiveness of these sequences imatimtigemoving the reflections from

the wall relies on the assumption that the valdfesnte delay related to the undesired
signals are within the first bit of the sequenced @hus these signals are strongly

attenuated.
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However, as in figures 3.5, 3.7 and 3.9, the MR8iwithe first bit is a rising slope,

which means that the value of attenuation on tteg-bete power is small, only a few
dB, for time delays just belowsT Furthermore, the reflections from the wall proelac

beat-note component which is extended over a rahgiene delay values, because of
the non-infinite resolution and the effect of wimdog which broadens the main lobe.
As a consequence of these facts, the attenuati@m diy the aforementioned MRS on
the wall reflections may be not enough to mitigdiem effectively and to enhance the

detection of the targets.

This problem arises patrticularly in TTWD, whereleetions from the wall and targets’
echoes are very close in terms of corresponding tielays, especially for targets near
the internal wall. This leads to a compromise wbleoosing the bit durationgTfor M-
sequences. On the one hangshould be short enough so that all the echoes fhem
targets fall after d itself, in the range where the MRS is flat; howetee wall
reflections may be not attenuated enough and they still hide the targets. On the
other hand § should be long enough to have strong attenuatiothe wall reflections
because of the steep slope of the MRS; howevdathets’ echoes may be on the slope

of the MRS and be attenuated as well, so that tleéction is still compromised.

A solution to this problem comes from modificatioimsthe gating sequences at the
receiver, where additional off-time is introduc@the gating sequences shown so far are
perfectly complementary: the receiver is switched abt the exact instant when the
transmitter is switched off. With these modificaisothe receiver is switched on slightly
after the switching-off of the transmitter, and ®hed off a bit before the switching-on
of the transmitter. This can be seen in figure 3dk2a 3 bit M-sequence, where these
additional time intervals are calledx; andtrx for the receiver gating sequence. The
effect on the MRS can be seen in figure 3.13, whetltrx: andtrxe are 20% of bit

duration long, just to give an example.

Comparing figure 3.13 with figure 3.7, it can bersehat at the beginning of the slope
and close to bit duration O there is an additiontdrval where the MRS is practically
zero, so it is not seen using logarithmic scales, ithterval of zero MRS isgx2 long. At
bit duration 3, there are two intervals of zero MRBSe on the leftrxy long and one on

the right trx2 long, respectively; this is repeated at each mieltipf the sequence
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duration k. Basically these additional delays at the recegating sequence extend the
duration of the “blind ranges”, so that they can éloited to remove undesired
signals. It should be noted that also the intewhére the MRS is flat is extended

according to the values afx; andtrx2, making the MRS slope steeper.

In TTWD context two approaches are possible. THeevaftrx, can be chosen so that
a great portion of the wall reflections fall withthis interval close to bit duration 0, so
that they are cancelled while at the same timéviRS slope is steep enough to provide
no attenuation on the targets. Alternatively, tguence bit duration and the values of
Trx1 and trx2 can be chosen so that the wall reflections falhimitthe second “blind
range”, which appear at a time delay correspontbnthe first period of the sequence
(at bit 3 in these examples). This provides a beodtllind range” to cancel long

undesired signals.

This approach can be seen as a reduction of tlyecglate of the gating sequence at the
receiver, and this reduces the overall receivedgp@mce the off-time at the receiver is
increased. Looking at equation (3.29) this causas@ease of the loss factog in the
radar equation, which is proportional to the raifothe additional off-timetgx; plus
Trx2) t0 the bit duration d. This can compromise the system dynamic rangetlaad
detection of low RCS targets. Therefore the vahfabe additional delays:x; andtrxe

cannot be chosen arbitrarily long and a comprommsst be sought.
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Figure 3.12 Bit pattern of the 3 bit M gating sequece with trx; and Trx2 equal to 20% bit duration
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Figure 3.13 MRS of the 3 bit M-sequence withirx; and Trxe €qual to 20% bit duration

A partial mitigation for this problem can be theeusf just one additional delaygx>,
which still provides broader “blind ranges” to remeaundesired signals, but at the same
time reduces the additional loss of power in tldaraequation. The gating sequence for
this approach is shown in figure 3.14, with MRSigure 3.15. Comparing figure 3.15
with figure 3.13, it can be seen that the exterftdidd range” close to zero bit duration
is preserved, whereas the “blind range” at bit tomna3 is shorter. The MRS shown in
figure 3.15 is more effective in terms of mitigati@f wall reflections for TTWD
compared with the MRS in figure 3.7 for the samgus@ace, wherezx, was set to zero

and thus the “blind range” was a single point.
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Figure 3.14 Bit pattern of the 3 bit M gating sequece with trx, equal to 20% bit duration

70



Chapter3: FMCW and FMICW Signals for Radar Applicas
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Figure 3.15 MRS of the 3 bit M-sequence withry, equal to 20% bit duration

The approach of using additional delayg; andtrx2 can be applied to square waves as
well. For further information figure 3.16 shows thating sequence and figure 3.17 the
corresponding MRS. Looking at figure 3.17 it candaen that the “blind ranges” are
extended as expected, as well as the MRS maximahwlne no longer single points as

in figure 3.5, but they are extended as well.
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Figure 3.16 Bit pattern of the square wave gatingegjuence withtgx; and trx, equal to 20% bit
duration
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MRS of the square wave with Tryi and T 20% of TB
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Figure 3.17 MRS of the square wave gating sequenagth trx; and Trx, equal to 20% bit duration

Clearly a compromise between effective mitigatibrundesired signals and additional
power losses must always be sought when the valigse parameters of the gating
sequence are chosen. This depends also on theefeatuthe scenario under test, for
instance the type of wall reflections and how ldhgy extend in terms of round-trip
delay. Examples of how designing gating sequenagalde for a particular scenario
can be found in chapter 4 with reference to dadnfnumerical simulations and in

chapter 6 referring to experimental data.

3.3 Summary of the chapter

In this chapter FMCW signals for radar systems hadwen presented and
mathematically modelled assuming heterodyne detecand double FFT processing
over multiple chirps to extract range and Doppldoimation. The first FFT set is
performed within each single chirp at M points xiract M/2 frequency bins, related to
the target range. The second FFT set is performedN chirps to extract Doppler bins
for each range bin.

FMICW signals have been discussed and modelledeishmghlighting their additional
effects on normal FMCW, namely range-dependentivedepower according to the
MRS of the gating sequence, presence of “blind eafhgisk of aliasing, and overall

reduction of the received power.
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The suitability of FMICW signals as wall mitigatisamoval technique in TTWD
applications has been discussed, focusing on thteires of the MRS of the chosen

sequences.

The following table summarizes useful relations ekhilink FMCW and FMICW

parameters and radar requirements, and can bd tsefsign effective systems.

Table 3.1 FMCW and FMICW parameters and radar requirements

Down-range resolutioAR and c
chirp bandwidth B AR=35
Cross-range resolutio®A and AR
array length L A=
Maximum expected rangezx
and maximum expected beat-note Fomax = BRC’;AX
frequency fvax
ADC sampling frequencyfand
maximum expected beat-note fs = 2fpmax
frequency
Expected number of samples per v 2Ry ux
chirp M given § ~ AR
Chirp duration T and maximum
Doppler shift fuax to avoid T < Zthmx
ambiguity
Doppler resolutiom\fp and number 1
of chirps to process N 4fp = NT

Bit duration T of a K-bit gating

sequence and maximum expected
. . Ts = KTp > Tyax
target delaymax to avoid “blind

ranges”
Bit duration Tz to avoid aliasing cT
Tg < ————
given the other parameters 4BNRyax
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4.1 Numerical Simulations of Radar Systems for TTWD

In this section the reasons for running computeedanumerical simulations of radar
systems are discussed, focusing on the contex@T@D. A quick review of some of
the most interesting works from the literature iegented, with particular emphasis on

the effects of the through-wall propagation andrteed of suitable models.

Numerical simulations allow the analysis of the ataifities and limitations of a radar
system prior to building it and to performing measaents. Through these simulations
it is possible to predict the performance of thetem and its sensitivity to the variations
of the many parameters involved. This is very intgatrin the context of TTWD, where
the successful detection of the targets is infladnby a multiplicity of parameters:
waveform parameters like shape, duration, and baitdwantenna parameters like
number, polarization, position, and beam-width,geéar parameters like RCS, and
scenario parameters like thickness, materials, iatetnal structure of the wall. The
performance of the system can therefore be teskélé whanging one or more of these
parameters, avoiding at the same time measuremems evhich may be specifically
due to the hardware.

An extremely easy example of numerical simulation TTWD is shown in [1]. This

simulation is not realistic since the scenario ungst is simply modelled in two

dimensions, with a metallic square as target placsidle a rectangle which models a
room. The source of the excitation is simply maetblhs a point, and the excitation is a
pulse centred at 2 GHz. The interesting elemerthisfpaper is the implementation of
the Back-Projection (BP) imaging algorithm, withpeoposed easy estimation of the
additional delay caused by the propagation withewall. More details about suitable
numerical methods for TTWD simulations are giversattion 4.2, whereas a deeper

analysis of some of the suitable imaging algorith$rgiven in section 4.3.

A first example of realistic through-wall simulatiés given in [2], where a 3D model of
a room imported from a CAD software is used; thdl veamodelled as brick material

and 16 cm thick. The target is a human phantom wivdernal tissues are realistically
modelled as well, using data from medical researtle. excitation is a pulse centred at
1.1 GHz. The transmitter is simply modelled as @ol#i antenna, moved in a grid of

positions in SAR approach; the receivers are siqglsts where the electric and
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magnetic fields are sampled and recorded. BP &lhgoris used to create radar images
in monostatic and multistatic approach. Another §bwlation is presented in [3],
where the room has realistic sizes with 15 cm tiweks, and the target is a model of a

man carrying a weapon, the excitation is a pulgd andwidth 1.5-2.5 GHz.

Many remarkable results on simulations of TTWD sc@s have been presented by the
Army Research Laboratory, US, such as the podgsilmohi using different numerical
methods to perform the simulations, and the stidi@RCS of the human body. In [4]
the importance of adding ceiling and floor to siatidns of rooms with targets is
highlighted, in order to make the model more réalisnd to avoid artefacts in the radar
image caused by the waveform diffraction at the dod bottom edges of the wall. A
comparison between simulations with a time-domadace method and with a ray-
tracing approximation method is also performeddih The focus is on the model of a
room with a human phantom inside and with differeatl materials (bricks, concrete,
and cinder blocks). The conclusion is that the m&thods give similar results. This

ray-tracing method is preferred because it requées computational resources.

In [5-6] a similar comparison between the two nupsrmethods is performed when
computing the RCS of the human body, and usefulliesre reported. The average
RCS for two different human phantoms, namely therffodel” and the “fat model”,
and for different body positions does not seemhtange a great deal in the frequency
range generally used in TTWD, i.e. between 200 MHd up to 3 GHz. As long as the
body trunk stays upright, the values of the RC$egandeed in a tight range, from -4 to
0 dBsm, and it is not much influenced by the pogitf the limbs. A reduction of about
5 dB is recorded when looking at the side of thdybeather than at the front or back.
The RCS does not change much if the human phargonodelled as a uniform object
without the details of the internal tissues, bt jusing the electrical parameters of the
skin (the authors suggest dielectric permittivityo0 and conductivitys 1 S/m). This
happens because at the frequency range relevamiidMD the electromagnetic waves
are mostly reflected by the skin, without penetratinto the internal tissues. Therefore
simplified human phantoms can be used in numesicalilations for TTWD, reducing
the computational burden in terms of simulation etimand computer memory.

Furthermore, the RCS of these uniform phantomsisvary sensitive to variations in
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electrical permittivity and conductivity of the skiilke material, at least for values
higher than 20 and 0.5 S/m, respectively. The waé#itith of the ray-tracing method
against the time-domain method is performed forR&S of human phantoms as well,
and it is found that the faster ray-tracing metloach be used without significant
differences above 1 GHz.

A summary of the aforementioned results can bedaar{7] and in chapter 9 of [8],
where radar images from numerical simulations dferint realistic scenarios are
presented. The scenarios are a room with a humantgin, the same room where a
metallic cabinet is added, and a complex room witire phantoms, realistic pieces of
furniture, and internal partition walls. Three difént wall materials are tested, namely
bricks, solid concrete, and cinder blocks. Thist lasll structure appears to be
particularly challenging for the detection of taiggelose to the wall because it produces
a smeared, extended reflection which may mask tlrerise excitations are used, with
bandwidth 1 or 2 GHz, centred at 1.5 and 2.5 GHspeetively. The use of cross-
polarization components to create radar imagesowitivall reflections is discussed in
[7]; this was mentioned in chapter 2 of this themisong the possible wall removal

techniques, but only on simulated data.

In [9] the same authors present a comparison oéraxental data with simulations
performed with the aforementioned ray-tracing methiche scenario under test is a big
abandoned barracks; therefore its numerical sinomatould be extremely intensive in
terms of computational resources if a time-domaéthod was used. The experimental
data are collected by a radar system mounted oehile, which is moved in SAR
approach at different positions outside the bugdiReasonable agreement between
simulated and experimental data is shown in thpepa

4.1.1 More on the effects of through-wall propagatin

Good knowledge of the electromagnetic propertiemaferials is extremely important
to model with accuracy the effects of the throughllwpropagation on waveform
parameters like time-delay, amplitude, and shapdgl0] a quick summary of these

effects is provided. It has been already mentionedhapter 2 of this thesis that the
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reflection at the air/wall interface produces @ty back-scattered signal which can
compromise the performance of radar systems for DTavid therefore needs to be
mitigated with suitable techniques. The amount effected energy depends on the
dielectric contrast between air and wall matebailt, also on the angle of incidence and
surface smoothness of the wall. Electromagneticesaare slowed down when they
propagate within dielectric materials like walls, there is an additional time delay for
the waves to propagate to the target and backetoattar system which should be taken
into account. This delay depends on the wall theslsnand dielectric permittivigy. The
air/wall dielectric contrast causes also refractodrthe electromagnetic waves, and at
the same time the presence of particles or irreges inside the wall causes
diffraction. The combined effect of these two phmeoa is the distortion of the
wavefront, which needs to be addressed to recansthe phase of the waves for
imaging purposes. Furthermore walls absorb pattie@klectromagnetic energy because
of conductivity losses. These losses are propatitm the conductivitys of the wall
material, and also to the water content. Normdlly,dry walls and at not too high
frequency ranges (up to roughly 3 GHz) these loasesmall. The main contribution to
the losses comes indeed from the back-scatterksdtiof.

Since the dielectric permittivity and the conduiyivvary with frequency, the

aforementioned wall effects on the waveform arguesncy dependent as well. This is
particularly important in TTWD applications whereWl waveforms are used to

increase the down-range resolution of the systesna Aesult, walls have a dispersion
effect on the waveforms because different spectashponents are attenuated and
slowed down differently. In time domain this causesadening of the actual pulse
waveforms compared with the transmitted pulsess tieducing the actual bandwidth

available in the system [8].

It is therefore important to characterize the femmry dependence of dielectric
parameters for the most common wall constructiorterrads. In [11] the complex
dielectric constant for ten common wall materigdsnong which wood, plywood,
drywall, glass, concrete, and brick, are providedhe frequency range above 2 GHz.
The range 3.1-10.6 GHz was indeed assigned orlgibglthe FCC in the US for UWB
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applications. Values for brick and reinforced caterat lower frequencies, 0.5-3 GHz,

can be found in [12].

In chapter 1 of [8] a summary of the most relevasiearches investigating dielectric
properties of wall materials is provided. It is bay the scope of this thesis to describe
the techniques to measure dielectric parametetst uuseful to mention quickly the
range of values found for the most common materidiese values are then used in the
processing of simulated and experimental data iefttiesis. As previously mentioned,
losses due to back reflection of the energy arenfare consistent than those caused by
conductivity losses. Therefore the focus is morgh@nmaterial permittivity than on its
conductivity. Dry wood has permittivity in the rand.2-4.5, depending on the wood
type, density, moisture content, and temperaturiekB have values in the range 3-10,
with strong influence of the water content: theheigthe water percentage, the higher
the permittivity. Concrete present the same stiegendence on the water content, but
also on the presence of aggregates, additivesrentbrcing internal structures; for
solid and dry concrete values in the range 5-7 e found. Obviously it should be
taken into account the variability of the matesaimples from structure to structure, and
also the age of the building since these parametens change with time because of

internal molecular changes.

In conclusion, through-wall propagation has a rplitity of effects on radar

waveforms. These effects depend not only on théearec parameters of the wall
material, but also on its internal structure andrenpresence of mixed or multi-layered
materials, which is common in realistic buildingdumerical simulations can be
therefore extremely useful to predict and analymsée effects, allowing to study the
sensitivity of the radar performance to certain|wmrameters and to optimize the

waveforms to compensate for undesired wall effects.
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4.2 CST Microwave Studio for Simulations of FMICW-based Radar
Systems

In this section the suitability of the commercialftsrare CST Microwave Studito
perform numerical simulations of through-wall radsystems based on FMICW
waveforms is explored. An overview of the time-dambased method used in this

software is given, focusing on the required stegsplement FMICW signals.

Performing numerical simulations of an environmentof an object means basically
predicting information on the behaviour of the &lemagnetic fields or corresponding
voltages/currents in a certain volume of space.hta@tically this implies to solve

Maxwell’'s equations, which represent the exact tedacagnetic behaviour of the

system under test. Since these simulations are wigmpased, continuous quantities
like time and space which appear in the equatieedirto be discretized. Different
numerical methods have been developed to apprdésiprioblem, but a discussion on
the details of the implementation and pros and awfnthese methods is beyond the
scope of this thesis. A quick overview of some atpef the different methods can be

found in [13-14], and more details in specializedks on this topic like [15].

Numerical methods can be divided into time domaid frequency domain based. The
former include Finite Integration Technique (FIFnite Difference in Time Domain
(FDTD), and Transmission Line Matrix (TLM); the tat include Finite Element
Method (FEM) and Method of Moment (MoM). All theaaémentioned methods divide
the volume under test in small geometric elememts ihstance cubic cells or
tetrahedra) and solve Maxwell's equations refertmthese small elements; MoM is an
exception since it is applied on surfaces ratheantton volumes. Normally a
multiplication of two matrices is performed for #ndomain methods at each time-step,

whereas a linear system is solved for frequencyailomethods by inverting a matrix.

CST Microwave Studiprovides the user with different methods to appnosimulated
scenarios, namely a time domain solver based ondfilequency domain solver based
on tetrahedral mesh of the volume under test, aredjial and asymptotic solvers based
on surface and not volumetric mesh. The time dorRinmethod proves to be the best
choice for simulations of TTWD scenarios, which atectrically large, non-resonant,

and rich in realistic details structures. Frequedoyain methods would need more
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computational resources to simulate the same doemsing more suitable to analyse
resonating structures. Integral and asymptoticesslean characterize the field scattered
by electrically large structures like ships or &Enes, and their RCS, but in case of
TTWD the focus is in modelling the electromagnegdropagation within and through

the wall, and thus time domain methods are mortalsiei.

FIT method discretizes the volume under test inahexrral cells; the electric voltages
on the edges and the magnetic flux through thesfaédhese cells are the unknown
quantities from Maxwell's equations in integral rfar The time derivatives of these
equations are discretized in time-steps, generadingiterative process where the
unknown are updated at each time-step and depetiteamknown of the neighbouring
cells. This iterative algorithm is suitable for gkelization on high performance
computing machines. The cell size must be smallighdo give a good approximation
of small parts and curved surfaces of the volumeeuriest. It depends also on the
frequency range of the simulation, since a minimumber of cells is expected to be
included in one wavelength. A rule of thumb is tekihe largest cell size equal to or
smaller than one tenth of the shortest wavelengthresponding to the highest
frequency of interest, taking into account the etigic permittivity of the material.
Values of dielectric permittivity, conductivity, drmagnetic permeability are normally
assigned to each cell to simulate a material. Gamdbtechniques have been developed
to model a single cell with two different materiaddlowing the use of less and bigger
cells to model curved surfaces or interfaces betweaterials. This implies faster and
less computationally intensive simulations. Once tyrid of hexahedral cells is
assigned, the maximum value of the time-step istdinby the so-called Courant
stability criterion. Basically the time-step hasbi® small enough for the information to

propagate to all the neighbouring cells withinradistep.

A summary of the interesting features of the FITthod of CST Microwave Studio for

TTWD simulations is:

e ltis a “full wave” method based on the exact golutof Maxwell’'s equations,
without any approximation. Therefore it can modekqgsely all the wave
propagation phenomena, including near field effemtsmultiple scattering,
neglected by other approximated methods.
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* The combination of hexahedral grid and conformahmeques allow to model
heterogeneous and complex structures, like humedwp pbantoms and pieces of

furniture in a room imported from specialized CAditaare

* Being a time domain method, the UWB frequency raspoof the scenario
under test is available with a single FFT operatwhereas a frequency domain
method would need to run the simulations at maeguency points. All the
transient features of antennas or components amgded as well in the time

domain.

« The method can be easily implemented in parallahitecture of high
performance computing machines. Nevertheless, dnmepatational burden in
terms of required memory and CPU hours can be hwegvy, especially to

simulate big rooms or many targets, and if thedesgy range increases.

As previously mentioned, the simulations perfornrethe context of this thesis’ work
aim at testing FMICW signals: basically FMCW signgblus gating sequences.
Although CST Microwave Studioses Gaussian pulses as default excitation waveform
for the FIT method, FMCW signals can be implemerdasduser-defined waveforms.
This causes a series of issues that need to bessgdr in order to perform effective
simulations, and they are discussed in the resthigf section. To the best of our
knowledge, FMCW and FMICW signals have not beenufated so far in CST,
therefore the following notes may be useful to ldgh a simulation approach also

beneficial to contexts other than TTWD.

* Pre-windowing. As described in chapter 3, FMCW signals are nmgieally
cosine functions with sweeping frequency. At timia€se functions are equal to
1, assuming normalized amplitude. This strong ttemmsat the beginning of
these user-defined waveforms introduces in CSTnpialenstability and strong
ripple artefacts on the recorded signals at theilsited receivers, compromising
the effectiveness of the simulation. It should lmed that these ripples are
artefacts due to the implementation of the FIT roédtim the software, and they
have nothing to do with the actual scenario uneést.tA solution to this is
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applying a window function to the FMCW signal tauee its value at time 0, as
if to simulate that the actual transmitted signa@swalready weighted by the
window. Normally window functions are instead apglito the beat-note signal
at the receiver, as mentioned in chapter 3. Thé-roma signal is obtained by
multiplying the received signal by a replica of ttiensmitted signal, and by
low-pass filtering the result. If in the simulat®om window is applied to the
transmitted signal, at the heterodyne receiver lla¢hreceived signal and the
replica of the transmitted signal are multipliedthg window function, so that
the beat-note itself is multiplied by the squareveoof the window. Therefore
the square root of the window function is appliedie transmitted signal in the
simulation, so that the beat-note is weighted by #ttual window. In the
simulations performed in this thesis’ work and désd in section 4.4

Hamming window is used. Equation (4.1) summarizes issue: M(t) is the

beat-note signal given by the multiplication of tleeeived signal p(t) and the

transmitted replica nt), each multiplied by the square root of the vewd

function w(t).

vm (£) = vr(OYw(Ovg(t — Dyw(t — 1) (4.1

Postponed gating.FMICW signals present sharp transitions betweentitine
intervals when the transmitter/receiver is actinel avhen it is not; the signal
goes immediately to zero when the correspondinggaequence assume value
0. These transitions cause the same problem meuwtibefore to the numerical
implementation of the FIT method in CST, i.e. the#aduction of instability and
ripple artefacts. FMICW signals cannot thereforedivectly simulated in CST.
The solution is running the simulations using ndrr&BICW signals and
postponing the application of the gating sequences later stage, after all the
FMCW simulated signals have been collected from G81his thesis’ work the
FMCW signals from CST are loaded and processedrreattg through
MATLAB. This provide flexibility since the same sef FMCW data from a
single simulated scenario can be used in conjumctiith different gating

sequences without running again the simulations Tan important advantage,
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taking into account the heavy computational buradéneach through-wall

simulation.

« Plane wave excitation.n this thesis’ work a plane wave excitation is dige
the transmitter, and the electromagnetic fieldsraoerded at certain points in
the volume to simulate the receivers; these pangscalled “probes” in CST.
This allows to avoid modelling the antennas andrtemall physical parts,
which may require a very fine volumetric mesh arakenthe simulations more
intensive. Although ideal, plane waves can be dmrsd a fairly realistic model
for excitations coming from transmitter antennasated at great distance, in the
far field. As in equation (4.2), CST probes rectnd total field, which is the
superposition of the incident field (the plane wasgelf) and the scattered field
(signals reflected back by the targets), which rdmar system should actually

measure.

Eror = Einc + Escar (4.2)

Since the FMCW signal is always active during timeugation, there is no direct
way in CST to remove the incident field and extré scattered field. The
solution comes from simulating an empty copy of skkenario under test with
the same excitation, where the electrical pararseibthe vacuum are assigned
to all the objects. In this case the field recordethe probes is just incident field
since there are no scatterers in the empty scersio (4.3).

E;Omﬁty = EzeA’/Tépty = Einc (4.3)

Finally the desired scattered field for the scemander test can be computed by
subtracting the recorded field for the empty sceniom the total field, as in
equation (4.4). The assumption is that the incidesitl is the same for the
scenario under test and the empty scenario, whittue if the plane wave and
the FMCW signals are set with the same optionsth bimulations.

Escar = Eror — Efl\rzrépty (4.4)

Following the aforementioned suggestions it is fiidsdo simulate effectively FMICW

signals for TTWD scenarios using the time domailwesoof CST Microwave Studio.
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Results aimed at showing the effectiveness of FMIGAVeforms as wall removal

technique are presented in section 4.4 of thistehap

4.3 Overview of Imaging Algorithms

In the previous section it has been mentionedRNMEEW signals recorded at the probes
and simulating the received signals of a real syséee loaded onto MATLAB for

processing. This processing may include the apmitaof gating sequences to get
FMICW signals, and it simulates the operation diederodyne detector described in
chapter 3, namely multiplication and low-pass fittg. The results are range profiles
for each probe, which can be combined to creatariagages through suitable imaging

algorithms.

The algorithms used to process simulated and expetal data of this thesis’ work are
briefly described in this section. Many more algonis have been proposed in the
literature (Stolt and Kirchhoff migration, or Capbeam-former among them [8]), but
their rigorous analysis is beyond the scope of ¥hsk, which is more focused on
investigating the suitability of FMICW as wall renad technique. A useful overview of

imaging algorithms in the context of TTWD can barid in [16].

Back Projection (BP) is one of the simplest imagahgprithms for TTWD [1]. The area
under test is divided into a grid of pixels, and &ach transmitter/receiver pair the
round-trip delay related to each pixel is compufBue round-trip delay is the time for
the waveform to propagate from the transmittehttarget, and to be reflected back to
the receiver. The values of the received signalth@se round-trip delay values are
added together to get the intensity value of eaxdl pthus forming an image when the

procedure is repeated for all the pixels.

Since a plane wave is used as excitation for tlmeemeal simulations performed in this
thesis’ work, there is a single transmitter and tipld probes as receivers. The pixel

intensity for the BP algorithm can be written tHere as in equation (4.5)

N
1(x,y;) = Z Epe(Tiji) (4.5)
k=1

86



Chapter 4: Simulations of Radar Systems for TTWEeBan FMICW Signals

where the indices (i,j) denote the coordinateshef pixels in the X and Y directions
respectively, and the index k denotes one of tmeddivers. kis therefore the recorded
signal at one of the receivers, anglis the round-trip delay related to a particulasepi

receiver combination.

The following two imaging algorithms are originalapplied to the context of breast
cancer detection using UWB signals [17-18]. DelayaSntegration (DSI) algorithm
differs from BP in the use of integration over mei window to generate the pixel
intensity values, rather than simply picking a pdimom the received response at the
corresponding value of round-trip delay. This geates radar images where the
coloured spots related to the targets appear nogcreséd.

For each pixel the N received signals are consitlene to the round-trip delay
corresponding to the maximum expected target ranbae the remaining samples are
discarded. Each signal is then circularly shiftgdhe round-trip delay corresponding to
that particular pixel-receiver pair. Finally allettshifted signals are added together and
the result is integrated over a suitable windowgéb the pixel intensity value, as in
equation (4.6). The radar image is obtained byatpg this process for all the pixels.

w N
I(x,y;) = f Z Ep(t — Tijp)dt (4.6)
0 k=1

The length of the integration window W is equattie pulse duration in [17-18], where
pulse-based systems are discussed. When using FKI@WVEls, a good estimation of
this window is the main lobe width of the frequemoynmponents of the beat-note signal.
Therefore the reciprocal of the chirp bandwidth good value. Assuming 1.5 GHz, the
window is roughly 0.667 ns long.

Delay-Multiply-Sum-Integration (DMSI) is an intetey) extension of the previous
algorithm, with the addition of multiplications pairs of the responses after the circular

shifting. The mathematical formulation is modifiasl in (4.7):

W’N_l N
I(x;,y;) = J;) Z z Ep(t — T Ei (t — 7550 dt (4.7)
i

=11=k+1

87



Chapter 4: Simulations of Radar Systems for TTWEeBan FMICW Signals

where the indices k and | denote which receiveesiarolved in the multiplication in
pairs, andr andt are the round-trip delays of each response, dépgmth the pixel
and on the receiver taken into account. Compardt thie previous algorithm, the
additional multiplications contribute to increasether the focus of the coloured spots
related to the targets.

It should be noted that for both DSI and DMSI auwliadnal square or fourth power
operation can be added to the resulting functiams(4.6) and (4.7) before the
integration, in order to get further focused imagdgswever, increasing too much the
focusing may lead to cancel some targets in tred fadar images if their reflections are
too weak compared with other targets or with thetet level. In other words, the
focusing procedure may be thought of as a scaleghwibnds to get narrower when the
focus is increased in the imaging algorithm, sd theaker targets are included at the
bottom of the scale together with the noise/cluti@rerefore a compromise should
always be sought between nicely focused imagestangrobability of missing weak

targets.

The effectiveness of the aforementioned algorithelies on accurate estimations of the
round-trip delays, which in the context of TTWDrist a trivial task because of the

effects of the through-wall propagation. More detare given in the next subsection.

4.3.1 Round-trip delay estimation in the context of TWD

In equations (4.5)-(4.7) it can be seen that thecafe implementation of these imaging
algorithms depend on the accurate estimation ofdbed-trip delay for the transmitter-
pixel-receiver path. Assuming the position of trarnters and receivers to be known,
the estimation of this delay would be easy if thenario under test was in free space,
since the delay would be simply equal to the spdistance divided by the propagation
speed ¢ (3xT0om/s).

Unfortunately the presence of the wall complicat@s estimation. As discussed in
subsection 4.1.1, the presence of the wall slowsndihe electromagnetic waves and
this effect is proportional to the square root led tielectric permittivitys,. Therefore

materials with high permittivity like concrete ekiti stronger effects. An additional
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factor should be therefore added to the estimatidhe round-trip delay compared with
the ideal free space situation. The value of tbisection depends on the length of the
through-wall path: the longer the waves are propagavithin the wall, the longer the
correction delay factor will be. So the actual peob is the estimation of the through-
wall propagation path.

Failure to considering this additional delay caudesplacement and blurring of the
targets in the final radar images. In [19] the awmhanalyze these effects when the
estimation of either the thickness or the permititioef a uniform wall has inaccuracies.
They propose methods to reduce this uncertaintybgung data of measurements at
different stand-off distances from the wall. Thensaauthors propose in [20] an auto-
focusing technique based on high order statisticaeted from the data in order to

mitigate the undesired effects on the final image.

Rather than applying additional processing to campte for the bad effects of
inaccurate values of the through-wall propagatiathpseveral techniques have been
proposed in the literature to provide reliablerastions of this quantity. In [21] a beam-
forming algorithm is proposed to take into accainet effects of a uniform wall once its
thickness and permittivity, as well as the anglencfdence are known. This approach
relies on the Newton-Raphson numerical method toesa set of transcendental
equations derived from taking into account theaetfon at the air-wall interfaces. In
[22] this approach is extended to 3D imaging wittadfrom a planar array. In [16] the
actual round-trip delay is estimated referring tma@ck scenario where the internal wall
is touching the target, so there is no air layeéwben wall and target itself. In this way
some approximations in the refraction equationspagsible, in order to simplify the
numerical method (here Newton-Horner method is estggl) and speed up its
convergence. In [1] an extremely easy estimatiapied, which does not require any
numerical method. The through-wall path is simplyua to the wall thickness,
neglecting refraction and unrealistically assumititat all the waves impinge
perpendicularly on the wall.

In this thesis’ work the round-trip delay is esttewithout solving equations through
numerical methods for simplicity, but the obliquajeéctory of the electromagnetic

waves is considered. This approach can be calledight-ray approximation” since it
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does not take into account the refraction at thievall interfaces, thus avoiding to solve
transcendental equations with angles, but stillviping a sufficiently accurate

estimation.

The round-trip delay;x from equations (4.5)-(4.7) can be written as tn@ sf the part

related to the transmitter-pixel path and the pmeekiver path, as in equation (4.8):
Tijk = Trx + Trx (4.8)

As mentioned, the transmitter is a plane wave énnhmerical simulations performed in
this thesis’ work; therefore the excitation wavetres uniform for all the pixels in the
volume under test and the wave impinges perperatigulo the wall. This allows the
simplification of the estimation of the round-trgelay for the transmitter-pixel path,
since the actual through-wall path is simply thiekhess of the wall D, as in equation
4.9)

_Rix(@j) D

=—+4— -1 49
Trx c c €y (4.9)

Rrx is the transmitter-pixel distance, which in cageplane wave excitation is the
distance from the pixel to the boundary of the datad volume where the plane wave
ideally starts to propagate;rRkdepends only on the pixel coordinates (i,j) sinoe t
plane wave wavefront is uniform. It should be nateat the first term in equation (4.9)
refers to the free space case, with the second t¢ernecting for the presence of the

wall. The round-trip delay related to the pixeleaer path can be written as in (4.10):

RRX(ilj' k) L RRX(ilj' k) D
TRx = c +C°€r_1_ c +c-cos@

Je —1 (4.10)

where the first term of the equation is referredhe free space delay for the pixel-
receiver path, and the second term corrects forptlesence of the wall assuming
“straight-ray approximation”, with L through-walbth length and the angle between

the pixel-receiver path and the perpendicular ®wall. This angle can be computed
from the coordinates of pixel and receiver as inatign (4.11), with reference to the
mock geometry shown in figure 4.1.

6 = arctg (H) (4.11)
D T
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RTX /ﬂ (Xp,yp)

Rrx

40 @ (Xp.Y1)
(Xr,¥r)

EVqume boundary Wall

Figure 4.1 Mock geometry of the through-wall scenao for 6 estimation

The methods presented so far to estimate the atioaigh-wall path and consequently
correct the round-trip delay assume homogeneitthefwall structure, and knowledge
of the thickness and permittivity. Inaccuracieshiese two parameters may compromise
the effectiveness of the correction, and again teadisplacement and blurring in the

final images.

Unfortunately in realistic operational conditionsese parameters are not known.
Techniques for their estimation have been devel@seith [8, 11], but their application
can be time consuming or not practical in operaticgtenarios (for instance if one
antenna needs to be placed on the other side okale Furthermore, real walls are
rarely homogeneous: they present multi-layered csiras, internal gaps, and
irregularities (reinforcement structures or pipasifstance) for which the through-wall
path estimation would be far more complex. It isréfore easier in real applications
applying the aforementioned estimations assumimgdgeneous walls and using values
of permittivity in the range of those reported inetliterature for common wall
materials. A margin of displacement for the positad the targets in images from real

through-wall scenarios should be always expected.
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4 .4 Results from Numerical Simulations

In this section the application of the proposed EMI technique to remove wall

reflections is discussed. Results from numericalusations of realistic environments
and its effectiveness are shown through radar imagke process to select suitable
gating sequences and parameters for each scenader dest is also described.
Comparisons of the performance of the differentgim@ algorithms presented in the

previous section are provided.

The simulated environments are three-dimensionainsowith walls having different
materials and structure; floor and ceiling are dated as well for more realism and to
prevent artefacts from diffraction at the edgeshef wall, as suggested in [4]. Targets
are placed inside these rooms, in particular alfieetabinet and a human phantom; the
phantom is modelled with uniform material reprodhgcthe parameters of human skin
(dielectric permittivity 31.29 at 1.25 GHz frequgihcas suggested in [5-6]. This allows
speeding up the simulation time since the intetisalues of the human body are not
modelled. As previously mentioned, the transmigenodelled for simplicity’s sake as
a plane wave, whereas the receivers are modellegrases which sample the
electromagnetic fields in the volume under teste Thages shown in this section are
created using 9 probes, which are placed 25 cnt,apais forming a 2m long array.
The colour scale of all the images presented is $bction is in decibel and indicated
next to each image. When FMICW waveforms are udgedyalues of bit duration and
delaystrxi andtrxe for the gating sequences are multiple of 0.125uhéch is the time
step provided by the AWG used for the radar expemis Details about FMICW
waveforms are given in chapter 3 of this work, veasrthe hardware components of the
radar system used for the experimental campaigdeseribed in chapter 5.

Figure 4.2 shows a view of the first simulated secen where the room area is 235x200
cm and the stand-off distance of the probes fraanwvthll is 30 cm. The wall is solid, 15
cm thick, and made of 1 year old concrete (witHedigic permittivitye, 5.657 at 1.25
GHz, as provided by CST). The metallic cabinet trelhuman phantom are placed at
220 cm and roughly 150 cm from the array of prolvespectively. The simulated
FMCW chirp has bandwidth 0.5-2 GHz and durationQLB8. Assuming for simplicity
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maximum range of 5 m in the s-aliasing condition in equation (3.31), the maxim

bit duration is 12/N ns for a gating sequence hithits.

Figures 4.3-4.5 qopare radar images for this scenario using FMCW) (&amd FMICW
(bottom) waveforms with BP, DSI, and DMSI imagindgaithms, respectively
Focusing on the FMCW images only, it can be seext wall reflections are th
strongest contribution recorded ire images as expected; the metallic cabinet ce
detected, whereas the human phantom cannot eveeis ifloser to the probes than 1
cabinet. Given the sta-off distance of this scenario, wall reflections axpected to b
received at a rounttip delay of 2 ns. A 3 bit Msequence is chosen as gating sequ
because it is the shortest sequence in terms obeuof bits providing a flat area in

MRS in order not to attenuate the reflections fribra targets; fewer bits allow long
bit duration acording to the ar-aliasing condition in equation (3.31). With bit dtion
sufficiently long, the reflections from the wallrcde placed at the blind range at
beginning of the MRS slope and thus attenuated.MR& of the sequence used in t

scenaio can be seen in figure 4.6, with the chosembitition 7.5 ns

In figures 4.34.5 (bottom) both targets can be successfully tedethanks to th
application of the gating sequence. It should beathat the scale of the images is
same in comgring FMCW with FMICW results. Comparing result®rfr different
algorithms, it can be seen that DSI and DMSI previgktter images than BP. T
coloured spots are more focused on the actualiposiof the targets and they

surrounded by less clutt

Figure 4.2 View of simulated scenario 1

93



Chapter 4: Simulations of Radar Systems for TTWEeBan FMICW Signals
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Figure 4.3 Comparison of FMCW-FMICW images for simuated scenario 1 — BP algorithm
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Figure 4.4 Comparison of FMCW-FMICW images for simuated scenario 1 — DSI algorithm
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FMCW - DMSI algorithm
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Figure 4.5 Comparison of FMCW-FMICW images for simuated scenario 1 — DMSI algorithm

MRS of the gating sequence - Scenario 1
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Figure 4.6 MRS of the 3 bit M-sequence used in sirtated scenario 1
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The second simulated scenario is a copy of the iquevone, but with two
modifications: the stand-off distance of the probresn the wall is now increased to
250 cm, and a different material is used for watisiling, and floor (40 years old
concrete, with permittivity 4.642 at 1.25 GHz). few of this scenario can be seen in
figure 4.7, where the green points on the left @spnt the probes where the
electromagnetic fields are sampled and recordee. talhgets are the usual metallic
cabinet and the human phantom, placed at 440 cm3&0dcm from the probes,
respectively. The duration of the simulated chigs been increased to 3000 ns, so that
the maximum allowed bit duration from the anti-sirgy condition is increased as well.
Assuming a maximum range of 6 m, this conditiondgemaximum bit duration of

25/N ns for a gating sequence with N bits.

Figures 4.8-4.10 compare results with FMCW (topj &WVICW (bottom) waveforms
using BP, DSI, and DMSI algorithms respectively.expected wall reflections only are
detected in the FMCW images, therefore a gatinguesece should be applied to
mitigate them and to detect the targets. Howewveldhger stand-off distance prevents
the application of the gating approach used inpifeeious scenario, i.e. choosing a bit
duration long enough to place wall reflectionsha beginning of the slope of the MRS.
The round-trip delay corresponding to 250 cm staffidlistance for the wall is indeed
roughly 16.67 ns, whereas the maximum bit duraabowed from the anti-aliasing
condition is 12.5 ns for a square wave or 8.33onsaf3 bit M-sequence, therefore not

enough to mitigate wall reflections.

A solution is to design the gating sequence so Walt reflections are placed at the
second blind range of the MRS of the gating seqgeleAssuming again a 3 bit M-
sequence, the suitable bit duration to implemeistapproach is 5.75 ns as in the MRS
shown in figure 4.11; with this bit duration thecead blind range is located at 17.25 ns,
effective in mitigating wall reflections at 16.6%.r.ooking at figures 4.8-4.10 (bottom),
it can be seen that reflections from the firstveatl interface are removed, but there are
residual reflections from the internal back watkenface. The detection of both targets is
obtained thanks to the use of the FMICW waveforAs.expected the coloured spot
related to the metallic cabinet is brighter thae $ipot related to the human phantom,

which can be correctly detected. As previously oles# DSI and DMSI provide better
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images, in particular the two artefacts recordethen\BP image are removed, as wel

the residual of the external air/wall interfe
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Figure 4.7 View of simulated scenario 2
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Figure 4.8 Comparison of FMCW-FMICW images for simulated scenario z— BP algorithm
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FMCW - DSl algorithm
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Figure 4.9 Comparison of FMCW-FMICW images for simuated scenario 2 — DSI algorithm
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Figure 4.10 Comparison of FMCW-FMICW images for sinulated scenario 2 — DMSI algorithm
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MRS of the gating sequence - Scenario 2
T
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Figure 4.11 MRS of the 3 bit M-sequence used in sirated scenario 2

In the third scenario the wall material is turnatbiwood (permittivitye, 2.017 at 1.25
GHz), whereas the ceiling and floor are still madelO years old concrete as in the
previous scenario. The targets and their positinsgle the room are still the same as
shown in figure 4.7. The simulated FMCW signalhe same, with 1.5 GHz bandwidth
and duration 3000 ns, and thus the anti-aliasimgliton does not change.

Figure 4.12 compares radar images obtained usingWNtop) with FMICW (bottom)
waveforms; images on the left are created usin@thalgorithm, whereas those on the
right using the DMSI algorithm. Although in thises@ario the metallic cabinet is
already detected using FMCW waveforms, as in boghfigures, and even the human
phantom is detected for the DMSI image, the apptioaof the FMICW waveforms
improve the detection of both targets and remoeectimtribution from the wall. The
fact that the targets can be already detected uwngal FMCW waveforms is due to
the small value of permittivity for wood used asllwaaterial in comparison with
concrete used in the previous simulated scenak®expected, images produced by the
DMSI algorithm are better focused than those by B8I results are not shown since
they are very similar to those using DMSI, as alyeabserved in figures 4.4-4.5 and

4.9-4.10 for the previous scenarios.

The FMICW gating approach for this scenario issame as in the previous one, i.e. the

second blind range of the MRS is used to remove meflections. The MRS of the
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gating sequence shown in figure 4.13 is a 3 bitdguence with bit duration 5.625 ns
and delaygrx: andtrxe equal to 0.5 ns each. This gives an actual blindeaduration
of 1 ns long centred at round-trip delay of 16.8%5(wall reflections for stand-off

distance 250 cm are placed at round-trip delapoginly 16.67 ns).
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Figure 4.12 Comparison of FMCW-FMICW images for sinulated scenario 3 — BP and DMSI
algorithm
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Figure 4.13 MRS of the 3 bit M-sequence used in sirtated scenario 3
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The fourth simulated scenario presents the sam@&oanvent as the previous two
scenarios, but the material for walls, ceiling, dtabr is 1 year old concrete. The

FMCW signal and anti-aliasing condition are the eam® in scenarios 2 and 3.

Figure 4.14 compares FMCW and FMICW results witho tdifferent imaging
algorithms, BP and DMSI. Unlike the previous scemarith walls made of wood and
similarly to scenario 2 with 40 years old concrdtete the targets cannot be detected
using normal FMCW signals, whereas the applicabbrthe gating sequence allows
detection of both targets, human phantom includde®e MRS of the chosen gating
sequence is shown in figure 4.15: it is the usuait 31-sequence, with bit duration 5.75
ns and delaysrx: andtrx2 equal to 0.5 ns, giving a blind range which is 1llorgg.
Comparing FMICW images with BP and DMSI, it candsen that the latter removes
the artefacts close to the human phantom whictpeegent in the BP image; this was

already observed in scenario number 2, as in fgydr@ (bottom) and 4.10 (bottom).

FMCW - BP algorithm FMCW - DMSI algorithm

: B —— e ———— 0 B —— i ———— 0
100} TR .I..I_.;_._____.___j.i I 100 e . 'I'I_E_____%_____Ei" I
E ool ey B2 E ol e ] B2
o FCT (L i 4 " wal 4 H 4
o Reflection f v 1 - o Reflection [ e i
a : : : : 1 -6 M : H il -6
g SBO e ;_::.J g BOE i r—'—'élu
3 [ [ 1 O I " il
Il Cabinet—3 ] -8 11 Cabinst 1 -8
-100¢ : A | lc— -100 N i e S———
0 100 200 300 400 500 —10 0 100 200 300 400 500 —-10
Down-range [cm] Down-range [cm]
FMICW - BP algorithm FMICW - DMS3I algorithm
0 ; S A
100f o e oo 1 I L e ] e
S : N i Human! -2 T : Sl : d
° %0 wal o) ,"%/ 1] 4 o %0 wal ) F‘/ ;
) Reflection Soad 1 A o Reflection:
8 [ ] s I
& iy ! -6 & : S
§ 50 ¥ A, 20 g ]2 SRR MO OO Aoy
© f Eo icapinet 1 -8 © f L 1] iCabiner
-100F--- o I___"____________l____J_'I -100F - R . .[_.__.__._________;_________:._
0 100 200 300 400 500 —10 0 100 200 300 400 500 —10
Down-range [cm] Down-range [cm]

Figure 4.14 Comparison of FMCW-FMICW images for sinulated scenario 4 — BP and DMSI
algorithm
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MRS of the gating sequence - Scenario 4
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Figure 4.15 MRS of the 3 bit M-sequence used in sirated scenario 4

So far simulated rooms with solid wall structurewl aifferent materials have been
presented, either with short stand-off distancénascenario number 1, or with longer
distance as in scenarios 2 to 4. Now the fifth $iteal scenario presents a different wall
structure: a 5 cm layer made of 1 year old conaeetellowed by a 5 cm air gap, and
then by another 5 cm solid layer made of concraseseen in figure 4.16. This wall
structure is more realistic since real walls ofpeasent internal air gaps for insulation
purposes. From a radar perspective this structuneare challenging than a solid wall
since it tends to trap the electromagnetic enesgythat wall reflections have extended
duration and therefore longer blind ranges in thRSVilare needed to cancel them
through FMICW waveforms. Successful detection athbtargets can be achieved by
having longer delaysgx: andtrxz for the gating sequence, as shown in figures 4.17-
4.18. Figure 4.17 compares images with FMCW and@®MIwaveforms and with BP
and DMSI imaging algorithms; figure 4.18 shows MRS of the gating sequence used
in this scenario. Anti-aliasing condition and ggtiapproach are the same as in the
previous scenarios with long stand-off distance, lbere a square wave sequence is
used, with bit duration 8.625 ns argk; andtrxe equal to 1 ns each, and thus the blind
range is 2 ns long. This gating sequence is dedigag¢hat the blind range at round trip-
delay values 16.25-18.25 ns can remove the reflestirom the wall expected at
roughly 16.67 ns, including their extension du¢h® air gap. The flat part of the MRS
is located at the round-trip delay correspondintheohuman phantom (distance 370 cm
from the probes, thus roughly 24.67 ns delay), e&erthe reflection from the metallic
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cabinet (expected at roughly 29.33 ns being ittade 440 cm) are located in the

falling slope of the MRS; this should not be a peoi since the metallic cabinet is a

high reflective target compared with the human pi@n The effectiveness of this

approach can be seen in figure 4.17, where botietsarcan be detected with the
FMICW waveform.
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Figure 4.16 View of simulated scenario 5
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Figure 4.17 Comparison of FMCW-FMICW images for sinulated scenario 5 — BP and DMSI

algorithm
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MRS of the gating sequence - Scenario 5
T
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Figure 4.18 MRS of the square wave sequence usedsimulated scenario 5

In scenario number 6 a room with another wall stmecis simulated and analyzed. The
wall is made of cinder blocks and the materialhis tisual 1 year old concrete; each
cinder block has overall size 24x15 cm with two $x@m air cavities. The overall area
of the simulated room is 258%x192 cm, with wall Kmess 15 cm; the metallic cabinet
and the human phantom are placed at 460 and 37fdocmthe probes, respectively.
Similarly to the previous scenario, this realistiall structure is particularly challenging
for radar detection because of the internal cassitied multiple reflections which take
place inside the wall [7]. These phenomena extbedaall reflections contribution in
terms of round-trip delay, so that a much longerdotange in the MRS of the FMICW
gating sequence is needed. More artefacts arerafsduced in the images by this wall

structure.

Figure 4.20 shows the usual comparison of resulihh WMCW and FMICW
waveforms, using BP and DMSI imaging algorithmgufe 4.21 shows the MRS of the
gating sequence used in this scenario: it is arsquave with bit duration 10 ns and
Trx1 andtrxz equal to 3.625 ns, so that the blind range is @2Bng. Such a wide blind
range is required to remove the extended wall cBfle due to the cinder blocks wall.
This undesired signal is indeed expected to stamund-trip delay 16.67 ns since the
stand-off distance is 250 cm, and the blind rarigmve in figure 4.21 covers the range
16.375 ns up to 23.625 ns, thus it is suitablevalt removal. In the bottom sub-figures
of figure 4.20 the effectiveness of the chosenngatsequence in removing wall

reflections can be seen, as well as the succedstigiction of both targets. DMSI
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algorithm is preferable since it removes some efdhefacts due to this wall structure,
which are otherwise present in the BP image. Thyhtstisplacement of the detected
human phantom in figure 4.20 (bottom-left) coulddarised by the inaccuracy in the

estimation of the permittivity of this composite lngtructure.

Figure 4.19 View of simulated scenario 6
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Figure 4.20 Comparison of FMCW-FMICW images for sinulated scenario 6 — BP and DMSI

algorithm
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MRS of the gating sequence - Scenaric 6
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Figure 4.21 MRS of the square wave sequence usedsimulated scenario 6

In scenario number 7 the stand-off distance isaeduo 25 cm. The room has an area
of 290%x170 cm (thus larger than the previous oaad)solid wall with thickness 15 cm;
walls, ceiling, and floor are made of 40 years aiticrete. The targets are two human
phantoms, one facing the array of probes withhisst and one with its back, placed at
roughly 160 and 240 cm from the probes, respegtiviabth phantoms are uniformly
modelled with skin-like material. The FMCW signalrdtion has been increased to
5000 ns, so that the maximum bit duration giverthgyanti-aliasing condition increases
as well. Assuming maximum range to the target 5omsimplicity, the maximum
allowed bit duration is 50/N ns for a gating sequeenf N bits. Two different gating
sequences have been tested in this scenario, naheelg bit M-sequence with bit
duration 8.75 ns and the square wave with bit damal6 ns. The MRS of both
sequences can be seen in figure 4.24. The firsiggaéquence provides flat MRS, i.e.
no attenuation, at values of round-trip delay cgpomding to the reflections of the two
targets, 10.67 and 16 ns, respectively, whereak reff¢ctions are attenuated by the
blind range at the beginning of the MRS. In figdt23 (top) images using FMCW and
FMICW waveforms gated through the M-sequence amepewed and the effectiveness
of the FMICW waveform in detecting both targetssimwn. In the bottom-left sub-
figure the FMICW image is created using DMSI rattiean BP algorithm to get better
focused images; however the farthest target appsiéesuated with this algorithm,
since its backscattered reflection is much weakergared with the closer target. If the
square wave gating sequence is applied as in ttteniboight sub-figures, both targets

appear well detected in the image even with DM§balhm. The MRS of the chosen
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square wave is designed to have zero attenuatitimeaoun-trip delay elated to the
farthest target (16 ns) and to moderately attentreereflection of the closest targ
The overall effect is that both targets appear igathe same level of intensity in t
image. This scenario was useful to highlight tHeatfof different gating sequences ¢
how a square wave can be applied to enhance thetidet of far, less reflective targe

Figure 4.22 View of simulated scenario 7
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Figure 4.23 Comparison of FMCW-FMICW images for simulated scenario 7— BP and DMSI
algorithm
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MRS of the 3 bit M-sequence - Scenario 7
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Figure 4.24 MRS of the gating sequences used in silated scenario 7

In scenario number 8 a 10 cm thick partition walieh separates the two human
phantoms is inserted into the previous simulatedrenment. This partition wall is
placed at 200 cm from the array of probes and tiseaewooden door through it, just in
front of the farthest human phantom, as it candsa sn figure 4.25. The two phantoms
have been slightly shifted compared with the presiscenario, at distances of 150 cm
and 250 cm from the probes, respectively. The duraif the simulated chirp is here
4000 ns, giving for a gating sequence with N bitsimum bit duration 40/N ns in
order to avoid aliasing. The detection of the fasthtarget is particularly challenging
because of the partition wall, as it can be sedigime 4.26, where images with FMCW
and FMICW waveforms are compared when differenthgadequences are used. All the
sub-figures are created with the BP algorithm. e top-left sub-figure FMCW
waveforms are used: in this case only wall reftextifrom the main wall and from the

partition wall are shown and the targets are ntealed.

Different gating sequences have been applied taterhe other sub-figures in figure
4.26, and the MRS of these sequences are shovigume #4.27. The first is the 3 bit M-
sequence with bit duration 11 ns, which removesr#ikection from the main wall

through its first blind range, but is not effectivedealing with the contribution of the
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partition wall. In the su-figure referring to this sequence, the-right in figure 4.26,
the reflection from the partition wall is indeedetbtrongest signal and it complet

prevents the detection of the farthest targetfiteetarget is successfully detect

In order toremove the reflection of the partition wall, thecaed blind range of th
MRS can be used, as done for the second gatingseguor this scenario, a squ.
wave with bit duration 7 ns. Its blind range isdted at 14 ns, corresponding to
round-trip delay of the partition wall at 200 cm. In the cepending image for thi
gating sequence (bott«-left in figure 4.26) the reflection from the paidit wall is
removed, as it can be seen in comparison withdpdigures, but the reflection fro
the man wall is strong because the slope of the MR®dsdteep with only 7 ns of k
duration, and therefore the first blind range is thort to mitigate the undesir

contribution.

A solution is the introduction of the delatrx: andtrxz equal to 1.25 r for the square
wave gating sequence, getting the third MRS shawiigure 4.27. The first blind ran¢
Is extended to increase the attenuation on theatésh from the main wall; the seco
blind range is extended as well to remove the cafla form he partition wall, withou
attenuating the contribution from the targets.Ha tmage corresponding to this th
gating sequence (the bott-right in figure 4.26) both targets are successfdiyectec
despite the residual reflection from the main wand the partition wall is complete

removed.

&

Figure 4.25 View of simulated scenario 8
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Figure 4.26 Comparison of FMCW-FMICW images for sinulated scenario 8 — BP algorithm
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Figure 4.27 MRS of the gating sequences used in silated scenario 8
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It has been mentioned in section 3 of chapter 2t use of cross-polarized signal
components for image formation can strongly redheecontribution of wall reflections
and enhance the detection of human phantoms. Ajththe challenges of the practical
implementation of this approach makes it unsuitable real applications, its
effectiveness has been investigated through nualesimulations in [7]. Figures 4.28
and 4.29 show a few examples of images created tisencross-polarized signals in the
simulated scenarios number 3 and 6, which hava@rbeen presented in this section.
Comparisons of images using cross-polarized angotarized signal components are
provided, when normal FMCW waveforms are used witrhgating. In both figures it
can be seen that the use of cross-polarized compoeahances greatly the reflection
from the human phantom and from the back wall ef thom, whereas the reflection
from the main wall and from the metallic cabinet atrongly attenuated; in both cases
only the human phantom is detected when the DMSiging algorithm is applied.

These results are in line with what already disedss chapter 2.
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Figure 4.28 Comparison of FMCW images with co- ang@ross-polarized signal components for
simulated scenario 3 — BP and DMSI algorithm
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Figure 4.29 Comparison of FMCW images with co- an@ross-polarized signal components for
simulated scenario 6 — BP and DMSI algorithm

As a conclusion of this section where the resutimmfnumerical simulations have been
presented, it is worth discussing briefly the cotapanal requirements of these
simulations. One of the drawbacks of the FIT metiwben simulating electrically large
structures as three-dimensional rooms is the amafumemory and CPU time required.
The amount of memory depends on the number of lekah mesh cells in the
environment to be simulated, which increases with gize of the environment itself
(for instance using longer stand-off distances)l, @&ith the electrical permittivity of the
simulated objects (higher permittivity implies skealcells, so more cells are needed to
model the volume under test). The amount of CP titepends on the duration of the
user-defined FMCW signal (longer waveforms impipder simulation time), and on
the geometry and materials of the simulated enwmemt (the smaller the mesh cells
are, the shorter the maximum allowed time-step @rder to ensure a stable simulation,
so that more time-steps are necessary to simulaiertain waveform). It should be
noted that, given the high permittivity of the skike material used for the human
phantom and the frequency range 0.5-2 GHz of th€¥AMsignal, the average duration
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of a single time step is a few picoseconds. Theeesomulations of waveforms which
are 1200-5000 ns long require hundreds of thousahtiime-steps.

The simulations presented in this section have lbeeron a Dell workstation T7500,
with 48 GB of RAM, 2 CPU Intel Xeon E5640 (with 8res in total), and Windows 7
operating system. Table 4.1 summarizes the numberesh cells, the duration of the
FMCW waveform, and the required simulation timeeBtrong correlation between the
duration of the simulated FMCW waveform and thewation time can be seen from
the data. Compared with scenario 1, the other siomnhave more cells because of the
increased stand-off distance, with the exceptioacehario 3 where the walls are made
of wood, which has a lower electrical permittivdagmpared with concrete. It should be
noted that the overall simulation time depends alsmther tasks and programs which
may be running at the same time with the numestallation. The simulation can be
far slower if other tasks, for instance in MATLABte running at the same time with
CST Microwave Studio.

Number of mesh FMCW chirp Overall simulation time

cells [million] duration [ns] [hours]
Scenario 1 28.7 1200 53
Scenario 2 30.1 3000 119
Scenario 3 24.6 3000 115
Scenario 4 34.6 3000 142
Scenario 5 31.9 3000 166
Scenario 6 324 3000 158
Scenario 7 31.9 5000 227
Scenario 8 33.5 4000 205

Table 4.1 Summary of computational requirements fothe simulated scenarios of this chapter
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4.5 Summary of the chapter

In this chapter the importance of numerical simafet to analyze capabilities and
limitations of radar systems for TTWD has been ulised with reference to some of the
works proposed in the literature. Particular emjghlas been given to the possibility of
modelling the effects that the through-wall progage causes on radar waveforms,
depending on the electrical parameters and on ntexnial structure of walls. The
commercial software CST Microwave Studio is presérds a suitable tool to simulate
through-wall scenarios based on FMICW waveformsigighe FIT method. Three
algorithms to process the data from CST and criesages have been presented, with
particular emphasis on the estimation of the rowipddelay taking into account the
presence of the wall.

Finally, results have been presented for eighedkfit simulated scenarios, focusing on
the effectiveness of the proposed FMICW techniquenitigating wall reflections and
enhancing the detection of the targets in compansith normal FMCW waveforms.
The selection of suitable gating sequences for saehario has been discussed when
applying FMICW waveforms. Images from different @ighms have been compared,
showing that using DSI and DMSI adapted from mddioaging the results are better

focused than those created using the classic Birithg.

The following table summarizes the main featuresthed simulated scenarios, in
particular the thickness, permittivity, and intdrrs&ructure of the wall, the type of
targets and their distance, and the type of gaseguences used for the FMICW

waveforms.
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| Stand-off Targets and Wall thickness Gating sequences
Scenario| Room area o
distance their distance and structure for FMICW

Metallic cabinet 220 cm 15 cm solid 3 bit M-sequence with

1 30 cm 235%200 cm
Human phantom 150 cm 1 year concreteg(= 5.657) Tg=7.5ns
Metallic cabinet 440 cm 15 cm solid 3 bit M-sequence with

2 250 cm 235x200 cm
Human phantom 370 cm 40 years concrete, 4.642) Tg=5.75ns
Metallic cabinet 440 cm 15 cm solid 3 bit M-sequence with

3 250 cm 235x200 cm
Human phantom 370 cm wood €= 2.017) Tg = 5.625 nStryx1 = trx2= 0.5 ns
Metallic cabinet 440 cm 15 cm solid 3 bit M-sequence with

4 250 cm 235%200 cm
Human phantom 370 cm 1 year concretes(= 5.657) Tg =5.75 NStrx1 = rx2= 0.5 ns
Metallic cabinet 440 cm 15 cm with 5 cm air gap Square wave with

5 250 cm 235%200 cm
Human phantom 370 cm 1 year concretes(= 5.657) Tg = 8.625 nSrx1 = TrRx2=1 NS
Metallic cabinet 460 cm 15 cm cinder blocks Square wave with

6 250 cm 258x192 cm
Human phantom 370 cm 1 year concretes(= 5.657) Tg = 10 NSrx1 = Trx2= 3.625 ns
Human phantom 160 cm 15 cm solid 3 bit M-sequenced= 8.75 ns

7 25cm 290x170 cm
Human phantom 240 cm 40 years concrete, 4.642) Square wave d= 16 ns

Main wall: 15 cm solid 3 bit M-sequenced= 11 ns

Human phantom 150 cm N _

8 25cm 290x170 cm Partition wall: 10 cm solid Square waved=7 ns
Human phantom 250 cm

40 years concrete & 4.642) | Square waved= 7 NS;trx1 = Trx2= 1.25 ns

Table 4.2 Summary of the main features of the simated scenarios presented in this chapter
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5.1 Block Diagram of the FMICW based radar system

In this chapter the description of the hardware ponents of the FMICW based radar

system built at the Centre for Communications 3gyste Durham University is

presented. The synchronization of all the compat#mbugh a common stable clock is

also discussed.

Figure 5.1 shows the block diagram of the propasedr system; the meaning of the

acronyms is summarized in table 5.1, with a dedailescription of each block

following in this section.

POW AMP TX ANT
LPF1

-H->K

v

:l ADC

LPF2

——

<_

Figure 5.1 Block diagram of the proposed radar sysim

12)

AWG Arbitrary Waveform Generator
LPF1 Low Pass Filter (pass-band up to 3.5 GH
POW AMP Power Amplifier
LNA Low Noise Amplifier
X Mixer

AMP1 Medium Power Amplifier

LPF2 Low Pass Filter (pass-band up to 10 MH
AMP2 Base Band Amplifier

ADC Analogue to Digital Converter
FPGA Field Programmable Gate Array board

Table 5.1 Summary of the acronyms of the hardwarelbck diagram
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The two AWGs are the core element of the radareaysind they are used to generate
FMCW or FMICW waveforms. They are programmed thitoagPC and synchronized
through a FPGA board, which provides their triggigmals. At the transmitter side the
waveform generated by the AWG is filtered and afigalibefore transmission through
the antenna. At the receiver side the replica efttansmitted waveform is filtered and
amplified accordingly to drive the mixer. This sigris multiplied with the received
waveform, which is amplified by the LNA. As discessin chapter 3, the resulting
signal after low-pass filtering is the beat-notgnsil, which carries information on the
range to the targets and on Doppler shifts in adsmoving targets. This signal is
therefore amplified, digitized through the ADC, astdred in a PC for processing and
image formation. All the radio-frequency componeansl also the low pass filter and
the amplifier for the beat-note signal (LPahd AMR in figure 5.1) have been placed in
a portable rack assembled for the purpose, whishasvn in figure 5.2.

Figure 5.2 Portable rack with RF components

5.1.1 Arbitrary Waveform Generator

The arbitrary waveform generators are commerciatlutes AWG801 produced by
Euvis; figure 5.3 shows the two units used forghgposed radar system. Each unit can
generate user-defined or built-in standard wavegowrth frequency up to 4 GHz and
duration up to slightly less than 1 ms. The durat®limited by the size of the on-board

memory and the maximum frequency is limited by fileguency of the input clock, in
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this case 4 GHz. The sampling rate of the wavefasni8sGHz, thus the minimum time-
step between digital samples is 0.125 ns. In tbpgsed radar system the AWG’s are
controlled by a C program which loads into theirnmoey the desired waveforms
generated through MATLAB (these programs have leeoded in the appendix). It is
a very flexible approach which allows the generatwf FMICW waveforms with
different gating sequences for different scenaudoder test just via software from the
PC. For the through-wall experiments performed I tmeasurement campaign
presented in chapter 6 the FMCW-FMICW signal covbes bandwidth 0.7-2.2 GHz.
Figure 5.4 shows the spectrum of this signal atdbgput of the AWG with data
captured by a spectrum analyzer; the power leveloighly -5.8 dBm and it is
reasonably flat across the desired bandwidth, thighmagnitude of the ripple around 1
dB.

Figure 5.3 Arbitrary Waveform Generators

FMCW chirp generated by the AWG
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Figure 5.4 Spectrum of the FMCW chirp generated byhe AWG
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5.1.2 Low Pass Filter with 3.5 GHz pass-band

A low pass filter is generally required at the autpf the AWG to attenuate the residual
clock and the alias image. For our system the wesidlock is placed at 4 GHz with
power of roughly -50 dBm, and the alias starts .8 GHz, which is the symmetric
frequency of the maximum frequency of the FMCW algf2.2 GHz) with respect to
the clock. The low pass filter, called LPiR figure 5.1, has been however designed
assuming a general waveform with frequency up 50GHz, so that it may be used in
future systems and not only for the through-wallaradescribed in this section. In this
case the pass-band of the filter has to extendou.% GHz and the alias to be

attenuated would start at 4.5 GHz.

The design of this filter has been therefore basadthese requirements: 60 dB
attenuation in the stop-band (frequencies highan t4.5 GHz), S11 parameter not
higher than -15 dB across the pass-band, and Oripg® Chebyshev response with 15
sections. An initial design using ideal lumped edets has been made according to [1]
and using AWR software. The required values of atance (a few nH) and capacitance
(not higher than 3 pF) are too low to be reachetth wimped elements. Therefore a
distributed design based on microstrip lines hasnbadopted: series inductors are
approximated by high impedance transmission lindsch are folded to reduce the
overall length of the filter, and shunt capacitare approximated by low impedance
open stubs. The substrate Rogers 4003 with 0.5 mukness has been chosen. Figure
5.5 shows the layout of the distributed desigrheffilter. After simulations with AWR
of the distributed model, the expected attenudtonhe residual clock and for the alias
is satisfactory: 37 dB for the former at 4 GHz, &1ddB for the latter at 4.5 GHz.

e VAV AN AV o

Figure 5.5 Layout of the low pass filter with 3.5 Gz pass-band
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The filters have been manufactured using the fasliat the School of Engineering and
Computing Sciences, Durham University and mountedio ca metallic base for
mechanical stability. SMA connectors with flat gahtpins have been used to fit the
narrow width of the microstrip at the two extremgiof the filters. Figures 5.6-5.7 show
respectively the transmission (S12 and S21 paras)esed reflection (S11 and S22)
patterns of the manufactured filter.

A Ch/Trace 2 Respon: 3 Stimulus 4 Mt/
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Figure 5.6 S12 and S21 parameters of the 3.5 GHz EP
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Figure 5.7 S11 and S22 parameters of the 3.5 GHz EP
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The attenuation across the stop-band after 4.5 6889 dB or lower, in line with the
values expected from the AWR simulation, whereasr#flection parameters across the
band-pass before 3.5 GHz present discrepancieonmparison with the simulated
model. Some degradation on the reflection patieas somewhat expected because of
the manufacturing process of these filters basecdetohing the copper rather than
removing it by a chemical process, which generallyes results closer to the
simulations in AWR. The good transmission patteakes these filters suitable for the

radar system presented in this section.

5.1.3 Power Amplifier

A power amplifier is needed at the transmitter didemplify the waveform up to a
power level suitable for through-wall penetrationdadetection. In our system this
amplifier is placed between the low pass filtertta output of the AWG and the
transmitter antenna, as in figure 5.1. The mod&dus Mini-Circuits ZHL-4240

operating across the bandwidth 700-4200 MHz, witmimum gain 40 dB and

maximum output power around 28 dBm. Figure 5.8 shthe FMCW signal across the
bandwidth 0.7-2.2 GHz after amplification by thiswer amplifier. Since the data are
recorded by a spectrum analyzer with 20 dB attemuattthe input, it can be seen that
the actual power level across the desired bandwsd#round 28 dBm. This signal is

then applied to the antenna for transmission.

FMCW chirp at the output of the power amplifier
10 T T T 1 T T T

14 16 18 2 22
Frequency [GHZ]

Figure 5.8 Spectrum of the FMCW chirp at the outputof the power amplifier
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5.1.4 Transmitter and Receiver Antennas

Our radar system operates in a bistatic mode withantennas, one at the receiver and
one at the transmitter. Two different models ofeant have been designed and
manufactured to work across the desired frequeaogWwidth (0.7-2.2 GHz) and have a
directional radiation pattern, so that the energy be focused towards the wall and the
targets to be detected, avoiding the receptioriutfer and undesired signals from side
lobes. Both antennas can be used for frequen@etnst from 500 MHz, in case lower

frequencies are required for penetration througly theck walls.

The first model is a patch-like antenna developedallaboration with the Fraunhofer
Institute for Reliability and Microintegration indslin, Germany [2]. It is the result of
an optimization process on a basic square pat@mnaatwith the purpose of reducing its
size and getting a radiation pattern with a singl@n lobe. The antenna has been
simulated with CST Microwave Studio and Ansoft HEF&68d printed on common FR4
substrate; simulated and measured results of thea8d of the radiation pattern show
good agreement. The antenna is relatively comdaet1(7 cm), taken into account that
its bandwidth starts at 500 MHz. Figure 5.9 shdwesgatch-like antennas mounted on a
wooden and cardboard support placed next to a bvadk while performing through-

wall measurements.

Figure 5.9 Patch-like antennas close to a brick wil

The second model is an antipodal Vivaldi antenngué 5.10 shows two of these
antennas placed on a wooden support next to aeteneall during a measurement.
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Figure 5.10 Vivaldi antennas close to a concrete Wa

The dimensions of this antenna are 26x18.5 cm. éllhesennas have been simulated
and optimized with CST Microwave Studio to work@ss the desired bandwidth, and
then manufactured on Taconic CER10 substrate wmittkiess 1.5 mm. Figure 5.11
compares simulated and measured S11 parametethigoantenna. The simulations
have been performed using both the time domaintl@drequency domain solver of
CST to compare the results. Good agreement canebe Between measured and
simulated data. The antenna is well matched abdveG®iz, with the S11 parameter

below the -10 dB threshold.

S11 of the proposed Vivaldi antenna

29 N Simulated {frequency solver)
5N, ; === Simulated {ime solver)
: Measured

S11[dB]

-45- : i3 f f ~ .

-5 I i H 1 | i I
%.4 0.8 1.2 1.6 2 24 2.8 3.2
Frequency [GHz]

Figure 5.11 Simulated and measured S11 parameter tife proposed Vivaldi antenna
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5.1.5 Low Noise Amplifier

At the receiver side a low noise amplifier is pldgast after the receiver antenna, as in
figure 5.1; a limiter is placed at the input of th¥A for protection from possible static
discharges when the antenna is touched by the topefde LNA is the Mini-Circuits
ZX60-3011 operating across the bandwidth 400-30¢4z Mvith gain 15-11.5 dB and
noise figure 1.4-1.7 dB.

5.1.6 Mixer

The mixer multiplies the received waveform (at RE port) with the replica of the

transmitted waveform (at the LO port) to generae lheat-note signal (at the IF port).
The chosen mixer is the level 13 ZEM-4300 MH fronrmMCircuits, operating across

the bandwidth 300-4300 MHz at the LO and RF pats] DC-1000 MHz at the IF

port.

5.1.7 Medium Power Amplifier

This amplifier is placed at the output of the AWfEerathe filter LPF, as in figure 5.1
where it is called AMP It is necessary to amplify the replica of thensmitted
waveform at the required power level to drive th@ port of the mixer, which in our
case is roughly 13 dBm. The chosen amplifier is Zk&.-2R7 from Mini-Circuits,
operating across the bandwidth 10-2700 MHz witmdgad dB and maximum output
power 13 dBm.

5.1.8 Low Pass Filter with 10 MHz pass-band

As shown in figure 5.1, this low pass filter (LPH&)placed at the IF port of the mixer
to pass only the beat-note signal carrying inforomabn range and/or Doppler shift
related to the targets. Given the duration and#rewidth of the FMCW chirp used in
this thesis’ work, 40Qus and 1.5 GHz respectively, the expected beat-isote the

range of hundreds of kHz. The cut-off frequencytio$ filter has been however set at

10 MHz, in order to have more flexibility for pokk different uses of the whole
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system. This filter is made of lumped capacitord sluctors and its S parameters are

shown in figure 5.12.

1 Active Ch/Trace  2Fesponse 3 Stimulus 4 Miuddnalysis B Instr State
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Trz 511 Log Mag 10.00dE/ Ref -30.00dE [Fz] Save/Recal
MlE 522 Log Mag 10.00d8/ Ref -30.00dE [F2]
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Figure 5.12 S-parameters for the 10 MHz LPF

5.1.9 Base-band Amplifier

This amplifier increases the power level of thethese signal before its digitization.
The chosen model is the Mini-Circuits ZHL-6A, oparg across the bandwidth 2.5
kHz — 500 MHz, with 25 dB gain and maximum powetpa around 22 dBm.

5.1.10 Analogue-to-Digital Converter

The analogue-to-digital converter digitizes thetbheate signal into files stored in a PC
for further processing and image formation. Theseimo ADC is the dual-channel

PX14400A from Signatec, with 14 bits of resolutidm.the measurements performed
for this thesis’ work the ADC is provided with aabte 10 MHz clock to which the

internal clock generator of the ADC can lock. Tleatnote is digitized at 20 MHz, the
minimum allowed sampling frequency. The ADC isgeged by the “marker”, which is

a programmable signal generated by the AWG at éiggnbing of each FMCW signal.
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5.2 Clock Distribution and Synchronization

Figure 5.13 shows the distribution of the stabteklused to synchronize the AWG and
the ADC in the proposed radar system. The synchation of these components is of
paramount importance to measure correctly Doppldtsscaused by the movement of
the targets. Jittering clocks and the consequentwsdl synchronized start of each
FMCW chirp would indeed create strong Doppler aces which have nothing to do
with the actual targets.

40 MHz l
PLL AWG SYNCO (125 MHz)
4 GHz |
r 3
A\ 4
Rubidium clock TRIGGER I FPGA
generation and board
distribution L
F 3
v
PLL a6tz [ awe |
SYNCO (125 MHz)
40 MHz
10 MHz I ]
»| ADC |e
() MARKERZ

Figure 5.13 Block diagram of the distribution of the stable clock for synchronization

The core element of the diagram shown in figure 3slthe block for generation and
distribution of the clock. It contains a PRS10 dibm module from Stanford Research
Systems, which generates a very stable 10 MHz wia¢e. This module presents
frequency accuracy of +5x1) Allan variance for short-time stability below ¥0at 1
second and 10 seconds, temperature coefficient5sfl@" over -20 to 65 Celsius
degrees, and low aging rate below +5%fonthly. In the actual block of figure 5.13
this 10 MHz signal is accordingly split, multipliednd amplified to derive the outputs
at each of the following frequencies: 10 MHz sireve;, 10 MHz square wave, 20 MHz
sine, 40 MHz sine, and 80 MHz sine. The block idelibatteries to work even in case
of disconnection from the main electricity gridloaling for portable operation of the
block up an hour. This block is shown in figure 4.Jts complete design and
manufacturing has been made using the facilitiegshef School of Engineering at

Durham University.
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Figure 5.14 Rubidium clock generation and distribtion block

As in figure 5.13, a 10 MHz square wave from thieidium clock distribution block is

given to the ADC to lock to it. The internal clogenerator of the ADC can then
generate sampling clocks with frequency 20-400 MAZrigger signal must also be
given to the ADC in order to start the digitizatiomhis signal is the so-called
MARKER1generated by the AWG together with the desirepuuvaveform and it is a
1.8 V TTL pulse with duration 40 ns. The ADC is tgfault activated at the raising
edge of this trigger.

The two 40 MHz sine waves are given as input to Rib modules, which generate
two stable 4 GHz clock signals for the AWG. Theidaswaveform is digitally stored
in the memory of the AWG and its amplitude sampales produced at the output with
rate equal to twice the value of the given cloak, 8 GHz corresponding to time-step of
0.125 ns. Inside the AWG the clock is divided dawrl/32 (125 MHz) generating the
SYNCOsignal, which is internally used to sense incontigger signals to the AWG.
The trigger signals must therefore be phase-lodketthe SYNCOsignals in order to
ensure that all the AWGs sense the trigger sigatatee same time, and therefore their
output waveforms are well synchronized. As in fegbrl3, the two SYNCO signals are
given to the FPGA board which divides them accalyirio generate th& RIGGER
signals for the AWG. The trigger signals are 3.3 M. and the AWGs are activated at
the falling edge. The division factor to generdte trigger signals depends on the
duration of the waveform to be generated by the AWGs advisable to choose this

factor so that the period of the trigger signaslightly longer than the duration of the
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generated waveform. In the measurements presemttdsi thesis the duration of the
FMCW/FMICW chirp is 400us and the period of the trigger signals 506,
corresponding to a division of the 125 MBXNCGsignals by 62500. If the duration of
the chirp is changed, the FPGA board needs toffregeammed to generate the trigger
signals with suitable period. This can be easilygrened via software from a PC.

Figure 5.15 shows a simplified synchronization daag of the signals related to the
AWG, assuming 40@s for the duration of the FMCW chirp (call@UTPUTin figure
5.15) and 50Q:s for the period of the trigger (call@dRIGGER, as in the measurements
performed for this thesis. It should be noted thetdifferent signal durations are not in
scale. The AWG has been set to generate a singlefaran for each trigger. When the
AWG senses the falling edge of the trigger sigiatarts to generate the output and at
the same time a short pulse (with duration 40 aked@MARKER) to trigger the ADC
and start the digitization. The generated wavefsnshorter than the period of the
trigger, so the AWG remains inactive (for 1@0with the numbers given in figure 5.15)
until the next trigger. The ADC can be operatettiezitacquiring a long block of data
after a single trigger (post-trigger mode), or adgg shorter amounts of data after each
trigger event (segmented mode). Normally we opeteeADC with the first approach,
digitizing a long block of data including the inadly periods of the AWG and then
separating each FMCW/FMICW chirp during the prooessf the recorded data.

AWG
TRIGGER

«4——  Trigger from FPGA Period = 500 ps

v

L e —

QuTPUT 4—— Chirp Duration T =400 ps >
40 ns 40 ns
AWG
MARKER1 =

Figure 5.15 Simplified synchronization diagram of he AWG signals

130



Chapter 5: Hardware Description of the FMICW Bagtadar System

5.3 Waveform and Radar Parameters for the Propose8ystem

FMCW and FMICW parameters have been discussediakel| to radar requirements
and performance in chapter 3. In this section frezifications of the presented TTWD
radar system are given with reference to thosenpetexrs and the sensitivity of the
system is analyzed taking into account the expeoteeer loss caused by the presence

of the wall.

The waveform used in the experimental measuremaritsthis work is a
FMCW/EMICW with duration 40Qus and bandwidth 1.5 GHz, covering the frequency
range 0.7-2.2 GHz. The chosen bandwidth yieldsriown-range resolution, which
is an acceptable value for TTWD, and the frequermyge is such as to penetrate
common construction materials including concretdsmaithout excessive attenuation
[3-4]. The cross-range resolution depends on thgtleof the aperture as in equation
(3.19). For the measurements presented in thigsthbeth the transmiting and the
receiving antennas were moved in 10 cm steps ad@@cm length parallel to the wall.
Assuming a 1-4 m target range, the resulting rémwus approximately 35-140 cm at
the centre frequency 1.45 GHz.

Since the focus of this work is testing the effemtiess of the proposed FMICW
waveforms as wall mitigation/removal technique réhis no need to consider very long
ranges to the target. Assuming for simplicity a mmasn expected range 4 m, the
maximum beat-note frequency given the aforementiaheation and bandwidth of the
chirp is 100 kHz. For practical experiments thitueas however higher because of the
internal propagation delays of the radar systentlwhiave to be added to the round-trip
delay related to the target. The minimum alloweni@ang frequency of the ADC is 20
MHz, which implies maximum beat-note frequency & WHz to digitize without
aliasing. Each 40@s chirp is therefore sampled at 20 MHz, producifg®Bdigital
samples.

Given the duration of the chirp, the maximum Dopgaift to avoid ambiguity is

+1250 Hz, which does not pose any problems for afiei@ of human movements,
whose shift is much smaller. The Doppler resolutiepends on the number of
processed waveforms: normally overall data duratibdO s has been considered for

walking detection, corresponding to 0.1 Hz Doppksolution, whereas 20 s duration
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has been considered for breathing detection, quoreing to 0.05 Hz Doppler

resolution.

When gating sequences are applied in FMICW wavedprthe bit duration for a
sequence made of K bits igdK (from the anti-aliasing condition in chapter @jth

the aforementioned bandwidth and duration of thgpcdind assuming a 4 m maximum
range to the target. Since in practical experimenty square waves and M-sequences
with 3 bit have been used, this condition yieldsitaduration longer than fs, more
than enough in through-wall scenarios which areew imeters long. Table 5.2

summarizes the aforementioned FMCW/FMICW parameters

Chirp frequency range
bTed _ yrang 0.7-2.2 GHz, T = 40Qs
and duration T

Chirp bandwidth B and

down-range resolutionR

B=15GHzAR=10cm

Cross-range resolutiokA
(for aperture length L = 60 cm andAt 1.45 GHzAA = (c/f;)xR/L = 35-140 cm

target range 1-4 m)

Maximum expected rangezx

and maximum expected beat-note Rvax =4 m, fuax = 100 kHz
frequency fuax
ADC sampling frequencysf fs=20 MHz

=

Expected number of samples pe
P Pesp 8000

chirp M (given gand T)

Maximum Doppler shiftguax to
. . ) fomax =+ 1250 Hz
avoid ambiguity (given T)
Doppler resolutiom\fp Afp=0.1 Hz (it NT =10 s) or
(given N chirps of duration T) 0.05 Hz (if NT =20 s)

Bit duration Tz to avoid aliasing

for a sequence with K bits Tg <5us/K
(given T, B, and Rax =4 m)

Table 5.2 Summary of the waveform and radar paramedrs for the proposed radar system
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Besides the aforementioned radar parameters, tverdevel at the transmitter and at
different stages of the receiver has to be constltr ensure that the desired reflections
from the targets can be successfully detected picdy through-wall scenarios. The
expected overall power loss in through-wall detetctiespecially of human beings, has
been investigated in several works in the liteatdin [5] a modified radar equation is
provided, taking into account the through-wall Esstogether with those already
expected in free space scenarios, such as pathlésssdue to the target RCS, and
polarization mismatch. The effect of the wall degeion its transmission coefficient,
which is computed from the measured complex permyttof the wall material; the
RCS of possible targets is obtained from numesgallations. Assuming a monostatic
approach with the same antenna for transmissionrereption, 10 dBi antenna gain,
and 5 m range to the target, the expected powsr fasthrough-wall detection of a
standing human being is roughly 85 dB for a 9.2keiok wall and 115 dB for a 14.6
cm solid concrete wall; these values refer to 2k2zGrequency, and as expected the
losses increase with frequency. It should be ntitatithe power loss increases with the
bistatic angle in case two different antennas aesllas transmitter and receiver. In [5]
an additional loss up to 18 dB for concrete walassumed in case the bistatic angle
increases up to 75 degrees. In [6-7] a similar @ggr combining the knowledge of the
RCS of a standing human being and of the dieleqirmperties of different wall
materials is applied to estimate the power lossuAsng 20 cm thickness for different
walls, the power loss across the 1-3 GHz frequeange and at 2 m range is 84-113 dB

for brick wall and 93-124 dB for concrete wall.

Compared with the estimation presented in [5],thek and concrete walls used in the
experiments of this work are thicker (16 cm andcB8brespectively) and the antennas
have lower gain than 10 dBi, but the maximum ratgthe target is shorter than 5 m
and the operational frequency is lower (0.7-2.2 i@ompared with the estimation in

[6-7], the operational frequency is slightly low@ne maximum frequency is 2.2 GHz

instead of 3 GHz) but the maximum distance of #rgéit is slightly longer (4 m instead

of 2 m). Taking these differences into accountestimated overall through-wall power

loss between approximately 100-136 dB can be cersidfrom the aforementioned

estimations, so that the expected power at the imipthe ADC of the system presented
in this chapter can be calculated.
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Assuming 100 dB of through-wall power loss at 4mge, the expected power at the
receiving antenna is therefore -72 dBm since thesimitted power is 28 dBm as shown
in sub-section 5.1.3. Considering 12 dB gain fa EINA and 6 dB conversion loss at
the mixer in the block diagram in figure 5.1, theabnote power at the IF port of the
mixer is about -66 dBm. After amplification by tlase-band amplifier with 25 dB

gain, the expected power of the signal at the AD@Lii is -41 dBm. Since the smallest
voltage input range of the ADC is 220 mV, this povevel may be too weak to detect
the reflections from stationary human beings targetd discriminate them from the

surrounding clutter due to the environment.

A sensitivity test has been carried out in orderdentify the performance of the radar
system when detecting weak signals. The test has performed in back-to-back
configuration, where the transmitter is directlynnected to the receiver through cables
and several attenuators. The ADC has been setitwiimallest voltage input range and
the starting value of attenuation between the trétsr and receiver was 60 dB, a value
still too low in comparison with realistic TTWD st&rios. The value of attenuation was
then increased in 10 dB steps until the receivgdasiis not distinguishable from the
noise. Fig. 5.16 shows the FMCW range profilestiiis test, with values normalized to
the initial test with 60 dB attenuation. As expecteom a back-to-back test, there is a
single beat-note frequency peak at roughly 89.7.KHezan be seen that with 100 dB
attenuation the peak is still fairly distinguishalfiiom the noise (approximately 10 dB

above the noise), whereas this is no longer trué X6 dB attenuation.

Furthermore, an additional loss caused by theiwi#tat the receiver when FMICW

waveforms are applied should be considered forptiaetical use of the system. The
value of this additional loss depends on the gaseguence used and on the off-time
over on-time ratio at the receiver. The gatingslebBould be added to the attenuation

values used for the FMCW sensitivity test.
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FMCW radar profile - Sensitivity Test
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Figure 5.16 FMCW radar profiles of the back-to-backsensitivity test

Therefore, in performing the experimental campaggasented in chapter 6 of this
thesis, the extraction of Doppler shifts due to i@&ion or breathing of human targets
is explored as a solution to overcome this problernthe detection of human beings.
The effectiveness of the proposed wall removalriggre can be still appreciated when
dealing with Doppler processing and patterns.

A possible hardware improvement to make the systbla to detect stationary human
beings without using Doppler could be the use ohad modules at the receiver chain
to replace the off-the-shelf LNA and base-band #repl for instance the automatic

gain control unit or “signal conditioning” block wdeloped at the Centre for

Communications System, Durham University, providgain up to 53 dB for the beat-

note signal.

5.4 Summary of the chapter

The hardware description of the proposed FMICW thasmdar system has been
provided in this chapter, focusing on each compbménts block diagram. Off-the-

shelf, already available components have beenwked possible for simplicity’s sake,
or when required ad hoc components have been dekignd manufactured, for

instance the low pass filter at 3.5 GHz and therams. The distribution of the stable
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Chapter 5: Hardware Description of the FMICW Bagtadar System

rubidium clock and its use for the synchronizatafrthe whole system has been also
described, with emphasis on the use of the dividedk from the two AWGs for the
trigger, in order to avoid jittering and Dopplernedacts. Finally radar performance
parameters for the proposed system have been pgdsshowing its suitability to test
the effectiveness of FMICW waveforms as wall remideahnique in TTWD. Details
about the programs written to control the AWG anel EPGA board, and to generate
suitable FMCW and FMICW waveforms are providedhe appendix of this thesis.
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6.1 Introduction and Environments of the Measurement Canpaign

In this chapter experimental results on the eféectess of the proposed FMICW
waveforms as wall mitigation/removal technique ToFrWD are presented. Particular
emphasis is given to the comparison of radar iméigesstationary targets) or Delay-
Doppler patterns (for movement detection) when gisnmormal FMCW and gated
FMCW or FMICW waveforms. It is shown that FMICW weferms reduce/remove the
contribution of wall reflections and allow the detien of targets even when normal
FMCW do not. Details on the architecture of thearaslystem and on the parameters of
the waveforms used in the measurement campaigmpraxéded in chapter 5 of this

thesis.

Three different kinds of experiments have been goeréd: detection of different
stationary objects behind walls, detection of peophlking, and detection of people
through breathing. For the first kind of experineenadar images have been created
using the SAR approach, which combines measurentakén at different positions
while the antennas are moved on a linear trajegpamngllel to the wall. For motion
detection the approach based on extracting Dopsleits through double FFT
processing as described in chapter 3 is adopteiptbans that it is possible to detect
the presence of a moving target, its speed, aitdsfmoving closer to or farther away
from the radar, but the target cannot be precidebalized because only one
transmitting and one receiving antenna in fixedtposs have been used.

The experiments have been performed in realistar@mments of the School of
Engineering and Computing Sciences, Durham Uniergith three different kinds of

walls.

In the rest of this section a description of walhgl environments is provided. The first
kind of wall is fairly common for office-like envanments; it is 8 cm thick and made of
plastered plywood panels with a honeycomb intestalcture made of cardboard.
Figure 6.1 shows the room where the targets haven belaced during the
measurements, in this case a wooden panel covetieciyminium foil to increase its
RCS. The room is used for meetings and containseslike pieces of furniture like

tables, chairs, a blackboard, and a computer witieptor. The radar system is placed
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outside during the measurements, behind the watl ¢hn be seen on the right-hand

side of figure 6.1b.

@ | | (b)
Figure 6.1 View of the scenario with plastered plywod wall: (a) the inside of the meeting room, and
(b) the inside of the room with view of the plywoodvall

The second wall is 15 cm thick and made of brickb Vayers of plaster on both sides.
Through-wall measurements have been performed andifferent environments with
this kind of wall. The first environment is a landiclose to a staircase, with the brick
wall separating this area from a corridor. This iemment is shown in figure 6.2a
where a person is standing in front of the wallimlyithe measurement and in 6.2b
where the antennas and part of the radar systermaueted on a trolley on the other
side of the wall. The second environment is a sstallage room shown in figure 6.3.
This room contains several pieces of electronicigant which contribute to the
clutter and make the through-wall detection morallehging. The person is moving or
breathing inside this room while the radar systemlaced outside, behind the wall.

(@) ()
Figure 6.2 View of the scenario with brick wall: (3 person standing on the landing during the
measurements, and (b) radar system on the corriddsehind the brick wall
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Figure 6.3 View of the scenario with brick wall (sbrage room)

The third kind of wall is 25 cm thick and is madeconcrete blocks. Figure 6.4a shows

the room where the targets are placed during thesarements (in this case a person
holding a metallic panel), and figure 6.4b showsadhtennas of the radar system placed
outside the room, on the other side of the walke Tdom where the measurements have
been performed is a teaching room with severalsiaskl chairs.

(@) (b)
Figure 6.4 View of the scenario with concrete wall(a) person inside the teaching room, and (b)
antennas of the radar system behind the concrete Wa
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6.2 Methodology of the Measurements: Back-to-backxXxamples

In this section the methodology of the experimgmésented in this chapter is discussed
with reference to a couple of simple back-to-backneples, which are scenarios where
the transmitter is directly connected to the reeeithrough cables, with no antennas
involved. The process of selecting gating sequefareBMICW waveforms in order to
mitigate/remove an undesired return is explainedietails. Figure 6.5 displays the
block diagram of the back-to-back tests. The tratiechsignal is split and fed into two
cables of different lengths and with different attation, and the resulting two signals
are combined and fed into the receiver. The twieiht propagation paths simulate the
presence of two targets placed at two differentadises from the radar and having
different RCS.

POW AMP

AAAA
| VVVVY i
AWG ]—» LPF1 vD‘ SPLIT COMBINER —
1 | AAAA )
FPGA vVvvvy
—>| PC board
v
AWG LPF1 W LNA |

ADC @ LPF2

Figure 6.5 Block diagram of the back-to-back meas@wments

|

|

Y

Normal FMCW waveforms are initially used to ideptthe frequency components of
the beat-note signal which are related to the tayge in this case to the two different
propagation paths. Once the peak of the undesetanr has been identified and its
frequency has been converted into values of rotpdielay, a suitable gating sequence
for FMICW waveforms is loaded into the AWG and tiesulting radar profile can be

obtained and used for further processing. Figurés6& show the comparison of the
profiles using FMCW and FMICW waveforms and the MBSthe chosen gating

sequence, respectively.
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In the first back-to-back example the values adrattaition for the two propagation paths
are 50 dB and 47 dB; as in figure 6.6, the corredpw frequency components are 79.4
kHz and 641 kHz, which are equal to 21.17 ns arldris/in terms of round-trip delay.
A 3 bit M sequence with bit duration 40 ns and deig. 22 ns is used to remove the
first beat-note component. In figure 6.7 we can tbe¢ the MRS has indeed a blind
range up to 22 ns, whereas it is providing no &t attenuation to the second
component at 171 ns. As a result, in figure 6.6fitls€ component has been completely
removed from the FMICW radar profile. It should mated that the second component
has been slightly attenuated because of the rextuofi the received power due to the
application of the gating sequence, as discusseeddtion 3.2.

FMCW-FMICW radar profile - Back-to-back scenario 1

‘ —FMow| | '
—FMICW

Normalized Magnitude [dB]
. e ) '
o

=

=-—

ol

| L 1 'y
450 550 641 750

-40. i I I
%0 79.4 150 250 350
Frequency [kHz]

Figure 6.6 FMCW and FMICW radar profile of the back-to-back scenario 1

MRS of the gating sequence

Nermalized Magnitude [dB]

i i I i
80 120 160 171 200 240
Rounc-trip delay [ns]

Figure 6.7 MRS of the gating sequence used in tha¢k-to-back scenario 1
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In the second back-to-back example the attenuatidhe second propagation path has
been increased to 66 dB and a much shorter cablbdemn used in order to have the two
beat-note components much closer. This makes tble-tbeback test more similar to
realistic through-wall scenarios where the compthealated to the wall and those
related to the targets are separated only by tekblp which for the proposed system
are equal to a few nanoseconds in terms of roupdiglay (with each nanosecond of
round-trip delay corresponding to a range to thgetaof 15 cm in free space). In the
FMCW profile shown in figure 6.8 we can see the twamponents at 79.4 kHz and
126.7 kHz, corresponding to 21.17 ns and 33.78respectively. The MRS of the
gating sequence used to mitigate the first peakaaiide same time not to attenuate the
second one is shown in figure 6.9. It is a 3 bis&tjuence with bit duration 30 ns and
delaytrx2 21.125 ns. Using the FMICW waveform, the first pdeas been removed
from the radar profile and the second peak is thengest component of the profile.
Looking at figure 6.8, the first peak in the FMCWobfile is roughly 12 dB higher than
the second one, whereas in the FMICW profile thesé peak is about 20 dB higher
than the residual of the first peak.

FMCW-FMICW radar profile - Back-to-back scenario 2

~ ‘
A -—-FMCW
—FMICW

Normalized Magnitude [dB]

Frequency [kHz]

Figure 6.8 FMCW and FMICW radar profile of the back-to-back scenario 2
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MRS of the gating sequence
T T T T T

i

Tg=30ns

Normalized Magnitude [dB]

=201

21125 ns

25 i i i
0 2117 3378 60 120 150 180

90
Round-trip delay [ns]

Figure 6.9 MRS of the gating sequence used in tha¢k-to-back scenario 2

These two simple examples in back-to-back configomeshow the methodology of the
experiments presented in the next three sectionshisf chapter. Initially FMCW
waveforms are used and the corresponding radaileptisf analyzed to identify the
frequency components related to the cross-talk éetwthe antennas and to the wall
reflections. These are normally the first and teeosd peak of the FMCW profile, or
the first, large peak in case both signals are sdrat merged when the stand-off
distance of the antennas from the wall is very tshdren the AWG are programmed to
provide FMICW waveforms gated with suitable seq@snto mitigate/remove the
undesired components. Comparison of results whieig m®rmal FMCW and proposed
FMICW waveforms are provided to show the effecte®n of the FMICW based

technique in removing undesired components andrenigthe detection of the targets.
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6.3 Experimental Results: Detection of Stationary @rgets

In this section experimental results related totbmeugh-wall detection of metallic and
non-metallic stationary targets of different shapes presented. The measurements
have been performed in the first two environmemiscdbed in section 6.1, namely the
meeting room with plywood wall and the landing seped by a brick wall from the
corridor. The measurements are performed usingSthie approach: the transmitting
and the receiving antennas are placed 20 cm agpatnoved on a linear trajectory to 7
different positions which are placed 10 cm apahe Dverall length of the synthetic
array is therefore 60 cm. Images are created cantpthe radar profiles taken at each

position through the imaging algorithms presentedhapter 4.

6.3.1 Scenario with plastered plywood wall

Figure 6.10 shows the FMCW radar profile of thense® under test when there are no
targets inside the room. The main peak caused éyatitenna cross-talk and wall
reflections is located at 78 kHz, correspondin@®@® ns in terms of round-trip delay.
In this scenario the stand-off distance of the rams from the wall is zero, as the tips of

the antennas are touching the external side oivttile

The thickness and the permittivity of the wall assumed to be known when estimating
the round-trip delay in order to create images.uéalof 8 cm and 1.6 are chosen,
respectively for thickness and permittivity. Theckmess has been simply measured,
whereas the permittivity has been estimated asvarage between the value of air (1)
and wood (around 2), since the plywood panel istindsollow inside, where the
honeycomb structure made of cardboard is placedalemdy discussed in chapter 4,
errors in the estimation of these two parametaad te displacements and blurring in
the images, but a rigorous investigation of théfscts or the development of a precise
estimation procedure is beyond the scope of thikwsdevertheless the chosen values
allow the creation of radar images where the destent of the targets is within the
down-range resolution of the proposed radar sygightm with 1.5 GHz bandwidth).
The images presented in this section are suitableompare the performance of
different imaging algorithms and above all of FMGM™W FMICW waveforms, which is

the main focus of this work.
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Once identified the peak of the undesired signdiBatHz (20.8 ns), a 3 bit M sequence

with bit duration 7 ns and delaygx; andtrxz equal to 0.75 ns was chosen. As it can be
seen from the MRS in figure 6.11, the second bilarye, which is centred at 21 ns and

1.5 ns long, is used to remove the undesired peak.

FMCW radar profile - Plywood wall scenario
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Figure 6.10 FMCW radar profile of the plywood wall scenario for stationary target detection

MRS of the gating sequence
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Figure 6.11 MRS of the gating sequence used for ftanary target detection (plywood wall
scenario)
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Five different objects have been used as targetthese measurements and placed

behind the plywood wall: a wooden panel coveredaiuminium foil to increase its

RCS, a cake tin, a plastic jerrycan filled with arata metallic bin, and a fire

extinguisher. For each object figures comparing gesa created using different

algorithms and FMCW-FMICW waveforms are presenfdte structure of each figure

is the following: sub-figure (a) is created with EW waveform and BP algorithm,
sub-figure (b) with FMICW and BP algorithm, subtig (c) with FMICW and DSI
algorithm, and sub-figure (d) with FMICW and DMS3garithm. The colour scale is the

same for all the sub-figures in each figure and ecibel.
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Cross-range [cm]

Figure 6.12 Wooden panel covered with aluminium fbibehind plywood wall
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Figure 6.13 Detection of the wooden panel coveredtivaluminium foil behind plywood wall: (a)
with FMCW and BP algorithm, (b) with FMICW and BP algorithm, (c) with FMICW and DSI
algorithm, and (d) with FMICW and DMSI algorithm
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Figure 6.14 Cake tin behind plywood wall
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Figure 6.15 Detection of the cake tin behind plywabwall: (a) with FMCW and BP algorithm, (b)
with FMICW and BP algorithm, (c) with FMICW and DSI algorithm, and (d) with FMICW and
DMSI algorithm
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Figure 6.16 Plastic jerrycan filled with water behnd plywood wall
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Figure 6.17 Detection of the plastic jerrycan fille with water behind plywood wall: (a) with FMCW
and BP algorithm, (b) with FMICW and BP algorithm, (c) with FMICW and DSl algorithm, and
(d) with FMICW and DMSI algorithm
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Figure 6.19 Detection of the metallic bin behind giwood wall: (a) with FMCW and BP algorithm,
(b) with FMICW and BP algorithm, (c) with FMICW and DSI algorithm, and (d) with FMICW
and DMSI algorithm
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Figure 6.21 Detection of the fire extinguisher behid plywood wall: (a) with FMCW and BP
algorithm, (b) with FMICW and BP algorithm, (c) wit h FMICW and DSI algorithm, and (d) with
FMICW and DMSI algorithm

Inspecting these images some conclusions can endm every target used in these
experiments. The effectiveness of the FMICW wavefas wall removal technique
can be seen comparing sub-figures (a) and (b) ch &gure. The application of the

gating sequence allows the detection and locabmatif the target and removes the
reflection from the wall, which is the only visibB®mponent on every FMCW image.
Comparing different imaging algorithms it can bers¢hat DSI and even more DMSI

produce images where the coloured spots are mutdr becused on the actual position
of the targets in comparison with classic BP alfoni In figures 6.19 and 6.21 DSI and
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DMSI algorithms suppress the artefact at roughlycB0down-range, which is present

in the images created using BP algorithm.

6.3.2 Scenario with brick wall

The measurements presented in this sub-section Ih@en performed in the
environment shown in figure 6.2. The targets aee shme objects used for the tests
behind the plywood wall. The thickness of the brekil used in these measurements is

15 cm and the permittivity is assumed to be 4.6.

Figure 6.22 shows the FMCW radar profile of thense® under test when there are no
targets behind the brick wall. Two peaks can be s#€®0.4 kHz and 97.7 kHz because
of the cross-talk between the antennas and thectefh from the wall, respectively.
These frequency components correspond to 24.1ch@05 ns in terms of round-trip
delay. Three different gating sequences have bested in order to remove the
undesired components through FMICW waveforms: 3vbgequence with bit duration
32 ns and delaykx2 equal to 26 ns, 3 bit M sequence with bit duraBdiins and delays
Trx1 @ndtrxe €qual to 1 ns, and square wave with bit duratiomsand delaysgx; and
Trx2 €qual to 2 ns. The MRS patterns of these sequemeeshown in figure 6.23. The
first gating sequence uses the delgy to increase the first blind range of the MRS to
remove the undesired components, whereas the seswhthird gating sequence use
the second blind range, which is centred at 25.&nads24 ns, respectively.

For each target two figures are presented. Thedogompares FMCW and FMICW
images with different gating sequences, but usivegdame imaging algorithm (BP);
sub-figure (a) is created with FMCW waveform, sigufe (b) with FMICW using the
first gating sequence, sub-figure (c) with FMICWngsthe second sequence, and sub-
figure (d) with FMICW using the third sequence. Tla#ter figure compares results
using BP and DMSI imaging algorithms for recordedtadwith FMICW waveforms
gated by the first sequence. It should be notetthigacolour scale is the same for every

sub-figure in each figure and it is in decibel.
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FMCW radar profile - Brick wall scenario
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Figure 6.22 FMCW radar profile of the brick wall scenario for stationary target detection
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Figure 6.23 MRS of the gating sequences used foabnary target detection (brick wall scenario)
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Figure 6.24 Wooden panel covered with aluminium fébehind brick wall
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Figure 6.25 Detection of the wooden panel coveredttvaluminium foil behind plywood wall using
BP algorithm: (a) with FMCW, (b) with FMICW gated w ith sequence 1, (c) with FMICW gated
with sequence 2, and (d) with FMICW gated with seqgence 3
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Figure 6.26 Detection of the wooden panel coveredttvaluminium foil behind plywood wall using
FMICW data gated with sequence 1: (a) with BP, andb) with DMSI algorithm
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Figure 6.27 Cake tin behind brick wall
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Figure 6.28 Detection of the cake tin behind plywabwall using BP algorithm: (a) with FMCW, (b)
with FMICW gated with sequence 1, (¢) with FMICW gaed with sequence 2, and (d) with FMICW
gated with sequence 3
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Figure 6.29 Detection of the cake tin behind plywabwall using FMICW data gated with sequence
1: (a) with BP, and (b) with DMSI algorithm
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Figure 6.31 Detection of the plastic jerrycan fille with water behind plywood wall using BP
algorithm: (a) with FMCW, (b) with FMICW gated with sequence 1, (¢) with FMICW gated with
sequence 2, and (d) with FMICW gated with sequenc®
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Figure 6.32 Detection of the plastic jerrycan fikd with water behind plywood wall using FMICW
data gated with sequence 1: (a) with BP, and (b) tii DMSI algorithm
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Figure 6.33 Metallic bin behind brick wall
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Figure 6.34 Detection of the metallic bin behind giwood wall using BP algorithm: (a) with FMCW,
(b) with FMICW gated with sequence 1, (c) with FMION gated with sequence 2, and (d) with
FMICW gated with sequence 3
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Figure 6.35 Detection of the metallic bin behind piwood wall using FMICW data gated with
sequence 1: (a) with BP, and (b) with DMSI algoritm
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The effectiveness of the proposed FMICW waveformsnvall removal technique is
confirmed by these results even for scenarios watltk wall, which is more
challenging than the plywood wall previously anayz The three gating sequences
tested in these experiments are all successfudrmoving the reflection from the wall
and allow the localization of the target; both aggmhes of using the first blind range of
the MRS (as for the gating sequence number 1) &nding the second blind range (as
for gating sequences number 2 and 3) prove to liabsel In terms of imaging
algorithms, DMSI gives better focused images in ganson with BP, as expected and
as already observed for the tests with the plywoali.

6.3.3 Summary of results for detection of stationartargets

In this section the effectiveness of the FMICW wawas is shown through radar
images of stationary targets created using the &fproach (with 7 measurement
positions placed 10 cm apart): only wall refleciappear in the images when normal
FMCW waveforms are used, whereas FMICW waveforntedyhy suitable sequences
allow the detection of the targets. The targetduohe metallic objects with rounded
shape (e.g. the cake tin and the bin), thus withllemRCS than those with flat section,
and also non-metallic objects such as the jerryidd with water, which has even
smaller RCS.

In terms of algorithms, DSI and DMSI adapted fronedical imaging show better
results than classic BP algorithm: the colouredispoe better focused on the actual

positions of the targets, and artefacts can be vetho

In the next sections of this chapter FMICW wavefsrare similarly applied to the
through-wall detection of people and their walkira;md breathing movement.
Comparisons between results with normal FMCW wave$oand with the proposed

FMICW waveforms are provided.
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6.4 Experimental Results: Detection of Walking Moveent

In this section results related to the detectiorwafking movement are presented. A
person is walking inside the room under test behimdwall and the radar is placed
outside, on the other side of the wall, and caeatehe presence of the movement. As
mentioned at the beginning of this chapter, theea&in is performed through the

computation of the Delay-Doppler pattern via douBkeTl processing, which has been
described in chapter 3. Delay-Doppler patterns presented in this thesis as
bidimensional figures: on the horizontal axis tbard-trip delay is shown as in radar
range profiles, whereas on the vertical axis theder shift due to the motion of

possible targets is recorded and shown as col@apets, with a suitable colour decibel
scale to differentiate different Doppler shift insty. When no motion is detected, thus
there is no Doppler, the coloured spots are locatede middle of the vertical axis at

Doppler 0 Hz; when some kind of motion is detectmlpured spots appear at some
values of positive or negative Doppler and at dagerround-trip delay. The Doppler

values depend on the speed of the target and timel4toip delay values depend on the

distance of the target from the radar during thasueement time.

In most of the experiments presented in this sedhie person is walking back and forth
on a radial trajectory, going closer to and fartiiem the wall within the measurement
time, so that the expected Doppler signature of thiotion is both positive and
negative. The radial trajectory provides maximunppler shift, thus the best condition
to test the different detection performance of FM@kd FMICW waveforms, which is

the main focus of this thesis’ work.

In some cases the change detection technique ldeddn chapter 2 is combined with
FMICW waveforms. With this approach consecutivearathnge profiles from each
FMCW or FMICW signal are subtracted prior to apptyithe second FFT on the result
to extract Doppler information (coherent subtragtiolrhis removes stationary clutter

including wall reflections and enhances the debvectif movements.

The methodology of these measurements is the samea #ose for detection of
stationary targets. FMCW waveforms are used ihtidhen suitable gating sequences
and FMICW waveforms are applied to remove undest@dponents such as antenna-

cross-talk and wall reflections.
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In the measurements presented in this section dénde of data have been recorded,
corresponding to 0.1 Hz Doppler resolution, whishai good value for detection of

walking movement.

6.4.1 Scenario with plastered plywood wall

The first scenario under test is the meeting roath plastered plywood walls shown in
figure 6.1. Initially the Delay-Doppler patterndtire 6.36) and the range profile (figure
6.37) for the “empty scenario” are presented whangiFMCW waveforms. Nothing is
moving inside the room and therefore no Doppleftslaire recorded in figure 6.36. The
highest component at 102.3 kHz in the profile glfe 6.37 is caused by the antenna
cross-talk and wall reflections. The correspondmgnd-trip delay value for this peak is
27.28 ns, where a brighter, orange spot can beate@iz in the Delay-Doppler shown
in figure 6.36.

Then the MRS of two suitable gating sequences vsmngin figure 6.38: a 3 bit M

sequence with bit duration 9 ns and delayg andtrx. equal to 3 ns, which uses the
second blind range of the MRS to remove the ungésitomponent, and again an M
sequence with bit duration 35 ns and delgy equal to 28 ns, which uses the first blind

range for wall removal.

FMCW - Empty scenario
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Figure 6.36 FMCW Delay-Doppler of the empty scenad with plywood wall for walking movement
detection
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FMCW radar profile - Plywood wall scenario for walking detection
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Figure 6.37 FMCW radar profile of the plywood wall scenario for walking movement detection
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Figure 6.38 MRS of the gating sequences used for lkimg movement detection (plywood wall
scenario)

Delay-Doppler patterns using normal FMCW and prepo§MICW waveforms are
compared for measurements where a person is walkiok and forth behind the wall,
initially carrying a panel covered with aluminiumoilf to increase the overall RCS
(figures 6.39-6.41), then more realistically withthis panel (figures 6.42-6.44).

Figures 6.39-6.41 show the Delay-Doppler using FM@W&aveforms, using FMICW
waveforms gated with the first sequence of figu@8pand using FMICW waveforms

combined with change detection, respectively.
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Comparing figure 6.39 and figure 6.40, it can benseow with FMICW waveforms the
presence of the walking person can be detectedfigure 6.40 (with FMICW
waveforms) a positive and negative Doppler sigratan indeed be seen with the same
coloured scale used in figure 6.39 (with FMCW wawafs), where nothing is detected
and the room appears empty, with the same DelayBopattern as in figure 6.36.
The orange spot at roughly 27.3 ns which is rel&tettie wall reflections is removed in
figure 6.40 in comparison with figure 6.39, as axsemyuence of the application of

FMICW waveforms.

The positive and negative Doppler pattern is relai@ the back and forth radial
movement of the person, although it contains atgdeal of clutter because of the
metallic panel that the person moves while walkimgfigure 6.41 the combination of
change detection and FMICW waveforms yields a nulearer Delay-Doppler pattern,
where the stationary clutter at 0 Hz has been rexhoss well as most of the clutter
which is present in figure 6.40. The Doppler sbifthis walking movement is centred
at roughly £10 Hz, corresponding to 2 m/s speedgchvis a reasonable value for a
person walking at fast pace. It should be alsodhtitat the coloured scale of figure 6.41

has a much narrower dynamic range compared withdgy6.39-6.40.

FMCW - Person walking and carrying a metallic panel
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Figure 6.39 FMCW Delay-Doppler — Person walking andarrying a metallic panel behind plywood
wall
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FMICW - Person walking and carrying a metallic panel
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Figure 6.40 FMICW Delay-Doppler — Person walking ad carrying a metallic panel behind
plywood wall

FMICW with change detection - Person walking and carrying a metallic panel
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Figure 6.41 FMICW Delay-Doppler with change detectin — Person walking and carrying a
metallic panel behind plywood wall
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Figures 6.42 and 6.43 refer to the more realiseasnrement with the person walking

without carrying any metallic panel.

Figure 6.42 shows the Delay-Doppler using FMCW Jiarres and no difference can
be seen with figure 6.36 which represents the empgnario. Figure 6.43 shows the
Delay-Doppler when FMICW waveforms are appliedparticular sub-figures (a) and
(b) when the first gating sequence of figure 6.8&i1sed and sub-figures (c) and (d)
when the second sequence is used. In sub-figulesan@ (d) change detection is
combined with FMICW waveforms. We can see that lgatting sequences are effective
in detecting the movement and showing the Dopptgragure in comparison with the
normal FMCW waveform used in figure 6.42; the secgating sequence gives clear
positive and negative Doppler shifts even withoérge detection (comparing sub-
figures (a) and (c) in 6.43), and the level of tduis reduced when change detection is
applied, with better focused Doppler spots (comumpsub-figures (b) and (d) in 6.43).
The values of Doppler shift (roughly £10-15 Hz) amnilar to those recorded in figure

6.41 for the previous experiment and compatiblé a&ifast pace walking.

FMCW - Person walking
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Figure 6.42 FMCW Delay-Doppler — Person walking beind plywood wall
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Figure 6.43 FMICW Delay-Doppler for a person walkirg behind a plywood wall: (a) gated with
sequence 1, (b) gated with sequence 1 and combineith change detection, (c) gated with sequence
2, and (d) gated with sequence 2 and combined witlhange detection

Finally figure 6.44 compares two different paceshef person walking inside the room,
faster in sub-figures (a) and (b), and slower im-Bgures (c) and (d). FMICW

waveforms have been used for every sub-figure caatdge detection is also applied to
sub-figures (b) and (d). It is not worth showinguiies using FMCW since no Doppler
can be detected as in figures 6.42 and 6.39, am@ddbnario under test would appear
empty. As expected the faster walking pace prodingiser Doppler shifts than the

slower pace (up to £20 Hz against £10 Hz, corredpanto roughly 4 and 2 m/s speed,
respectively). Again the application of change did@ gives a cleaner positive and
negative Doppler pattern and allows the detecti@mewith a narrower dynamic range

of the coloured scale.
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Figure 6.44 FMICW Delay-Doppler for a person walkirg behind a plywood wall: (a) fast walking
pace, (b) fast walking pace and change detection gled, (c) slow walking pace, and (d) slow
walking pace and change detection applied

6.4.2 Scenarios with brick wall

In this sub-section we present results referrintheoscenarios with brick walls shown

in figures 6.2 and 6.3.

The first group of measurements have been perfornetihe landing shown in figure
6.2 using antipodal Vivaldi antennas. Figure 6.48ves the radar profile using FMCW
waveforms for the empty scenario, where nothinmasing behind the brick wall. Two
peaks related to the antenna cross-talk and torefdictions can be seen at 82.4 kHz
and 88.5 kHz, equal to 21.9 ns and 23.6 ns in teiwsund-trip delay, respectively.
Figure 6.46 shows the MRS of the chosen 3 bit Misage, with bit duration 30 ns and

delaytrx2 €qual to 24 ns, which uses the first blind ranghefMRS for wall removal.

Figures 6.47-6.49 show Delay-Doppler patterns usliffgrent waveforms: the first
figure uses normal FMCW, the second FMICW with tfeing sequence shown in
figure 6.46, and the third combines FMCW waveformgh change detection.
Comparing figures 6.47 and 6.48 we can see thaDdppler signature of the walking

movement is detected only using FMICW waveformspite the presence of clutter. In
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figure 6.47 only stationary components are detectedparticular the orange spot
between 20 ns and 25 ns, which is caused by caissutd wall reflections as already
seen in the range profile in figure 6.45. Compafiiggres 6.48 and 6.49, we can see
that the application of change detection producesuah cleaner pattern, where both
positive and negative Doppler shifts can be sesnexpected for a back and forth
walking movement. The value of the Doppler is cethton roughly £10 Hz, which is

compatible with a person walking with a fairly fastce, and consistent with the results

already presented for the plywood wall scenario.

FMCW radar profile - Brick wall scenario 1 for walking detection
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Figure 6.45 FMCW radar profile of the brick wall scenario 1 (landing) for walking movement
detection
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Figure 6.46 MRS of the gating sequence used for vkidg movement detection (brick wall scenario
1, landing)
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FMCWV - Person walking
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Figure 6.47 FMCW Delay-Doppler — Person walking beind a brick wall (scenario 1, landing)
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Figure 6.48 FMICW Delay-Doppler — Person walking bkind a brick wall (scenario 1, landing)

FMICW with change detection - Person walking
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Figure 6.49 FMICW Delay-Doppler with change detectin — Person walking behind a brick wall
(scenario 1, landing)
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For the second group of measurements the patchnrageleveloped in collaboration
with the Fraunhofer IZM in Berlin have been useldey can be seen in operation on the
right part of figure 6.2 next to the brick wall.gdres 6.50-6.51 show the FMCW range
profile and the MRS of the chosen gating sequerespectively. The peak at 80.6 kHz
in the range profile is related to the reflectioonf the wall and should be removed. The
corresponding time delay of this undesired compbnei21.5 ns, thus a 3 bit M
sequence with 26 ns delayx, matching this value is suitable for peak removale Dit

duration of the sequence is 26 ns.

FMCW radar profile - Brick wall scenario 3 for walking detection
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Figure 6.50 FMCW radar profile of the brick wall scenario 1 (landing) for walking movement
detection — with patch antennas
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Figure 6.51 MRS of the gating sequence used for vkidg movement detection (brick wall scenario
1, landing) - with patch antennas
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Figure 6.52 compares the Delay-Doppler in case mptg scenario when normal
FMCW waveforms in sub-figure (a) and proposed FMI@aveforms in sub-figure (b)
are used. In both cases no Doppler signature mded as expected but the two sub-
figures differ. In the FMCW figure the brighter age spot is located at roughly 21.5
ns, which is the position of the peak already seeghe FMCW range profile of figure
6.50, whereas in the FMICW figure the spot causethb wall is removed and there is
a long spot up to the highest values of round-tigay where Doppler shifts can be

detected in case of moving targets.

Figures 6.53-6.54 compare the Delay-Doppler wherCH®M- in sub-figures (a) - and
FMICW - in sub-figures (b) - waveforms are usedtfer cases of a person walking and
of a person standing and swinging arms, respegtival both cases properly gated
FMICW waveforms are effective in detecting the Digppdue to the target motion,
whereas nothing is detected using normal FMCW wawe$. As expected walking
gives Doppler shifts with higher values than justinging arms, since it is a faster
motion. Furthermore the signature due to the matiothe arms is localized at roughly
27-28 ns delay since the person is stationary tlaefore its distance from the radar is
not changing during the measurement. On the cgntinar signature due to the walking

motion is extended across several values of detaghly between 25-35 ns.

Both the antipodal Vivaldi antenna and the recténgypatch antenna have been
successfully used for these through-wall measurésneand in terms of detection
performance there is no particular difference teaéen. Comparing the range profiles in
figures 6.45 and 6.50 the two separated peaks eamebn for cross-talk and wall
reflections when the antipodal Vivaldi antennas ased, whereas a single peak is
present when the rectangular patch antennas ade Hsgever this is not consistently
true for every measurement, since it depends orstdred-off distance of the antennas
from the wall, on the inclination angle with whitie patch antennas are placed on the
wall, and also on the presence of objects like gigeckets, light switches which may

be close to the antennas.
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Figure 6.52 Delay-Doppler of the empty scenario 1anding) behind a brick wall when patch
antennas are used: (a) FMCW, and (b) FMICW
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Figure 6.53 Delay-Doppler of a person walking in tb scenario 1 (landing) behind a brick wall when
patch antennas are used: (a) FMCW, and (b) FMICW
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Figure 6.54 Delay-Doppler of a person standing answinging arms in the scenario 1 (landing)
behind a brick wall when patch antennas are usedaj FMCW, and (b) FMICW
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The last group of measurements presented in sosnaith brick walls takes place in
the storage room shown in figure 6.3. Here antipdizaldi antennas have been used.
The FMCW range profile and the MRS of a gating seqe which is suitable for wall
removal are presented, in figures 6.55 and 6.5pertwely. The undesired peak is
located at 102.3 kHz, corresponding to 27.3 nerms of round-trip delay. FMICW
waveforms are gated by a 3 bit M sequence withlixiation 35 ns and delayx, equal

to 29 ns, so that the undesired component is redhbyethe first blind range of the
MRS.

Figure 6.57 compares the Delay-Doppler using FMCGVgub-figure (a) and FMICW
combined with change detection in sub-figure (b);ase of a person walking inside the
storage room. In the former case no Doppler shift lbe detected and the bright spot
caused by wall reflections at Doppler 0 Hz and yl@lans is the strongest return. In the
latter case the stationary clutter has been remamddhe positive and negative Doppler
shifts due to the back and forth walking movememt loe seen.

FMCW radar profile - Brick wall scenario 2 for walking detection
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Figure 6.55 FMCW radar profile of the brick wall scenario 2 (storage room) for walking movement
detection
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MRS of the gating sequence
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Figure 6.56 MRS of the gating sequence used for vkidg movement detection (brick wall scenario

2, storage room)
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Figure 6.57 Delay-Doppler of a person walking in th scenario 2 (storage room) behind a brick

wall: (a) FMCW, and (b) FMICW combined with change detection
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6.4.3 Scenario with concrete wall

In this sub-section we present results referringthte third and most challenging
scenario under test, the teaching room with coaasetlls shown in figure 6.4.

The first set of measurements uses antipodal Vinaltennas. Figure 6.58 shows the
FMCW profile for the empty scenario. Cross-talk avall reflections cause in the range
profile the two peaks at 83.94 kHz and 94.63 kHuzictv correspond to values of round-
trip delay equal to 22.38 ns and 25.24 ns, respdygtilt is interesting to compare the
profile in figure 6.58 for the thick concrete wallth those in figures 6.45 and 6.55 for
the brick wall, using the same kind of antennas assliming empty scenarios. We can
see that the concrete wall produces a longer uredkseturn in comparison with the
brick wall, i.e. it takes longer for the profile tiecay down to more than 20 dB from the
peak; for instance in figure 6.58 (concrete wdlp tindesired components and relative
peaks extend roughly from 84kHz to 106 kHz, thusrenihan 20 kHz, whereas in
figures 6.45 and 6.55 they extend for roughly 1& kHherefore the concrete wall is
more challenging for TTWD, since it can mask tasgegbse to the internal side of the
wall and it needs longer blind ranges in the MRShef gating sequences for effective

removal.

Figure 6.59 shows the MRS of the chosen gatingesemg) which is the usual 3 bit M
sequence with bit duration 34 ns angl, equal to 26 ns. The chosen valuetgf; is
enough to mitigate the first two undesired peakthefFMCW profile, but it may be not
sufficient for removal of the third peak, as ietgplained later in this sub-section.

FMCW radar profile - Concrete wall scenario 1 for walking detection

5 // i

Normalized Magnitude [dB]

-25

-30

-35

_4%0 70 83.94 90 94.63 110 130 150
Frequency [kHz]

Figure 6.58 FMCW radar profile of the concrete wallscenario for walking movement detection
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MRS of the gating sequence
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Figure 6.59 MRS of the gating sequence used for vkiilg movement detection (concrete wall
scenario)

Figure 6.60 shows the Delay-Doppler using FMCW J@anras for the empty scenario.
There is no Doppler signature as expected, andtilomgest return is caused by the

stationary wall reflections which can be seen aghbispot at 0 Hz Doppler and delay
22-28 ns.

FMCW - Empty scenario
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Figure 6.60 FMCW Delay-Doppler — Person walking beind concrete wall
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Figures 6.61-6.64 present Delay-Doppler pattermsgusMCW in sub-figures (a), and
FMICW waveforms combined with change detection ub-figures (b), in case of
different walking movements behind the concretel vildiese movements are fast pace
back and forth walking while carrying a metallicnpg slow pace walking with the
metallic panel, fast pace walking without carryiagy panel, and slow pace walking
without any panel. For every case we can see thecteeness of the FMICW
waveforms and change detection in removing théostaty wall reflections and clutter
and enhancing the detection of the positive andatine®y Doppler shifts of the
movements, which are not detectable using FMCW feares (apart from a faint trace
for the fast pace walking with metallic panel iguie 6.61). As expected the Doppler

shift of the slower pace movement is smaller, bet@®@ Hz.

It is important to note that the gating sequen@sgder figures 6.63 and 6.64 is different
from the sequence used for figures 6.61 and 6.62s& MRS is shown in figure 6.59;
the value of the delayrx2 is indeed increased from 26 to 28 ns. As previously
mentioned, the former value is sufficient to mitgy¢éhe first two undesired components
shown in the profile of figure 6.58, but not to bedth the third component which can
compromise the detection of targets with lower RTI® increase of the delayx, can
solve this issue and improve the detection perfogeaSo the first gating sequence
(with delaytrx2 26 ns) allows the detection of the walking movemehén the person
is carrying the metallic panel and therefore hasnareased RCS, but it would not be
effective when the metallic panel is not used. $eeond gating sequence (with delay
Trx2 28 NS) is instead effective in detecting the wajkimovement even when the person
is simply walking, with no metallic panel involved.
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Figure 6.61 Delay-Doppler of a person walking witHast pace and carrying a metallic panel behind
a concrete wall: (a) FMCW, and (b) FMICW combined with change detection
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Figure 6.62 Delay-Doppler of a person walking wittslow pace and carrying a metallic panel behind
a concrete wall: (a) FMCW, and (b) FMICW combined with change detection
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Figure 6.63 Delay-Doppler of a person walking witHast pace behind a concrete wall: (a) FMCW,
and (b) FMICW combined with change detection
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Figure 6.64 Delay-Doppler of a person walking witlslow pace behind a concrete wall: (a) FMCW,
and (b) FMICW combined with change detection
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So far every Delay-Doppler is created with 10 gexforded data, in which both the
movements towards and away from the radar are teéetennd shown as positive and
negative Doppler shifts. In figure 6.65 we showrfDelay-Doppler sub-figures, created
using a sub-period of data with duration 2.5 sescindm the whole amount of data
lasting 10 seconds. The data refer to the fast patledng movement with no metallic
panel when FMICW waveforms combined with changedéin are used. In each sub-
figure we can see a single Doppler shift, eithesitp@ or negative, because there was
only a movement either towards the radar or awamnfit during a sub-period of 2.5
seconds. It is also interesting to note how theatiegg Doppler shift in sub-figures (a)
and (c) is smaller than the positive shift in sigufes (b) and (d), roughly 20 Hz
against 30 Hz. This is probably due to the fact tha person is walking backwards
when moving away from the radar, and therefore withlower pace because this is

somewhat unnatural.
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Figure 6.65 Delay-Doppler of a person walking witHast pace behind a concrete wall when FMICW
combined with change detection is used: (a) sub-ged 1, (b) sub-period 2, (c) sub-period 3, and (d)
sub-period 4
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The last results for this set of measurements laogvis in figures 6.66 and 6.67. The
former compares the radial — in sub-figure (a) & #re diagonal — in sub-figure (b) —
walking trajectory of the person behind the coreseall when FMICW waveforms are
used. As expected the Doppler signature is muclkevefor the diagonal trajectory
because Doppler shifts are only caused by thelradraponent of the speed, and also
because in the proposed system only two anteneassad and the target moves outside

their main radiation beam when the trajectory isradial.

The latter figure shows the Delay-Doppler recorflada person standing behind the
wall and moving hands back and forth as if duringaaimated conversation. Sub-figure
(a) refers to the empty scenario, whereas subdighy refers to the scenario with the
target. FMICW waveforms are used for both sub-#gurAs expected we can see both
positive and negative Doppler shift at values afna-trip delay around 32 ns as the
person is standing, and the entity of the Doppmeonly a few Hz since it is a slow

movement; no Doppler shifts are detected for thptgrscenario.
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Figure 6.66 FMICW Delay-Doppler of a person walkingbehind a concrete wall: (a) radial
trajectory, and (b) diagonal trajectory
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Figure 6.67 FMICW Delay-Doppler for scenario with aconcrete wall: (a) empty scenario, and (b)
person standing and moving hands

Another set of measurements has been performeldeisdame scenario with concrete
walls, but using the rectangular patch antennagurgi6.68 shows the FMCW range
profile for the empty scenario, with the main unde$ component at 87.93 kHz
corresponding to 23.45 ns in terms of round-trifageln comparison with the profile
shown in figure 6.50 which refers to the brick wadkenario, we can see that the lobe of
the main undesired component is larger and theeesert of second peak at roughly
100 kHz. This seems to confirm what we have alreguserved about the challenge of
detection through the concrete wall when commentingthe profile in figure 6.58.
Figure 6.69 shows the MRS of the gating sequeneé is the FMICW waveform; it is
the same 3 bit M sequence with bit duration 28.ams delaytrx. equal to 23.5 ns. In
this case the value afx2 is just above the position of the main undesir@ugonent in
the FMCW profile, but it proves to be effective fsall removal.

Figure 6.70 and 6.71 show Delay-Doppler patterngast pace and slow pace walking
movement of a person behind the concrete wall easly. In sub-figures (a) FMCW
waveforms are used, in sub-figures (b) FMICW wake® combined with change
detection are used. As expected, the combinatioBMICW waveforms and change

detection removes wall reflections and stationduyter and allows the detection of the
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Doppler signature of the walking movement. The Depghift caused by the slower
movement has a maximum value of roughly 20 Hznafigure 6.71, whereas it is

higher for the movement with faster pace as inrégh170.

Finally, figure 6.72 shows the Delay-Doppler pattasing FMICW waveforms for the
empty scenario in sub-figure (a), and for a scenainere a person is standing and
moving back and forth arms and hands in sub-figlyesimilarly to what was already
presented in figure 6.67. The Doppler signaturéghefmovement is correctly detected

in the bottom sub-figure: it is a shift of a few Hwth positive and negative.

FMCW radar profile - Concrete wall scenario 2 for walking detection
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Figure 6.68 FMCW radar profile of the concrete wallscenario for walking movement detection —
with patch antennas
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Figure 6.69 MRS of the gating sequence used for vkiiilg movement detection (concrete wall
scenario) — with patch antennas
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Figure 6.70 Delay-Doppler of a person walking withast pace behind a concrete wall when patch
antennas are used: (a) FMCW, and (b) FMICW combinedvith change detection
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Figure 6.71 Delay-Doppler of a person walking wittslow pace behind a concrete wall when patch
antennas are used: (a) FMCW, and (b) FMICW combinedvith change detection
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Figure 6.72 FMICW Delay-Doppler for scenario with aconcrete wall when patch antennas are
used: (a) empty scenario, and (b) person standingnd moving hands
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6.4.4 Summary of results for detection of walking mvements

In this section the detection of people moving bdhilifferent walls (plywood, brick,
and concrete) has been addressed and resultaria tdrDelay-Doppler patterns have
been presented; most of the results refer to walknovement on a radial trajectory,
which produces the highest Doppler shift, but dieddrajectory and the movements of
only arms and hands have been also incidentalbudsed. The recorded Doppler shifts
can be used to differentiate different walking gace

The main focus of the results is showing the eiffeciess of the proposed FMICW
waveforms in comparison with the FMCW signal inigating the undesired returns
from cross-talk and wall reflections, so that theppler shifts due to the target motion

can be detected.

In many cases change detection has been combitled-MICW waveforms in order to
remove the residual wall reflections and other@tatry clutter, thus producing cleaner
Delay-Doppler patterns and making the Doppler digneaof the motion visible with
narrower dynamic range of the coloured scale. dukhbe noted that change detection
is applied on data which have been previously idggt and recorded. These data
include also the strong undesired components ¥f liae not been removed by suitable
techniques, and this requires large dynamic ramdbeareceiver and risks blocking it
because of the strong signal, as discussed in @h@ptTherefore it is convenient to
combine change detection with the proposed FMICWef@ms (even if change
detection may be directly applied on FMCW data)this way FMICW mitigates or
removes the strongest stationary return prior gitidation of the beat-note signal, and
then change detection cancels the residual stayiahatter. The application of FMICW
waveforms without change detection is sufficiensame cases to provide clean Delay-

Doppler patterns, for instance in figures 6.5466d&d 6.72.
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6.5 Experimental Results: Detection of Breathing

In this section results related to the detectiorbr@fathing are presented. A person is
standing inside the room under test facing the wall breathing, while the radar is
placed outside, on the other side of the wall tiblecbdata. The detection approach is
based on extracting Doppler shifts through doulbi@ processing and showing Delay-
Doppler patterns, as already shown for the deteadfovalking movement presented in
the previous section of this chapter.

However the expected Doppler shifts are far smadlieice the movement of the chest
while breathing is slower and across far shortstadices (only a few centimetres) in
comparison with walking or with the movements ofmarand hands. The expected
breathing rate for a person is around 0.2-0.4 Homking to the literature [1-4]. This

rate may change depending on the age, health, Aysical condition. In order to

discriminate these small Doppler shifts, the Doppésolution of the system has been
doubled from 0.1 Hz to 0.05 Hz by recording andcpssing 20 seconds of data in the

measurements presented in this section.

The methodology of the measurements is the same fasedetection of stationary
objects and walking movement. Initially normal FMCWaveforms are used and
undesired components caused by cross-talk and refédictions are identified in the
range profile. Then a suitable gating sequencesed dor FMICW waveforms and
Delay-Doppler patterns in colour decibel scale presented for both waveforms, in
order to highlight the improved detection providéy the proposed FMICW

waveforms.

Before discussing the actual through-wall scenaribsis worth presenting some
preliminary results in free space where no walplsced between the person and the
radar system. These measurements have been petfarmntiee environment shown in
figure 6.1, with the person and the radar bothdes$he meeting room. Since there is no
wall reflection, normal FMCW waveforms are usedgufe 6.73 shows the Delay-
Doppler when nobody is in front of the radar in Signre (a), when the person is
standing at 1 m away from the radar and breathirgub-figure (b), when the person is
standing at 1 m from the radar but holding breatkub-figure (c), and when the person

is standing at 1.5 m from the radar and breathingub-figure (d). In every sub-figure
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there is a bright spot at 0 Hz Doppler and at rpgB ns delay. This is the stationary
component caused by the cross-talk between tharaage Another bright spot at 0 Hz
Doppler appears at roughly 28.5 ns delay when #riegnm is standing at 1 m from the
radar, in sub-figures (b) and (c), or at rough®yrd delay when the person is standing
at 1.5 m, as in sub-figure (d). These spots arsezhby the reflections on the person’s
body. The differences in terms of round-trip deltefween the cross-talk spot and the
person spot in sub-figures (c) and (d) are 6.5nas1® ns, which in free space are equal

to distances of 0.98 m and 1.5 m. as expected.

In this free space scenario it is possible to detlee breathing Doppler shift with
FMCW waveforms. In both sub-figures (b) and (d) e see a positive and negative
coloured spot at roughly £+0.4 Hz as expected. Wherperson is holding his breath, no
Doppler shifts are detected, but only the statipn@ntribution at 0 Hz due to the

reflections from the body.
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Figure 6.73 FMICW Delay-Doppler for breathing detedion in free space: (a) empty scenario, (b)
with a person breathing, (c) with a person holdindireath, and (d) with a person located at a longer
distance and breathing

Three sub-sections follow with experimental reséitsn measurements performed in
the three environments already presented for detecf walking movement: room
with plywood wall, landing and storage room withckrwall, and teaching room with

thick concrete wall.
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6.5.1 Scenario with plastered plywood wall

In this sub-section measurements for breathingctletein the scenario with plywood
wall shown in figure 6.1 are presented. Figure &fidws the FMCW range profile for
the empty scenario; the peak given by the undesmetponent is located at 90.38 kHz,
corresponding to 24.1 ns in terms of round-tripagieThe MRS of the gating sequence

applied in this case is the 3 bit M sequence witllbration 28 ns and delayx, equal
to 24.125 ns and shown in figure 6.75.

FMCW radar profile - Plywood wall scenario for breathing detection
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Figure 6.74 FMCW radar profile of the plywood wall scenario for breathing detection
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Figure 6.75 MRS of the gating sequence used for athing detection (plywood wall scenario)
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Figure 6.76 compares the Delay-Doppler when usorghal FMCW waveforms in sub-
figures (a) and (c) and proposed FMICW waveformsub-figures (b) and (d), for two
different volunteers acting as targets, the fiestspn for sub-figures (a) and (b), and the
second person for sub-figures (c) and (d). Thetbieg Doppler signature of the first
person can be detected only using FMICW wavefomisgreas normal FMCW are
already able to detect the Doppler shift causedheysecond person. The breathing
Doppler signature is within £0.5 Hz as expected] @ns located for both targets at
roughly 29 ns delay. The difference in terms ofnarip delay between the Doppler
shift and the stationary peak of the range profilee to the wall is roughly 5ns,
corresponding to roughly 70 cm distance of theatdrom the radar, which is close to

the actual value of 60 cm.
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Figure 6.76 Delay-Doppler for breathing detection bhind a plywood wall: (a) person 1 and FMCW
signal, (b) person 1 and FMICW signal, (c) person and FMCW signal, and (d) person 2 and
FMICW signal
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6.5.2 Scenario with brick wall

Measurements for breathing detection have beeromeeld in scenarios with brick

walls.

The first set of measurements has been perform#teistorage room of figure 6.3 and
used antipodal Vivaldi antennas. Figure 6.77 shinesFMCW range profile, with the
undesired component at 80.61 kHz, correspondingl1té ns in terms of round-trip
delay. Figure 6.78 shows the MRS of the gating sege used for FMICW waveforms;
it is a 3 bit M sequence with bit duration 7 ns a@ethystrx: andtrx, equal to 0.75 ns,
thus using the second blind range centred at 2hd<l..5 ns long in order to remove the

undesired component caused by cross-talk and efédktions.

FMCWV radar profile - Brick wall scenario 1 for breathing detection
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Figure 6.77 FMCW radar profile for breathing detection in the brick wall scenario (storage room)
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Figure 6.78 MRS of the gating sequence used for kathing detection (brick wall scenario, storage
room)
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Figure 6.79 shows the Delay-Doppler for two différeolunteers, person 1 for sub-
figures (a) and (b), and person 2 for sub-figum®saad (d); sub-figures (a) and (c) have
been created with FMCW data and they can be cordpaite sub-figures (b) and (d),
which have been created with FMICW data. The biegtboppler signature of both
persons can be detected using FMCW waveforms, Hmitapplication of FMICW
waveforms can improve the performance. For the chdbe first person the Doppler
shift when using FMICW waveforms is much more ewnig@hereas the pattern created
using FMCW data could be related to an empty seemmcause the coloured spots of
the Doppler shifts are small. For the case of #mosd person the breathing Doppler
shift can be detected with a narrower dynamic rasfgie coloured scale, so it is less

likely to mistaken the shift for clutter.

Figure 6.79 Delay-Doppler for breathing detectionriside the storage room with a brick wall: (a)
person 1 and FMCW signal, (b) person 1 and FMICW gjnal, (c) person 2 and FMCW signal, and
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The second set of measurements has been perform#gk danding of figure 6.2 and
used rectangular patch antennas. In this case M@W profile and the MRS of the
gating sequence used for the FMICW waveforms casela in the previous section in
figures 6.50 and 6.51, respectively. The measuré&rfen walking detection and those
for breathing detection have been performed withshime experimental setup, without
moving the radar system or modifying the surrougdemvironment, thus the gating
sequence for FMICW waveforms can be the same. &igu80 shows the Delay-
Doppler using FMCW waveforms in sub-figures (a) &)dand FMICW waveforms in
sub-figures (b) and (d); the person is trying tedbnhe at two different rates — faster in
sub-figures (a) and (b), and slower for sub-figui@sand (d) — in order to investigate
how different the Delay-Doppler pattern looks likge can see the effectiveness of the
FMICW waveforms in detecting the breathing Doppdegnature for both breathing
rates, whereas the Doppler shifts is not detece@dguFMCW waveforms and the
Delay-Doppler appear similar to the pattern of éngpty scenario, with only stationary
components at 0 Hz. The difference between thebiwathing rates can be appreciated:
for faster rate the Doppler shift is higher thak4 and the coloured spots are bigger,
whereas for slower rate the Doppler is below 1 Hihwemaller spots concentrated
around the values +0.5 Hz.
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Figure 6.80 Delay-Doppler for breathing detection o the landing behind a brick wall when patch
antennas are used: (a) faster breathing rate and FRIW signal, (b) faster breathing rate and
FMICW signal, (c) slower breathing rate and FMCW sgnal, and (d) slower breathing rate and
FMICW signal

190



Chapter 6: Experimental Validation of the FMICW Bd€Radar System
6.5.3 Scenario with concrete wall

Finally, we present the results from breathing clét@ measurements performed in the
room with concrete walls shown in figure 6.4.

For the first set of measurements antipodal Vivaldiennas have been used. Figure
6.81 shows the FMCW range profile for the emptynac®; as previously observed, the
undesired components caused by cross-talk andctiefle from this kind of wall are
extended across a wide set of beat-note frequeniiesfrequency of the peak is 87.93
kHz, corresponding to 23.45 ns in terms of roumgl-tlelay. Figure 6.82 shows the
MRS of the gating sequence used for FMICW wavefoitris a 3 bit M sequence with
bit duration 29 ns and delayx, equal to 23.675 ns, thus the first blind rangehef
MRS is used to mitigate/remove the undesired corpisn

FMCW radar profile - Concrete wall scenario 1 for breathing detection
T T

5 T T T
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Figure 6.81 FMCW radar profile for breathing detection in the concrete wall scenario
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Figure 6.82 MRS of the gating sequence used for tathing detection (concrete wall scenario)
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Figure 6.83 shows Delay-Doppler patterns for thetgnscenario in sub-figure (a) and
for the case of a person behind the concrete watlding and breathing with different
rates, i.e. faster in sub-figure (b), normal in-$iglire (c), and slower in sub-figure (d);
FMICW data have been used to create every subefigds expected there is no
Doppler signature detected for the empty scenamiogreas positive and negative
Doppler shifts are detected when the person iseptesn case of the slow breathing
only the positive Doppler is detected, but thegratis clearly different from the pattern
for the empty scenario. As expected the entity hef Doppler is decreasing if the
breathing rate decreases, from roughly +1.5 Hz dawroughly 0.2 Hz. It should be
noted that for the fast breathing measurement #rsop was almost puffing, not

breathing at a natural and relaxed rate, hence bigth values of Doppler shift are

recorded.
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Figure 6.83 FMICW Delay-Doppler for breathing detedion behind a concrete wall: (a) empty
scenario, (b) with a person breathing at faster rat, (c) with a person breathing at normal rate, and
(d) with a person breathing at slower rate
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For the second set of measurements rectangulan patennas have been used. The
FMCW range profile and the MRS of the gating segeensed for the FMICW
waveforms have been already shown in the sectiowalking movement detection, in
figures 6.68 and 6.69 respectively. Figure 6.84nghthe Delay-Doppler using FMCW
waveforms in sub-figures (a) and (c) and FMICW waxms in sub-figures (b) and (d),
for two different breathing rates of the personibdtihe concrete wall, namely normal
rate for sub-figures (a) and (b), and slow ratesiab-figures (c) and (d). No breathing
Doppler shift is detected when normal FMCW waveferane used, whereas FMICW
waveforms provide correct detection for both brehates. Doppler shifts of +0.5 Hz
are detected for normal breathing rate and roudhly this value for slow breathing

rate, as expected.
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Figure 6.84 Delay-Doppler for breathing detection bhind a concrete wall when patch antennas are
used: (a) normal breathing rate and FMCW, (b) norma breathing rate and FMICW, (c) slower
breathing rate and FMCW, and (d) slower breathing iate and FMICW

6.5.4 Summary of results for detection of breathing

In this section results on through-wall breathireedtion using FMICW waveforms
have been presented in scenarios with differerdskiof walls. It has been highlighted
by showing Delay-Doppler patterns how FMICW waveisrare effective in mitigating

the stationary undesired contribution from crodk-tand wall reflections, thus
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providing detection of the breathing Doppler sigmatwhen normal FMCW waveforms
do not. This is a further confirmation of the gquetformance of the proposed FMICW
waveforms as wall removal technique for TTWD, tbgetwith what we have already

presented for detection of stationary targets aalting movement.

In some cases the recorded Delay-Doppler pattemsi@t perfect: the coloured spots
related to the breathing Doppler shift are not swtmim because the negative part is
missing (e.g. in sub-figures (d) of figures 6.8@ &83), or they span across several
values of round-trip delays (e.g. in sub-figure @f)figure 6.79). However these

patterns differ from those related to the emptynades where no target is present and

therefore the presence of the person is successtetiécted.

6.6 Summary of the chapter

The aim of this chapter was providing experimengdidation of the proposed FMICW
waveforms as wall mitigation and removal technigue TTWD scenarios. A
measurement campaign in environments of the SabloBhgineering and Computing
Sciences at Durham University presenting threeerbfit kinds of wall, namely
plastered plywood, brick, and concrete walls, hesnbperformed. The performance of
the proposed FMICW waveforms has been tested angppa@d with normal FMCW
waveforms for detection of stationary targets ahthe presence of people moving or
breathing behind the wall. Images obtained usieg3AR approach and Delay-Doppler
patterns obtained through double FFT processing baen presented for the detection
of stationary objects and for the detection of wajkand breathing movement,
respectively. FMICW waveforms appear to be effectm removing or at least
mitigating the undesired return caused by the anatesross-talk and wall reflections,
thus enhancing the detection of actual targetsoihmared with normal FMCW

waveforms.

Square waves and 3 bit M sequences have been siggtiag sequences for FMICW
waveforms in this experimental work. As already trered in chapter 3 the former
sequences can provide maximum or minimum MRS atretbwalues of round-trip

delay, the latter can provide flat MRS with no dddial attenuation of the beat-note
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signal at values of round-trip delay where potéritiegets are placed. The delays:
andtrx2 have been used on the gating sequence at theeeaeiorder to increase the
duration of the blind ranges of the MRS, thus adhig more effective attenuation of

the undesired components.

In most cases 3 bit M sequences together with thdydelaytrx, have been used, thus
exploiting the first blind range of the MRS to rgdie/remove undesired components.
The value oftrx, is set equal to the round-trip delay correspondmthe peak of the
undesired component in the range profile (or slghigher), while the bit duration is
longer and determines where the flat part of theS\iRarts. As already mentioned in
chapter 3, a compromise should be sought whemgétie values ofrx, and of the bit
duration. Longetgxz in comparison with the bit duration provide bettenuation of
undesired components, which is particularly uséulscenarios with thick walls made
of materials with high permittivity, as in the teswith the concrete wall presented in
this chapter. However longerx, reduce the overall received power because of the
additional off-time at the receiver, and this maynpromise the system dynamic range
and the detection of low RCS targets, which maybbeed below the system noise

floor.
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7.1 Conclusions

The primary objective for this thesis was to inigete the effectiveness of the novel
wall removal technique based on FMICW waveforms forough-wall detection

scenarios. The proposed technique has been sudbessiidated through results from
numerical simulations and an experimental campaigtifferent realistic scenarios at

the School of Engineering and Computing Sciencesh&m University.

The problem of strong backscattered reflectionmftbe air-wall interface is common
for active radar systems for through-wall detectidhis strong undesired signal can
overshadow the reflections from actual targets amit the dynamic range at the
receiver, with the risk of saturating and blockimgWall removal techniques have
therefore been developed in the literature, andompcehensive review has been
provided in chapter 2 in order to evaluate thewamdages and disadvantages in relation
to the novel technique proposed in this thesiscdmparison with algorithmic wall
removal techniques, such as subspace projectiosatal filtering, FMICW mitigates
wall reflections before digitizing the data, thusm@ling the limitation of the dynamic
range at the receiver. Even change detection apprd@es not address the problem of
the dynamic range and it is not suitable for deéectof stationary targets. In
comparison with hardware filtering for FMCW systertise proposed implementation
of our FMICW radar system does not require extr@Wware components like the filter
itself or additional oscillators to adjust the fueecy of the beat-note signal to the fixed
filter. It is true that the arbitrary waveform geairs used in our system to provide
FMICW waveforms are expensive and complex piecexjafpment, but they are worth
it for the flexibility they provide. FMICW waveformare therefore a promising further
possibility for wall removal, and they can be alssed in combination with other
existing techniques, as for instance shown in @raptcombining FMICW waveforms

with change detection approach.

FMICW waveforms have been used in the past in mtatiosradar systems for
ionospheric sounding and ocean surface sensingo e best knowledge of the author
they have not been investigated so far as wall vamtechnique for through-wall
detection. These waveforms have been analyzed tailglen chapter 3, providing

examples of gating sequences and corresponding MiR&h have been used in the
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simulated and experimental data. Particular emphass been given to the analysis of
those parameters of the gating sequence which &awmpact on the removal of wall
reflections, such as bit duration and variatiorthef duty cycle of the gating sequence

used at the receiver through the delays andtrx.

Numerical simulations of scenarios for through-vastection have been run using CST
Microwave Studio in order to test the performantthe proposed FMICW waveforms.
Normal FMCW signals are simulated within the sofevib produce raw data, whereas
different gating sequences can be flexibly appti@@dugh MATLAB processing at a
later stage. Environments with different standéifitances and different wall materials
and internal structures have been simulated inramassess the performance of the
proposed wall removal approach in different scesarRealistic human phantoms and
metallic cabinets have been used as targets. jpt@hd results from these simulations
have been presented, focusing on the compariserebrtimages obtained with normal
FMCW waveforms and those using the proposed FMIC&eforms. The design of
suitable gating sequences and corresponding MR&afdt simulated scenario has been
also discussed. FMICW waveforms allow to mitigaefove undesired wall reflections,
thus enhancing the detection of the actual targétee different algorithms have been
used to create images from simulated data and tésilts have been compared. DSI
and DMSI, which have been adapted from medical intagprovide better focused
images in comparison with classic BP algorithm. Tihgportance of the correct
estimation of the round-trip delay to avoid disgla@nt and blurring in the final images
has been discussed; a simple approximated estimiaéie been used as it is sufficient
for the scope of this thesis.

A radar system capable of generating FMICW wavefohras been built and used for
the experimental campaign. As described in chaptehis system integrates off-the-
shelf components and ad hoc components which hese tiesigned and manufactured
to meet the requirements; LPF at 3.5 GHz to fittex output of the AWG and two

models of antennas, namely antipodal Vivaldi andtamgular patch, have been
developed specifically for this project. Particuleffort has been made for the
distribution of the same rubidium clock to everymamnent of the system and for their

synchronization in order to avoid jittering and [Py artefacts. It is important to
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highlight that the gating sequences used for FMI@#/eforms are not implemented

with physical switches, but via software througle tAWG. This solution does not

require extra hardware components (switches amatkegecontrollers) and provides great
flexibility as the parameters of the gating seqeenan be adapted to the particular
scenario under test by simply programming the AWG.

Chapter 6 presents the results of the experimesf®rmed to validate the proposed
wall removal technique using the radar system. Mleasurement campaign has been
performed in realistic environments in the SchoblEmgineering and Computing
Sciences, Durham University, with three differemids of walls, namely concrete,
brick, and plastered plywood. The experiments aimiethe localization of stationary
targets behind walls presenting radar images ateateugh the SAR approach, and at
the through-wall detection of people presentinga@dboppler patterns to highlight the
Doppler shifts due to motion or breathing. For btypes of experiments normal
FMCW and proposed FMICW waveforms have been congpateowing that the latter
are effective in removing or at least mitigating thndesired contributions of antenna
cross-talk and wall reflections, thus improving tihetection of the actual targets. The
process of designing suitable gating sequencegdoh scenario under test has been
also described, starting from FMCW range profilesl aetting the gating sequence

parameters accordingly to achieve wall removal.

The results from the experimental campaign contine effectiveness of the proposed
FMICW based wall removal techniqgue and seem to eagngth the expected
performance parameters described in chapter Shéoptoposed system. The expected
down-range and cross-range resolution at 1 m (1@min35 cm, respectively) seem to
be achieved for detection of stationary targetpeeslly when the DMSI imaging
algorithm is applied to produce better focused iesagrhe expected fine Doppler
resolution (0.05 Hz when 20 s of data are collected processed) can be appreciated
when performing breathing detection experiments. Mentioned in chapter 5, the
through-wall detection of stationary human beirgyshallenging given the sensitivity of
the system. However the use of Doppler procesdiligesses successfully the issue of

human targets detection and further confirms tHec@feness of the FMICW wall
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removal technique. Additional possible work is dssed in the following section to

improve the sensitivity and other aspects of thetesy.

7.2 Further work

Although the proposed radar system has succesgiuliyded data for the experimental
validation of the novel FMICW waveforms, there isdoubtedly further work which
could be valuable to improve the system. The mogiortant improvement would be
the manufacturing of an array to replace the siaglennas used at the transmitter and
at the receiver, thus resulting in a MIMO radarteys this would also require the
implementation of switching matrices and relateditica circuits to select different
pairs of transmitting and receiving antennas dummgasurements. The array would
provide faster creation of images for localizatadfnstationary targets, without moving
the antennas to different positions in the SAR aggih. The array would also improve
the performance in case of motion detection, givimg possibility to locate and track
the target precisely in the area under test arsthdov images rather than Delay-Doppler

patterns, as they are easier to understand fos.user

The limited onboard memory of the AWG introducesamstraint on the maximum
duration of the FMCW-FMICW chirp that can be loadatb them and prevents the
possibility of loading at the same time and in eli@nt memory pages several FMICW
waveforms, each of them gated with different seqaenThis would make the system
faster and more flexible, as it would be possibletange dynamically the waveform
just by changing the memory page. An ad hoc AWGId:dloerefore be designed to
replace the current one and minimize the time limacenew waveforms and change the
parameters of the gating sequences. The off-thié-strmponents could be replaced by
ad hoc components with enhanced performance, fetance larger bandwidth to
increase the down-range resolution of the systemgbrer gains in the receiver chain to
improve the sensitivity and dynamic range. Therfalgconditioning” block developed
at the Centre for Communications System, Durhamvéisity, could replace the
current base-band amplifier with fixed gain; thled would provide variable gain up
to 53 dB to the beat-note signal when its lev@ladicularly low, and smaller gain when

the signal is already strong in order to preveatdaturation of the ADC.
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In the current system results (radar images or\PBlppler patterns) are generated
through MATLAB processing after the measuremertsydfore not in real time. It

would be good to integrate in the system some (fmitinstance an FPGA programmed
for the purpose) to process the recorded dataailrtiree and provide the user with the

resulting images, possibly through a friendly giaphinterface.

FMICW data have been already used in conjunctiadh shange detection approach for
walking motion detection. Further research could daeried out in combining the
proposed FMICW waveforms with other wall removakheiques as subspace
projection or spatial filtering, which are effeaialso for detection of stationary targets.
Different imaging algorithms (for instance Stoltkirchhoff migration) could be tested
using the data collected in this experimental wéikally, the estimation of the round-
trip delay could be improved taking into accourd thfraction at the air-wall interfaces,

thus reducing displacement errors and blurring ihe t final images.
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Appendix 1.1: MATLAB programs for numerical simulations

In this appendix we present MATLAB programs whickvé been developed to import
data from numerical simulations in CST, apply ggatsequences to simulate FMICW
waveforms, and produce radar images through aedesmaging algorithm as final

results; the first program is a script which cétis other programs as functions.

TTWProcessing_Room3.m

% GUI to INSERT PARAMETERS RELATED TO THE PARTICULA R SIMULATION
rowl = 'Enter RX X coordinate [cm]’;

row2 = 'Enter RX Y max coordinate (edge of the rece iving array) [cm]’;
row3 = 'Enter RX step in Y coordinate (distance bet ween 2 probes)
[ecm];

row4 = 'Enter RX Z coordinate [cm];

row5 = 'Enter wall thickness [m]’;

row6 = 'Enter wall real permittivity";

row?7 = 'Enter stand-off distance [cm]’;

row8 = 'Enter farthest down-range distance (end of the room) [cm]’;

prompt= {row1,row2,row3,row4,row5, row6,row7,row8};

dlg_title = 'Select the parameters for the CST simu lation to analyze’;
def = {'5','100','25','100','0.15",'4.642','250','5 20},

answer = inputdlg(prompt,dlg_title,1,def,'on");

xt=0;

c=3e8;

xr=str2double(answer{1});
yrmax=str2double(answer{2});
yrstep=str2double(answer{3});
zr=str2double(answer{4});
yr=-yrmax:yrstep:yrmax;
th=str2double(answer{5});
eps=str2double(answer{6});

beggrid=xr;
standoffd=str2double(answer{7});
endroom=str2double(answer{8});
begroom=beggrid+standoffd+th*100;
xpl=beggrid:1:begroom;
xp2=begroom+1:1:endroom;
xp=horzcat(xpl,xp2);
yp=-yrmax-30:1:yrmax+30;

clear row0O rowl row2 row3 row4 row5 row6 row7 row8 dlg_title prompt
def answer

%%%%%6%% %% %% %% %% % %% %% %% %% %% %% %6 %% % %6 %%

©%%

% ROUND-TRIP DELAY COMPUTATION - Reshape in matrice s to speed up

XP1=repmat(xpl,[length(yp) 1 length(zr) length(yr)] );
XP2=repmat(xp2,[length(yp) 1 length(zr) length(yr)] );
YP1=repmat(yp',[1 length(xpl1) length(zr) length(yr) D;
YP2=repmat(yp',[1 length(xp2) length(zr) length(yr) D;
yr_aux=reshape(yr,1,1,1,length(yr));

YR1=repmat(yr_aux,[length(yp) length(xpl) length(zr ) 1]);
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YR2=repmat(yr_aux,[length(yp) length(xp2) length(zr ) 1]);
TOAtx1=(sqrt((XP1-xt)."2).*(1E-2)).*(1E9)./c; %[ns]
TOArx1=(sqrt((YP1-YR1).A2+(XP1-xr)."2).*(1E-2)).*(1 E9)./c;
TOAtx2=(sqrt((XP2-xt)."2).*(1E-2)+th*(sqgrt(eps)-1)) *(1E9)./c; Y%[ns]
dwall2=th./(cos(atan((sqrt((YR2-YP2).72))./(sqrt((X P2-xr).72))));
TOArXx2=(sqrt((YP2-YR2).22+(XP2-xr)."2).*(1E-2)+dwal 12.*(sqrt(eps)-

1)).*(1E9)./c;
delay=horzcat(TOAtx1+TOArx1, TOAtx2+TOArx2);

disp('Finished to compute the RoundTrip delays");
clear XP1 YP1 XP2 YP2 ZP1 YR1 ZR1 YR2 ZR2,;
clear TOAtx1 TOArx1 TOAtx2 TOArx2 dwall2 yr_aux zr au
%6%6%%%%% %% %% %% % %% %6%6%% %% %% %% %% % % % %% %%

0000

% LOAD DATA FROM CST

timeaxis=LoadCSTData(yr,zr);

load('"MyWorkspace');

timestep=timeaxis(2);

%%%%%%% %% %% %% %% %% %% %% %% %% %% %% %% % %%

% APPLY GATING SEQUENCES

[data_diff_cos g,data_diff_sin_g,excit_cos_g,excit_ sin_g]=ApplyGatingS
equences(yr,zr.timeaxis,data_diff_cos,data_diff_sin ,eXCit_cos,excit_si
n);

clear data_diff cos data_diff_sin excit_cos excit_s
%%%%%%% %% %% %% %% % %% %% % %% % % %% % %% %% %%

% CORRELATION TO EXTRACT THE BEAT-NOTE
data_corr=[];

for I=1:1:length(zr)

for n=1:1:length(yr)

data_corr(:,n,l)=xcorr((data_diff_cos_g(:,n,l)+1i*d ata_diff_sin_g(:,n,
1)),(excit_cos_g+1li*excit_sin_g))./size(data_diff ¢ 0s_g,1);

end

end

data_corr=data_corr(length(timeaxis):size(data_corr 1),50);

clear data_diff cos_g data_diff_sin_g excit_cos_g e Xcit_sin_g

%%%%%%% %% %% %% %% %% %% %% % %% %% % %% %% %% %9

B8%880800060808%8808000608%840880068 0%

% APPLY THE DESIRED IMAGING ALGORITHM
[myimage]=ImagingAlgorithm(data_corr,delay,timeaxis XP,YP,Yr,zr);

% IMAGE CREATION

Xp_int=beggrid:0.25:endroom;

yp_int=-yrmax-30:0.25:yrmax+30;
myimage_int=interp2(xp,yp',myimage,xp_int,yp_int',' cubic");

myimage_int=myimage_int./(max(max(myimage_int)));
myimage_log=20*log10(abs(myimage_int));
dynamics_ampl=10;
clims_ampl=[max(max(myimage_log))-dynamics_ampl
max(max(myimage_log))];
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figure;

imagesc(xp_int,yp_int,myimage_int);
xlabel("X down-range direction [cm]");
ylabel("Y cross-range direction [cm]');
title('Radar Image - Amplitude in Lin scale’);
axis([xp_int(1) xp_int(length(xp_int)) yp_int(1)
yp_int(length(yp_int))]);

grid;

figure;
imagesc(xp_int,yp_int,myimage_log,clims_ampl);
xlabel('X down-range direction [cm]');

ylabel("Y cross-range direction [cm]');
title([Radar Image - Amplitude in Log scale (
",num2str(dynamics_ampl),'dB dynamics)");
axis([xp_int(1) xp_int(length(xp_int)) yp_int(1)
yp_int(length(yp_int))]);

grid;

rectangle('position’,[255,-115,265,230],'LineStyle’
"'LineWidth',2);
rectangle('position’,[270,-100,235,200],'LineStyle’
''LineWidth',2);
rectangle('position’,[445,60,60,40],'LineStyle’,'--
rectangle('position’,[360,-
55,25,45],'Curvature’,[0.5,1],'LineStyle',--,'Lin

LoadCSTData.m

function [timeaxis] = LoadCSTData(yr,zr)

%DIRECTORY AND FILE NAMES FOR CST DATA
basedir_cos='E:\cvxl66_F FIORANELLNCST_ Data\3DRoom
basedir_sin="E:\cvxl66_F FIORANELLNCST_Data\3DRoom
basedir_cos_empty="E:\cvxl66_F FIORANELLN\CST_Data\
esult\’;

basedir_sin_empty="E:\cvxl66_F FIORANELLNCST_Data\
esult\’;

prefix="E-field (5 ;

suffix=")(Z)(pw).prs';

filename_cos=[basedir_cos,prefix,num2str(yr(1)),'
,)num2str(zr(1)),suffix];
fid_cos=fopen(filename_cos,'rt");
fseek(fid_cos,96,'bof");

timeaxis=fscanf(fid_cos, '%g %*g', [1, inf])";
timestep=timeaxis(2);

fclose(fid_cos);

disp('Timeaxis loaded")

data_cos=[];

for I=1:1:length(zr)

for n=1:1:length(yr)
filename_cos=[basedir_cos,prefix,num2str(yr(n))

" num2str(zr(l)),suffix];
fid_cos=fopen(filename_cos,'rt");
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fseek(fid_cos,96,'bof");
data_cos=horzcat(data_cos,(fscanf(fid_cos, '%*g
fclose(fid_cos);

end

end

disp('Data cos loaded’)

data_cos=reshape(data_cos,length(data_cos),length(y

data_cos=cast(data_cos,'single");

data_sin=[];

for I=1:1:length(zr)

for n=1:1:length(yr)
filename_sin=[basedir_sin,prefix,num2str(yr(n))

" num2str(zr(l)),suffix];
fid_sin=fopen(filename_sin,'rt");
fseek(fid_sin,96,'bof");
data_sin=horzcat(data_sin,(fscanf(fid_sin, '%*g
fclose(fid_sin);

end

end

disp('Data sin loaded")

data_sin=reshape(data_sin,length(data_sin),length(y

data_sin=cast(data_sin,'single");

filename_cos_empty=[basedir_cos_empty,prefix,num2st

100',suffix];

fid_cos_empty=fopen(filename_cos_empty,'rt’);

fseek(fid_cos_empty,96,'bof");

timeaxis_empty=fscanf(fid_cos, '%g %*g’, [1, inf])'

fclose(fid_cos_empty);

data_cos_empty=[];

for n=1:1:length(yr)
filename_cos_empty=[basedir_cos_empty,prefix,nu

100',suffix];
fid_cos_empty=fopen(filename_cos_empty,'rt’);
fseek(fid_cos_empty,96,'bof");

data_cos_empty=horzcat(data_cos_empty,interpl(timea

id_cos_empty, '%*g %g', [1, inf]))',timeaxis,'splin
fclose(fid_cos_empty);

end

data_cos_empty=repmat(data_cos_empty,[1 1 length(zr

data_cos_empty=cast(data_cos_empty,'single");

data_sin_empty=[];

for n=1:1:length(yr)
filename_sin_empty=[basedir_sin_empty,prefix,nu

100',suffix];
fid_sin_empty=fopen(filename_sin_empty,'rt");
fseek(fid_sin_empty,96,'bof");

data_sin_empty=horzcat(data_sin_empty,interpl(timea

id_sin_empty, '%*g %g', [1, inf]))',timeaxis,'splin
fclose(fid_sin_empty);

end

data_sin_empty=repmat(data_sin_empty,[1 1 length(zr

data_sin_empty=cast(data_sin_empty,'single);
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filename_excit_cos=[basedir_cos,'plw.sigT;
filename_excit_sin=[basedir_sin,'plw.sig'];
fid_excit_cos=fopen(filename_excit_cos,'rt");
fid_excit_sin=fopen(filename_excit_sin,'rt");
fseek(fid_excit_cos,96,'bof");
excit_cos=fscanf(fid_excit_cos, '%g %dg', [2, inf]);
excit_cos=excit_cos";

fclose(fid_excit_cos);
fseek(fid_excit_sin,96,'bof");
excit_sin=fscanf(fid_excit_sin, '%g %g', [2, inf]);
excit_sin=excit_sin’;

fclose(fid_excit_sin);
excit_cos=interpl(excit_cos(:,1),excit_cos(;,2),tim
excit_sin=interpl(excit_sin(:,1),excit_sin(:,2),tim

data_diff cos=data_cos-data_cos_empty;
data_diff_sin=data_sin-data_sin_empty;

clear data_cos data_sin data_cos_empty data_sin_emp
clear suffix prefix basedir_cos basedir_sin filenam
fid_cos fid_sin;

clear basedir_cos_empty basedir_sin_empty filename_
filename_sin_empty fid_cos_empty fid_sin_empty data
data_sin_empty_interp;

clear timeaxis_empty fid_excit_cos fid_excit_sin fi
filename_excit_sin;

save('MyWorkspace');

disp('Finished to load the data - | saved them into

end

ApplyGatingSequences.m

function
[data_diff_cos_g,data_diff_sin_g,excit_cos_g,excit_
equences(yr,zr.timeaxis,data_diff_cos,data_diff_sin

n)

% GUI to INSERT PARAMETERS OF THE GATING SEQUENCE

rowl = 'Choose the gating sequence: 0 No Gating - 1
Barry - 3 Salous-Nattour - 4 Msequence - 5 Experime
row2 = 'Enter bit duration for gating sequence [ns]
row3 = 'Enter delays between TX and RX gating seque

prompt= {rowl,row2,row3};

dig_title = 'Select the parameters for your gating
num_lines = 1,

def ={'1','8','0'};

answer = inputdig(prompt,dlg_title,num_lines,def,'o

timestep=timeaxis(2);
SequenceType=str2double(answer{1});
BitDuration=str2double(answer{2});
DelayTxDuration=str2double(answer{3});
DelayRxDuration=DelayTxDuration;

if SequenceType ==
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rowMseq = {'Choose the number of bit for M-sequence
1'%

answer2 = inputdlg(rowMseq,'M-sequence Details',1,{
MSeqCoeff=str2double(answer2{1});

end;

clear rowO rowl row2 row3 row4 row5 row6 prompt row
answer2

switch SequenceType %Select gating sequence
case 0
sequence = 1;
case 1
sequence = [1 0]; %Square Wave
case 2
sequence=[1100011110000000
case 3
sequence=[1110001111110000
Nattour
case 4
sequenceM=mseq(2,log2(MSeqCoeff+1)); %Msequ
for k=1:1:length(sequenceM)
if sequenceM(k) ~=1
sequenceM(k)=0;
end
end
sequence=sequenceM’;
end

NumSampleProBit=round(BitDuration/timestep);
NumSampleProDelayTx=round(DelayTxDuration/timestep)
NumSampleProDelayRx=round(DelayRxDuration/timestep)
NumBitSequence= length(sequence);

OnePeriodSequence=reshape((sequence*HelpMatrix1)',
umBitSequence);
SequenceTx=repmat(OnePeriodSequence,1,floor(length(
ePeriodSequence)));
SequenceTx=horzcat(SequenceTx,OnePeriodSequence(1l:r
eaxis),length(OnePeriodSequence)))));

SequenceRx=1-SequenceTx;
HelpMatrix2=horzcat(zeros(1,NumSampleProDelayTx),on
eProBit-NumSampleProDelayTx-
NumSampleProDelayRx)),zeros(1,NumSampleProDelayRx))
OnePeriodMask=reshape((ones(NumBitSequence,1)*HelpM
eProBit*NumBitSequence);
MaskRx=repmat(OnePeriodMask,1,floor(length(timeaxis
ask)));
MaskRx=horzcat(MaskRx,0OnePeriodMask(1:round(mod(len
h(OnePeriodMask))) ));
SequenceRx=SequenceRx.*MaskRx;

% APPLICATION OF THE GATING SEQUENCE TO THE DATA
if SequenceType ==

data_diff _cos_g=data_diff_cos;

data_diff_sin_g=data_diff sin;

excit_cos_g=excit_cos;

excit_sin_g=excit_sin;
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disp('You chose to apply no gating functions’);
else
for n=1:1:length(zr)
for index=1:1:length(yr)
data_diff_cos_g(:,index,n)=data_diff_cos(:,inde
data_diff_sin_g(:,index,n)=data_diff_sin(:,inde
end
end
excit_cos_g=excit_cos.*SequenceTx’;
excit_sin_g=excit_sin.*SequenceTX';
disp('Finished to apply the gating functions’);
end

% PLOT THE MRS OF THE SEQUENCE
MRP=corrc1(SequenceTx(1:NumSampleProBit*NumBitSeque
umSampleProBit*NumBitSequence));
ax=linspace(0,NumBitSequence,NumBitSequence*NumSamp
figure;

subplot(2,1,1);
stairs(ax,SequenceTx(1:NumSampleProBit*NumBitSequen
2)

grid

ylim([-0.2 1.2]);

title('Gating sequence’,'FontSize',12);
xlabel('Bit','FontSize',12);

subplot(2,1,2)
plot(ax,10*log10(MRP."0.5)-max(10*log10(abs(MRP."0.
2);

grid

ylim([-40 1]);

title('MRS of the sequence normalized in [dB]','Fon
xlabel('Bit','FontSize',12);

clear HelpMatrix1 HelpMatrix2 OnePeriodMask OnePeri
end

ImagingAlgorithm.m

function
[myimage]=ImagingAlgorithm(data_corr,delay,timeaxis
% GUI to SELECT THE ALGORITHM

rowl = 'Select the imaging algorithm: 1 for BP - 2
DMSI -

row2 = 'Select whether activating the averaging: 0
YES';

prompt= {rowl,row2};

dlg_title = 'Imaging Algorithm’;

def = {'1''0'};

answer = inputdlg(prompt,dlg_title,1,def,'on");
AlgType=str2double(answer{1});
AvgSelection=str2double(answer{2});

switch AlgType
case 1 % Back Projection
data_corr_avg_interpolated=[];
data_avg_interpolated=[];
data_avg=mean(data_corr,2);
for n=1:1:length(yr)
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for I=1:1:length(zr)

data_corr_avg_interpolated(:,:,l,n)=interp1(timeaxi s,data_corr(;,n,l),
delay(:,:,1,n),'spline',0);

data_avg_interpolated(:,:,I,n)=interp1(timeaxis,dat a_avg(:,l),delay(:,
;,1,n),'spline’,0);
end
end
if AvgSelection ==
data_diff_interpolated=abs(data_corr_av g_interpolated)-
abs(data_avg_interpolated);%Remove the average from each response
disp('‘Applied the averaging");
else
data_diff_interpolated=abs(data_corr_av g_interpolated);
end
myimage=flipdim(sum(sum(data_diff_interpola ted,3),4),1);

case 2 % Delay Sum Integration (DSI)

myimage=(J;
data_temp=[];
timestep=timeaxis(2);
delay_s=ceil(delay.*(1/timestep));
maxdel=max(max(max(max(delay_s))));
npt=maxdel+ceil(2*0.5*1E9/(3E8*timestep));
timeaxis=timeaxis(1:npt);
rr=cumtrapz(timeaxis,real(data_corr(1:npt,: )
ii=cumtrapz(timeaxis,imag(data_corr(1:npt,: )
data_corr=abs(rr+1i*ii);
data_avg=mean(data_corr,2);
if AvgSelection ==

data_corr=abs(data_corr)-

abs(repmat(data_avg,1,size(data_corr,2)));
disp('‘Applied the averaging");

else
data_corr=abs(data_corr);
end
integrlength=ceil((1/1.5).*(1/timestep));
disp('For loops begun for DSI - It might ta ke long")

for I=1:1:length(yp)
for m=1:1:length(xp)
for n=1:1:length(zr)
for k=1:1:length(yr)
tau=cast(length(data_corr(:,k, n))-
delay_s(l,m,n,k),'double");
data_temp(:,k,n)=circshift(data_corr(;,k,n),tau);
end
end
data_temp_sum=sum((sum(data_temp,3)),2) N2;
myimage(l,m,n,k)=timestep*1E-
9*trapz(data_temp_sum(l:integrlength));
end
disp(num2str(l))
end
myimage=flipdim(sum(sum(myimage,3),4),1);

case 3 % Delay Multiply Sum Integration (DMSI)
myimage=[J;
data_temp=[];
208
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timestep=timeaxis(2);
delay_s=ceil(delay.*(1/timestep));
maxdel=max(max(max(delay_s)));
npt=maxdel+ceil(2*0.5*1E9/(3E8*timestep));
timeaxis=timeaxis(1:npt);
rr=cumtrapz(timeaxis,real(data_corr(1:npt,: N);
ii=cumtrapz(timeaxis,imag(data_corr(1:npt,: N);
data_corr=abs(rr+1i*ii);
data_avg=mean(data_corr,2);
if AvgSelection ==

data_corr=abs(data_corr)-

abs(repmat(data_avg,1,size(data_corr,2)));
disp('‘Applied the averaging");

else
data_corr=abs(data_corr);
end
integrlength=ceil((1/1.5).*(1/timestep));
disp('For loops begun for DMSI - It might t ake long")

for I=1:1:length(yp)
for m=1:1:length(xp)
for n=1:1:length(zr)
for k=1:1:length(yr)
tau=cast(length(data_corr(:,k) )-
delay_s(l,m,n,k),'double");
data_temp(:,k)=circshift(data_corr(:,k),tau);
end
end
data_temp_sum=zeros(size(data_temp,1),1 );
for ff=1:1:size(data_temp,2)-1
for gg=(ff+1):1:size(data_temp,2)

data_temp_sum=data_temp_sum-+data_temp(;,ff).*data_t emp(;,99);
end
end
myimage(l,m,n,k)=timestep*1E-
9*trapz(data_temp_sum(1:integrlength));
end
disp(num2str(l))
end
myimage=flipdim(sum(sum(myimage,3),4),1);
end
end

corrcl.m

function [ex1] = corrcl (o, t)
o1= fft(o);

02 = fft(t);

ex = 0l.*conj(02);

ex1 = ifft(ex);

ex1l = abs(exl);

[n m] = size(t);

exl = ex1.”2;

ex1 = ex1/(m ~2);
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Appendix 1.2: MATLAB program to generate waveformsfor the
AWG

This script creates the FMCW-FMICW waveform whishthen loaded into the AWG
to generate the transmitted signal and its repbcdrive the mixer at the receiver; the

user can select the desired parameters througdpaigal interface.

MyUserDefinedChirp.m

% This program generates a user defined excitation for Euvis AWG 801
% Two UDA files are therefore written running this script
%6%6%6%%%%%%%% %% % % % %%6%6%6%%%% %% %% % % % % %%

% GUI TO INSERT PARAMETERS OF THE FMCW-FMICW CHIRP

rowl = 'Enter start frequency [Hz]';

row2 = 'Enter bandwidth [Hz]';

row3 = 'Enter Duration [s] (Max 0.98ms)’;

row4 = 'Choose the gating sequence: 0 NoGating - 1 SquareWave - 2
Barry - 3 Salous-Nattour - 4 Msequence';

row5 = 'Enter bit duration for gating sequence [s]'

row6 = 'Enter delay 1 between TX and RX gating sequ ences [s];

row?7 = 'Enter delay 2 between TX and RX gating sequ ences [s];

row8 = 'Enter directory which the file is saved in (Use double \\ for
C++ compatibility)’;

row9 = 'Window to multiply your chirp: 0 No Window - 1 Kaiser B=6 - 2

Kaiser B=4 - 3 Hamming';

prompt= {row1,row2,row3,row4,row5,row6,row7,row8,ro w9},
dig_title = 'Select the parameters for your chirp’;

num_lines = 1,

def = {{0.7e9','1.5€9','400e-6','0",'1e-9','0e-9",' Oe-

9','C:\\Documents and Settings\\cvxIl66\\Desktop\\', 0}

answer = inputdlg(prompt,dig_title,num_lines,def);

fstart=str2double(answer{1});
B=str2double(answer{2});
T=str2double(answer{3});
SequenceType=str2double(answer{4});
BitDuration=str2double(answer{5});
DelayTxDuration=str2double(answer{6});
DelayRxDuration=str2double(answer{7});
filedirectory=answer{8};
WindowType=str2double(answer{9});
This=T*1e6;

Bbis=B/1e9;

if SequenceType ==

rowMseq = {'Choose the number of bit for M-sequence (format 2(N)-
DY,

answer2 = inputdlg(rowMseq,'M-sequence Details’,1,{ '3M;
MSeqCoeff=str2double(answer2{1});

end;

clear row0O rowl row2 row3 row4 row5 row6 prompt row Mseq def answer
answer2
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% DEFINITION OF THE CHIRP

Fs = 8e9; % Sampling frequency 8
timestep = 1/Fs;

L = round(T/timestep);

t = (0:L-1)*timestep;
x=cos(2*pi*fstart.*t+pi*(B/T).*t."2);

% INVERSE SINC FILTER

% This inverse filter is applied via software in or

% spectrum at the output of the AWG (it compensates
% that normally the output of AWG presents

NFFT=L;

X = fft(x, NFFT)/L;

f = Fs/2*linspace(0,1,NFFT/2);

% A frequency FACTOR F=1.5 gives good output (see E
filt_pos=1./sinc(1.5.*f./8e9);

% filt_pos=ones(1,length(f)); % Optional to disable
filt_neg=fliplr(filt_pos);
filt_all=horzcat(filt_pos,filt_neg);
X_filtered=X.*(filt_all+1i);
x_filtered=real(ifft(X_filtered).*L);

% OPTIONAL WINDOWING
switch WindowType
case 0
w =ones(L,1); % No windowing
case 1
w = kaiser(L,6); %Kaiser with Beta 6
case 2
w = kaiser(L,4); %Kaiser with Beta 4
case 3
w = hamming(L); %Hamming
end
y=x_filtered.*w";

% GATING SEQUENCES PART
switch SequenceType
case 0
sequence = [1];
case 1
sequence = [1 0]; %Square Wave
case 2
sequence=[1100011110000000
case 3
sequence=1110001111110000
Nattour
case 4
sequenceM=mseq(2,log2(MSeqCoeff+1)); %Msequ
for k=1:1:length(sequenceM)
if sequenceM(k) ~= 1
sequenceM(k)=0;
end
end
sequence=sequenceM’
end

NumSampleProBit=round(BitDuration/timestep);

NumSampleProDelayTx=round(DelayTxDuration/timestep)
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NumSampleProDelayRx=round(DelayRxDuration/timestep)

NumBitSequence= length(sequence);
HelpMatrix1=ones(1,NumSampleProBit);

OnePeriodSequence=reshape((sequence*HelpMatrix1)',
umBitSequence);
SequenceTx=repmat(OnePeriodSequence,1,floor(L/lengt

)L

SequenceTx=horzcat(SequenceTx,OnePeriodSequence(1l:r

nePeriodSequence)))));

SequenceRx=1-SequenceTx;
HelpMatrix2=horzcat(zeros(1,NumSampleProDelayTx),on
eProBit-NumSampleProDelayTx-

NumSampleProDelayRx)),zeros(1,NumSampleProDelayRx))
OnePeriodMask=reshape((ones(NumBitSequence,1)*HelpM

eProBit*NumBitSequence);
MaskRx=repmat(OnePeriodMask,1,floor(L/length(OnePer

MaskRx=horzcat(MaskRx,0OnePeriodMask(1:round(mod(L,I

DD

SequenceRx=SequenceRx.*MaskRx;

if SequenceType ==
yTX_gated_del=y;
yRX_gated_del=y;

else

yTX gated_del=y.*SequenceTx;

yRX_gated_del=y.*SequenceRXx;

end

Ldel = round(zeroeslength/timestep);

zerostring = zeros(1, Ldel);

yTX_gated = horzcat(zerostring,yTX_gated_del);
yRX_ gated = yRX gated_del;

clear HelpMatrix1 HelpMatrix2 OnePeriodMask OnePeri
SequenceTx SequenceRx MaskRx X x X_filtered x_filte
clear filt_pos filt_neg filt_all wy

% MARKERS GENERATION

markerl = horzcat(ones(1, round(100e-9/timestep)),
round(100e-9/timestep)));

marker2 = horzcat(ones(1, round(5000e-9/timestep)),
round(5000e-9/timestep)));

marker3 = horzcat(zeros(1, L+Ldel-round(4000e-9/tim
round(3999.75e-9/timestep)), 0, 0);

markerll = markerl + bitshift(marker2,1) + bitshift
clear markerl marker2 marker3

% WRITE the TX DATA FILE

fullscale = hex2dec('FDO0";

z1TX = round( fullscale * (yTX_gated - min(yTX_gate
(max(yTX_gated)-min(yTX_gated)) );

udacontentsTX = [z1TX; markerll; (0:L+Ldel-1)];
filenameTX=horzcat('MyTXChirp_BW',num2str(B/1e9),'G
(T*1e6)),'us_Gated',num2str(length(sequence)),'bit_
on*1e9),'nsBitDuration’);
filepathTX=horzcat(filedirectory,filenameTX,'.uda’)
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fid = fopen (filepathTX,'wt');

count = fprintf(fid, ';---- User-Defined file gener ated in Matlab\n";
count = fprintf(fid, '#type=5\n";

count = fprintf(fid, '#hex=1\n");

count = fprintf(fid, ';---- User-Defined file data and marker
contents\n’);

count = fprintf(fid, '9%03X %1o\t; [%6d]\n', udacont entsTX);
fclose (fid);

clear udacontentsTX z1TX
% WRITE the RX DATA FILE
fullscale = hex2dec('FDO0";

z1RX = round( fullscale * (yRX_gated - min(yRX_gate d))/
(max(yRX_gated)-min(yRX_gated)) );

udacontentsRX = [z1RX; marker11(1,1:length(markerll )-Ldel); (0:L-1)];
filenameRX=horzcat('MyRXChirp_BW',num2str(B/1e9),'G Hz_T',;num2str(round
(T*1e6)),'us_Gated',num2str(length(sequence)),'bit_ ,)num2str(BitDurati

on*1e9),'nsBitDuration’);

filepathRX=horzcat(filedirectory,filenameRX,".uda’) ;

fid = fopen (filepathRX,'wt");

count = fprintf(fid, ';---- User-Defined file gener ated in Matlab\n");
count = fprintf(fid, '#type=5\n");

count = fprintf(fid, '#hex=1\n");

count = fprintf(fid, ';---- User-Defined file data and marker
contents\n’);

count = fprintf(fid, '%03X %21o\t; [%6d]\n', udacont entsRX);
fclose (fid);

clear markerl udacontentsRX z1RX
%09%%0%%%0% %% % %% %% % %% % %% %% %% %% % %% % %% % %Y

)

figure;

plot(real(yTX_gated));

title('Signal in Time Domain')
xlabel('Samples’)

grid

axis tight;

Y = fft(yTX_gated,NFFT)/(L);

figure;
semilogy(f/1e9,2*abs(Y(1:(NFFT)/2)))
axis([ 0, Fs/2e9, 1le-4,0.1));
title('Single-Sided Amplitude Spectrum of y(t)")
xlabel('Frequency (GHz)")
ylabel(lY(H)[)

Appendix 1.3: MATLAB programs to process experimenal data

This script load the data recorded by the ADC afterforming measurements and
applies the double FFT processing discussed inteh&pin order to extract the range

profile and the Delay-Doppler pattern.

MySignatecReader.m

Tch= 400e-6; %Chirp Duration
BW= 1.5e9; %Chirp Bandwidth
Fsam=20e6; %Sampling frequency of ADC
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filename=horzcat('C:\Users\PC\Desktop\Tests Euvis A ug 10th\Data Nov
19th&Following\Data Mar 22nd 2013\FMICW MeHold 20s' );

filename = [filename ".rd16];

fid=fopen(filename);

rawdata = fread(fid,'uint16");

fclose(fid);

chldata= rawdata(1:2:length(rawdata));
ch2data= rawdata(2:2:length(rawdata));
%Convert data values
R=2.2; %This is the pk-pk range in the ADC
if chldata>=32768;

chldata = (R/2) + ((chldata/65532)*R);
else chldata = (-R/2) + ((chldata/65532)*R);
end;
if ch2data>=32768;

ch2data = (R/2) + ((ch2data/65532)*R);
else

ch2data = (-R/2) + ((ch2data/65532)*R);
end;

SegSize=Fsam*500e-6;

BeginSize=1;

EndSize=2060-1;

ch2data = ch2data(1:end);

for k=1:floor(length(ch2data)/SegSize)-1
ch2dataTime(:,k)=ch2data(BeginSize+SegSize*(k-1 ):SegSize*(k)-

EndSize);

end

figure

numofsample= 300;

stem(ch2dataTime(1:numofsample,:))

title(horzcat('First ', num2str(numofsample), ' sam ples of each
sweep), 'FontSize', 16)

xlabel('Samples', 'FontSize', 16)

set(gca, 'FontSize', 16);

grid

NFFT = 2”nextpow2(size(ch2dataTime,1));

win = repmat(hamming(size(ch2dataTime,1)),1,size(ch 2dataTime,2));
ch2dataFreq= fft(ch2dataTime.*win,NFFT);
ch2dataFreq=ch2dataFreq(1:round(size(ch2dataFreq,1) 12-1),2);
freqaxis=linspace(0,Fsam/2,size(ch2dataFreq,1));

figure

plot(fregaxis./1e6,20*log10(mean(abs(ch2dataFreq") )-
max(20*log10(mean(abs(ch2dataFreq)))),'k");

title('‘Average FFT of each sweep [dB] - Hamming win ', 'FontSize', 16)
xlabel('Frequency [MHZz]', 'FontSize', 16)

axis([0.05 0.15 -40 5])

set(gca, 'FontSize', 16);

grid

% Optional part to apply change detection when comp uting Delay-Doppler
% ch2dataFreqShift=circshift(ch2dataFreq,[0 1]);
% ch2dataFreq=ch2dataFreq-ch2dataFreqShift;
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ch2dataFregAll=ch2dataFreq;

% Optional to process a sub-period of data in case
ch2dataFreq=ch2dataFregAll(;,1:end);
ch2dataFreq=ch2dataFreq’,

[NSweeps,NFregBins] = size(ch2dataFreq);

win=hamming(NSweeps);

for k=1:1:NFreqgBins
ch2dataFreq(:,k)=ch2dataFreq(:,k).*win;

end

ch2dataDoppler=fft(ch2dataFreq);

ch2dataDoppler=ch2dataDoppler./max(max(ch2dataDoppl

ch2dataDoppler=20*log10(abs(ch2dataDoppler));

for k=1:1:NFregBins
ch2dataDoppler(:,k)=fftshift(ch2dataDoppler(;,k

end

figure;

delaxisdopp = freqaxis.*Tch/BW*1e9;
doppleraxis=(-size(ch2dataDoppler,1)/2:size(ch2data
1)*(1/Tch)/size(ch2dataDoppler,1);

DoppAxisParam = 60;
ch2dataDoppler=ch2dataDoppler(round(length(dopplera
DoppAxisParam:round(length(doppleraxis)/2)+DoppAxis
ch2dataDoppler=ch2dataDoppler-max(max(ch2dataDopple
contour( delaxisdopp(1:75),doppleraxis(round(length
DoppAxisParam:round(length(doppleraxis)/2)+DoppAxis
er)

grid

xlabel('Delay [ns]', 'FontSize', 14)

ylabel('Doppler [Hz]', 'FontSize', 14)

set(gca, 'FontSize', 14);
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Appendix 2: VERILOG program to generate trigger signals

This VERILOG code is used to program the FPGA chiprder to divide the SYNCO
signals from the AWG and generate the triggersadgyaccordingly; in this example the
SYNCO signals at 125 MHz are divided down to 2 kétaresponding to 50@s period
for the trigger signals. This program can be usedaurce file to generate the actual
files to be loaded into the FPGA through the sofensuite QUARTUS from Altera.

TriggerGeneration.v

//Code for trigger generation
module TimeSyncAdnan( clk,triggerOut, temp, temp2, temp3, clkdiv,
clk2n, triggerOut2n, temp2n, temp22n, temp32n, clkd iv2n);

input clk, clk2n;
output triggerOut, temp, temp2, temp3, clkdiv, clkd iv2n, triggerOut2n,
temp2n, temp22n, temp32n, clkdiv2n;

reg triggerOut, triggerOut2n, clkdiv ;
reg temp, temp2, temp3, temp2n, temp22n, temp32n ;

integer dcountr, dcountr2n ;

initial

begin

triggerOut = 1'b0 ;
temp = triggerOut ;
clkdiv =100 ;
triggerOut2n = 1'b0 ;
temp2n = triggerOut2n ;
clkdiv2n = 1'b0 ;

end

always @ (posedge clk) // activate at the positive edge of the
input clock
begin

dcountr = dcountr + 1 ;

if ( dcountr == 62500/2) //at half desired period change
the level of triggerOut

begin

triggerOut = 1'b1;
I temp = triggerOut ;
I temp2 = triggerOut ;
I temp3 = triggerOut ;

end

if (dcountr == 62500 ) //at the desired period ¢ hange the
level of triggerOut again...

begin
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triggerOut = 1'b0;

I temp = triggerOut ;

I temp2 = triggerOut ;

I temp3 = triggerOut ;
dcountr = 0; //... and reset the counter
end

clkdiv = ~clkdiv;

end

//Part for the D flip flop as suggested by Euvis su
always @ (negedge clk)

begin
temp = triggerOut;
temp2 = triggerOut ;
temp3 = triggerOut ;
end

I/l Replica for the division of the second input clo
always @ (posedge clk2n)
begin
dcountr2n = dcountr2n + 1 ;

if (dcountr2n == 62500 /2)

begin

triggerOut2n = 1'b1;
I temp2n = triggerOut2n ;
I temp22n = triggerOut2n ;
I temp32n = triggerOut2n ;

end

if (dcountr2n == 62500 )
begin
triggerOut2n = 1'b0;
I temp2n = triggerOut2n ;
I temp22n = triggerOut2n ;
I temp32n = triggerOut2n ;
dcountr2n = 0;
end

clkdiv2n = ~clkdiv2n;
end

//Part for the D flip flop as suggested by Euvis su
always @ (negedge clk2n)
begin
temp2n = triggerOut2n;
temp22n = triggerOut2n ;
temp32n = triggerOut2n ;
end

endmodule
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Appendix 3: C++ program to control the AWG

This C++ program controls the AWG while performimgasurements. Initially this program
calls MATLAB and runs the script presented in agperi.2 to generate files with the values
of the desired waveform. Then the AWG are initiadizand accordingly set to load these files
and wait for trigger signals to actually generdte tvaveform. The user can dynamically
recall MATLAB and generate new waveforms, whiclpasticularly flexible to change some
parameters of the FMICW waveform.

MyEuvis_32bitSystems_Chirp1Sweep

#include "stdafx.h"
#tinclude <stdio.h>
#tinclude <stdlib.h>
#include <string.h>
#tinclude <windows.h>

#include <engine.h>
#include "matrix.h"

using namespace MOL;

using namespace MOL: : AWG;

using namespace System: :Threading;
using System: :String;

#include "ftd2xx.h"
#pragma comment(lib, "FTD2XX.lib")

int main()
{
int mempage;
for (mempage=0; mempage>=0; mempage++) {

Engine *ep;

ep = engOpen(NULL);

if (ep == NULL)
{printf("Error: not found");}

printf("MATLAB script begun\n");
engEvalString(ep, "MyUserDefinedChirp");
printf("MATLAB script finished\n");
Sleep(7000);

mxArray *MyArrayl = NULL, *MyArray2 = NULL, *MyArray3 = NULL;

MyArrayl = engGetVariable(ep, "filepathTX");

MyArray2 = engGetVariable(ep, "filepathRX");

if (MyArrayl == NULL || MyArray2 == NULL)

{printf("\nError: MATLAB had problems in writing the files... you should
stop!\n");}

char *filepathTX, *filepathRX;
double* chirpdur;
filepathTX = mxArrayToString(MyArrayl);
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filepathRX = mxArrayToString(MyArray2);

MyArray3 = engGetVariable(ep, "Tbis");

chirpdur = (double *) mxGetPr(MyArray3);

printf("Value of chirp duration is %f [us]\n\n", *chirpdur);

mxDestroyArray(MyArrayl);

mxDestroyArray (MyArray2);

mxDestroyArray (MyArray3);

engClose(ep);

[1177777777777777777/777/777/7/// End part to call MATLAB

AWG_Group_API awg_group;

AWG_API awg30;
AWG_API awg25;
//---- Check if there is at least one AWG module connected

if( awg_group.number == 0 )

{printf( "No Euvis Module Exists:error, close the program!\n" );}
else

{printf("\nFound %d devices\n", awg_group.number);}

//---- Get the module series number for both AWG801 SN 25 and 30
int SeriesNumberl = awg_group.get_sn(9);

if (SeriesNumberl == 30)

{printf("Found Device with SN: %d\n", SeriesNumberl);}

else

{SeriesNumberl = awg_group.get_sn(1l);

if (SeriesNumberl == 25)

{printf("Found Device with SN: %d\n", SeriesNumberl);}

else

{printf("No AWG Board 30 has been found!\n");}
}

int SeriesNumber2 = awg_group.get_sn(1);

if (SeriesNumber2 == 25)

{printf("Found Device with SN: %d\n", SeriesNumber2);}
else

{SeriesNumber2 = awg_group.get_sn(9);

if (SeriesNumber2 == 25)

{printf("Found Device with SN: %d\n", SeriesNumber2);}
else

{printf("No AWG Board 25 has been found!\n");}

}

//--- Initialize the AWG

if (SeriesNumberl == 30)

{awg30.ini( SeriesNumberl);

printf( "Module %d initialized\n", SeriesNumberl);

printf( "Module model id: %X and model name: %s\n\n", awg3@.module_id number,
awg30.module_name);}

if (SeriesNumber2 ==25)

{awg25.ini( SeriesNumber2);

printf( "Module %d initialized\n", SeriesNumber2);

printf( "Module model id: %X and model name: %s\n\n", awg25.module_id_number,
awg25.module_name);}

//--- AWG ID Check
if( SeriesNumber2 == 25 && awg25.module_id_number != (unsigned)
MODULE_ID: : AWG801)

{
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printf( "Wrong Module for Series Number 25!\n" );
return 1;
¥
if ( SeriesNumberl == 30 && awg30.module_id_number != (unsigned)
MODULE_ID: :AWG801 )
{ printf( "Wrong Module for Series Number 30!\n" );
return 1;

//--- Initialize AWG signature
awg25.signature_ini( );
awg30.signature_ini( );

//--- Set the clock frequency
awg25.Clock_Frequency = 4e9;
awg30.Clock_Frequency = 4e9;

//--- Select one sweep to be generated for each trigger event

int SweepNum25=1, SweepNum30=1;

awg25.loop_count = SweepNum25;

awg30.loop_count = SweepNum39;

printf ("\nYou have chosen %d sweep per trigger for both waveform
generators\n", SweepNum25);

int NumOfPoints25 = 0;
int NumOfPoints30 = 0;
String”® filepathTX2 =
String® filepathRX2

gcnew String(filepathTX);
gcnew String(filepathRX);

NumOfPoints25 = awg25.user_define_file(filepathTX2, 4e9);

NumOfPoints30 = awg30.user_define_file(filepathRX2, 4e9);

printf("\nThe file for AWG801-25 has %x points. If ©, you've got problems!\n",
NumOfPoints25);

printf("The file for AWG801-30 has %x points. If @, you've got problems!\n",
NumOfPoints30);

//--- Set data length to number of points from user_define_file method
awg25.data_length = NumOfPoints25;
awg30.data_length = NumOfPoints30;

//--- Set waveform code to user-defined file
awg25.code = (unsigned) WAVEFORM_CODE: :USER_DEFINED;
awg30.code = (unsigned) WAVEFORM_CODE: :USER_DEFINED;

//--- Download the waveform to module

if (SeriesNumber2 == 25) {

awg25.user_page = mempage;

awg25.stop();

printf( "Downloading on AWG-25 mem page %d...\n", mempage );
awg25.download();

printf( "Download Done!!\n" );

awg25.user_page = mempage;

awg25.stop();

awg25.flush();}

if (SeriesNumberl == 30) {

awg30.user_page = mempage;

awg30.stop();

printf( "Downloading on AWG-30 mem page %d ...\n", mempage );
awg30.download();
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printf( "Download Done!!\n" );
awg30.user_page = mempage;
awg30.stop();

awg30.flush();}

int myflag=2; //just a flag to keep the do-while loop running

do {

//--- Arm the AWG: they are waiting for a trigger signal
if (SeriesNumber2 == 25) {

awg25.arm();

printf("\nBoard AWG801-25 waiting for trigger\n");

}

if (SeriesNumberl == 30) {

awg30.arm();

printf("\nBoard AWG801-30 waiting for trigger\n\n");

}

//--- Scanf put the system on hold until the user decides if changing waveform

int stopsweep = 9;

printf("Insert 1 to stop sweeping; decide whether you want to change
waveform\n");

scanf("%d", &stopsweep);

if (stopsweep == 1)

{printf("Sweep is stopped\n");

if (SeriesNumber2 == 25) {

awg25.stop();

awg25.flush();

awg25.arm();}

if (SeriesNumberl == 30) {

awg30.stop();

awg30.flush();

awg30.arm();}

Sleep(2000);

int wfselect;
printf("Would you like to keep this waveform? YES insert @, NO insert 1\n");
scanf("%d", &wfselect);
if (wfselect == @) { //if keeping the waveform just short pause and loop again
Sleep(1000);}
else {
myflag = -1; //this breaks the do-while loop
printf("Reloading MATLAB to create new waveform\n");
} //end else
} // end of the do section

while (myflag >0);
if(mempage>=9)

{mempage=0;}
}//end of the big for loop
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Appendix 4: Step-by step guide for measurements

This appendix is meant to be a sort of simple stegtep guide for inexperienced users

who approach the through-wall radar system destribehis thesis. A list of steps to

perform measurements is given, assuming that tetemsyis located at the intended

position and with every component correctly intemoected.

The manuals contain additional information on thaeinfaces of the AWGs

(http://www.euvis.com/products/mod/awg/awg801.htradd on those of the ADC

(http://www.signatec.com/products/pdf/Signatec-RDigitizer-PX14400A-Data-
Sheet.pdf).

1.

Switch on the rubidium clock module and wait uiatil the LEDs on the front
panel are green, meaning that the output wavef@mascorrectly locked and

stable.

Switch on the power supply (12 V) for the phasetkém-loop modules
generating the 4 GHz clock for the AWGs. They ma&gd some time to be
ready and stable, especially if the environmerdoisl (as a rule of thumb they

are ready when the total current absorption foh buiits is around 700 mA).

Switch on the two AWGs. They output a 125 MHz simave if they are

working correctly.
Run the C++ program to load the desired wavefortmtine AWGS.

Provide 5 V to the FPGA board to start the genemadif the trigger signals for

the AWGs, and therefore the measurement.

Record and save the data using the ADC, whichsis taiggered from the FPGA
board. MATLAB can be used to process the data aerdata can be recorded at
different positions.

. The parameters of the waveforms can be changedlloyving the instructions

on the C++ program, which reloads the new wavefanttssthe AWGSs.
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There may be now and then a synchronization proldansed by the way the AWGs
lock to the 4 GHz clock. The overall effect of tigsue is the jittering in the beat-note
signal at the receiver, which can be observed uamgscilloscope which is triggered
by the same trigger signal for the ADC. This jittgr produces artefacts in the Delay-
Doppler pattern as if there were moving targetene¥ the measurement is taken in an

empty scenario or it is a back-to-back configumatio

This problem can be solved by changing some intggaeameters of the AWGS, as
described in details in the application not&djusting the AWG Timing Signattre
released by Euvis. Here we describe shortly thesst@ssuming to check the beat-note
signal on the oscilloscope during the procedure.

1. Open the graphical interface for both AWGs.

2. Type “TCV enabletin the CMD text box. Go to the “Signature” sectiof the
interface and tick “Writable” to allow modificatigrof the TV parameters.

3. The only parameter of interest for the jitteringlpem is TVO, which can be
adjusted separately for both units until the jittgris no longer seen on the
oscilloscope trace. The new values of the TVO patamcan be saved by

clicking on “Record Signature”.
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Appendix 5: Publications and other outputs

e F.Fioranelli, S.Salous, and X.Raimundo, “Frequemogdulated interrupted
continuous wave as wall removal technique in thhetige-wall imaging”,
submitted to IEEE Transactions on Geoscience andho®e Sensing and

accepted for publication in the next available éssu

* F.Fioranelli, S. Salous, and I. Ndip, “Optimizedqgtalike antennas for through
the wall radar imaging and preliminary results witlequency modulated
interrupted continuous wave”, presented at Intésnat Symposium on Signals,
Systems, and Electronics (ISSSE), Potsdam, Gern@ztgpber 2012.

* F. Fioranelli, S. Salous, and X. Raimundo, “Throdiga wall radar imaging
using UWB signals”, poster presented at tH8 IET Technical Enterprise
Workshop on “Today’s RF Tomorrow’s Medicine”, Quebtary University,
London, February 2013.

* F. Fioranelli, “Through-the wall radar imaging ugitdWB signals”, presented
at Durham University Research Day, School of Engiimg and Computing
Sciences, December 2012

* F. Fioranelli, and S. Salous, “Through-the wall amdmaging using UWB
signals”, presented at UK URSI Festival of Radiee8ce, Durham University,
April 2012

* F. Fioranelli, “Through-the wall detection using WBA&ignals”, presented at
Durham University Research Day, School of Engimegrand Computing
Sciences, June 2011

e F. Fioranelli, and S. Salous, “A review on througk-wall radar. numerical
simulations and imaging algorithms”, presented Kt URSI Festival of Radio

Science, University of Leicester, January 2011.
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