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Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a seminorm and let $\left(e_{i}\right)_{1 \leq i \leq n}$ be the canonical base of $\mathbb{R}^{n}$. Denote $M=\frac{1}{2} \max _{r, s} f\left(e_{r}-e_{s}\right), K=\max _{r} f\left(e_{r}\right)$. We prove the inequality

$$
f(x) \leq M\left(\sum_{i=1}^{n}\left|x_{i}\right|\right)+(K-M)\left|\sum_{i=1}^{n} x_{i}\right|, \quad x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n} .
$$

We use the above inequality to prove some generalizations of D obrushin's inequalities and a generalization of an inequality due to J. E. Cohen et al. (Linear Algebra Appl. 179, 1993, 211-235). Hilbert space generalizations of the above inequalities are proved using Levi's reduction theorem. As special cases of our results we obtain several inequalities given previously by Adamovici, Djokovic, H lawka, and H ornich. © 1996 A cademic Press, Inc.

## 1. INTRODUCTION

A nonhomogeneous M arkov chain is described by a sequence $\left(P_{k}\right)_{k \geq 1}$, $P_{k}=\left(p_{i j}(k)\right), i, j \in S$, of stochastic matrices. Throughout this paper by a stochastic matrix we shall mean a column stochastic matrix, that is, a matrix whose entries are nonnegative and the sum of the entries in each column is equal to one.

The notion of weak ergodicity of the sequence $\left(P_{k}\right)_{k \geq 1}$ introduced by Kolmogorov [12] in 1931 requires that for every $i, j, p, r$,

$$
\begin{equation*}
\lim _{s \rightarrow \infty}\left(t_{p i}^{(r, s)}-t_{p j}^{(r, s)}\right)=0, \tag{1.1}
\end{equation*}
$$

where $T_{r s}=\left(t_{i j}^{(r, s)}\right)=P_{r+1} P_{r+2} \ldots P_{r+s}$ represents a matrix product.

[^0]Thus the columns of $T_{r s}$ tend to be identical as $s \rightarrow \infty$. Hence a weakly ergodic Markov chain exhibits some kind of stable behavior after a long time.

Bernstein [2, 3] in his textbook of 1946 began the development of the theory of both weak and strong ergodicity.

A very important notion in the study of ergodic theory of $M$ arkov chains is that of the ergodicity coefficient. It was partly crystallized in a paper of W. D oeblin of 1937, but was put into its most powerful form by D obrushin [8] and thoroughly exploited in 1958 by Hajnal [9], unaware of earlier Soviet work.

The notion of an ergodicity coefficient simplifies and makes more elegant and complete the theory of nonhomogeneous $M$ arkov chains.
There is a rich literature on the notion of a coefficient of ergodicity [11, $15,16,18-20,22$ ] and on a specialized coefficient (D obrushin's) which is in a sense the optimal tool in the study of the ergodic theory of M arkov chains.

If $A=\left(a_{i j}\right)$ is a real $m \times n$ matrix, then let us denote

$$
\begin{aligned}
& \alpha_{m, n}(A)=\min _{r, s}\left[\sum_{i=1}^{m} \min \left(a_{i r}, a_{i s}\right)\right] \\
& \bar{\alpha}_{m, n}(A)=\frac{1}{2} \max _{r, s}\left(\sum_{i=1}^{m}\left|a_{i r}-a_{i s}\right|\right) .
\end{aligned}
$$

In the case where $A$ is a stochastic matrix, using the equality $\min (a, b)=$ $\frac{1}{2}(a+b-|a-b|)$, one can easily see that $\alpha_{m, n}(A)=1-\bar{\alpha}_{m, n}(A)$.
$\alpha_{m, n}(A)$ is called Dobrushin's coefficient of ergodicity of the stochastic matrix $A$. Sometimes in this paper we shall refer to the functional $A \mapsto \bar{\alpha}_{m, n}(A)$ as Dobrushin's coefficient of ergodicity.

Condition (1.1) may be written by means of Dobrushin's coefficient as

$$
\begin{equation*}
\lim _{s \rightarrow \infty} \bar{\alpha}_{m, n}\left(T_{r, s}\right)=0 \quad \text { for every } r \geq 1 \tag{1.2}
\end{equation*}
$$

This coefficient is important not only in the study of the asymptotic behavior of $M$ arkov systems but also in comparisons of stochastic matrices as communication channels [5, 6], consensus problems [4], or dynamic programming.

Let $A=\left(a_{i j}\right)$ be a real $m \times n$ matrix. We shall associate with $A$ a linear operator $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ defined as $A x=\left((A x)_{1},(A x)_{2}, \ldots,(A x)_{m}\right)$, where

$$
(A x)_{i}=\sum_{j=1}^{n} a_{i j} x_{j}, \quad i=1,2, \ldots, m, x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n} .
$$

For $p \in[1, \infty], x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$, we shall denote by $\|x\|_{p}$ the $l^{p}$-norm of $x$, that is

$$
\begin{array}{cc}
\|x\|_{p}=\left(\sum_{j=1}^{n}\left|x_{j}\right|^{p}\right)^{1 / p} & \text { if } p \in[1, \infty) \\
\|x\|_{p}=\max _{1 \leq j \leq n}\left(\left|x_{j}\right|\right) & \text { if } p=+\infty .
\end{array}
$$

The $l^{p}$-norm of $A$ is defined as

$$
\|A\|_{p}=\sup \left\{\|A x\|_{p}: x \in \mathbb{R}^{n},\|x\|_{p}=1\right\} .
$$

It is well known that

$$
\begin{equation*}
\|A\|_{1}=\max _{1 \leq j \leq n}\left(\sum_{i=1}^{m}\left|a_{i j}\right|\right) . \tag{1.3}
\end{equation*}
$$

For every integer $k \geq 1$ put $H_{k}=\left\{x \in \underset{\sim}{\mathbb{R}^{k}}: x_{1}+x_{2}+\cdots+x_{k}=0\right\}$. If $A$ : $\mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, then we shall denote by $\tilde{A}$ the restriction of $A$ to $H_{n}$. The $l^{p}$-norm of $\tilde{A}$ is defined as

$$
\|\tilde{A}\|_{p}=\sup \left\{\|A x\|_{p}: x \in H_{n},\|x\|_{p}=1\right\}
$$

The following theorem is due to Dobrushin [8].
Theorem 1.1. If $A=\left(a_{i j}\right)$ is an $m \times n$ stochastic matrix, then $\|\tilde{A}\|_{1}=$ $\bar{\alpha}_{m, n}(A)$.

The above equality may be written as an inequality

$$
\begin{equation*}
\|A x\|_{1} \leq \bar{\alpha}_{m, n}(A) \cdot\|x\|_{1} \quad \text { for every } x \in H_{n} . \tag{1.4}
\end{equation*}
$$

We shall refer to inequality (1.4) as Dobrushin's first inequality.
The following result is also due to Dobrushin [8].
Theorem 1.2. Let $A=\left(a_{i j}\right)$ be an $m \times n$ stochastic matrix and $B=\left(b_{i j}\right)$ be an $n \times p$ stochastic matrix. Then

$$
\begin{equation*}
\bar{\alpha}_{m, n}(A B) \leq \bar{\alpha}_{m, n}(A) \cdot \bar{\alpha}_{n, p}(B) \tag{1.5}
\end{equation*}
$$

For a proof of the above result see losifescu [11, p. 58]. We shall refer to inequality (1.5) as D obrushin's second inequality.

A generalization of Dobrushin's first inequality has been recently given as follows.

Theorem 1.3 [5, Lemma 3.2]. Let $A=\left(a_{i j}\right)$ be an $m \times n$ stochastic matrix. Then

$$
\begin{equation*}
\sum_{i=1}^{m}\left|\sum_{j=1}^{n} a_{i j} x_{j}\right| \leq \bar{\alpha}_{m, n}(A)\left(\sum_{j=1}^{n}\left|x_{j}\right|\right)+\alpha_{m, n}(A)\left|\sum_{j=1}^{n} x_{j}\right| \tag{1.6}
\end{equation*}
$$

for every $x_{1}, x_{2}, \ldots, x_{n} \in \mathbb{R}$.
A nother generalization of Dobrushin's first inequality asserts that (1.4) holds for arbitrary real matrices $A$. This follows at once from the two theorems below.

Theorem 1.4. Let $C$ be a compact convex set in $\mathbb{R}^{n}$ and let $f: C \rightarrow \mathbb{R}$ be a convex map. Then

$$
\sup _{x \in C} f(x)=\sup _{x \in \operatorname{ext} C} f(x) .
$$

(Here by ext $C$ we denote the set of extreme points of $C$.)
Theorem 1.5 [17, Corollary 3.2]. Let $Q=\left\{x \in H_{n}:\|x\|_{1} \leq 1\right\}$. Then $\operatorname{ext} Q=\left\{\frac{1}{2}\left(e_{r}-e_{s}\right): r, s \in\{1,2, \ldots, n\}, r \neq s\right\}$. (Here by $e_{r}$ we denote the vector $\left(\delta_{r j}\right)_{1 \leq j \leq n}$ of $\mathbb{R}^{n}$ where $\delta_{r j}$ is the Kronecker symbol.)

One of the main results of our paper uses Levi's reduction theorem to prove that in an inner product space $H$ the inequality

$$
\begin{equation*}
\sum_{i=1}^{m}\left\|\sum_{j=1}^{n} a_{i j} x_{j}\right\| \leq \bar{\alpha}_{m, n}(A)\left(\sum_{j=1}^{n}\left\|x_{j}\right\|\right)+\left(\|A\|_{1}-\bar{\alpha}_{m, n}(A)\right)\left\|\sum_{j=1}^{n} x_{j}\right\| \tag{1.7}
\end{equation*}
$$

holds for every real $m \times n$ matrix $A=\left(a_{i j}\right)$ and every $x_{j} \in H, j=$ $1,2, \ldots, n$.

One can easily see that inequality (1.7) supersedes the above mentioned generalizations of Dobrushin's first inequality.

It is very interesting to note that a series of inequalities belonging to H lawka [14, p. 171], Hornich [10], A damovic [1], D jokovic [7], and M itrinovici [14, pp. 171-177] are also special cases of inequality (1.7).

A nother result of our paper contains a generalization of Dobrushin's second inequality. M ore precisely, we prove that inequality (1.5) holds if $A$ is an arbitrary real matrix and all the sums of the entries in each column of $B$ are equal.

## 2. GENERALIZATIONS OF DOBRUSHIN'S INEQUALITIES: THE SCALAR CASE

Let $A=\left(a_{i j}\right)$ be an $m \times n$ stochastic matrix; it is well known that $\bar{\alpha}_{m, n}(A)=1$ if and only if $A$ has two orthogonal columns.

A generalization of the above property is contained in the following proposition.

Proposition 2.1. Let $A=\left(a_{i j}\right)$ be a real $m \times n$ matrix. Denote $P=\{r$ $\left.\in\{1,2, \ldots, n\}: \sum_{i=1}^{m}\left|a_{i r}\right|=\|A\|_{1}\right\}$. Then the following assertions are equivalent:
(1) $\quad \bar{\alpha}_{m, n}(A)=\|A\|_{1}$.
(2) There exist distinct points $r, s \in P$ such that $a_{i r} a_{i s} \leq 0$ for every $i \in\{1,2, \ldots, m\}$.

Proof. This is obvious.
In Lemma 2.2 and Theorem 2.3 we shall use the following notation. Let $n \geq 1$ be a natural number and let $I=\{1,2, \ldots, n\}$. Denote by $\mathscr{P}(I)$ the family of all subsets of $I$. If $J$ is a subset of $I$ we shall denote by $J^{\prime}$ the complement of $J$ with respect to $I$ and by $|J|$ the cardinal of $J$.

For every $a \geq 0, b \in \mathbb{R}$, and $J \in \mathscr{P}(I)$, put

$$
\begin{array}{r}
Z(a, b, J)=\left\{x \in \mathbb{R}^{n}: x_{j} \geq 0(\forall) j \in J, x_{j} \leq 0(\forall) j \in J^{\prime}, \sum_{j=1}^{n}\left|x_{j}\right|=a\right. \\
\left.\sum_{j=1}^{n} x_{j}=b\right\} .
\end{array}
$$

Consider the sets

$$
\begin{aligned}
W_{1} & =\left\{(a, b, J) \in \mathbb{R}_{+} \times \mathbb{R} \times \mathscr{P}(I): 0 \leq|b| \leq a, 1 \leq|J| \leq n-1\right\} \\
W_{2} & =\left\{(a, b, J) \in \mathbb{R}_{+} \times \mathbb{R} \times \mathscr{P}(I): 0 \leq a=b,|J|=n\right\} \\
W_{3} & =\left\{(a, b, J) \in \mathbb{R}_{+} \times \mathbb{R} \times \mathscr{P}(I): 0 \leq a=-b, J=\varnothing\right\} \\
W & =W_{1} \cup W_{2} \cup W_{3} .
\end{aligned}
$$

For every $i \in I$, put $e_{i}=\left(\delta_{i j}\right)_{j \in J}$. (Here by $\delta_{i j}$ we denote the K ronecker symbol.)

Lemma 2.2. The following assertions hold:
(i) $(a, b, J) \in W$ if and only if $Z(a, b, J) \neq \varnothing$.
(ii) If $(a, b, J) \in W$ then the set $Z(a, b, J)$ is compact and convex
$\operatorname{ext}[Z(a, b, J)]=\left\{u(r, s, a, b): r \in J, s \in J^{\prime}\right\}$, where $u(r, s, a, b)=((a+$ $b) / 2) e_{r}+((b-a) / 2) e_{s}$.
(iii) The family $\{Z(a, b, J)$ : $(a, b, J) \in W\}$ is a covering of $\mathbb{R}^{n}$.

Proof. To prove (i) consider $(a, b, J) \in W$. If $(a, b, J) \in W_{1}$, then put $|J|=m, x_{1}=x_{2}=\cdots=x_{m}=((a+b) / 2 m) \geq 0, x_{m+1}=x_{m+2}=\cdots x_{n}$ $=(b-a) / 2(n-m) \leq 0, \quad x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and note that $x \in$ $Z(a, b, J)$. For $(a, b, J) \in W_{2}$, let $x_{1}=x_{2}=\cdots=x_{n}=a / n$ and note that $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in Z(a, b, J)$. For $(a, b, J) \in W_{3}$, let $x_{1}=x_{2}=\cdots=$ $x_{n}=b / n$ and note that $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in Z(a, b, J)$.

To prove (ii) consider $(a, b, J) \in W$ and put $m=|J|, e_{j}^{\prime}=\left(\delta_{i j}\right)_{1 \leq j \leq m}$, $i=1,2, \ldots, m, e_{i}^{\prime \prime}=\left(\delta_{i j}\right)_{1 \leq j \leq n-m} i=1,2, \ldots, n-m$.

$$
\begin{gathered}
Y_{1}=\left\{x \in \mathbb{R}^{m}: x_{j} \geq 0, j=1,2, \ldots, m, \sum_{j=1}^{m} x_{j}=\frac{a+b}{2}\right\} \\
Y_{2}=\left\{x \in \mathbb{R}^{n-m}: x_{j} \leq 0, j=1,2, \ldots, n-m, \sum_{j=1}^{n-m} x_{j}=\frac{b-a}{2}\right\} .
\end{gathered}
$$

Let $\sigma: I \rightarrow I$ be a bijection such that $\sigma(\{1,2, \ldots, m\})=J, \sigma(\{m+1, m$ $+2, \ldots, n\})=J^{\prime}$ and consider the linear isomorphism $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, $\varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\left(x_{\sigma(1)}, x_{\sigma(2)}, \ldots, x_{\sigma(n)}\right),\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$.

Note that $Z(a, b, J)=\varphi\left(Y_{1} \times Y_{2}\right)$, hence

$$
\begin{aligned}
\operatorname{ext}[Z(a, b, J)] & =\operatorname{ext}\left(\varphi\left(Y_{1} \times Y_{2}\right)\right)=\varphi\left(\operatorname{ext}\left(Y_{1} \times Y_{2}\right)\right) \\
& =\varphi\left(\operatorname{ext} Y_{1} \times \operatorname{ext} Y_{2}\right)
\end{aligned}
$$

Since ext $Y_{1}=\left\{((a+b) / 2) e_{r}^{\prime}: r \in\{1,2, \ldots, m\}\right\}$, ext $Y_{2}=\left\{((b-a) / 2) e_{r}^{\prime \prime}\right.$ : $r \in\{1,2, \ldots, n-m\}\}$ we obtain

$$
\begin{aligned}
\operatorname{ext}[Z(a, b, J)]= & \varphi\left(\left\{\frac{a+b}{2} e_{r}+\frac{b+a}{2} e_{s}: r \in\{1,2, \ldots, m\}\right.\right. \\
& s \in\{m+1, m+2, \ldots, n\}\}) \\
= & \left\{u(r, s, a, b): r \in J, s \in J^{\prime}\right\}
\end{aligned}
$$

To prove (iii), let $x \in \mathbb{R}^{n}$ and put $J=\left\{j \in I: \quad x_{j} \geq 0\right\}, a=\sum_{j=1}^{n}\left|x_{j}\right|$, $b=\sum_{j=1}^{n} x_{j}$. Then $x \in Z(a, b, J)$.

Theorem 2.3. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a map with the properties

$$
\begin{gather*}
f(x+y) \leq f(x)+f(y), \quad x, y \in \mathbb{R}^{n}  \tag{2.1}\\
f(\lambda x)=|\lambda| f(x), \quad \lambda \in \mathbb{R}, x \in \mathbb{R}^{n} . \tag{2.2}
\end{gather*}
$$

Denote $M=\frac{1}{2} \max _{r, s}\left[f\left(e_{r}-e_{s}\right)\right], K=\max _{r}\left[f\left(e_{r}\right)\right]$, and $L=\left\{\lambda e_{i}: f\left(e_{i}\right)=K\right.$ and $\lambda \in \mathbb{R}\}$. Then the inequality

$$
\begin{equation*}
f(x) \leq M\left(\sum_{j=1}^{n}\left|x_{j}\right|\right)+(K-M)\left|\sum_{j=1}^{n} x_{j}\right|, \quad x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n} \tag{2.3}
\end{equation*}
$$

holds. For every $x \in L$ we have equality in (2.3).
Proof. By (2.1) and (2.2) one can easily see that $f(x) \geq 0, x \in \mathbb{R}^{n}$. Let $(a, b, J) \in W$. By Theorem 1.4 we have that the inequality
$f(x) \leq \max \{f(v): v \in \operatorname{ext}[Z(a, b, J)]\}=\max _{\substack{r \in J \\ s \in J^{\prime}}}\left[f\left(\frac{a+b}{2} e_{r}+\frac{b-a}{2} e_{s}\right)\right]$
holds for every $x \in Z(a, b, J)$.
Put $w_{r s}=f\left(((a+b) / 2) e_{r}+((b-a) / 2) e_{s}\right)$ and note that

$$
\begin{aligned}
w_{r s} & =f\left(\frac{a+b}{2}\left(e_{r}-e_{s}\right)+b e_{s}\right) \leq f\left(\frac{a+b}{2}\left(e_{r}-e_{s}\right)\right)+f\left(b e_{s}\right) \\
& =\frac{a+b}{2} f\left(e_{r}-e_{s}\right)+|b| f\left(e_{s}\right) \\
& \leq(a+b) M+K|b|, \\
w_{r s} & =f\left(\frac{a+b}{2} e_{r}+\frac{b-a}{2} e_{s}\right)=f\left(\frac{b-a}{2}\left(e_{s}-e_{r}\right)+b e_{r}\right) \\
& \leq f\left(\frac{b-a}{2}\left(e_{s}-e_{r}\right)\right)+f\left(b e_{r}\right) \\
& =\frac{a-b}{2} f\left(e_{r}-e_{s}\right)+|b| f\left(e_{r}\right) \leq(a-b) M+K|b| .
\end{aligned}
$$

Thus $w_{r s} \leq \min \{(a+b) M+K|b|, \quad(a-b) M+K|b|\}=a M+K|b|+$ $\min (b M,-b M)=a M+K|b|-M|b|=a M+(K-M)|b|$ and hence

$$
\begin{equation*}
f(x) \leq a M+(K-M)|b| \quad \text { for every } x \in Z(a, b, J) \tag{2.4}
\end{equation*}
$$

From (2.4) and the preceding lemma inequality (2.3) follows.
The following corollary of Theorem 2.3 is a generalization of Theorem 1.3.

Corollary 2.4. Let $A=\left(a_{i j}\right)$ be a real $m \times n$ matrix and $1 \leq p \leq+\infty$. Put

$$
\begin{gathered}
\bar{\alpha}_{m, n}^{(p)}(A)=\frac{1}{2} \max _{r, s}\left(\sum_{i=1}^{m}\left|a_{i r}-a_{i s}\right|^{p}\right)^{1 / p} \quad \text { if } 1 \leq p \leq+\infty \\
\bar{\alpha}_{m, n}^{(p)}(A)=\frac{1}{2} \max _{i, r, s}\left|a_{i r}-a_{i s}\right| \quad \text { if } p=+\infty \\
\beta_{m, n}^{(p)}(A)=\max _{r}\left(\sum_{i=1}^{m}\left|a_{i r}\right|^{p}\right)^{1 / p \quad \text { if } 1 \leq p<+\infty} \begin{array}{c}
\beta_{m, n}^{(p)}(A)=\max _{i, r}\left|a_{i r}\right| \quad \text { if } p=+\infty \quad \text { if } 1 \leq p<+\infty \\
T(m, n, p)=\left\{r \in\{1,2, \ldots, n\}: \beta_{m, n}^{(p)}(A)=\left(\sum_{i=1}^{m}\left|a_{i r}\right|^{p}\right)^{1 / p}\right\} \\
T(m, n, p)=\left\{r \in\{1,2, \ldots, n\}: \beta_{m, n}^{(p)}(A)=\max _{i, r}\left(\left|a_{i r}\right|\right)\right\} \\
L(m, n, p)=\left\{\lambda e_{r}: r \in T(m, n, p), \lambda \in \mathbb{R}\right\} \quad \text { if } 1 \leq p \leq+\infty .
\end{array} \\
\text { if } p=+\infty
\end{gathered}
$$

Then for every $x_{1}, x_{2}, \ldots, x_{n} \in \mathbb{R}$ the following inequalities hold:

$$
\begin{align*}
\left(\sum_{i=1}^{m}\left|\sum_{j=1}^{n} a_{i j} x_{j}\right|^{p}\right)^{1 / p} \leq & \bar{\alpha}_{m, n}^{(p)}(A)\left(\sum_{j=1}^{n}\left|x_{j}\right|\right) \\
& +\left(\beta_{m, n}^{(p)}(A)-\bar{\alpha}_{m, n}^{(p)}(A)\right)\left|\sum_{j=1}^{n} x_{j}\right| \quad \text { if } 1 \leq p \leq+\infty  \tag{2.5}\\
\max _{1 \leq i \leq m}\left|\sum_{j=1}^{n} a_{i j} x_{j}\right| \leq & \bar{\alpha}_{m, n}^{(p)}(A)\left(\sum_{j=1}^{n}\left|x_{j}\right|\right) \\
& +\left(\beta_{m, n}^{(p)}(A)-\bar{\alpha}_{m, n}^{(p)}(A)\right)\left|\sum_{j=1}^{n} x_{j}\right| \quad \text { if } p=+\infty \tag{2.6}
\end{align*}
$$

$\sum_{i=1}^{m}\left|\sum_{j=1}^{n} a_{i j} x_{j}\right| \leq \bar{\alpha}_{m, n}(A)\left(\sum_{j=1}^{n}\left|x_{j}\right|\right)+\left(\|A\|_{1}-\bar{\alpha}_{m, n}(A)\right) \cdot\left|\sum_{j=1}^{n} x_{j}\right|$

For every $p \in[1, \infty], x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in L(m, n, p)$ we have equality in (2.5) and (2.6). For every $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in L(m, n, 1)$ we have equality in (2.7).

Proof. For every $p \in[1, \infty]$ consider the map $f_{p}(x)=\|A x\|_{p}, x \in \mathbb{R}^{n}$. Then using the notation from the preceding theorem we have that $M=$ $\bar{\alpha}_{m, n}^{(p)}(A), K=\beta_{m, n}^{(p)}(A)$. A pplying Theorem 2.3 we obtain inequalities (2.5) and (2.6).

If in inequality (2.5) we put $p=1$, then we obtain inequality (2.7).
Generalizations of inequality (2.7) to spaces of integrable functions or to spaces of measures may be found in Zaharopol and Zbǎganu [24] and Zbǎganu [25].

Remark 2.5. $\bar{\alpha}_{m, n}^{(p)}(A)$ and $\beta_{m, n}^{(p)}(A)$ have the following remarkable interpretation. Let $E, F, H$ be three Banach spaces defined as follows: $E$ is $\mathbb{R}^{n}$ endowed with the $l^{1}$-norm, $F$ is endowed with the $l^{p}$-norm, and $H$ is the subspace $\left\{x \in R: \sum_{j=1}^{n} x_{j}=0\right\}$ of $E$. Then the norm of the linear map $A: E \rightarrow F,(A x)_{i}=\sum_{j=1}^{n} a_{i j} x_{j}, i=1,2, \ldots, m$ is $\beta_{m, n}^{(p)}(A)$, while the norm of the restriction of $A$ to $H$ is $\bar{\alpha}_{m, n}^{(p)}(A)$.

Corollary 2.6. Let $B=\left(b_{i j}\right)$ be an invertible real $n \times n$ matrix. Then the inequality

$$
\begin{align*}
& \sum_{i=1}^{n}\left|y_{i}\right| \leq \bar{\alpha}_{n, n}\left(B^{-1}\right) \sum_{i=1}^{n}\left|\sum_{j=1}^{n} b_{i j} y_{j}\right|+\left(\left\|B^{-1}\right\|_{1}-\bar{\alpha}_{n, n}\left(B^{-1}\right)\right) \\
& \quad\left|\sum_{i=1}^{n} \sum_{j=1}^{n} b_{i j} y_{j}\right| \tag{2.8}
\end{align*}
$$

holds for every $y_{1}, y_{2}, \ldots, y_{n} \in \mathbb{R}$.
Proof. Let $A=\left(a_{i j}\right)=B^{-1}$. Inequality (2.8) follows at once from inequality (2.7) if we put $y_{i}=\sum_{j=1}^{n} a_{i j} x_{j}, i=1,2, \ldots, n$. For every real $m \times n$ matrix $A=\left(a_{i j}\right)$ put

$$
\begin{gathered}
\gamma_{m, n}(A)=\frac{1}{2} \max _{r, s}\left|\sum_{i=1}^{m}\left(a_{i r}-a_{i s}\right)\right| \\
\delta_{m, n}(A)=\max _{r}\left|\sum_{i=1}^{m} a_{i r}\right|
\end{gathered}
$$

One can easily see that the inequalities

$$
\gamma_{m, n}(A) \leq \bar{\alpha}_{m, n}(A), \quad \delta_{m, n}(A) \leq\|A\|_{1}
$$

hold for every real $m \times n$ matrix $A$.

U sing the functionals $\gamma_{m, n}$ and $\delta_{m, n}$ we can state the following generalization of Dobrushin's second inequality:

Theorem 2.7. Let $p \in[1, \infty], A=\left(a_{i j}\right)$ be a real $m \times n$ matrix and let $B=\left(b_{i j}\right)$ be a real $n \times k$ matrix. Then the following inequalities hold:

$$
\begin{gather*}
\bar{\alpha}_{m, k}^{(p)}(A B) \leq \bar{\alpha}_{m, n}^{(p)}(A) \bar{\alpha}_{n, k}(B) \\
\quad+\gamma_{n, k}(B)\left(\beta_{m, n}^{(p)}(A)-\bar{\alpha}_{m, n}^{(p)}(A)\right)  \tag{2.9}\\
\beta_{m, k}^{(p)}(A B) \leq \bar{\alpha}_{m, n}^{(p)}(A)\|B\|_{1}+\left(\beta_{m, n}^{(p)}(A)-\bar{\alpha}_{m, n}^{(p)}(A)\right) \delta_{n, k}(B)  \tag{2.10}\\
\bar{\alpha}_{m, k}(A B) \leq  \tag{2.11}\\
\|A B\|_{1} \leq \bar{\alpha}_{m, n}(A)  \tag{2.12}\\
\bar{\alpha}_{n, k}(B)+\gamma_{n, k}(B)\left(\|A\|_{1}-\bar{\alpha}_{m, n}(A)\right) \\
\end{gather*}
$$

Proof. Put

$$
\begin{aligned}
\varphi(A, B)= & \bar{\alpha}_{m, n}^{(p)}(A) \bar{\alpha}_{n, k}(B)+\gamma_{n, k}(B)\left(\beta_{m, n}^{(p)}(A)-\bar{\alpha}_{m, n}^{(p)}(A)\right) \\
\psi(A, B)= & \bar{\alpha}_{m, n}^{(p)}(A)\left(\|B\|_{1}-\bar{\alpha}_{n, k}(B)\right) \\
& +\left(\beta_{m, n}^{(p)}(A)-\bar{\alpha}_{m, n}^{(p)}(A)\right)\left(\delta_{n, k}(B)-\gamma_{n, k}(B)\right) .
\end{aligned}
$$

Let $x=\left(x_{1}, x_{2}, \ldots, x_{k}\right) \in \mathbb{R}^{k}$ and note that

$$
\begin{aligned}
\left|\sum_{j=1}^{n}\left(\sum_{i=1}^{k} b_{j i} x_{i}\right)\right| & =\left|\sum_{i=1}^{k}\left(\sum_{j=1}^{n} b_{j i}\right) x_{i}\right| \\
& \leq \gamma_{n, k}(B)\|x\|_{1}+\left(\delta_{n, k}(B)-\gamma_{n, k}(B)\right)\left|\sum_{i=1}^{k} x_{i}\right| .
\end{aligned}
$$

By the above inequality and by (2.5) and (2.6) we obtain

$$
\begin{aligned}
\|A B x\|_{p} \leq & \bar{\alpha}_{m, n}^{(p)}(A)\|B x\|_{1}+\left(\beta_{m, n}^{(p)}(A)-\bar{\alpha}_{m, n}^{(p)}(A)\right)\left|\sum_{j=1}^{n}(B x)_{j}\right| \\
\leq & \bar{\alpha}_{m, n}^{(p)}(A)\left[\bar{\alpha}_{n, k}(B)\|x\|_{1}+\left(\|B\|_{1}-\bar{\alpha}_{n, k}(B)\right)\left|\sum_{i=1}^{k} x_{i}\right|\right. \\
& +\left(\beta_{m, n}^{(p)}(A)-\bar{\alpha}_{m, n}^{(p)}(A)\right)\left|\sum_{j=1}^{n}\left(\sum_{i=1}^{k} b_{j i} x_{i}\right)\right| \\
\leq & \varphi(A, B)\|x\|_{1}+\psi(A, B)\left|\sum_{i=1}^{k} x_{i}\right| .
\end{aligned}
$$

If in the above inequality we take the supremum over $\left\{x \in \mathbb{R}^{k} ;\|x\|_{1} \leq\right.$ $\left.1, \sum_{i=1}^{k} x_{i}=0\right\}$, then we obtain inequality (2.9). Since $\|A B x\|_{p} \leq$ $\varphi(A, B)\|x\|_{1}+\psi(A, B) \cdot\left|\sum_{i=1}^{k} x_{i}\right| \leq(\varphi(A, B)+\psi(A, B))\|x\|_{1}$ we obtain that

$$
\begin{aligned}
\beta_{m, k}^{(p)}(A B) & \leq \varphi(A, B)+\psi(A, B) \\
& =\bar{\alpha}_{m, n}^{(p)}(A)\|B\|_{1}+\left(\beta_{m, n}^{(p)}(A)-\bar{\alpha}_{m, n}^{(p)}(A)\right) \cdot \delta_{n, k}(B) .
\end{aligned}
$$

If in (2.9) and (2.10) we put $p=1$ we obtain (2.11) and (2.12).
Corollary 2.8. Let $A=\left(a_{i j}\right)$ be a real $m \times n$ matrix and let $B=\left(b_{i j}\right)$ be a real $n \times k$ matrix. If for some $b \in \mathbb{R}$ we have $\sum_{i=1}^{n} b_{i j}=b$ for every $j \in\{1,2, \ldots, k\}$, then

$$
\begin{equation*}
\bar{\alpha}_{m, k}(A B) \leq \bar{\alpha}_{m, k}(A) \cdot \bar{\alpha}_{n, r}(B) . \tag{2.13}
\end{equation*}
$$

Proof. The condition that all the sums of the entries of $B$ in each column are equal implies that $\gamma_{n, k}(B)=0$. Now, inequality (2.13) follows at once from (2.11).

Remark 2.9. One can easily see that inequality (2.12) improves the classical inequality $\|A B\|_{1} \leq\|A\|_{1} \cdot\|B\|_{1}$.

## 3. A HILBERT SPACE GENERALIZATION OF DOBRUSHIN'S FIRST INEQUALITY

The following theorem is known as Levi's reduction theorem.
Theorem 3.1 [13; 14, p. 175]. Let $A=\left(a_{i j}\right)$ be a real $m \times r$ matrix and let $B=\left(b_{i j}\right)$ be a real $n \times r$ matrix. Consider on $\mathbb{R}^{k}$ the $l^{2}$-norm. Suppose that

$$
\begin{equation*}
\sum_{i=1}^{m}\left|\sum_{j=1}^{r} a_{i j} t_{j}\right| \leq \sum_{i=1}^{n}\left|\sum_{j=1}^{r} b_{i j} t_{j}\right| \tag{3.1}
\end{equation*}
$$

for every $t_{1}, t_{2}, \ldots, t_{r} \in \mathbb{R}$.
Then for every $x_{1}, x_{2}, \ldots, x_{r} \in \mathbb{R}^{k}$ we have

$$
\begin{equation*}
\sum_{i=1}^{m}\left\|\sum_{j=1}^{r} a_{i j} x_{j}\right\|_{2} \leq \sum_{i=1}^{n}\left\|\sum_{j=1}^{r} b_{i j} x_{j}\right\|_{2} . \tag{3.2}
\end{equation*}
$$

Remark 3.2. Since every two finite dimensional Hilbert spaces of the same dimension are isometric, it follows that inequality (3.1) implies that inequality (3.2) holds in any finite dimensional Hilbert space.

One can easily see that this implies that inequality (3.2) holds in pre-Hilbert spaces of arbitrary dimension.

Levi's reduction theorem allows us to obtain a Hilbert space generalization of Dobrushin's first inequality.

Theorem 3.3. Let $H$ be a pre-Hilbert space and let $A=\left(a_{i j}\right)$ be a real $m \times n$ matrix. Then

$$
\begin{equation*}
\sum_{i=1}^{m}\left\|\sum_{j=1}^{n} a_{i j} x_{j}\right\| \leq \bar{\alpha}_{m, n}(A)\left(\sum_{j=1}^{n}\left\|x_{j}\right\|\right)+\left(\|A\|_{1}-\bar{\alpha}_{m, n}(A)\right)\left\|\sum_{j=1}^{n} x_{j}\right\| \tag{3.3}
\end{equation*}
$$

for every $x_{1}, x_{2}, \ldots, x_{n} \in H$.
Proof. The above inequality follows at once from (2.7) and Levi's reduction theorem.

Corollary 3.4 (H lawka's Inequality [14, p. 171]. Let H be a pre-Hilbert space. Then

$$
\begin{equation*}
\|x+y\|+\|y+z\|+\|z+x\| \leq\|x\|+\|y\|+\|z\|+\|x+y+z\| \tag{3.4}
\end{equation*}
$$

for every $x, y, z \in H$.
Proof. Inequality (3.4) follows at once from (3.3) if we take

$$
A=\left(\begin{array}{lll}
0 & 1 & 1 \\
1 & 0 & 1 \\
1 & 1 & 0
\end{array}\right)
$$

and note that $\bar{\alpha}_{3,3}(A)=1,\|A\|_{1}=2$.
Corollary 3.5. Let $H$ be a pre-Hilbert space, $n \geq 3$, and $k \in$ $\{2,3, \ldots, n-1\}$. Then

$$
\begin{array}{r}
\sum_{1 \leq i<j \leq n}\left\|x_{i}+x_{j}\right\| \leq(n-2)\left(\sum_{i=1}^{n}\left\|x_{i}\right\|\right)+\left\|\sum_{i=1}^{n} x_{i}\right\| \\
1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n \tag{3.6}
\end{array}\left\|x_{i_{1}}+x_{i_{2}}+\cdots+x_{i_{k}}\right\| \leq C_{n-2}^{k-2}\left(\frac{n-k}{k-1} \sum_{i=1}^{n}\left\|x_{i}\right\|+\left\|\sum_{i=1}^{n} x_{i}\right\|\right)
$$

for every $x_{1}, x_{2}, \ldots, x_{n} \in H$.

Proof. One can easily see that inequality (3.5) is a special case of inequality (3.6). To prove (3.6) let $m=C_{n}^{k}$ and consider the set

$$
L=\left\{\left(i_{1}, i_{2}, \ldots, i_{k}\right) \in\{1,2, \ldots, n\}^{k}: 1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n\right\} .
$$

Let $\sigma:\{1,2, \ldots, m\} \rightarrow L, \sigma=\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{k}\right)$, be a bijection and consider the $m \times n$ matrix $A=\left(a_{i j}\right)$ whose entries are defined as

$$
a_{i j}= \begin{cases}1 & \text { if } j \in\left\{\sigma_{1}(i), \sigma_{2}(i), \ldots, \sigma_{k}(i)\right\} \\ 0 & \text { if } j \notin\left\{\sigma_{1}(i), \sigma_{2}(i), \ldots, \sigma_{k}(i)\right\} .\end{cases}
$$

Note that $\bar{\alpha}_{m, n}(A)=C_{n-1}^{k-1}-C_{n-2}^{k-2}$ and $\|A\|_{1}=C_{n-1}^{k-1}$. An application of inequality (3.3) to the matrix $A$ yields inequality (3.6).

Inequality (3.5) was established by A damovic [1]. This inequality contains H lawka's inequality as a special case when $n=3$. A damovic's proof is based on an identity in an inner-product space. A straightforward proof by induction of inequality (3.5) was given by V asic [23].

Inequality (3.6) was proved by Djokovic [7] and independently by Smiley and Smiley in [21]. Conditions for equality in (3.6) were given in [7, 21].
Corollary 3.6. Let H be a pre-Hilbert space, $a \in H, x_{1}, x_{2}, \ldots, x_{n} \in H$. If

$$
\begin{equation*}
\sum_{i=1}^{n} x_{i}=-t a \quad(t \geq 1) \tag{3.7}
\end{equation*}
$$

then the inequality

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\left\|x_{i}+a\right\|-\left\|x_{i}\right\|\right) \leq(n-2)\|a\| \tag{3.8}
\end{equation*}
$$

holds. If $t<1$ in (3.7), then (3.8) need not necessarily hold.
Proof. Let $A=\left(a_{i j}\right)$ where $a_{i j}=\delta_{i j}-1 / t, 1 \leq i, j \leq n$, and note that $\bar{\alpha}_{n, n}(A)=1,\|A\|_{1}=1+(n-2) / t$. By (3.3) we obtain that

$$
\begin{aligned}
\sum_{i=1}^{n}\left\|x_{i}+a\right\| & =\sum_{i=1}^{n}\left\|\sum_{j=1}^{n} a_{i j} x_{j}\right\| \\
& \leq \bar{\alpha}_{n, n}(A) \sum_{i=1}^{n}\left\|x_{i}\right\|+\left(\|A\|_{1}-\bar{\alpha}_{n, n}(A)\right)\left\|\sum_{i=1}^{n} x_{j}\right\| \\
& =\sum_{i=1}^{n}\left\|x_{i}\right\|+\frac{n-2}{t}\left\|\sum_{i=1}^{n} x_{i}\right\|=\sum_{i=1}^{n}\left\|x_{i}\right\|+(n-2)\|a\| .
\end{aligned}
$$

The result from the above corollary is known as Hornich's inequality. H ornich [10] gave his inequality in a different form, which is a special case of (3.8).

A comprehensive discussion on the inequalities of H lawka, A damovic, Djokovic, and Hornich may be found in M itrinovici [14, pp. 171-173].
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