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. Privacy problem with Al?

* Artificial Intelligence: uses (ML) machine learning algorithms to make useful predictions

* Input: your data
e QOutput: some recommendation, decision, or classification

* Privacy problem:you have to input your data in order to get the valuable prediction!

* Typical Al services are hosted in the cloud, run by a “smart agent” (e.g. Cortana, Siri, Alexa)



. New mathematical tool:

Protect privacy and security of your data through encryption

Need encryption which you can compute on:

Homomorphic Encryption!



Protecting Data via Encryption: @
Homomorphic Encryption

1. Put your gold in a locked box.

2. Keep the key.
3. Let your jeweler work on it through a glove box.

4. Unlock the box when the jeweler is done!
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Computation on encrypted data without decrypting it!

2009: Considered impractical

2011: Surprise breakthrough at Microsoft Research
[BV11] [LNV 11]

Practical encoding: 4 orders of magnitude speed-up

2016: CryptoNets evaluates neural net predictions on
encrypted datal!

Alice and Bob in
Cipherspace
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‘High-level Idea

* Encryption:
» Encryption adds noise to a “secret” inner product
» Decryption subtracts the secret inner product and the noise becomes easy to cancel

* Hard Problem:
» Hard problem is to “decode” noisy vectors
» If you have a short basis, it is easy to decompose vectors

* Homomorphic property:
» Lattice vectors = coefficients of polynomials
» Polynomials can be added and multiplied



SEAL

» Simple Encrypted Arithmetic Library (SEAL)

 Public release by Microsoft Research in 2015
» Widely adopted by teams worldwide
« OSS release of Microsoft SEAL 2018

» Standardization of HE:
 November 2018

http://sealcrypto.org =

SEAL Team: KL, Kim Laine, Hao Chen, Wei Dai, Radames Cruz Moreno,
Yongsoo Song, Ran Gilad-Bachrach, Shabnam Erfani, Sreekanth
Kannepalli, Hamed Khanpour. Plus many interns...
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http://sealcrypto.org/

Standardization: HomomorphicEncryption.org

MSR launched in 2017 Applications in regulated industries require standardization
Four workshops: Microsoft, MIT, U Toronto, Intel Standardization creates trust

HES 1.0 Standard, November 2018 Open standards highly preferred in cryptography

Royal Society (PET) Report 2019



http://homomorphicencryption.org/
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" Cloud Compute Scenarios for HE

Private Storage and Computation
Private Al Prediction Services
Hosted Private Training

Private Set Intersection

CHEE

Secure Collaborative Computation

Markets: Healthcare, Pharma, Financial, Government, Insurance, Auto, Manufacturing, Oil &Gas,...



Private Al Applications

* Finance
* Fraud Detection
e Automated Claims Processing
* Threat Intelligence
e Data Analytics

* Healthcare
* Medical Diagnosis
* Medical Support (Healthcare Bots),
* Preventive Care,
e Data Analytics

* Manufacturing
* Predictive Maintenance, Data Analytics



. Private Al Demos History

* 2014:
* 2015:
e 2016:
e 2016:

* 2018:
* 2018:

e 2019:
e 2019:
e 2019:

Heart attack risk, personal health data ~ 1 second
CryptoNets demo showing neural net prediction: MNIST data set ~80 seconds
Genomics predicting flowering time from 200K SNPs ~ 1 second

Pneumonia mortality risk: intelligible models ~ 8 seconds for 4,000 predictions

Twitter sentiment analysis (150K text features) ~ less than a second

cat/dog image classification ~ less than a second

Asure Run (Private Fitness App)
Chest Xray diagnostics

Secure Weather prediction



. Azure ML Private Prediction

Released May 2020, announced at MS Build Conference

Allows you to deploy an image classification model for encrypted inferencing in
Azure Container Instance (ACI)
Built on Microsoft SEAL

Access the tutorial and documentation at:

https://ml.azure.com
https://aka.ms/SEALonAML
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https://ml.azure.com/
https://aka.ms/SEALonAML

Microsoft Azure Machine Learning

AzureMLExperimental > Notebooks

Notebooks
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Tutorial #3: Deploy an image classification model for encrypted inferencing in Azure
Container Instance (ACI)

This tutorial is a new addition to the two-part series. In the previous tutorial, you trained machine learning models and then registered a model in
your workspace on the cloud.

Now, you're ready to deploy the model as a encrypted inferencing web service in Azure Container Instances (ACI). A web service is an image, in this
case a Docker image, that encapsulates the scoring logic and the model itself.

In this part of the tutorial, you use Azure Machine Learning service (Preview) to:

* Set up your testing environment

* Retrieve the model from your workspace
* Test the model locally

* Deploy the model to ACI

* Test the deployed model

ACl is a great solution for testing and understanding the workflow. For scalable production deployments, consider using Azure Kubernetes Service.
For more information, see how to deploy and where.

Prerequisites

Complete the model training in the Tutorial #1: Train an image classification model with Azure Machine Learning notebook.

MY e

# If you did NOT complete the tutorial, you can instead run this cell

# This will register a model and download the data needed for this tutorial
# These prerequisites are created in the training tutorial

# Feel free to skip this cell if you completed the training tutorial

# register a model
from azureml.core import Workspace

ws = Workspace.from_config()

from azureml.core.model import Model
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One of the biggest pillars for Microsoft Edge is trust. Today, to further bolster that
trust while keeping our customers safe, we introduce a new feature called

Pa SSWO rd M on |t0 r: Safeg ua rd | ng Password Monitor. The feature notifies users if any of their saved passwords have
c - been found in a third-party breach. All this is done while ensuring Microsoft
Da stords N M IC rOSOft Edge B doesn't learn the user's passwords. The underlying technology ensures privacy

and security of the user's passwords, which means that neither Microsoft nor any
other party can learn the user’s passwords while they are being monitored.

Microsoft Research
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https://www.microsoft.com/en-us/research/blog/password-monitor-safeguarding-passwords-in-microsoft-edge/

. Packages and Libraries

e GitHub - microsoft/SEAL: Microsoft SEAL is an easy-to-use and powerful homomorphic encryption library.

* GitHub - OpenMined/TenSEAL: A library for doing homomorphic encryption operations on tensors

e GitHub - Lab41/PySEAL: This repository is a fork of Microsoft Research's homomorphic encryption
implementation, the Simple Encrypted Arithmetic Library (SEAL). This code wraps the SEAL build in a
docker container and provides Python API's to the encryption library.

e GitHub - tf-encrypted/tf-seal: Bridge between TensorFlow and the Microsoft SEAL homomorphic
encryption library

Resources:

* Introduction— Homomorphic Encryption Standardization

e Homomorphic Encryption - Microsoft Research



https://github.com/Microsoft/SEAL
https://github.com/OpenMined/TenSEAL
https://github.com/Lab41/PySEAL
https://github.com/tf-encrypted/tf-seal
https://homomorphicencryption.org/introduction/
https://www.microsoft.com/en-us/research/project/homomorphic-encryption/

. Ongoing research and challenges

1. Improvementsto CryptoNets:
* Classification and training deep neural nets on encrypted data
* Many other ML models and tasks

2. Hardware acceleration
e GPU acceleration (cuHE)
* FPGA acceleration (HEAX)
* DARPA DPRIVE Program: Intel/Microsoft

3. Reducing overhead
e Storage blow-up
* Energy costs

4. Improving functionality
* Combining schemes for logical and arithmetic operations


https://github.com/vernamlab/cuHE

. Recent work

Homomorphic encryption security standard. Technical report, HomomorphicEncryption.org, Toronto,
Canada, November 2018. https://eprint.iacr.org/2019/939

CHET: an optimizing compiler for fully homomorphic neural-network inferencing. In Proceedings of the
40th ACM SIGPLAN Conference on Programming Language Design and Implementation, pages 142-156.
ACM, 2019.

XONN: Xnor-based oblivious deep neural network inference. In 28th USENIX Security Symposium (USENIX
Security 19), pages 1501-1518, Santa Clara, CA, August 2019.

HEAR: Human Action Recognition via Neural Networks on Homomorphically Encrypted Data, Miran Kim,
Xiaogian Jiang, Kristin Lauter, Elkhan Ismayilzada, Shayan Shams https://arxiv.org/pdf/2104.09164.pdf



https://eprint.iacr.org/2019/939
https://arxiv.org/pdf/2104.09164.pdf

THANK YOU !



- Mathematics of Homomorphic Encryption

 New hard problems proposed (2004-2013)
 Small Principal Ideal Problem, Approximate GCD,
U Learning With Errors (LWE), Ring-Learning With Errors (RLWE)
 Related to well-known hard lattice problems:

* Lattice-based Cryptography:
U Proposed by Hoffstein, Pipher, and Silverman in 1996 (NTRU), Aijtai-Dwork
(J Compareto other publickey systems: RSA (1975), ECC (1985), Pairings (2000)

e Hard Lattice Problems:
O Approximate Shortest Vector Problem (SVP), Bounded Distance Decoding
(30 year history of Lattice-basis reduction (LLL, BKZ, BKZ 2.0, FpLLL, sieving, challenges)

* Security:
[ Best attacks take exponential time
[ Secure against quantum attacks (so far...)



