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#### Abstract

A classical Wigner in-plane atom surface scattering perturbation theory within the generalized Langevin equation formalism is proposed and discussed with applications to the $\operatorname{Ar}-\mathrm{Ag}(111)$ system. The theory generalizes the well-known formula of Brako as well as the "washboard model." Explicit expressions are derived for the joint angular and final momentum distributions, joint final energy, and angular distributions as well as average energy losses to the surface. The theory provides insight into the intertwining between the energy loss and angular dependence of the scattering. At low energies the energy loss in the horizontal direction is expected to be large, leading to a shift of the maximum of the angular distribution to subspecular angles, while at high energies the energy loss in the vertical direction dominates, leading to a superspecular maximum in the angular distribution. The same effect underlies the negative slope of the average final (relative) energy versus scattering angle at low energies which becomes positive at high energies. The theory also predicts that the full width at half maximum of the angular distribution varies as the square root of the temperature. We show how the theory provides insight into the experimental results for scattering of Ar from the $\mathrm{Ag}(111)$ surface. © 2009 American Institute of Physics.
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## I. INTRODUCTION

The scattering of rare gas atoms by metal surfaces continues to be of both theoretical ${ }^{1,2}$ and experimental interest. ${ }^{3}$ Recent reviews may be found in Refs. 4-6. Much interest has focused on quantum diffraction, which appears even for atoms as heavy as $\mathrm{Ar}^{7,8}$ However, most of the features measured for the scattering of heavy atoms are classical in nature. ${ }^{9-11}$ It is thus of interest to further develop the classical mechanics theory of atom surface scattering. There are a number of major features which any theory should account for. One is the rainbow structure of the angular distribution. This leads to a typical two peaked distribution whose minimum lies around the specular scattering angle. The second feature is the broadening of the distribution which is due to the interaction of the projectile with the surface and bulk phonons. The third and fourth features have to do with the angular dependence of the energy transfer to the surface and the angle dependent sticking probability, respectively.

Raukema et al. ${ }^{12}$ undertook a detailed experimental study of the scattering of Ar (and $\mathrm{N}_{2}$ and $\mathrm{O}_{2}$ ) with the $\operatorname{Ag}(111)$ surface. They studied the incident energy and surface temperature dependence of the angular distribution as well as the angular and surface temperature dependences of the average energy loss to the surface. Perhaps the most challenging result to theory is their observations on the energy loss. They find that the relative energy loss (the ratio of the energy loss to the incident energy) around the peak of the scattered angular distribution is independent of the incident
${ }^{\text {a) }}$ Electronic mail: eli.pollak@weizmann.ac.il.
energy. Moreover, the slope of the relative final energy changes from negative to positive as one increases the incident energy. This behavior does not agree with models based on parallel momentum conservation and hard sphere scattering. A similar reversal of the slope in the angular dependence of the relative energy loss was observed earlier by Rettner et al. in their experimental studies of the scattering of Xe on a $\mathrm{Pt}(111)$ surface. ${ }^{13}$

The theoretical challenges raised by these results were also addressed in the context of detailed molecular dynamics studies. Barker et al. ${ }^{14}$ undertook a molecular dynamics simulation which agreed with their experimental results on the scattering of Xe on $\mathrm{Pt}(111)$. The simulation results of Lahaye et al. ${ }^{15}$ also accurately reflected the experimental observations for the scattering of Ar on $\mathrm{Ag}(111)$, including the observations on the energy loss and its energy and angular dependence. However, all these simulations are similar to the experimental results in that they do not provide an explanation or deep insight as to why does the slope of the relative final energy change with incident energy. In this present paper we will provide a rather simple classical theory which provides an understanding of these phenomena.

The classical theory of atom surface scattering has a long history. Brako ${ }^{16}$ developed a classical model in which the vertical motion ( $z$ direction) is coupled linearly to the phonon bath of the surface. He derived an analytical expression for the angular distribution, as well as for the energy and momentum transfer. His theory served as the basis for many theoretical studies of the scattering, especially by Hayes et al. ${ }^{1,2}$ However, Brako did not include in his theory any
corrugation and so he could not account directly for the rainbow phenomena. As a result he also ignored the coupling between the phonon bath and the horizontal motion of the atom along the surface. The classical rainbow effect which is caused by surface corrugation was then studied by Horn et al. ${ }^{17}$ but they did not derive an explicit expression for the angular distribution which accounted for the double peaked structure. The first model which provided real insight into the effect of the corrugation is the so called "washboard model" of Tully ${ }^{18}$ which was further extended in a more recent paper in Ref. 19. However, as in the analysis of Horn et al. the washboard model assumes an impulsive collision of the projectile with the surface.

We have recently formulated a classical theory for the angular distribution which takes into account the continuous interaction of the projectile with the surface. ${ }^{20}$ It also included the interaction of the projectile with the surface phonons through the motion along the horizontal direction. The theory was based on the classical Wigner approach ${ }^{21-24}$ (also known as "mixed quantum classical theory",25,26 or the "linearization approximation",27,28) to molecular dynamics. The initial conditions of the phonon bath and the incident wavepacket may be treated quantum mechanically while the ensuing dynamics is obtained from the classical equations of motion.

In this present paper we significantly improve upon our previous treatment. ${ }^{20}$ Since we limit ourselves to in-plane scattering, we can limit the theory to two degrees of freedom-the vertical and horizontal degrees of freedom. We include both vertical and horizontal couplings to the phonon bath. Not less important is that the coupling to the horizontal phonon bath used in this paper is translationally invariant and so presents a more realistic model for the collision dynamics than the model used in our previous treatment. Third, we extend the theory to include the angle and energy dependent distribution and so are able to account for the angular dependence of the average energy loss to the surface. For the sake of simplicity, we use here only a classical bath, thermal quantum effects are in any case negligible when considering a system such as Ar atoms scattering from a silver surface. In the present treatment we also ignore the sticking probability, which is a reasonable assumption when the incident energy is sufficiently large and the incident scattering angle is not too large.

The theory, including interaction of both projectile degrees of freedom with the surface is outlined in Sec. II, technical details may be found in Appendixes A thru C. Comparison and analysis of the experimentally measured results for the in-plane scattering of Ar from a $\mathrm{Ag}(111)$ surface is presented in Sec. III. We end with a discussion and suggestions for further improvements and generalizations of the present two dimensional theory.

## II. THEORETICAL FRAMEWORK

## A. The model Hamiltonian

As already mentioned in Sec. I, we limit ourselves to in plane scattering so that only two degrees of freedom have to be considered, the vertical distance $z$ and the horizontal co-
ordinate $x$. The interaction potential $V(x, z)$ is mainly a function of the instantaneous vertical distance of the atom from the surface. Typically the surface is corrugated so that this distance is modulated periodically by the corrugation function $h(x)$. In the simplest possible approximation, the corrugation function is considered to be a cos (or a $\sin$ ) function of the horizontal distances. Therefore the form we shall use throughout this paper for the interaction potential of the atom (whose mass is $M$ ) with the surface in the absence of fluctuations will be

$$
\begin{equation*}
V(x, z)=\bar{V}(z)+h \bar{V}^{\prime}(z) \cos \left(\frac{2 \pi x}{l}\right) \tag{2.1}
\end{equation*}
$$

where $h$ is the corrugation depth in the horizontal direction. The vertical potential $\bar{V}(z)$ is assumed to be characterized by a binding energy $V_{0}$ of the incident particle to the surface. We assume that the corrugation is weak, that is $h$ is much smaller than the lattice lengths $l$, or the characteristic length scale associated with the vertical potential.

We further assume that both the vertical and horizontal coordinates fluctuate due to interaction with the thermal phonon bath of the surface. When the particle is bound to the surface, it diffuses freely along the horizontal direction. Its equation of motion in the horizontal direction is then the standard Langevin equation with a periodic potential. However, when the particle is far away from the surface, the interaction of the horizontal coordinate with the phonon bath vanishes. It is therefore reasonable to model the interaction of the horizontal motion with the phonon bath through a linear coupling between the horizontal coordinate and the bath which is modulated by a space dependent function $g(z)$ which vanishes when the horizontal coordinate is large. For the vertical motion we note that in the presence of the phonon bath, the vertical coordinate fluctuates, so that one should consider the interaction potential of the incident atom with the surface to be $\bar{V}(z-\delta z)$. Allowing only small fluctuations

$$
\begin{equation*}
\bar{V}(z-\delta z) \simeq \bar{V}(z)-\delta z \frac{d \bar{V}(z)}{d z} \tag{2.2}
\end{equation*}
$$

leads us to assuming that the Hamiltonian governing the scattering event is

$$
\begin{align*}
H= & \frac{p_{x}^{2}+p_{z}^{2}}{2 M}+\bar{V}(z)+\bar{V}^{\prime}(z) h \cos \left(\frac{2 \pi x}{l}\right) \\
& +\frac{1}{2} \sum_{j=1}^{N}\left[p_{j_{z}}^{2}+\omega_{j_{z}}^{2}\left(x_{j_{z}}-\frac{c_{j_{z}} \sqrt{M}}{\omega_{j_{z}}^{2}} \bar{V}^{\prime}(z)\right)^{2}\right] \\
& +\frac{1}{2} \sum_{j=1}^{N}\left[p_{j_{x}}^{2}+\omega_{j_{x}}^{2}\left(x_{j_{x}}-\frac{c_{j_{x}} \sqrt{M}}{\omega_{j_{x}}^{2}} \frac{l}{2 \pi} \sin \left(\frac{2 \pi x}{l}\right) g(z)\right)^{2}\right] . \tag{2.3}
\end{align*}
$$

The system momenta are $p_{x}$ and $p_{z}$ for the horizontal and vertical coordinates of the projectile, respectively. The horizontal and vertical bath degrees of freedom are characterized by the mass weighted momenta and coordinates $p_{j_{i}}, x_{j_{i}}, j$
$=1, \ldots, N$;
$i=x, z$.
The term coupling the horizontal motion to the respective phonon bath is periodic in the horizontal coordinate, this is necessary to assure the translational invariance of the model. When the particle is far from the surface it does not interact with the phonons, so that the bath Hamiltonian (in mass weighted coordinates and momenta) is defined to be

$$
\begin{equation*}
H_{B}=\frac{1}{2} \sum_{j=1, i=x, z}^{N}\left(p_{j_{i}}^{2}+\omega_{j_{i}}^{2} x_{j_{i}}^{2}\right) \tag{2.4}
\end{equation*}
$$

## B. The distribution of final momenta

The incident atom is described by a Gaussian wave function $|\psi\rangle$. The quantum mechanical expression for the probability of finding the scattered atom with final momenta $p_{x}$ and $p_{z}$ is

$$
\begin{align*}
P\left(p_{x}, p_{z}\right)= & \lim _{t \rightarrow \infty} P\left(p_{x}, p_{z}, t\right) \\
= & \lim _{t \rightarrow \infty} \operatorname{Tr}\left(\frac{e^{-\beta \hat{H}_{B}}}{Z_{B}}|\psi\rangle\langle\psi| \hat{K}^{\dagger}(t) \delta\left(p_{x}-\hat{p}_{x}\right)\right. \\
& \left.\times \delta\left(p_{z}-\hat{p}_{z}\right) \hat{K}(t)\right), \tag{2.5}
\end{align*}
$$

where the hats denote quantum operators, $\hat{K}(t)$ is the quantum propagator $(\hat{K}(t)=\exp ((-i \hat{H} t / \hbar)))$, and $\delta(x)$ is the Dirac "delta" function. The angular operator is defined as the angle with respect to the normal to the surface:

$$
\begin{equation*}
\hat{\theta}=\tan ^{-1}\left(\frac{\hat{p}_{x}}{\hat{p}_{z}}\right) \tag{2.6}
\end{equation*}
$$

The final momentum distribution in the Wigner representation takes the form

$$
\begin{align*}
P\left(\bar{p}_{x}, \bar{p}_{z}\right)= & \lim _{t \rightarrow \infty} \int_{-\infty}^{\infty} \prod_{j=1, i=x, z}^{N} \frac{d p_{j_{i}} d x_{j_{j}}}{2 \pi \hbar} \int_{-\infty}^{\infty} d p_{x} d p_{z} d x d z \\
& \times \rho_{B, W}(\mathbf{p}, \mathbf{x}) \rho_{S}\left(p_{x}, p_{z}, x, z\right) \delta\left(\bar{p}_{x}-p_{x}(t)\right) \delta\left(\bar{p}_{z}-p_{z}(t)\right) \tag{2.7}
\end{align*}
$$

where the notation $p_{z}(t), p_{x}(t)$ stands for the time evolution. In the classical limit the distribution function for the thermal harmonic baths is

$$
\begin{align*}
\rho_{B, W}(\mathbf{p}, \mathbf{x}) & \equiv\left\langle\frac{e^{-\beta H_{B}}}{Z_{B}}\right\rangle_{W} \\
& =\prod_{j=1, i=x, z}^{N}\left(\frac{\beta \omega_{j_{j}}}{2 \pi} \exp \left(-\frac{\beta}{2}\left(p_{j_{i}}^{2}+\omega_{j_{i}}^{2} x_{j_{i}}^{2}\right)\right)\right) . \tag{2.8}
\end{align*}
$$

The Wigner representation for the incident Gaussian wave function is

$$
\begin{align*}
\rho_{S}\left(p_{x}, p_{z}, x, z\right)= & \left(\frac{1}{\pi \hbar}\right)^{2} \exp \left(-\gamma\left[\left(x-x_{0}\right)^{2}+\left(z-z_{0}\right)^{2}\right]\right. \\
& \left.-\frac{\left(p_{x}-p_{x_{0}}\right)^{2}+\left(p_{z}-p_{z_{0}}\right)^{2}}{\hbar^{2} \gamma}\right) \tag{2.9}
\end{align*}
$$

where the momenta $p_{x_{0}}$ and $p_{z_{0}}$ define the incident scattering angle:

$$
\begin{equation*}
\theta_{i 0}=\tan ^{-1}\left(\frac{p_{x_{0}}}{p_{z_{0}}}\right) \tag{2.10}
\end{equation*}
$$

and the radial initial momentum:

$$
\begin{equation*}
p_{0}^{2}=2 M E_{0}=p_{x_{0}}^{2}+p_{z_{0}}^{2} . \tag{2.11}
\end{equation*}
$$

In the classical Wigner approximation which will be considered henceforth in this paper, the time evolution in Eq. (2.7) is given by the classical equations of motion.

As is well known, for the linearly coupled harmonic baths the equations of motion in the continuum limit are generalized Langevin equations (GLEs). Introducing the spectral densities

$$
\begin{equation*}
J_{i}(\omega)=\frac{\pi}{2} \sum_{j=1}^{N} \frac{c_{j_{i}}^{2}}{\omega_{j_{i}}} \delta\left(\omega-\omega_{j_{i}}\right), \quad i=x, z \tag{2.12}
\end{equation*}
$$

and associated friction functions

$$
\begin{equation*}
\eta_{i}(t)=\frac{2}{\pi} \int_{0}^{\infty} d \omega \frac{J_{i}(\omega)}{\omega} \cos (\omega t), \quad i=x, z \tag{2.13}
\end{equation*}
$$

the GLE for the horizontal motion takes the form (as may be readily seen by using the known forced harmonic oscillator solution for the bath variables and inserting it into the equations of motion for the system degrees of freedom)

$$
\begin{align*}
& \sqrt{M} F_{x}(t) \cos \left(\frac{2 \pi x_{t}}{l}\right) g\left(z_{t}\right) \\
& =M \ddot{x}_{t}+\frac{\partial V\left(x_{t}, z_{t}\right)}{\partial x_{t}}+M \cos \left(\frac{2 \pi x_{t}}{l}\right) g\left(z_{t}\right) \int_{-t_{0}}^{t} d t^{\prime} \eta_{x}\left(t-t^{\prime}\right) \\
& \quad \times\left(\frac{d}{d t^{\prime}}\left[\frac{l}{2 \pi} \sin \left(\frac{2 \pi x_{t^{\prime}}}{l}\right) g\left(z_{t^{\prime}}\right)\right]\right) \tag{2.14}
\end{align*}
$$

The GLE for the vertical motion is more complicated, but we will not need it explicitly in the theory developed below. We do note that the vertical motion is a function of the vertical friction function $\eta_{z}(t)$ and noise $F_{z}(t)$. We initiate trajectories at the time $-t_{0}$. The projectile is initially sufficiently distant from the surface, such that at the vicinity of $z_{0}$ all the coupling functions vanish and the motion is that of a free particle. The noise functions therefore depend only on the initial conditions of the respective phonon bath. We note that

$$
F_{i}(t)=\sum_{j=1}^{N} c_{j_{i}}\left(x_{j_{i}} \cos \left[\omega_{j_{i}}\left(t+t_{0}\right)\right]+\frac{p_{j_{i}}}{\omega_{j_{i}}} \sin \left[\omega_{j_{i}}\left(t+t_{0}\right)\right]\right),
$$

$$
\begin{equation*}
i=x, z \tag{2.15}
\end{equation*}
$$

and the noise functions obey the fluctuation dissipation relations:

$$
\begin{equation*}
\left\langle F_{i}\left(t_{1}\right) F_{j}\left(t_{2}\right)\right\rangle=\delta_{i j} \frac{M}{\beta} \eta_{i}\left(t_{1}-t_{2}\right), \quad i, j=x, z, \tag{2.16}
\end{equation*}
$$

where the averaging is over the thermal distribution associated with the classical bath Hamiltonian as given in Eq. (2.4).

## C. Classical perturbation theory

## 1. The change in the final momenta

The derivation of an explicit expression for the angular distribution is predicated on the assumption of weak coupling. Both the coupling between the vertical and horizontal motions is weak due to the small corrugation, and the coupling to the respective baths is weak. These conditions are not too stringent when considering the motion of a rare gas projectile whose interaction with the surface and the phonons does not include any strong chemical interactions. A few steps lead to the final desired result. First we solve perturbatively for the motion in the horizontal direction, this gives the change in the horizontal momentum as affected by the collision. Then we obtain the change in the vertical momentum through energy conservation and accounting for the energy loss to the bath due to the coupling of the projectile's motion to the heat bath of the surface. It then remains to average over initial conditions for the system and the harmonic baths. The averaging over the system is carried out by taking the limit that the width parameter in the incident wavepacket $\gamma \rightarrow 0$. This is equivalent to assuming that the initial momenta of the projectile are sharply defined.

Typically the Debye frequency of the crystal is much larger than the frequency of motion of the projectile when bound to the surface. We may therefore safely assume that the friction functions are Ohmic:

$$
\begin{equation*}
\eta_{i}(t)=2 \eta_{i} \delta(t), \quad i=x, z \tag{2.17}
\end{equation*}
$$

The origin of time is chosen as the point at which the unperturbed trajectory in the vertical direction reaches the turning point $\left(z_{t p}\right)$ so that at time $t=0$ the vertical velocity vanishes. We then need to consider the motion from the initial time $-t_{0}$ when the atom is far from the surface until the time $t_{0}$ when it is again far from the surface. With this construction, the unperturbed trajectory in the vertical direction is an even function of time. To first order in the corrugation height $h$ and the noise strength, using the fact that initially the particle is far from the surface so that the coupling function $V^{\prime}(z)$ $=0$, and that it is symmetric with respect to time, following the same derivation as given in Ref. 20, we find from the GLE [Eq. (2.14)] that the final momentum in the horizontal direction is given by the expression
$p_{x}\left(t_{0}\right) \simeq p_{x}+p_{z} K\left(p_{x}, p_{z}\right) \sin \left(\frac{2 \pi}{l}\left[x+\frac{p_{x}}{M} t_{0}\right]\right)+\Delta p_{x, 1}+\Delta p_{x, 2}$

$$
\begin{equation*}
\equiv p_{x}+\delta p_{x} \tag{2.18}
\end{equation*}
$$

where the friction induced momentum shift is (after an integration by parts):

$$
\begin{equation*}
\Delta p_{x, 1}=-\eta_{x} \frac{p_{x}}{2} \int_{-t_{0}}^{t_{0}} d \operatorname{tg}^{2}\left(z_{t}\right) \tag{2.19}
\end{equation*}
$$

and the noise induced momentum shift is

$$
\begin{align*}
& \Delta p_{x, 2}= \sqrt{M}\left(\cos \left(\frac{2 \pi}{l} x\left(t_{0}\right)\right) \sum_{j=1}^{N} c_{j_{x}} X_{j_{c}} x_{j_{x}}\left(t_{0}\right)\right. \\
&\left.+\sin \left(\frac{2 \pi}{l} x\left(t_{0}\right)\right) \sum_{j=1}^{N} c_{j_{x}} \frac{X_{j s}}{\omega_{j_{x}}} p_{j_{x}}\left(t_{0}\right)\right) \\
& \equiv \cos \left(\frac{2 \pi}{l} x\left(t_{0}\right)\right) \Delta p_{x, 2 c}+\sin \left(\frac{2 \pi}{l} x\left(t_{0}\right)\right) \Delta p_{x, 2 s} \tag{2.20}
\end{align*}
$$

with

$$
\begin{align*}
& X_{j c}=\int_{-t_{0}}^{t_{0}} d t g\left(z_{t}\right)\left[\cos \left(\frac{2 \pi}{l} \frac{p_{x}}{M} t\right)\right] \cos \left(\omega_{j_{x}} t\right),  \tag{2.21}\\
& X_{j s}=-\int_{-t_{0}}^{t_{0}} d t g\left(z_{t}\right) \sin \left(\frac{2 \pi}{l} \frac{p_{x}}{M} t\right) \sin \left(\omega_{j_{x}} t\right), \tag{2.22}
\end{align*}
$$

and we used the notation:

$$
\begin{align*}
& x_{j_{x}}\left(t_{0}\right)=x_{j_{x}} \cos \left[\omega_{j_{x}} t_{0}\right]+\frac{p_{j_{x}}}{\omega_{j_{x}}} \sin \left[\omega_{j_{x}} t_{0}\right],  \tag{2.23}\\
& p_{j_{x}}\left(t_{0}\right)=-x_{j_{x}} \omega_{j_{x}} \sin \left[\omega_{j_{x}} t_{0}\right]+p_{j_{x}} \sin \left[\omega_{j_{x}} t_{0}\right] \tag{2.24}
\end{align*}
$$

The unperturbed motion of the particle in the horizontal direction is that of a free particle, so that

$$
\begin{equation*}
x\left(t_{0}\right)=x+\frac{p_{x}}{M} t_{0} \tag{2.25}
\end{equation*}
$$

The "rainbow angle function" $K\left(p_{x}, p_{z}\right)$ is given in terms of the unperturbed dynamics as

$$
\begin{equation*}
K\left(p_{x}, p_{z}\right)=\frac{4 \pi h}{l p_{z}} \int_{0}^{\infty} d t \cos \left(\frac{2 \pi}{l} \frac{p_{x}}{M} t\right) \bar{V}^{\prime}(z(t)) \tag{2.26}
\end{equation*}
$$

The energy loss to the bath may be divided into two parts, an average energy loss and a fluctuational energy loss:

$$
\begin{equation*}
\Delta E_{B}=\sum_{i=x, z}\left(\left\langle\Delta E_{B}\right\rangle_{i}+\delta E_{B_{i}}\right) \tag{2.27}
\end{equation*}
$$

As readily seen from Ref. 29, after some manipulation, one finds that for Ohmic friction, the average energy loss to the bath due to the motion in the $x$ direction is

$$
\begin{align*}
\left\langle\Delta E_{B}\right\rangle_{x} & =M \eta_{x} \frac{l^{2}}{4 \pi^{2}} \int_{-t_{0}}^{t_{0}} d t\left(\frac{d}{d t}\left[\sin \left(\frac{2 \pi x_{t}}{l}\right) g\left(z_{t}\right)\right]\right)^{2} \\
& \equiv \Delta \epsilon-\cos \left(\frac{4 \pi}{l} x\left(t_{0}\right)\right) \Delta \epsilon_{x} \tag{2.28}
\end{align*}
$$

where

$$
\begin{equation*}
\Delta \epsilon=E_{0} \sin ^{2}\left(\theta_{i 0}\right) \eta_{x} \int_{-t_{0}}^{t_{0}} d t\left(g^{2}\left(z_{t}\right)+\frac{1}{\omega_{x}^{2}}\left(\frac{d g\left(z_{t}\right)}{d t}\right)^{2}\right) \tag{2.29}
\end{equation*}
$$

and

$$
\begin{align*}
\Delta \epsilon_{x}= & E_{0} \sin ^{2}\left(\theta_{i 0}\right) \eta_{x} \int_{-t_{0}}^{t_{0}} d t \cos \left(2 \omega_{x} t\right) \\
& \times\left(g^{2}\left(z_{t}\right)+\frac{1}{\omega_{x}^{2}}\left(\frac{d g\left(z_{t}\right)}{d t}\right)^{2}\right) . \tag{2.30}
\end{align*}
$$

The "horizontal frequency parameter" is defined as

$$
\begin{equation*}
\omega_{x}=\frac{2 \pi p_{x}}{l M} . \tag{2.31}
\end{equation*}
$$

The fluctuational energy loss in the horizontal direction is then found to be

$$
\begin{align*}
& \delta E_{B_{x}}=-\sqrt{M} \frac{l}{2 \pi} \int_{-t_{0}}^{t_{0}} d t \frac{d}{d t}\left[\sin \left(\frac{2 \pi x_{t}}{l}\right) g\left(z_{t}\right)\right] F_{x}(t) \\
&= \sqrt{M} \frac{l}{2 \pi}\left[\sin \left(\frac{2 \pi}{l} x\left(t_{0}\right)\right) \sum_{j=1}^{N} c_{j_{x}} X_{j c} p_{j_{x}}\left(t_{0}\right)\right. \\
&\left.+\cos \left(\frac{2 \pi}{l} x\left(t_{0}\right)\right) \sum_{j=1}^{N} c_{j_{x}} X_{j s} \omega_{j_{x}} x_{j_{x}}\left(t_{0}\right)\right] \\
& \equiv \sin \left(\frac{2 \pi}{l} x\left(t_{0}\right)\right) \delta E_{B_{x} s}+\cos \left(\frac{2 \pi}{l} x\left(t_{0}\right)\right) \delta E_{B_{x} c} \tag{2.32}
\end{align*}
$$

One also readily finds that the variance of the fluctuational energy loss is proportional to the average energy loss:

$$
\begin{equation*}
\left\langle\delta E_{B_{x}}\right\rangle^{2}=\frac{2}{\beta}\left\langle\Delta E_{B}\right\rangle_{x} \tag{2.33}
\end{equation*}
$$

Similar relations hold also for the vertical direction so that the average energy loss to the bath due to the vertical motion is (note that the dimension of $\eta_{x}$ is time ${ }^{-1}$ while that of $\eta_{z}$ is time $^{3} /$ mass $^{2}$ ):

$$
\begin{equation*}
\left\langle\Delta E_{B}\right\rangle_{z}=M \eta_{z} \int_{-t_{0}}^{t_{0}} d t\left(\frac{d \bar{V}^{\prime}\left(z_{t}\right)}{d t}\right)^{2} \equiv-\frac{p_{z} \Delta p_{z, 1}}{M} \tag{2.34}
\end{equation*}
$$

and the associated fluctuational energy loss is

$$
\begin{align*}
\delta E_{B_{z}} & =-\sqrt{M} \int_{-t_{0}}^{t_{0}} d t \frac{d \bar{V}^{\prime}\left(z_{t}\right)}{d t} F_{z}(t) \\
& =-\sqrt{M} \sum_{j=1}^{N} c_{j_{z}}\left(Z_{j c} x_{j_{z}}\left(t_{0}\right)+\frac{Z_{j s}}{\omega_{j_{z}}} p_{j_{z}}\left(t_{0}\right)\right) \\
& \equiv-\frac{p_{z} \Delta p_{z, 2}}{M} \tag{2.35}
\end{align*}
$$

where

$$
\begin{align*}
& Z_{j c}=\int_{-t_{0}}^{t_{0}} d t \frac{d \bar{V}^{\prime}\left(z_{t+t_{0}}\right)}{d t} \cos \left(\omega_{j_{z}} t\right)=0  \tag{2.36}\\
& Z_{j s}=\int_{-t_{0}}^{t_{0}} d t \frac{d \bar{V}^{\prime}\left(z_{t+t_{0}}\right)}{d t} \sin \left(\omega_{j_{z}} t\right) \tag{2.37}
\end{align*}
$$

The variance of the vertical fluctuational energy loss obeys the same relation as for the horizontal energy loss:

$$
\begin{equation*}
\left\langle\delta E_{B_{z}}\right\rangle^{2}=\frac{2}{\beta}\left\langle\Delta E_{B}\right\rangle_{z} \tag{2.38}
\end{equation*}
$$

The final momentum in the vertical direction is written down as

$$
\begin{equation*}
p_{z}\left(t_{0}\right)=-p_{z}+\delta p_{z} . \tag{2.39}
\end{equation*}
$$

Energy conservation then implies that to first order

$$
\begin{equation*}
p_{z} \delta p_{z}=M \Delta E_{B}+p_{x} \delta p_{x} \tag{2.40}
\end{equation*}
$$

so that we have derived within perturbation theory explicit expressions for the change in the final horizontal and vertical momenta.

## 2. The angular distribution

By definition, the angular distribution is

$$
\begin{equation*}
P(\theta)=\int_{-\infty}^{\infty} d \bar{p}_{x} d \bar{p}_{z} P\left(\bar{p}_{x}, \bar{p}_{z}\right) \delta\left(\theta-\tan ^{-1}\left(\frac{\bar{p}_{x}}{\bar{p}_{z}}\right)\right) . \tag{2.41}
\end{equation*}
$$

Expanding to lowest order in the horizontal and vertical momentum shifts one finds that

$$
\begin{equation*}
\tan ^{-1}\left(\frac{p_{x}\left(t_{0}\right)}{p_{z}\left(t_{0}\right)}\right) \simeq-\theta_{i 0}+\delta \theta_{i} \tag{2.42}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta \theta_{i} \equiv-\frac{\delta p_{x}}{p_{z}}-\frac{\cos ^{2}\left(\theta_{i 0}\right)}{p_{z}^{2}} \frac{p_{x}}{p_{z}} M \Delta E_{B} \tag{2.43}
\end{equation*}
$$

Allowing the width parameter of the initial wavepacket to become arbitrarily small, and noting that the change in the final angle is independent of the initial value of the vertical coordinate we can carry out the integrations over the system momentum variables [see Eq. (2.7)] and the vertical coordinate to find that

$$
\begin{align*}
P(\theta)= & \frac{1}{l} \int_{-\infty}^{\infty} \prod_{j=1, i=x, z}^{N} \frac{d p_{j_{i}} d x_{j_{i}}}{2 \pi \hbar} \rho_{B, W}(\mathbf{p}, \mathbf{x}) \\
& \times \int_{0}^{l} d x\left(t_{0}\right) \delta\left(\theta+\theta_{i 0}-\delta \theta_{i}\right) . \tag{2.44}
\end{align*}
$$

The integration over the bath variables is effected as in Ref. 20. One changes variables from the initial values of the bath coordinates at time $-t_{0}$ to their unperturbed values at the time $t=t_{0}$. More details are provided in Appendix A. One finds after some algebra that the angular distribution is given by the central expression:

$$
\begin{equation*}
P(\theta)=\frac{1}{l} \int_{0}^{l} d x\left(t_{0}\right) \frac{1}{\sqrt{\pi \Sigma^{2}\left(x\left(t_{0}\right)\right)}} \exp \left(-\frac{\left(\theta+\theta_{i 0}+K\left(p_{x}, p_{z}\right) \sin \left(\frac{2 \pi}{l} x\left(t_{0}\right)\right)+\Delta \theta_{1}\left(x\left(t_{0}\right)\right)\right)^{2}}{\Sigma^{2}\left(x\left(t_{0}\right)\right)}\right) \tag{2.45}
\end{equation*}
$$

The angular shift is found to be

$$
\begin{equation*}
\Delta \theta_{1}\left(x\left(t_{0}\right)\right)=\tan \left(\theta_{i 0}\right)\left(\frac{\left\langle\Delta E_{B}\right\rangle}{2 E_{0}}-\frac{\eta_{x}}{2} \int_{-t_{0}}^{t_{0}} d t^{2}\left(z_{t}\right)\right) \tag{2.46}
\end{equation*}
$$

and the variance is

$$
\begin{align*}
\Sigma^{2}\left(x\left(t_{0}\right)\right)= & \frac{2 \tan \left(\theta_{i 0}\right)}{\beta E_{0}}\left(\Delta \theta_{1}\left(x\left(t_{0}\right)\right)+\eta_{x} \tan \left(\theta_{i 0}\right) \int_{-t_{0}}^{t_{0}} d t g^{2}\left(z_{t}\right)\left[1-\cos \left(\frac{4 \pi}{l} x\left(t_{0}\right)\right)\right]\right) \\
& +\frac{\eta_{x}}{\beta E_{0}}\left(\int_{-t_{0}}^{t_{0}} d t^{2}\left(z_{t}\right)\left[1+\frac{\cos \left(\frac{4 \pi}{l} x\left(t_{0}\right)\right) \cos \left(2 \omega_{x} t\right)}{\cos ^{2}\left(\theta_{i 0}\right)}\right]\right) . \tag{2.47}
\end{align*}
$$

The expression for the angular shift [Eq. (2.46)] is of special interest. It shows that the angular shift of the distribution can be either positive or negative. Since the incident angle $\theta_{i 0}$ is by definition negative, the angular shift can be positive if the horizontal friction coefficient is sufficiently large. If the energy loss to the vertical bath is more important the angular shift will be negative. At high energies, one may expect that the vertical energy loss dominates, since the atom spends only a short time in the region of interaction with the surface and the fast vertical motion gives a hard impulse to the vertical phonons. Due to the fast motion, the particle hardly moves in the horizontal direction and the energy loss to the horizontal modes will be much smaller. In this case, the large vertical energy loss implies that the horizontal momentum will be decreased less than the vertical momentum so the angular distribution shifts toward angles that are larger then specular. Conversely, at low energies, the particle may move a long distance in the horizontal direction and the interaction with the horizontal phonon bath dominates so that the angular shift is positive. The loss of horizontal momentum then shifts the angular distribution to angles that are smaller than the specular angle.

## 3. Some interesting limits

The first limit to be considered is the "high horizontal frequency" limit. If the horizontal frequency $\omega_{x}$ is sufficiently large such that the time spent by the particle in the vertical direction is large compared to the horizontal period $\left(2 \pi / \omega_{x}\right)$ one may expect that terms such as
$\int_{-t_{0}}^{t_{0}} \operatorname{dtg}^{2}\left(z_{t}\right) \cos \left(2 \omega_{x} t\right)$ will be much smaller than terms such as $\int_{-t_{0}}^{t_{0}} d g^{2}\left(z_{t}\right)$. In this limit, one may neglect the energy loss function $\Delta \epsilon_{x}$ [see Eq. (2.30)] as compared to the average energy loss $\Delta \epsilon$. This simplifies the analysis significantly, since now the angular shift function $\Delta \theta_{1}\left(x\left(t_{0}\right)\right)$ becomes independent of the horizontal coordinate.

If there is no coupling to the baths then the shift $\left(\Delta \theta_{1}\left(x\left(t_{0}\right)\right)\right)$ vanishes and one has

$$
\begin{equation*}
P(\theta) \rightarrow \frac{1}{\pi} \frac{H\left(K^{2}-\left(\theta+\theta_{i 0}\right)^{2}\right)}{\sqrt{K^{2}\left(p_{0}, \theta_{i 0}\right)-\left(\theta+\theta_{i 0}\right)^{2}}}, \tag{2.48}
\end{equation*}
$$

where $H(x)$ is the Heaviside function, that is, one regains our previously derived result ${ }^{20}$ for the angular distribution in the absence of dissipation.

In the absence of corrugation there is no energy loss in the horizontal direction and the lattice length $l$ diverges. One then obtains a shifted Gaussian angular distribution, shifted to angles which are larger than the specular angle as a result of the energy loss in the vertical direction:

$$
\begin{align*}
P(\theta) & \rightarrow \frac{1}{\sqrt{\pi \Sigma^{2}}} \exp \left(-\frac{\left(\theta+\theta_{i 0}+\Delta \theta_{1}\right)^{2}}{\Sigma^{2}}\right) \\
= & \left(\frac{\beta E_{0}^{2}}{2 \pi \tan ^{2}\left(\theta_{i 0}\right)\left\langle\Delta E_{B}\right\rangle_{z}}\right) \\
& \times \exp \left(-\beta E_{0}^{2} \frac{\left(\theta+\theta_{i 0}+\tan \left(\theta_{i 0}\right) \frac{\left\langle\Delta E_{B}\right\rangle_{z}}{2 E_{0}}\right)^{2}}{\left\langle\Delta E_{B}\right\rangle_{z} \tan ^{2}\left(\theta_{i 0}\right)}\right) \tag{2.49}
\end{align*}
$$

In this case, the angular shift $\Delta \theta_{1}$ is always negative and the angular distribution is centered about an angle that is greater than the specular angle since the momentum in the horizontal direction is conserved while the vertical momentum has become smaller in magnitude.

In the limit that the temperature goes to 0 , the variances vanish, and Eq. (2.45) reduces (using the high horizontal frequency limit) to

$$
\begin{equation*}
P(\theta) \rightarrow \frac{1}{\pi} \frac{H\left(K^{2}-\left(\theta+\theta_{i 0}+\Delta \theta_{1}\right)^{2}\right)}{\sqrt{K^{2}\left(p_{0}, \theta_{i 0}\right)-\left(\theta+\theta_{i 0}+\Delta \theta_{1}\right)^{2}}} . \tag{2.50}
\end{equation*}
$$

This is the so-called static limit, in which the corrugation of the potential still plays a role although the broadening from the phonon bath vanishes.

## 4. The joint angle and energy distribution and the angle dependent final average energy

The joint probability distribution for finding the scattered atom at the scattering angle $\theta$ and final energy $E$ is by definition

$$
\begin{align*}
P(\theta, E)= & \frac{1}{l} \int_{-\infty}^{\infty} \prod_{j=1, i=x, z}^{N} \frac{d p_{j_{i}} d x_{j_{i}}}{2 \pi \hbar} \rho_{B, W}(\mathbf{p}, \mathbf{x}) \\
& \times \int_{0}^{l} d x\left(t_{0}\right) \delta\left(\theta+\theta_{i 0}-\delta \theta_{i}\right) \delta\left(E-E_{0}+\Delta E\right) \tag{2.51}
\end{align*}
$$

As for the angular distribution, one can again carry out the thermal averaging as outlined in Appendix B, to find that the expression for the joint probability distribution is as given in Eq. (B8). The final energy distribution is obtained by integration over the angle and one readily finds

$$
\begin{align*}
P(E)= & \int_{-\pi / 2}^{\pi / 2} d \theta P(\theta, E)=\frac{1}{l} \int_{0}^{l} d x\left(t_{0}\right)\left(\frac{\beta}{4 \pi\left\langle\Delta E_{B}\right\rangle}\right)^{1 / 2} \\
& \times \exp \left(-\frac{\beta}{4}\left[\frac{\left(E-E_{0}+\left\langle\Delta E_{B}\right\rangle\right)^{2}}{\left\langle\Delta E_{B}\right\rangle}\right]\right) \tag{2.52}
\end{align*}
$$

This result is a generalization of Brako's result. He did not include any corrugation, so that the average energy loss was independent of the horizontal coordinate. Here, due to the coupling of the horizontal mode to the phonon bath, the energy loss does depend on the horizontal coordinate. One must thus average over the energy loss distribution found for each value of the horizontal coordinate. In the high horizontal frequency limit, this dependence on the horizontal coordinate vanishes and one regains Brako's result.

Raukema et al. ${ }^{12}$ measured the dependence of the final average energy of Ar scattered from the $\mathrm{Ag}(111)$ surface as a function of the final scattering angle. It is therefore of interest to write down the theoretical expression for the final angle dependent average energy $\langle E(\theta)\rangle$. Ignoring the possibility of sticking to the surface we have by definition that

$$
\begin{equation*}
\langle E(\theta)\rangle=\frac{\int_{-\infty}^{\infty} d E E P(\theta, E)}{P(\theta)} . \tag{2.53}
\end{equation*}
$$

As shown in Appendix C , one then readily finds that the angle dependent final average energy is

$$
\begin{equation*}
\langle E(\theta)\rangle=\left(E_{0}-\left\langle\left\langle\Delta E_{B}\right\rangle\right\rangle_{l}\right)+\frac{2}{\beta P(\theta)} \frac{\partial}{\partial \theta}\left\langle P(\theta) \Delta \theta_{1}\left(x\left(t_{0}\right)\right)\right\rangle_{l} \tag{2.54}
\end{equation*}
$$

and we used the notation for the averaging over the horizontal coordinate as in Eq. (C6). In the high horizontal frequency limit the shift $\Delta \theta_{1}\left(x\left(t_{0}\right)\right)$ and the average energy loss are no longer dependent on the horizontal coordinate. The expression for the angle dependent final average energy simplifies to

$$
\begin{equation*}
\langle E(\theta)\rangle \simeq E_{0}-\left\langle\Delta E_{B}\right\rangle+\frac{2 \Delta \theta_{1}}{\beta} \frac{\partial \ln [P(\theta)]}{\partial \theta} \tag{2.55}
\end{equation*}
$$

showing explicitly that the slope of the angle dependent final average will reflect the angular shift function. Especially if the rainbow angle function is not large, one may expect the angular distribution to be a bell shaped distribution such that around the peak its logarithmic derivative will be a decreasing function of the final angle. One then sees that when the angular shift is positive (low energy, large horizontal energy loss) the slope of $\langle E(\theta)\rangle$ with respect to the scattering angle will be negative while at high energies when the angular shift is expected to be negative, the slope will be positive. This is the qualitative behavior measured by Raukema et al. ${ }^{12}$ in their study of the scattering of Ar on $\mathrm{Ag}(111)$ as analyzed in further detail in Sec. III. Moreover, at the peak of the angular distribution, the final average energy is just identical to the difference between the incident energy and the energy lost to the surface.

## III. CLASSICAL WIGNER THEORY FOR THE SCATTERING OF Ar FROM Ag(111)

Inspection of Fig. 11 of Ref. 12 leads to some interesting conclusions. They found that the relative final energy $\left(\left\langle E\left(\theta_{\max }\right)\right\rangle / E_{0}\right)$ is the same around the peak of the angular distribution, irrespective of the incident energy. As already discussed above, $\left\langle E\left(\theta_{\max }\right)\right\rangle$ is just the average energy loss to the surface. From the Langevin model we used, one notes that the average energy loss to the bath is independent of the surface temperature (this is also verified experimentally as may be seen from inspection of the temperature dependent results presented in Fig. 11 of the same reference) so that the relative final energy may be considered to be a constant parameter which is relevant to the system studied. For Ar scattering on $\operatorname{Ag}(111)$ one notes from the corresponding Fig. 11 that

$$
\begin{equation*}
\frac{\langle E\rangle}{E_{0}}=0.75 \tag{3.1}
\end{equation*}
$$

As already discussed in Sec. II, one expects that the angular shift function will be positive at low energies due to
the enhanced energy loss to the horizontal bath and negative at high energies due to the enhanced energy loss to the vertical bath. It is therefore a reasonable zeroth order guess to assume that this function is inversely proportional to the incident momentum. Furthermore, from the experimental results we notice that at the incident energy of 1060 meV , the angle dependent final average energy becomes independent of the angle. This will happen if the angular shift at this energy vanishes. We therefore assume that the angular shift function takes the form

$$
\begin{equation*}
\Delta \theta_{1}=-\theta_{1}\left(1-\sqrt{\frac{1060}{E}}\right) \tag{3.2}
\end{equation*}
$$

where $\theta_{1}$ is for the time being a free positive parameter to be determined by fitting the theoretical expressions to the experimental results.

We then note that in the high horizontal frequency limit, knowledge of the average energy loss and the angular shift suffices to determine also the term $\eta_{x} \int_{-t_{0}}^{t_{0}} d t g^{2}\left(z_{t}\right)$ since

$$
\begin{equation*}
\eta_{x} \int_{-t_{0}}^{t_{0}} d t g^{2}\left(z_{t}\right)=\frac{\left\langle\Delta E_{B}\right\rangle}{E_{0}}-\frac{2 \Delta \theta_{1}}{\tan \left(\theta_{i 0}\right)} \tag{3.3}
\end{equation*}
$$

To complete the theory we need to know the rainbow angle function and its energy dependence. However, from experiment, we note that at all energies and temperatures measured, the angular distributions are bell shaped and do not show the double peaked rainbow structure. This means that the rainbow function $K$ is much smaller than the variance $\Sigma$ and so it can be neglected. Finally the variance depends on the lattice length $l$ which is taken from Ref. 15 to be $2.8 \AA$ (along the $[10 \overline{1}]$ direction). We are thus left with a one parameter fit $\left(\theta_{1}\right)$ to compare with the experimental results. Using the value $\theta_{1}=0.015$ (in radians) we find that the angle dependent final relative average energy is as shown in Fig. 1 for the same incident energies as studied experimentally by Raukema et al. ${ }^{12}$ One notes that these results are in almost quantitative agreement with the experimental results.

The associated angular distributions are shown in Fig. 2. Here we note that qualitatively we find that the full width at half maximum (FWHM) decreases with energy, however, it does so much more rapidly than observed experimentally. At the low energy, the FWHM is too large ( $37^{\circ}$ as compared to the experimental result of $34^{\circ}$ ) while at the highest energy the FWHM is too small ( $10^{\circ}$ as compared to the experimental result of $22^{\circ}$ ). We also do not observe the very shallow minimum in the FWHM as a function of energy as observed in the experiments and the numerical simulations. There is also an additional discrepancy. Experimentally the maxima of the distributions were shifted to angles that are slightly larger than the specular angle. The theory we have used cannot account for this, as the maxima are determined by the angular shift function and it changes sign with energy indicating that at low energies the maximum in the angular distribution is at angles which are smaller than specular and only at higher energies is the maximum shifted to angles that are greater than the specular angle. This point is discussed further in Sec. IV.


FIG. 1. (Color) Angular dependence of the relative final energy. The lines are for incidence energies of $210,310,480,1060,1580$, and 2560 meV . The highest incidence energy is the lowest line at angles below the specular angle $\left(40^{\circ}\right)$, the other energies increase monotonically with decreasing incidence energy (at angles below specular). Note the change of slope at the incidence energy of 1060 meV .

Finally, Raukema et al. ${ }^{12}$ also measured the temperature dependence of the angular distribution and the average final energy. In Fig. 3 we show the temperature dependence we find at the experimental energy of 1060 meV . As also seen experimentally, the FWHM of the distribution increases significantly with increasing temperature. Experimentally the FWHM changed from $24^{\circ}$ at $T=800 \mathrm{~K}$ to $16^{\circ}$ at $T$


FIG. 2. (Color) Incidence energy dependence of the scattered angular distributions. The incidence energies are as in Fig. 1, the narrowest plot is for the highest energy, the width increases monotonically as the energy is decreased. The surface temperature is 600 K .


FIG. 3. (Color) Surface temperature dependence of the scattered angular distributions at an incidence energy of 1060 meV . The surface temperatures are $330,500,600$, and 800 K . The broadest distribution is at the highest temperature and the width decreases with decreasing temperature.
$=330 \mathrm{~K}$. As may be inferred from Fig. 3 we find that the FWHM changes from $19^{\circ}$ at $T=800 \mathrm{~K}$ to $13^{\circ}$ at $T=330 \mathrm{~K}$. Our theory predicts that the width increases as the square root of the temperature, while Raukema et al. indicate that it increases linearly with the temperature. However, inspection of their data and taking into consideration the experimental uncertainties shows that the experimental data can be reasonably well fitted to a square root dependence on the temperature as shown in Fig. 4. Finally, by construction, at this energy, the average energy is independent of the angle, as also observed experimentally.

## IV. DISCUSSION

In this paper we derived an improved version of the classical theory of in-plane atom surface scattering. Expressions were derived for the joint final energy and angular distribution, the angle dependent final average energy and the angular distribution. These expressions can be readily computed when using simple potentials such as a Morse oscillator potential for the vertical potential and a periodic cosine or sine potential for the horizontal motion. One of the interesting outcomes of the present study is a deeper understanding of the intertwining between energy loss and the angular dependence of the scattering. Our theoretical analysis points out that at low energies, the relative energy loss due to horizontal coupling is facilitated, while the opposite is true at high energies. As a result, at low energies subspecular scattering angles are preferred and vice versa at high energies. We noted that there is a direct relationship between the location of the maximum of the angular distribution and the extent of energy loss in the horizontal and vertical directions. When the relative energy loss in the vertical direction is larger than the horizontal, one should expect the maximum to


FIG. 4. Experimental square root dependence of the FWHM (in degrees) of the angular distribution on the surface temperature. The experimental widths are adapted from Ref. 12 and are plotted vs. the square root of the temperature. Note that they extrapolate nicely to 0 at $T=0 \mathrm{~K}$ while if they are plotted on a linear scale as in Ref. 12 they extrapolate to a large constant $\left(11^{\circ}\right)$ which is unphysical.
be shifted to super specular angles and vice versa. These same effects come into play when studying the angle dependence of the final average energy. At low incidence energies one should expect the final average energy to decrease with increasing scattering angle and vice versa at high energies. We also showed how one can derive the temperature dependence for the FWHM of the angular distribution and showed that it increases as the square root of the temperature.

As an application of these results we chose to study the scattering of Ar from a $\mathrm{Ag}(111)$ surface. Our theory accounted well for the following experimental observations:
(a) The angular dependence of the final relative average energy. We showed that with a simple ansatz, the theory provides good agreement with the observed change in slope in the dependence of the average energy on the scattering angle as the incidence energy is increased.
(b) Our theory predicts that at the maximum of the angular distribution, the final average energy is just the overall average energy. The fact that experimentally this final relative average energy is the same irrespective of the incidence energy allowed us to conclude that the relative average energy loss for this system is 0.25 . This number provides a universal like characterization of the scattering of Ar from the $\mathrm{Ag}(111)$ surface.
(c) The classical theory predicts that the width of the angular distribution decreases with increasing incidence energy, this result is in only partial agreement with experiment. We do note though that the experimental paper does not provide any information on the width of the initial energy distribution. The results we obtained
are valid only for sharply defined initial velocities. One should also remember that the present theory is derived for a very simple minded potential model for the interaction of the atom with the surface.
(d) We predict a square root temperature dependence of the FWHM of the angular distribution and showed that this prediction agrees well with the experimental results, even though Raukema et al. indicated that their FWHM temperature dependence is linear. In fact, the linear dependence leads to the conclusion that at $T=0 \mathrm{~K}$ there is a substantial width. Our fit using the square root dependence leads to a vanishing width in this limit as is appropriate in the classical limit. It should be stressed that even within our classical theory, at $T=0 \mathrm{~K}$ the corrugation does not disappear. The $T=0 \mathrm{~K}$ limit is identical to the limit of a vanishing phonon bath, which is known also as the static limit. We also note that at $T=0 \mathrm{~K}$ the bath should be treated quantum mechanically. One will then find a finite phonon induced width induced by the zero point fluctuations of the phonon bath. However, it will be very small and not in agreement with the extrapolated results of Ref. 12.
(e) The most glaring discrepancy between experiment and theory is in the location of the maximum of the angular distribution. The experimental results indicate that the maximum is a few degrees larger than the specular angle. Our theory predicts that the maximum will be lower than the specular angle at low energies and greater than the specular angle at high energies. The experimental asymmetry may be related to the fact that we assumed that the horizontal corrugation is symmetric with a single periodic term. Asymmetry in the distribution may be induced if the potential is ratchet like. In fact, the numerical investigations of Lahaye et al. ${ }^{15}$ indicate that in the $([11 \overline{2}])$ direction the atoms of the second layer are not symmetrically displaced relative to those of the first layer. Moreover, the simulations were carried out along the symmetrical ( $[10 \overline{1}]$ ) direction,
and they too did not give a shift which was in agreement with the experiment. There are other sources of asymmetry which we did not consider. These include the initial preparation, if for some reason the width in the initial distribution is different in the horizontal and vertical directions this would lead to an asymmetry in the final angular distribution. Finally, in the present simplified application of the theory to the $\mathrm{Ar}-\mathrm{Ag}(111)$ system we assumed for the sake of simplification that the rainbow scattering can be ignored. In fact, the rainbow scattering may affect the angular distribution to some extent, even though the width of the distribution is substantially larger than the distance of the rainbow angle from the specular angle.
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## APPENDIX A: THERMAL AVERAGING

The dependence on the bath comes from the thermal distributions and the fluctuational terms $\Delta p_{x, 2}$ and $\Delta p_{z, 2}$. We introduce the following stochastic variables:

$$
\begin{align*}
& Y_{s}=\frac{\Delta p_{x, 2 s}}{p_{z}}+\frac{\cos ^{2}\left(\theta_{i 0}\right)}{p_{z}^{2}} \frac{p_{x}}{p_{z}} M \delta E_{B_{x} s},  \tag{A1}\\
& Y_{c}=\frac{\Delta p_{x, 2 c}}{p_{z}}+\frac{\cos ^{2}\left(\theta_{i 0}\right)}{p_{z}^{2}} \frac{p_{x}}{p_{z}} M \delta E_{B_{x} c} \tag{A2}
\end{align*}
$$

and note the following thermal average, which is found by using the Fourier representation of the Dirac delta functions, inserting the explicit expressions for the various shifts as given in Eqs. (2.20) and (2.32):

$$
\begin{equation*}
\left\langle\delta\left(Y_{s}-\frac{\Delta p_{x, 2 s}}{p_{z}}-\frac{\cos ^{2}\left(\theta_{i 0}\right)}{p_{z}^{2}} \frac{p_{x}}{p_{z}} M \delta E_{B_{x} s}\right) \delta\left(Y_{c}-\frac{\Delta p_{x, 2 c}}{p_{z}}-\frac{\cos ^{2}\left(\theta_{i 0}\right)}{p_{z}^{2}} \frac{p_{x}}{p_{z}} M \delta E_{B_{x} c}\right)\right\rangle=\left(\frac{\beta p_{z}^{2}}{2 \pi M \sqrt{S_{s} S_{c}}}\right) \exp \left(-\frac{\beta p_{z}^{2}}{2 M}\left(\frac{Y_{s}^{2}}{S_{s}}+\frac{Y_{c}^{2}}{S_{c}}\right)\right) . \tag{A3}
\end{equation*}
$$

Here, we used the following notation:
$S_{s}=\sum_{j=1}^{N} \frac{c_{j_{x}}^{2}}{\omega_{j_{x}}^{2}}\left(X_{j s}+M \frac{\cos ^{2}\left(\theta_{i 0}\right)}{p_{z}} \frac{p_{x}}{p_{z}} \frac{l}{2 \pi} \omega_{j_{x}} X_{j c}\right)^{2}$,
$S_{c}=\sum_{j=1}^{N} \frac{c_{j_{x}}^{2}}{\omega_{j}^{2}}\left(X_{j c}+M \frac{\cos ^{2}\left(\theta_{i 0}\right)}{p_{z}} \frac{p_{x}}{p_{z}} \frac{l}{2 \pi} X_{j s} \omega_{j_{x}}\right)^{2}$,

$$
\begin{equation*}
S=S_{s}+S_{c} \tag{A6}
\end{equation*}
$$

Similarly for the vertical bath we note that

$$
\begin{equation*}
\left\langle\delta\left(P_{z}-\Delta p_{z, 2}\right)\right\rangle=\left(\frac{\sin ^{2}\left(\theta_{i 0}\right)}{4 \pi M E_{0} \sigma_{z}^{2}}\right)^{1 / 2} \exp \left(-\frac{P_{z}^{2} \sin ^{2}\left(\theta_{i 0}\right)}{4 M E_{0} \sigma_{z}^{2}}\right) \tag{A7}
\end{equation*}
$$

and the vertical variance is found to be

$$
\begin{equation*}
\sigma_{z}^{2}=\frac{M}{4 \beta E_{0}^{2}} \tan ^{2}\left(\theta_{i 0}\right) \sum_{j} \frac{c_{j_{z}}^{2}}{\omega_{j_{z}}^{2}}\left(Z_{j c}^{2}+Z_{j s}^{2}\right)=\frac{\left\langle\Delta E_{B}\right\rangle_{z}}{2 \beta E_{0}^{2}} \tan ^{2}\left(\theta_{i 0}\right) \tag{A8}
\end{equation*}
$$

Inserting these results in the expression for the angular distribution as given in Eq. (2.44), one finds the intermediate result (with $Z_{i}=Y_{i} / \sqrt{S_{i}}, i=s, c$ ):

$$
\begin{align*}
P(\theta)= & \int_{0}^{l} d x\left(t_{0}\right) \int_{-\infty}^{\infty} d Z_{s} d Z_{c} d P_{z}\left(\frac{\beta p_{z}^{2}}{2 \pi M}\right)\left(\frac{\sin ^{2}\left(\theta_{i 0}\right)}{4 \pi M E_{0} \sigma_{z}^{2}}\right)^{1 / 2} \\
& \times \exp \left(-\frac{\beta p_{z}^{2}}{2 M}\left(Z_{s}^{2}+Z_{c}^{2}\right)\right) \exp \left(-\frac{P_{z}^{2} \sin ^{2}\left(\theta_{i 0}\right)}{4 M E_{0} \sigma_{z}^{2}}\right) \\
& \times \delta\left(\theta+\theta_{i 0}+K\left(p_{x}, p_{z}\right) \sin \left(\frac{2 \pi}{l} x\left(t_{0}\right)\right)+\sqrt{S} \bar{X}\right. \\
& \left.+\frac{\Delta p_{x, 1}}{p_{z}}+\frac{\cos ^{2}\left(\theta_{i 0}\right)}{p_{z}^{2}} \frac{p_{x}}{p_{z}} M\left(\left\langle\Delta E_{B}\right\rangle-\frac{p_{z} P_{z}}{M}\right)\right), \tag{A9}
\end{align*}
$$

where

$$
\begin{equation*}
\bar{X}=Z_{s} \sin (\phi) \sin \left(\frac{2 \pi}{l} x\left(t_{0}\right)\right)+Z_{c} \cos (\phi) \cos \left(\frac{2 \pi}{l} x\left(t_{0}\right)\right) \tag{A10}
\end{equation*}
$$

One thus remains with the integration over the variables $Z_{s}$, $Z_{c}$, and $P_{z}$. These are carried out by defining the "angle":

$$
\begin{equation*}
\tan (\phi)=\sqrt{\frac{S_{s}}{S_{c}}} \tag{A11}
\end{equation*}
$$

and the variable

$$
\begin{equation*}
\Delta X=-Z_{s} \cos (\phi) \cos \left(\frac{2 \pi}{l} x\left(t_{0}\right)\right)+Z_{c} \sin (\phi) \sin \left(\frac{2 \pi}{l} x\left(t_{0}\right)\right) \tag{A12}
\end{equation*}
$$

so that

$$
\begin{equation*}
Z_{s}^{2}+Z_{c}^{2}=\frac{2\left(\Delta X^{2}+\bar{X}^{2}\right)}{\left[\cos ^{2}\left(\phi-\frac{2 \pi}{l} x\left(t_{0}\right)\right)+\cos ^{2}\left(\phi+\frac{2 \pi}{l} x\left(t_{0}\right)\right)\right]} \tag{A13}
\end{equation*}
$$

and

$$
\begin{align*}
& d Z_{s} d Z_{c} \\
& \left.\qquad=d \bar{X} d \Delta X \left\lvert\, \frac{2}{\left[\cos ^{2}\left(\phi-\frac{2 \pi}{l} x\left(t_{0}\right)\right)+\cos ^{2}\left(\phi+\frac{2 \pi}{l} x\left(t_{0}\right)\right)\right.}\right.\right] \mid \tag{A14}
\end{align*}
$$

It is then a matter of some tedious Gaussian integrations to find that the expression for the angular distribution is

$$
\begin{align*}
P(\theta)= & \frac{1}{l} \int_{0}^{l} d x\left(t_{0}\right) \frac{1}{\sqrt{\pi \Sigma^{2}}} \int_{-\infty}^{\infty} d W \exp \left(-\frac{W^{2}}{\Sigma^{2}}\right) \\
& \times \delta\left(\theta+\theta_{i 0}+K\left(p_{x}, p_{z}\right) \sin \left(\frac{2 \pi}{l} x\left(t_{0}\right)\right)\right. \\
& \left.+\frac{\Delta p_{x, 1}}{p_{z}}+\frac{\cos ^{2}\left(\theta_{i 0}\right)}{p_{z}^{2}} \frac{p_{x}}{p_{z}} M\left\langle\Delta E_{B}\right\rangle+W\right) \tag{A15}
\end{align*}
$$

and the overall variance which is dependent on the horizontal coordinate is

$$
\begin{align*}
\Sigma^{2}= & 2 \sigma_{z}^{2}+\frac{M S}{\beta p_{z}^{2}}\left[\cos ^{2}\left(\phi-\frac{2 \pi}{l} x\left(t_{0}\right)\right)\right. \\
& \left.+\cos ^{2}\left(\phi+\frac{2 \pi}{l} x\left(t_{0}\right)\right)\right] . \tag{A16}
\end{align*}
$$

It remains to provide the continuum limit expression. Using the symmetry in time of the unperturbed motion in the vertical direction, one finds after some algebra the following identities:

$$
\begin{align*}
S_{c}= & \eta_{x} \int_{-t_{0}}^{t_{0}} d t\left[\cos \left(2 \theta_{i 0}\right)+\cos \left(2 \omega_{x} t\right)\right] g^{2}\left(z_{t}\right) \\
& +\frac{\sin ^{2}\left(\theta_{i 0}\right)}{E_{0}}\left(\Delta \epsilon-\Delta \epsilon_{x}\right),  \tag{A17}\\
S_{s}= & \eta_{x} \int_{-t_{0}}^{t_{0}} d t g^{2}\left(z_{t}\right)\left[\left(1+2 \sin ^{2}\left(\theta_{i 0}\right)-\cos \left(2 \omega_{x} t\right)\right)\right] \\
& +\frac{\sin ^{2}\left(\theta_{i 0}\right)}{E_{0}}\left(\Delta \epsilon+\Delta \epsilon_{x}\right) \tag{A18}
\end{align*}
$$

so that

$$
\begin{equation*}
S=2 \eta_{x} \int_{-t_{0}}^{t_{0}} d t g^{2}\left(z_{t}\right)+\frac{\sin ^{2}\left(\theta_{i 0}\right)}{E_{0}} \Delta \epsilon \tag{A19}
\end{equation*}
$$

and

$$
\begin{align*}
S_{c}-S_{s}= & 2 \eta_{x} \int_{-t_{0}}^{t_{0}} d t\left[\cos \left(\frac{4 \pi}{l} \frac{p_{x}}{M} t\right)-2 \sin ^{2}\left(\theta_{i 0}\right)\right] g^{2}\left(z_{t}\right) \\
& -\frac{\sin ^{2}\left(\theta_{i 0}\right)}{E_{0}} \Delta \epsilon_{x} \tag{A20}
\end{align*}
$$

where $\Delta \epsilon$ and $\Delta \epsilon_{x}$ are given in Eqs. (2.29) and (2.30). Inserting all these results into the expression for the angular distribution as given in Eq. (A15) and integration over the variable $W$ gives the central expression for the angular distribution as given in Eqs. (2.45)-(2.47).

## APPENDIX B: THE JOINT ANGLE ENERGY DISTRIBUTION

In this Appendix we outline the derivation for the joint final angle and energy probability distribution. We first note the following thermal averages for the vertical and horizontal directions:

$$
\begin{align*}
P\left(Y, A_{x}\right)= & \left\langle\delta\left(Y-\frac{\Delta p_{x, 2}}{p_{z}}-\mu \delta E_{B_{x}}\right) \delta\left(A_{x}-\mu \delta E_{B_{x}}\right)\right\rangle_{x} \\
= & \left(\frac{\beta\left|p_{z}\right|}{2 M \mu l}\right)\left(H_{k k} H_{a a}-H_{a k}^{2}\right)^{-1 / 2} \\
& \times \exp \left(-\frac{\beta \pi^{2} p_{z}^{2}}{M \mu^{2} l^{2}\left(H_{k k} H_{a a}-H_{a k}^{2}\right)}\right. \\
& \times\left[\left(Y-A_{x}\right)^{2} \frac{\mu^{2} l^{2}}{4 \pi^{2}} H_{a a}+A_{x}^{2} \frac{1}{p_{z}^{2}} H_{k k}\right. \\
& \left.\left.-2\left(Y-A_{x}\right) A_{x} \frac{1}{p_{z}} \frac{\mu l}{2 \pi} H_{a k}\right]\right), \tag{B1}
\end{align*}
$$

where we used the notation:

$$
\begin{align*}
H_{k k}= & \frac{1}{2} \sum_{j=1}^{N} \frac{c_{j_{x}}^{2}}{\omega_{j_{x}}^{2}}\left[X_{j c}^{2} \cos ^{2}\left(\frac{2 \pi}{l} x\left(t_{0}\right)\right)+X_{j s}^{2} \sin ^{2}\left(\frac{2 \pi}{l} x\left(t_{0}\right)\right)\right] \\
= & \frac{1}{2} \eta_{x} \int_{-t_{0}}^{t_{0}} d t g^{2}\left(z_{t}\right)+\frac{1}{2} \cos \left(\frac{4 \pi}{l} x\left(t_{0}\right)\right) \eta_{x} \\
& \times \int_{-t_{0}}^{t_{0}} d t \cos \left(\frac{4 \pi p_{x}}{l M} t\right) g^{2}\left(z_{t}\right),  \tag{B2}\\
H_{a a}= & \frac{1}{2} \sum_{j=1}^{N} c_{j_{x}}^{2}\left[X_{j s}^{2} \cos ^{2}\left(\frac{2 \pi}{l} x\left(t_{0}\right)\right)+X_{j c}^{2} \sin ^{2}\left(\frac{2 \pi}{l} x\left(t_{0}\right)\right)\right] \\
= & \frac{4 \pi^{2}}{M l^{2}}\left\langle\Delta E_{B}\right\rangle_{x}, \tag{B3}
\end{align*}
$$

$H_{a k}=\frac{1}{2} \sum_{j=1}^{N} \frac{c_{j_{x}}^{2}}{\omega_{j_{x}}} X_{j_{s}} X_{j c}=-\eta_{x} \frac{\pi}{l} \frac{p_{x}}{M} \int_{-t_{0}}^{t_{0}} d t g^{2}\left(z_{t}\right)=\frac{2 \pi}{M l} \Delta p_{x, 1}$.
and

$$
\begin{equation*}
\mu=\frac{\tan \left(\theta_{i 0}\right)}{2 E_{0}} \tag{B5}
\end{equation*}
$$

For the vertical direction we find

$$
\begin{equation*}
P\left(A_{z}\right)=\left\langle\delta\left(A_{z}-\delta E_{B_{z}}\right)\right\rangle_{z}=\left(\frac{\beta}{4 \pi\left\langle\Delta E_{B}\right\rangle_{z}}\right)^{1 / 2} \exp \left(-\frac{\beta A_{z}^{2}}{4\left\langle\Delta E_{B}\right\rangle_{z}}\right) . \tag{B6}
\end{equation*}
$$

The joint angle and energy distribution is then given as

$$
\begin{align*}
P(\theta, E)= & \frac{1}{l} \int_{0}^{l} d x\left(t_{0}\right) \int_{-\infty}^{\infty} d Y d A_{x} d A_{z} P\left(A_{z}\right) P\left(Y, A_{x}\right) \\
& \times \delta\left(\theta+\theta_{i 0}+K\left(p_{x}, p_{z}\right) \sin \left(\frac{2 \pi}{l} x\left(t_{0}\right)\right)+Y\right. \\
& \left.+\frac{\Delta p_{x, 1}}{p_{z}}+\mu\left(\left\langle\Delta E_{B}\right\rangle_{z}+\left\langle\Delta E_{B}\right\rangle_{x}+\frac{A_{z}}{\mu}\right)\right) \\
& \times \delta\left(E-E_{0}+\left\langle\Delta E_{B}\right\rangle_{z}+\left\langle\Delta E_{B}\right\rangle_{x}+\frac{A_{z}+A_{x}}{\mu}\right) . \tag{B7}
\end{align*}
$$

It is then a matter of carrying out the Gaussian integration over the variables $Y, A_{x}$, and $A_{z}$ to find the result:

$$
\begin{align*}
P(\theta, E)= & \frac{1}{l} \int_{0}^{l} d x\left(t_{0}\right) \int_{-\infty}^{\infty} d W\left(\frac{\beta\left|p_{z}\right|}{4 \pi}\right)\left(\frac{1}{M\left(H_{k k}\left\langle\Delta E_{B}\right\rangle-\Delta p_{x, 1}^{2} / M\right)}\right)^{1 / 2} \exp \left(-\frac{\beta}{4}\left[\frac{\Lambda^{2} M H_{k k}+\left\langle\Delta E_{B}\right\rangle p_{z}^{2} W^{2}+2 \Lambda W \Delta p_{x, 1} p_{z}}{M\left(H_{k k}\left\langle\Delta E_{B}\right\rangle-\Delta p_{x, 1}^{2} / M\right)}\right]\right) \\
& \times \delta\left(\theta+\theta_{i 0}+K\left(p_{x}, p_{z}\right) \sin \left(\frac{2 \pi}{l} x\left(t_{0}\right)\right)+W+\tan \left(\theta_{i 0}\right)\left[\frac{\Delta p_{x, 1}}{p_{x}}-\frac{\Lambda-\left\langle\Delta E_{B}\right\rangle}{2 E_{0}}\right]\right), \tag{B8}
\end{align*}
$$

where we used the shorthand notation

$$
\begin{equation*}
\Lambda=E-E_{0}+\left\langle\Delta E_{B}\right\rangle \tag{B9}
\end{equation*}
$$

## APPENDIX C: THE ANGLE DEPENDENT FINAL AVERAGE ENERGY

The joint probability distribution for finding a given value of the angle and final energy may be written as

$$
\begin{equation*}
P(\theta, E)=\frac{1}{l} \int_{0}^{l} d x\left(t_{0}\right) P\left(\theta, E, x\left(t_{0}\right)\right), \tag{C1}
\end{equation*}
$$

where

$$
\begin{align*}
P\left(\theta, E, x\left(t_{0}\right)\right)= & \int_{-\infty}^{\infty} d W\left(\frac{\beta\left|p_{z}\right|}{4 \pi}\right)\left(\frac{1}{M\left(H_{k k}\left\langle\Delta E_{B}\right\rangle-\Delta p_{x, 1}^{2} / M\right)}\right)^{1 / 2} \exp \left(-\frac{\beta}{4}\left[\frac{M H_{k k}\left(\Lambda+\frac{W \Delta p_{x, 1} p_{z}}{M H_{k k}}\right)^{2}}{M\left(H_{k k}\left\langle\Delta E_{B}\right\rangle-\Delta p_{x, 1}^{2} / M\right)}\right]\right) \\
& \times \exp \left(-\frac{\beta p_{z}^{2} W^{2}}{4 M}\right) \delta\left(\theta+\theta_{i 0}+K\left(p_{x}, p_{z}\right) \sin \left(\frac{2 \pi}{l} x\left(t_{0}\right)\right)+W+\tan \left(\theta_{i 0}\right) \frac{\Delta p_{x, 1}}{p_{x}}-\frac{\tan \left(\theta_{i 0}\right)}{2 E_{0}}\left(\Lambda-\left\langle\Delta E_{B}\right\rangle\right)\right) \tag{C2}
\end{align*}
$$

and $\Lambda$ is defined as in Eq. (B9). This implies that

$$
\begin{aligned}
\int_{-\infty}^{\infty} & d E E P(\theta, E) \\
& =\frac{1}{l} \int_{0}^{l} d x\left(t_{0}\right) \int_{-\infty}^{\infty} d \Lambda P\left(\theta, \Lambda, x\left(t_{0}\right)\right)\left[\Lambda+E_{0}-\left\langle\Delta E_{B}\right\rangle\right] \\
& =E_{0} P(\theta)+\frac{1}{l} \int_{0}^{l} d x\left(t_{0}\right) \int_{-\infty}^{\infty} d \Lambda P\left(\theta, \Lambda, x\left(t_{0}\right)\right)\left(\Lambda-\left\langle\Delta E_{B}\right\rangle\right) .
\end{aligned}
$$

We then note that

$$
\begin{align*}
\int_{-\infty}^{\infty} & d \Lambda P\left(\theta, \Lambda, x\left(t_{0}\right)\right) \Lambda \\
& =-\frac{2}{\beta}\left[\left\langle\Delta E_{B}\right\rangle \frac{\tan \left(\theta_{i 0}\right)}{2 E_{0}}+\frac{\Delta p_{x, 1}}{p_{z}}\right] \frac{\partial}{\partial \theta} P\left(\theta, x\left(t_{0}\right)\right), \tag{C4}
\end{align*}
$$

where
(C3)

$$
\begin{equation*}
P\left(\theta, x\left(t_{0}\right)\right)=\int_{-\infty}^{\infty} d E P\left(\theta, E, x\left(t_{0}\right)\right)=\frac{1}{\sqrt{\pi \Sigma^{2}}} \exp \left(-\frac{\left(\theta+\theta_{i 0}+K\left(p_{x}, p_{z}\right) \sin \left(\frac{2 \pi}{l} x\left(t_{0}\right)\right)+\Delta \theta_{1}\left(x\left(t_{0}\right)\right)\right)^{2}}{\Sigma^{2}}\right) \tag{C5}
\end{equation*}
$$

We then denote the averaging over the horizontal coordinate as

$$
\begin{equation*}
\langle f\rangle_{l}=\frac{1}{l P(\theta)} \int_{0}^{l} d x\left(t_{0}\right) f\left(x\left(t_{0}\right)\right) P\left(\theta, x\left(t_{0}\right)\right) \tag{C6}
\end{equation*}
$$

so that

$$
\begin{align*}
\int_{-\infty}^{\infty} & d E E P(\theta, E) \\
\quad= & \left(E_{0}-\left\langle\left\langle\Delta E_{B}\right\rangle\right\rangle_{l}\right) P(\theta) \\
& -\frac{1}{\beta} \frac{\partial}{\partial \theta}\left\langle P(\theta)\left[\left\langle\Delta E_{B}\right\rangle \frac{\tan \left(\theta_{i 0}\right)}{E_{0}}+2 \frac{\Delta p_{x, 1}}{p_{z}}\right]\right\rangle, \tag{C7}
\end{align*}
$$

and this then gives Eq. (2.54).
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