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In this dissertation, I investigate the linguistic and technological challenges involved in cre-
ating a cross-linguistic data set to undertake phonological typology. I then address the
question of whether more sophisticated, knowledge-based approaches to data modeling,
coupled with a broad cross-linguistic data set, can extend previous typological observations
and provide new ways of querying segment inventories. The model that I implement facili-
tates testing typological observations by aligning data models to questions that typologists
wish to ask. The technological infrastructure that I create is conducive to data sharing,
extensibility and reproducibility of results. I use the data set and data models in this work
to validate and extend previous typological observations.

In doing so, I revisit the typological facts proposed in the linguistics literature about the
size, shape and composition of segment inventories in the world’s languages and find that
they remain similar even with a much larger sample of languages. I also show that as the
number of segment inventories increases, the number of distinct segments also continues to
increase. And when vowel systems grow beyond the basic cardinal vowels, they do so first
by length and nasalization, and then diphthongization.

Moving beyond segments, I show that distinctive feature sets in general lack the typo-
logical representation needed to straightforwardly map sets of features to the segment types

found in a broad set of language descriptions. Therefore, I extend a distinctive feature



set, devise a method to computationally encode features by combining feature vectors and
assigning them to segment types, and create a system in which users can query by feature,
by sets of features that define natural classes, or by omitting features in queries to utilize
the underspecification of segments. I use this system and reinvestigate proposed descriptive
universals about phonological systems and find that some, but not all universals hold up to
the more rigorous testing made possible with this larger data set and a graph data model.

Lastly, I reevaluate one of the many purported correlations between a non-linguistic
factor and language: the claim that there exists a relationship between population size and
phoneme inventory size. 1 show that this finding is actually an artifact of a small data
set, which constrains the use of more nuanced statistical approaches that can control for
the genealogical relatedness of languages. Thus, in this work I illustrate how researchers
can leverage the data set and data models that I have implemented to investigate different
aspects of languages’ phonological systems, including the possible impact of non-linguistic

factors on phonology.
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Chapter 1
INTRODUCTION

This thesis is broadly concerned with identifying and overcoming the linguistic and

technological challenges involved in:

1. creating a cross-linguistic data set to undertake phonological typology

2. modeling this data set in ways that facilitate testing typological observations by align-

ing the data models to questions that typologists wish to ask

3. instantiating technological infrastructure that is conducive to data sharing, extensi-

bility and reproducibility of results

4. using the data set and data models in this work to validate and extend previous

typological observations

The central thesis of this dissertation is that more sophisticated, knowledge-based ap-
proaches to data modeling, coupled with a larger cross-linguistic data set, will extend pre-
vious typological observations by allowing researchers to query segment inventories at the
level of distinctive features. Thus we can ask if previous observations in phonological typol-
ogy are validated on a larger scale and we can investigate what are the new observations
that can be made.

Phonological typology typically involves comparing languages by the number or types
of sounds, or segments when encoded by graphic symbols, that they contain. My work
draws on linguistic research in segmental phonology and distinctive feature theory, and on
computational research in data modeling and knowledge representation. In this work my

colleagues and I have created a cross-linguistic data set and I have modeled this data set



in ways that allow researchers to investigate the variation of phonological systems across
languages at the level of segments and at the level of distinctive features.

The motivation behind this work was to collect a much larger and broader cross-linguistic
sample of phonological inventories than what was previously available and to model the data
in an interoperable way so that users could federate disparate linguistic and non-linguistic
information and pose novel questions on the combined data set. I call the resource that
I have developed the Phonetics Information Base and Lexicon (PHOIBLE).! PHOIBLE
incorporates the segment inventories from the Stanford Phonology Archive (SPA; Crothers
et al. 1979), the UCLA Phonological Segment Inventory Database (UPSID; Maddieson
1984, Maddieson and Precoda 1990) and the Systémes alphabdtiques des langues africaines
(AA; Hartell 1993, Chanard 2006). The genealogical and geographical coverage of these
combined inventories is expanded by the work that my colleagues and I have undertaken
in extracting phonological inventory data from hundreds of grammars and phonological de-
scriptions.? This combined data sample contains 1336 segment inventories, which represent
1089 distinct languages, or roughly 16% of the world’s estimated 6909 languages, as listed
in the Ethnologue (Lewis, 2009).% Inventories range in detail from phonemic descriptions
to fuller phonological descriptions including phonemes, allophones, their conditioning envi-
ronments and additional information like phonological rules and a description of marginal
sounds. The PHOIBLE data set is illustrated in Figure 1.1.

A major challenge in this work has been addressing the question of how to bring together
these segment inventory databases, which are heterogeneous in format, encoding and con-
tent, into an accessible data model that is extensible and which can integrate additional
linguistic and non-linguistic information. Before the integration processes and the resulting
data models could be instantiated, however, there were many methodological considerations
at the linguistic and technological levels that had to be identified and addressed, which I do
in Chapter 2. I begin by defining the conventions and linguistic and technological terminol-

ogy used throughout this work in Section 2.1. In Section 2.2 I provide a brief background

nttp://phoible.org/
2See Appendix B.

3See Chapter 4 for details regarding the data set.



Figure 1.1: PHOIBLE overview
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on the fundamental linguistic theories pertinent to this work: segmental phonology and
distinctive feature theory. Then in Section 2.3 I describe the theoretical and technolog-
ical challenges in developing a cross-linguistic segment inventory data set, which involve
undertaking typology with databases (Section 2.3.1), statistical sampling (2.3.2), data and
analysis (2.3.3), linguistic segments (2.3.4), standardization (2.3.5) and metadata and data
provenance (2.3.6).

From the beginning my goal has been to create a tool for typology that is extensible and
that can also interoperate with additional linguistic and non-linguistic data sets. Although
the inventories in PHOIBLE represent a convenience sample, i.e. a set of languages chosen
from sources that are readily available, each segment inventory is associated with data re-

garding its genealogical affiliation, including its language family stock from the Ethnologue



(Lewis, 2009) via Multitree* and its language genus from the World Atlas of Language Struc-
tures (WALS; Haspelmath et al. 2008). Geographical information for each language also
comes from the Ethnologue (country and geographic region) and WALS (geo-coordinates).
Genealogical and geographic information is pertinent to statistical sampling in linguistic
typology so that factors of shared descent and areal diffusion can be accounted for and can
be used to inform statistical observations. Non-linguistic information, such as demographic
data, is also included so that various cross-cultural and cross-disciplinary studies can be
undertaken.’

In this work, as explained in Chapters 3 and 4, syntactic and semantic interoperabil-
ity are achieved by extracting the segment inventory data from various disparate formats,
bringing the data together into one data set that adheres to a well-defined standard of
segments and their distinctive features, and then modeling the data set into formal data
models that are aligned to questions that typologists wish to ask. Section 3.1 begins with
a brief overview of several data models and examples. I then describe in detail in Section
3.2 the three PHOIBLE data models (flat file tables, a relational database and an RDF
graph) and I provide many examples of how a user might query each. In Section 3.3 T dis-
cuss aspects of knowledge representation and how formal logic constraints can be integrated
with the PHOIBLE RDF graph to create a ‘knowledge base’, i.e. a collection of assertions
about phonological inventories and data related to those languages in a formal knowledge
representation language. The graph model coupled with a knowledge representation formal-
ism allows researchers to manipulate aspects of the PHOIBLE data set, such as specifying
that the distinction between long and short vowels should be collapsed or that diphthongs
should be ignored in a query, without changing the underlying data and thus allowing
the researcher to apply his or her own analytical preferences to the data. Additionally, I
have defined an ontology to encode concepts and their relationships in the data, so that a
vocabulary of phonetic features has been given hierarchical structure to represent feature

geometries, which can then be used to query the PHOIBLE data set or selected portions of

4http ://multitree.linguistlist.org

°I give an example in Chapter 7.



it. Users can extend this ontology or define their own ontologies to interact with the data
in PHOIBLE in different ways.

In Chapter 4 I provide an overview of PHOIBLE. Section 4.2 discusses my motivation
for building PHOIBLE and in Section 4.3 I discuss how I processed and merged the different
segment inventory databases into one cross-linguistic data set, highlighting the challenges
particular to each data source. In Section 4.4 I evaluate the genealogical coverage of the
combined segment inventories.

As I will show in this work, there is no one-data-model-fits-all approach for investigating
questions in phonological typology. Data are ideally modeled in ways that are flexible such
that different typological observations can be tested in appropriate ways and the same ques-
tions can be approached from multiple perspectives. In Chapter 5 I revisit the typological
facts put forth in the literature about segments and segment inventories and evaluate these
claims against the expanded PHOIBLE data set. In Section 5.2 I provide some background
and in Section 5.3 I use the denormalized table format of the PHOIBLE data set and
load the data tables into statistical software to examine and illustrate properties of segment
inventories and the distribution of segments cross-linguistically. Interestingly, as new inven-
tories are added to the PHOIBLE data set, new distinct segment types continue to appear
showing an increase in segment types that is quadratic. In Section 5.4 I show that many
of the observations made by Maddieson (1984) about segment inventories, such as average
inventory size, etc., are still valid even in a much broader and larger cross-linguistic data
set. I also implement a statistical sampling technique to account for effects of genealogical
skew because the PHOIBLE data set is not inherently genealogically balanced.” Another
topic of typological interest, particularly in the area of investigating language complexity
in phonological systems, is the balance between consonants and vowels across inventories.
This topic is investigated in Section 5.5. In Section 5.6 I revisit Crothers’s (1978) observa-

tion that vowel systems in most languages contain /i, a, u/. With the table data model,

SPHOIBLE is a tool for typological comparisons and description, not a tool for modeling acquisition or
probing cognitive function.

"See Section 4.4 for a discussion of PHOIBLE’s genealogical coverage and Appendix A for a list of its
genealogical coverage by language family.



I use the multi-dimensional scaling statistical technique to visualize implications in vowel
systems and how they tend to expand after /i, a, u/.

Another goal of my work is to provide novel access to phonological inventories and their
associated data at a level deeper than the segment, that is, at the level of distinctive features.
Chapter 6 is concerned with distinctive features and how to model them and use them to
investigate phonological inventories at the sub-segment level. In Section 6.2 I provide a
discussion of distinctive features and in Section 6.3 I show that current distinctive feature
sets have poor typological coverage. Therefore in Section 6.4 I devise and implement a
computational approach to assign distinctive feature vectors to segment types undefined
in traditional distinctive feature sets. Finally, in Section 6.5 I use the distinctive features
in a graph model, combined with the segment inventories in PHOIBLE, to investigate
descriptive universals put forth about phonological systems in the world’s languages and
show that not all languages have coronals, as was previously proposed (Hyman, 2008) and
rebutted (Blevins, 2009).

In Chapter 7 I present a case study using the PHOIBLE database to investigate one of
many claims regarding societal effects on language structure. I use the segment inventory
and demographic data and apply a hierarchical linear model to show that there is no cor-
relation between population size and phoneme inventory size (Haudricourt, 1961; Trudgill,
1997, 2002; Hay and Bauer, 2007), once one accounts for the non-independence of data
points due to genealogical factors inherent in cross-linguistic data sets.

Lastly, in Chapter 8 I provide my concluding remarks and then discuss my contributions
to the field in Section 8.2. In Section 8.3 T discuss the ‘LExicon’ part of PHOIBLE and
the challenges involved in linking lexicons to segment inventories. In Section 8.4 I lay out

avenues for future research.



Chapter 2
BACKGROUND

I begin this chapter by defining the conventions and the linguistic and technological
terminology used throughout this work. In Section 2.2 I provide an overview of segmental
phonology and distinctive feature theory, which are the frameworks that I develop tech-
nological infrastructure for undertaking studies in phonological typology. In Section 2.3 1
discuss the challenges involved in developing this infrastructure and the general issues in
large cross-linguistic typological studies. My goal in this chapter is to situate the pertinent
theories and technologies within the context of the development of PHOIBLE, which I de-
scribe in detail in Chapters 3 & 4. In later chapters I use PHOIBLE to investigate issues

of phonological typology at the segment and feature levels.
2.1 Conventions and terminology

2.1.1 Conventions

All phonemic and phonetic representations are given in the International Phonetic Alpha-
bet (IPA) (International Phonetic Association, 2005), unless noted otherwise. Standard
conventions are used for distinguishing between graphemic < >, phonemic / / and pho-
netic representations [ ]. For character data information, I follow the Unicode Standard’s
notational conventions (The Unicode Consortium, 2007). Character names are represented
in small capital letters (e.g. LATIN SMALL LETTER SCHWA) and code points are expressed
as U+n where n is a four to six digit hexadecimal number, e.g. U+0256, which is rendered
as the glyph <o>. When I refer to a relational database table or column name, I use the

Courier monospace font.



2.1.2 Linguistic terminology for phonology

Phonological theory can be divided into segmental and prosodic phonology. Prosodic
phonology is concerned with suprasegmental phenomena, i.e. features and structures at
a higher level than the segment, such as tone, stress, moras, syllables, metrical feet, phono-

logical words and intonation. An illustration is provided in Figure 2.1.

Figure 2.1: Prosodic and segmental structure (adapted from Howe 2003, 2)
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The present work deals mainly with the segment and features below the segment. A seg-
ment is an abstraction of a articulatory or auditory unit of speech production or perception.
Segments are discrete (separate and individual) and are serially ordered, so as to model the
speech stream as a temporal sequence of distinct states. A segment is called a phone if it
is an unanalyzed sound in a language, i.e. it is an identifiable unit in the speech stream, but
it has not been analyzed as contrastive or not. A contrastive set of segments in a language
determines the language’s phonemes. A phoneme is a minimally distinctive sound in a

particular language variety.! An allophone is a phonetic variant of a phoneme that occurs

!Phonemes are theoretical constructs, determined by a linguist who has studied the sounds of a particular
language, and chosen a set of contrastive segments based on phonological principles. Thus the set of
phonemes in a language may be contested by different linguists.



in free variation or in complementary distribution with other phonetically similar segments.

Each spoken language uses a set of consonants and vowels to form words (all languages
have consonants and vowels; many also have tone). This set is called a segment inventory
and it is typically stated in terms of a language variety-specific set of phonemes, as analyzed
by a linguist.? A segment inventory describes the speech sounds used by speakers of a
particular language and encodes the phonetic dimensions employed by the phonological
system to form meaningful contrasts. The notion of a segment inventory has been defined
as an abstraction over the set of distinctive segments used by a particular language variety’s
phonological system, as defined by the set of distinctive features employed by the language
(Clements, 2009, 19).

A segment is comprised of a set of distinctive features, as defined by a particular dis-
tinctive feature theory. In distinctive feature theory, segments are modeled as bundles of
distinctive features. Distinctive features are the basic phonetic units of a segment and are
typically modeled by their articulatory and/or acoustic properties as binary feature values.
The TPA provides symbols as a shorthand for representing articulatory features, e.g. the
segment <p> (phonemically /p/ or allophonically [p]) is a voiceless bilabial plosive. In the
Hayes 2009 feature set, this sound is modeled with the distinctive features [—voice, +labial,
—delayed release, etc.], which serve to contrast <p> with all other sounds.

In this work I will make a few further distinctions between different kinds of segments.
I define a type-token distinction among segments in the world’s languages. On the one
hand, a segment can be used to encode a particular sound in a particular language, e.g. the
German <i> sound. I refer to this kind of segment as a segment token; it is language-
specific because the auditory properties of a segment like <i> as spoken by native speakers
of German or English varies measurably.> On the other hand, a segment may be used to
encode an abstract class of segments that may pattern in similar ways across languages, e.g.

German, English and many other languages have an <i> sound. For this abstract sense, |

2 A segment inventory may also include contrastive autosegments (e.g. tone, stress, other prosodic features)
and a description of the set of allophones as determined by the linguist. Segment inventories in the world’s
languages range widely in size and shape. See Chapter 5 for details.

3In fact, we can say that segment tokens are language-variety specific. For example, the <r> sound in
many dialects of German is pronounced noticeably different, thus adding to an individual’s accent.
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refer to the set of similar segments across languages as a segment type. To confuse matters,
linguistic segments and diacritics can combine into what has also been labeled segment types
in the literature (Sagey, 1986; Clements and Hume, 1995). T will refer to these three different

types of segments (simple, complex and contour) as segment classes.*

2.1.8 Linguistic terminology for writing systems

Transcription is a scientific procedure, and also the result of that procedure, for representing
the sounds of human speech. It incorporates a set of unambiguous symbols to represent dis-
tinctive speech sounds with conventions that specify how these symbols should be combined.
IPA is a commonly used transcription system that provides a medium for transcribing lan-
guages at both phonetic and phonemic levels (narrow and broad transcriptions). In this
thesis, a transcription system is a system of symbols and rules for graphically transcrib-
ing the sounds of a language variety. A practical orthography is a phonemic writing
system designed for practical use by speakers. The mapping relation between phonemes
and graphemes in practical orthographies is purposely shallow, i.e. there is a systematic
and faithful one-to-one mapping from a phoneme to a grapheme.® The IPA is often used by
field linguists in the development of practical orthographies for languages without writing
systems. Practical orthographies are a kind of orthography. An orthography specifies the
symbols, punctuation, and the rules in which a language is correctly written in a standard-
ized way. All orthographies are language-specific.

Orthographies and transcription systems are both kinds of writing systems. A writing
system is a symbolic system that uses visible or tactile signs to represent language in a
systematic way. The term writing system has two mutually exclusive meanings. First, it
may refer to the way a particular language is written, i.e. the writing system of a particular
language. For example, the Serbian writing system use two scripts: Latin and Cyrillic.

Second, writing system may refer to an abstract type of writing system, i.e. how scripts

4Complex and contour segment classes pose challenges in assigning distinctive features to segments.
Segment classes and the assignment of features to segment types are described in Section 6.4.

SPractical orthographies are intended to jump-start written materials development by correlating a writing
system with its sound units (cf. Meinhof and Jones 1928).
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have been classified according to the way that they encode sounds or words in languages.
For example, the Latin and Cyrillic scripts are both alphabets. Over the years linguists
have typologized writing systems in a variety of ways, with the tripartite classification of
logography, syllabary, and alphabet remaining the most popular, even though there are at
least half a dozen different types of writing systems (Daniels, 1990, 1996).

A logographic writing system uses symbols that visually represent words or morphemes.
A prototypically cited example is the Chinese writing system, although it is more appropri-
ately classified as a logosyllabary. A syllabary uses symbols to denote syllables; for example,
Japanese Kana are syllabic scripts. An alphabet relates symbols to sounds for consonants
and vowels. A purely consonantary system is called an abjad (the Arabic script is the most
wide-spread example) and an abugida is a type of writing system that uses symbols to en-
code units of a consonant accompanied by a specific vowel, e.g. Indic scripts (Daniels, 1990).
Featural systems are less common and encode phonological features within the shapes of
the symbols represented in the script. Korean Hangul is the most cited example. A writing
system may also contain features of more than one system type.6

The term script refers to a collection of distinct symbols as employed by one or more
writing systems.” For example, both Serbian and Russian are written with subsets of the
Cyrillic script. A type of writing system can also be written with different scripts, e.g. the
alphabet can be written in Latin and Cyrillic scripts (Coulmas, 1999). And a language, like
Serbian or Japanese, can be written in different scripts.

In the terminology of writing systems, a character is both a general term for any
self-contained element and a conventional term for a unit in the Chinese writing system
(Daniels, 1996). In technological terminology, a character refers to the electronic encoding
of a component in a writing system that has semantic value.® Different definitions for the
term character are confusing. For example, although a Chinese character may be encoded as

a single basic unanalyzable unit electronically, it may be the case that at a more fine-grained

See discussions and examples in Sampson 1985b; Daniels 1990, 1996; Coulmas 2003.

"Note the term script also refers to a short computer program written in a programming language, e.g.
her script parses out the headwords from an online dictionary.

8See Section 2.1.4.
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level of analysis the internal structure of the character is comprised of smaller semantic and
phonetic units that should be considered graphemes (Sproat, 2000).

A grapheme is the basic, minimally distinctive symbol of a particular writing system.
Like the phoneme is an abstract representation of a distinct sound in a language, the term
grapheme was modeled after phoneme and represents a contrastive graphical unit in a
writing system.? Conditioned or free variants of a grapheme are called allographs; for
example, the distinctive forms of Hebrew letters used at the end of a word are conditioned,
and the different forms of letters like <a> or <a> and <g> or <g> are in free variation
(Daniels and Bright, 1996).

A script may employ multiple graphemes to represent a single phoneme. For example,
the graphemes <c¢> and <h> when conjoined in English orthography represent one phoneme
in English, the digraph <ch> pronounced /{f/ or /k/. The opposite is also found in writing
systems, where a single grapheme represents two or more phonemes, e.g. <x> in English
orthography represents a combination of the phonemes /k/ and /s/. A glyph refers to
a symbol with a particular shape.'® It may correspond to a single grapheme or multiple
graphemes. A diacritic is a mark, or series of marks, that may be above, below, or through
glyphs. Diacritics are sometimes used to distinguish homophonous words and are more

often used to indicate a modified pronunciation (Daniels and Bright, 1996, xli).

2.1.4 Technological terminology

On personal computers, “exotic” writing systems and phonetic transcription systems were
long constrained to the American Standard Code for Information Interchange (ASCII) char-
acter encoding scheme, which meant that users could either use and adopt the (extended)
Latin alphabet or they could utilize the small number of code points in ASCII to assign

new symbols to its code points as rendered and defined in a different font.!! To alleviate

9See Kohrt 1986 for a historical overview of the term grapheme.

10The Unicode Standard makes a distinction between glyphs and characters. A glyph is a concrete rep-
resentation of a character when rendered with a font. A character is an abstract representation of a
grapheme and is represented by a code point. See Section 2.1.4.

1GQee Section 2.3.5.
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this problem, the Unicode Consortium set itself the ambitious goal of developing a single
universal character encoding to provide a unique number, i.e. a code point, for every char-
acter in the world’s writing systems.!? In this work I adhere to the Unicode Standard for
encoding linguistic data and I use some of its jargon.'?

The term character refers to the basic unit for encoding a Unicode character. The

Unicode Consortium (2007) defines a character as either:

1. The smallest component of written language that has semantic value; refers to the ab-
stract meaning and/or shape, rather than a specific shape (see also glyph),'* though
in code tables some form of visual representation is essential for the reader’s under-

standing.
2. Synonym for abstract character.!®
3. The basic unit of encoding for the Unicode character encoding.
4. The English name for the ideographic written elements of Chinese origin.

Unfortunately, the term character can be quite confusing due to its alternative definitions
and because in general the word character means different things to different people. A
Unicode character is an abstraction of a set graphemes that are encoded as a single unit of

information for representing textual data. Unicode defines the term grapheme as:

1. A minimally distinctive unit of writing in the context of a particular writing system.

12A character encoding represents a range of non-negative integers called a code space. A code
point is a unique non-negative integer within a certain range, or in other words, a code space. An
abstract character, for example a LATIN SMALL LETTER P, is then mapped to a particular code point such
as U40070. That encoded character is rendered on a computer screen (or printed) as a glyph depending
on the font and the context in which the character appears.

13The glossary of Unicode terms resides at: http://unicode.org/glossary/.

"Unicode defines glyph as: “(1) An abstract form that represents one or more glyph images. (2) A
synonym for glyph image. In displaying Unicode character data, one or more glyphs may be selected to
depict a particular character. These glyphs are selected by a rendering engine during composition and
layout processing.”

5Unicode defines abstract character as: “A unit of information used for the organization, control, or
representation of textual data.”
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2. What a user thinks of as a character.

Whereas a grapheme is a minimally distinctive unit in a particular language-specific writ-
ing system, Unicode does not encode different characters (think graphemes) for different
languages. For example, on the one hand English, French and German have the same code
point for <j>, even though each is pronounced differently and belongs to a different writing
system.'® They all, however, belong to the same script. On the other hand, the characters
rendered as <p> and <p> are assigned different code points because they belong to differ-
ent scripts, even though they are homoglyphs; the former is a LATIN SMALL LETTER P at
code point U+0070 and the latter a CYRILLIC SMALL LETTER ER at U+40440.

Confusion ensues because the Unicode Consortium’s decisions regarding characters and
code points can sometimes be seen as going against this principle of grapheme abstraction.
Unicode says it encodes characters and not glyphs. For example, <g>, <¢g>, <g>, <g>,
<g>, <g>, <g>, <g>, and so on, are different glyphs of the same character.'” However,
in the IPA Extensions block,'® there are several characters that could be considered glyphs,
or variants, of the same grapheme in the Latin block, e.g. <a> vs <a> and <g> vs <g>."
Nevertheless, other characters like <p>, <y>, <f> do not appear in the IPA Extensions
block; they are already encoded in the Basic Latin, Latin Extended-A, and Greek and
Coptic blocks. Thus when a linguist transcribes an IPA <p> on a QWERTY keyboard,
it is valid Unicode IPA. However, keyboard <g> and <!> are not. These symbols require
insertion of “special” characters <g> and <!> because they belong to the IPA Extensions
block. I discuss the problems and challenges of adhering to Unicode IPA in detail in Section
2.3.5.

Unicode defines a set of characters that are abstractions of graphemes, but it does not

%Unicode defines writing system as, “A set of rules for using one or more scripts to write a particular
language. Examples include the American English writing system, the British English writing system, the
French writing system, and the Japanese writing system.”

Thttp://www.macchiato.com/unicode/globalization-gotchas

'81n Unicode a block is a grouping of related characters. A block typically contain characters from a single
script, but some scripts are encoded in different blocks.

19Glyph variants of different characters may result in homoglyphs, i.e. a set of glyphs with shapes that
are either identical or are beyond differentiation by swift visual inspection, as illustrated in these examples.
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provide visualizations for these characters. A glyph is a graphical representation of a
character as it appears when rendered (or rasterized) and displayed on an electronic device.
Each character can be displayed by a glyph in a font that supports that character. A font
is comprised of a repertoire of glyphs.

A glyph’s rendering is dependent on its font and its context within in a word. For
example, the Unicode character LATIN SMALL LETTER G is rendered with the glyphs <g>
and <g> in the Computer Modern and Courier fonts because their typefaces are designed
differently. Characters in writing systems like Hebrew and Arabic have different glyphs
depending on where they appear in a word. For example, some letters in Hebrew change
their form at the end of the word, and in Arabic, primary letters have four contextually-
sensitive variants (isolated, word initial, medial and final). In Unicode these different glyphs
are encoded by a single character and it is the font that determines how they look when
displayed.

Technologically, we must distinguish between characters and glyphs because:

1. There is not always a one-to-one mapping between characters and glyphs.

2. The logical order of a sequence of characters may not be the same as the visual order

of their glyphs.

As noted above, a single character may have different contextually determined glyphs. How-
ever, a single character may also result in a sequence of multiple glyphs. For example, in
Tamil one Unicode character may result in a combination of a consonant and vowel, which
are rendered as two adjacent glyphs by a font that supports Tamil. A multiple character
sequence may also result in a single glyph. For example in this thesis I use IXTEX, a typeset-
ting system that by default combines the two characters <f> and <i> into a single glyph
<fi> through a process called glyph substitution. When two or more glyphs are conjoined
into a single glyph, the result is called a ligature.

Characters are stored in a computer’s memory and must be mapped to glyphs to render
text. The order in which characters are stored in memory is called logical order. In Unicode

the visual order of glyphs may not be the same as the logical order of their characters,
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i.e. contiguous display is not indicative of contiguous text. Although in some cases this
difference is encoded in the Unicode standard, in others it may be due to the order in which
users have inserted a sequence of characters. For example, phonetic characters with certain
combinations of diacritics may be homoglyphs, even while the logical order of their character
sequences are non-equivalent.? Thus some type of standardization, or what Unicode calls
normalization, of the logical ordering of characters is required to make sure that all data
are logically consistent and therefore comparable and equally searchable. Standardization
is a step towards data interoperability.

In this work I use the term standardization to refer to the process of transforming
some object so that it conforms to a particular standard. For example, adherents of the
Americanist Phonetic Alphabet (APA)?! transcription system use symbols such as <y> and
<¢> to represent the palatal glide and voiceless alveopalatal affricate, respectively. In the
International Phonetic Alphabet (IPA), <¢> has no defined meaning and the symbol <[> is
used instead for the voiceless alveopalatal affricate. The symbol <y> is also used in IPA, but
it represents a high front rounded vowel. Different standards are simply followed by different
communities. My point here is that each standard serves the same purpose: to provide a
standardized system for phonetic transcription, which allows the transcriptions of various
languages in the same system to be easily understood and compared. All systems provide a
mechanism to make data sets interoperable, or in other words, mutually intelligible. In this
work I have standardized all transcriptions into IPA and into a set of distinctive features,
so that all symbols from all sources adhere to one standard and can be easily compared
by using that standard or an ontological mapping to that standard.?? Another example of
standardization used in this work is mapping language names used in language descriptions
to ISO 639-3 unique language name identifiers. This allows data from different resources
that describe the same language with different language names to be identified as different
descriptions of the same language. I discuss issues regarding standardization in Sections

2.3.4 and 2.3.5.

200ne example is a vowel that is both nasalized and creaky voice, e.g. <&>. See discussion below.
2LAPA goes by various names; I have simply chosen one.

22For a mapping of APA to IPA symbols, see Odden 2005, 34-37.
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The aim of standardization is to attain interoperability of data. By interoperability I
mean the ability to ubiquitously exchange and merge disparate data sets, and data encoding
formats, to facilitate data sharing and to “effortlessly” undertake comparison and analysis.
Interoperable data should be integrated, shared and exchanged in a transparent way. At-
taining interoperability in this work requires standardizing segments at both the linguistic
and technological levels. For example, interoperability of linguistic data at the transcription
level requires standardizing segments from different transcriptions, especially idiosyncratic
ones, into one explicit standard transcription system. To attain interoperability of linguistic
data at the technological level, segments must adhere to a set of Unicode characters, the
code points of which must adhere to a standardized logical order.

Normalization has two distinct and mutually exclusive meanings in this work.?? First,

normalization is a term used by The Unicode Consortium (2007) to refer to:

“A process of removing alternate representations of equivalent sequences from
textual data, to convert the data into a form that can be binary-compared
for equivalence. In the Unicode Standard, normalization refers specifically to
processing to ensure that canonical-equivalent (and/or compatibility-equivalent)

strings have unique representations.”?*

In other words, there are equivalent sequences of Unicode characters that can be nor-
malized, i.e. transformed, into a unique Unicode-sanctioned representation of a character
sequence called a normalization form.?> Data preprocessing to achieve interoperability re-
quires strings of characters to be normalized. There are different types of normalization

forms in Unicode. Consider the characters in 1-3:

1. <A> LATIN CAPITAL LETTER A WITH RING ABOVE (U400C5)

ZSometimes the term normalization (or to normalize) is also used to mean standardization. This sense is
co-opted from statistics, where it means to remove statistical error from a measured data set, to refer to
the process of standardizing disparate data. Note also that sometimes the term normalize is used to mean
standardize (cf. Hyman 2008, 85). In this work I will stick to standardize for transforming objects into a
standardized form, unless I am referring specifically to Unicode normalization or database normalization.

2http://unicode.org/glossary/

25See discussion and examples in Sections 2.3.5 and 4.3
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2. <A> ANGSTROM SIGN (U+212B)
3. <A> LATIN CAPITAL LETTER A (U+0041) + < © > COMBINING RING ABOVE (U+030A)

The character <A> is represented in Unicode in the first two examples by single-character
sequences and in the third example by a multiple-character sequence. All three sequences
are canonically equivalent, i.e. they have the same appearance when displayed. However,
they are logically different. If one were to search a text for ANGSTROM SIGN (U+212B),
instances of LATIN CAPITAL LETTER A WITH RING ABOVE (U+00C5) would not be returned.

The first of the three <A> characters is considered the Normalization Form C (NFC),
where “C” stands for composition. When the process of NFC normalization is applied to
the character sequences in 2 & 3, both sequences are normalized into the character sequence
in 1. Thus all three canonical character sequences are standardized into one composition
form in NFC. Another Unicode normalization form is the Normalization Form D (NFD),
where “D” stands for decomposition. When NFD is applied to the three examples above,
all three, including importantly the single-character sequences in 1 & 2, are normalized into
the decomposed multiple-sequence of characters in 3. Again, all three are then logically
equivalent and therefore syntactically interoperable.

In this work I normalize all strings into NFD because each character in a segment has
phonetic value and by using NFD all characters are decomposed into a standardized order.
For example, a vowel that is both nasalized and creaky looks like <¥> in IPA. Although vi-
sually the same, a nasalized and creaky vowel can be composed of several different character

sequences, as illustrated with <6> in 1-3:

1. LATIN SMALL LETTER O + COMBINING TILDE 4+ COMBINING TILDE BELOW

U+006F + U+0303 + U+0330

2. LATIN SMALL LETTER O + COMBINING TILDE BELOW + COMBINING TILDE

U+006F + U+0330 + U+0303
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3. LATIN SMALL LETTER O WITH TILDE + COMBINING TILDE BELOW

U+00F5 + U+0330

Applying NFD to these three character sequences results in one standard sequence; in this
case the character sequence given in 1. NFD makes different sequences of input interoperable
and it retains all of the phonetic information captured by the separate characters that
combine to form a vowel with nasalization and creaky voice phonation. Regardless of how
someone may have entered the segment on a computer, all three are treated equivalently
after normalization and each part of the phonetic transcription signal is analyzable and
queryable.

The second sense of normalization refers to a specific aspect of relational database
design. In the broadest sense, a database is simply a mechanism that stores data, e.g. an
address book or library catalog. The term database is now primarily used to refer to a set
of data, often a collection of related data, stored electronically in a computer. A relational
database is a set of tables joined, or related, in a standardized way (Codd, 1970). A table
is a two dimensional data representation that consists of columns and rows. Data are stored
in cells in the table. A row represents a particular entry and column represents a data type
shared by those rows.

Database normalization encompasses the design principles for organizing data into tables
to minimize duplication of data across related tables. It is a modeling technique used to
optimize database performance by reducing data redundancy. The database’s design can
be evaluated by whether or not it adheres to one of several normalization forms.?6 Another
important process is called denormalization, which means to remove normalization forms.
This process typically reduces the number of tables in the database and it intentionally
introduces data redundancy that often results in much simpler database queries, but at the
cost of performance.

A database schema is a description of the structure of a database in a formal language
that is supported by a database management system (DBMS). A DBMS is software that

performs database functions such as storing, accessing and modifying data. A relational

26See discussion in Section 3.2.1.
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database management system (RDBMS) is a DBMS that is based on the relational model
by Codd (1970). In Section 3.2.1 I describe the relational database that I created for
the PHOIBLE data by using MySQL, an RDBMS. To illustrate my relational database
design, I use an extended entity-relational model (EER) to diagram the entities and their
relationships in my database schema. My EER diagrams use a notation called Crow’s Foot,
developed by Everest (1986).27 A description of a relational database’s schema allows users
to formulate queries and operations on the database. The Structured Query Language
(SQL) is a standardized language that is used to create, update and retrieve data in tables
and databases. There are several implementations of SQL; each is dependent on the RDBMS
that it uses.

A relational database is one information model for storing, accessing and manipulating
a data set. A data warehouse is a copy, or in other words a data dump or data export,
of transactional data restructured for query and analysis. Data warehousing is the process
of creating and maintaining a data warehouse (Kimball, 1996). The distinction between
a relational database and a data warehouse lies in their different purposes. A database is
often designed for transactions, i.e. data are added, removed or updated. A data warehouse
is a snapshot of data from the relational database. It contains a (sub)set of data structured
for query and analysis for particular tasks. For example, in Chapter 3 I will explain how I
designed a relational database to bring together different data sets into one resource. The
design of my relational database, however, follows principles of database normalization to
reduce data redundancy. This makes querying the relational database pretty complicated.
To make the data more easily accessible, I create a data warehouse by denormalizing the
relational database into a flat table that is easily queryable and human readable.

In addition to relational database technologies used in this work, I also use several Web
standards developed by the World Wide Web Consortium (W3C).28 One is the Extensible
Markup Language (XML; Bray et al. 1998). XML is a text-based format for encoding

documents for representing and transmitting machine-readable information. It is a markup

27See Section 3.1.2 for details.

http://www.w3.org/



21

language like HTML, except that XML is designed for representing the structure of doc-
uments, not their appearance.?? Like XML, the Resource Description Framework (RDF;
Lassila and Swick 1999) is also a model for data interchange, but whereas XML models data
in a tree structure, RDF encodes representations of knowledge in a graph data structure by
using sets of triples (also called statements). For example the triple (German, hasPhoneme,
a) represents a statement that indicates the object “German” is in a “hasPhoneme” relation
with the object “a”. RDF is a graph data model for specifying resource objects and the
relations that hold between them. XML and RDF formalisms have different strengths and
are used in different applications.?® To confuse matters, RDF data models can be serialized
in XML.3! Whereas XML imposes no semantic constraints on the data it encodes, RDF was
developed to represent knowledge so that information can be queried to extract “meaning”
by inferring additional statements through implicit relationships that are encoded via logic
statements encoded in predicates.??

RDF falls under the often misunderstood Semantic Web (Berners-Lee et al., 2001). The
Semantic Web is a set of technologies, tools and standards that provide digital architecture
to address complex data compatibility issues.?®> The term “semantic” often conjures up
confusion because it is used to denote a range of ideas. Essentially the Semantic Web is
a web of data that can be accessed using Web architecture and technologies in a range of
application areas including data integration, resource discovery and sharing.?* The goal is
a common framework for sharing and reusing data that can be processed by both human
inspection and by automated tools that leverage advances in knowledge representation. To

accomplish these tasks, data (aka resources) need to be described and marked-up with logic

29X ML is also used to encode arbitrary data structures in web services (application programming interfaces
accessed through HTTP).

30For a comparison of the different RDF and XML models, see http://www.w3.0rg/DesignIssues/
RDF-XML.html.

31GQerialization is the process of converting an object or data structure into a format, or sequence of bits,
that can be later converted back to its original format with equivalent properties.

321 provide more detail about data modeling in Section 3.1 and knowledge representation in Section 3.3.
33There is much criticism of the Semantic Web, see for example Marshall & Shipman 2003.

34The W3C provides a growing list of Semantic Web case studies at: http://www.w3.0rg/2001/sw/
sweo/public/UseCases/.
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annotation. One component is the use of the Universal Resource Identifier (URI). A URI
is a formatted string that provides a unique identifier for a resource. URIs identify physical
or abstract resources and they are used for the subject, predicate and object of the triples
encoded by RDF. URIs hold the key to addressability as they are unique namespace identi-
fiers that eliminate naming conflicts. A URI can be further classified as a Uniform Resource
Locator (URL), a reference to an Internet location, or as a Uniform Resource Name (URN),
an abstract unique name that remains persistent and is used for identification of a resource
even when it ceases to exist. URIs may or may not be dereferenceable.?®> A dereferenceable
URI is a resource retrieval mechanism that uses an internet protocol to retrieve a repre-
sentation of the resource it identifies. The type of representation is determined via content
negotiation, a mechanism defined in the HT'TP specification that determines which version
of a document to serve, e.g. a human readable webpage or a machine readable format in-
tended for computer processing, like RDF. In a non-dereferenceable context, such as when a
namespace URI is used in an XML Schema, the URI is simply a unique identifier that is not
intended to be dereferenceable via HTTP. RDF based vocabularies include RDF Schema
(RDFS) and the different flavors of the Web Ontology Language (OWL). RDFS provides the
specification of precise semantics for describing the basic elements of an ontology. OWL is
a more expressive ontology language for processing information than RDFS. An ontology
exactly describes information in a domain model and consists of statements about concepts
(resources in Semantic Web speak), their relations and constraints on those relations. Like
RDF, OWL is a W3C standard and can be serialized in XML, as well as other formats. It
currently has three increasingly expressive sublanguages: OWL Lite, OWL DL and OWL
full. Description Logics (DL) are a family of structured languages based on computa-
tionally tractable fragments of first-order logic (Baader et al., 2003). They provide the logic
formalism for ontologies used in the Semantic Web. For example, OWL DL (literally “Web
Ontology Language Description Logic”) supports ontology development by providing the
meaning representation language to formally specify the semantics of a domain of interest

with the guarantee of computational completeness, i.e. all conclusions are computable and

3%In computer science, a pointer references an address (location) in memory where a value is stored.
Dereferencing refers to obtaining the value at that location that the pointer refers to.
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decidable in a finite time (Smith et al., 2004).

2.1.5 Abbreviations

I refer to several projects throughout this work by abbreviated names. The Stanford
Phonology Archive is referred to as SPA (Crothers et al., 1979). The UCLA Phonolog-
ical Segment Inventory Database is referred to by the commonly used acronym UPSID.
The original UPSID database contained a sample of 317 languages and is referred to as
UPSID317 (Maddieson, 1984). Maddieson and Precoda’s (1990) extended UPSID database
with 451 languages is referred to as UPSIDys51. Where the distinction is irrelevant, I simply
use UPSID. For Hartell’s (1993) Alphabets des langues africaines (Alphabets of Africa), I
use the abbreviation AA. I also use AA to refer to Chanard’s (2006) digitization and online
implementation of Hartell’'s AA.36 The cross-linguistic data set produced in this work is
referred to as PHOIBLE for PHOnetics Information Base and LExicon. Each of these
resources is described in detail in Chapter 4. Additional information about languages, such
as genealogical and geographic data, comes from the World Atlas of Language Structures,

commonly referred to as WALS (Haspelmath et al., 2008).
2.2 Linguistic theories

In phonetics and phonology, there is a long tradition of representing spoken language as
strings of symbolic units. The roots of this theoretical framework are found in work of
the ancient Sanksrit grammarian Panini.?” Panini’s descriptive grammar of Sanskrit uses
a sophisticated system of rules and representations and it is regarded as the first work to
describe the phoneme-allophone relationship. Panini’s work influenced structuralists (e.g.
Bloomfield 1927) and their approach to segmental phonology that used alphabet-inspired
symbols for encoding articulatory steady states. His work also influenced the development
of generative phonology (Chomsky and Halle, 1968), in which segments are phonological

representations that consist of distinctive features (Jakobson et al., 1952; Jakobson and

3http://sumale.vjf.cnrs.fr/phono/
37See discussions in Kiparsky 1979 and Anderson 1985.
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Halle, 1956). In this section I provide a very brief overview of segmental phonology and
distinctive feature theory, before discussing the challenges of modeling these theories in a

typological database in Section 2.3.

2.2.1 Segmental phonology

Phoneticians have long used classification systems for describing speech sounds. In the late
19th century, speech sounds were modeled as discrete segments (e.g. Bell 1867, Sweet 1881
and Passy 1888). The advent of the kymograph, an instrument that records variations in
pressure, and adoption of the scientific method led to the discovery that a sound’s pronun-
ciation varied greatly and that segment boundaries indeed do not appear in the continuous
speech stream (Sievers, 1876; Rousselot, 1897; Scripture, 1902). However, in phonological
theory, phonological units were to remain segmental, abstract, invariant and sequential.?®

Segmental phonology is the study of speech sounds modeled as abstract segments that are
discrete and serially ordered. It investigates the distribution of sounds and their patterning
by means of a theoretical framework that strives to answer questions regarding the nature of
phonetic alternations and contrastive sounds that trigger lexical or grammatical differences
in languages.

Each spoken language can be described with a language variety-specific set of segments,
which it uses to form and differentiate words. The two types of relations, paradigmatic and
syntagmatic, are concerned with the substitutability of a segment in a particular position
in a word, and with the positioning of segments in a word, respectively.

The paradigmatic role of segmental phonology is to describe the vertical relations that
hold between segments that appear in the same environment. For example, /ded/ “dad”
and /baed/ “bad” are two words that contrast to form a minimal pair in English. These
two words are contrastive by their first segments’ place of articulation, a feature that causes
/b/ and /d/ to be interpreted as distinct sounds by the listener.

Segmental phonology is also concerned with the language-specific relationship between

an underlying and abstract symbolic phoneme, its set of its surface-level allophonic variants,

38For an overview, see Osterhout et al. 2007.
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and the phonological and morphological environments that trigger these variations. This
is the syntagmatic role of segmental phonology, i.e. to investigate the horizontal relations
between segments. For example, in Western Sisaala [ssl] the first person pronoun n assim-
ilates to the place of articulation of the following morpheme’s initial consonant phoneme
(Moran, 2008). The underlying first person pronoun is posited as /n/ because it occurs on
the surface level in the most environments, which includes [n] before vowels. This process

is captured in the phonological rule in 2.1 and examples are given in 2.2-2.5.

(2.1) [N] — [aN] /_ [« place of articulation]

(2.2) n tummi sinkan
1S chew  groundnuts

“I chewed groundnuts.”

(2.3) m ballo
1S hunt

“I hunt.”

(2.4) y  kieren

1S sit
“I sit.”
(2.5) n e-0 pa  kodo

1S made-3S for Kojo
“I made it for Kojo.”

The study of the paradigmatic and syntagmatic relations between segments of a language
allows the linguist to posit a segment inventory that describes (and is used to describe)
aspects of that language’s phonological system. Cross-linguistic comparisons of segment
inventories provide insights into the phonetic factors that shape the range of all languages’
phonological systems. It has long been noted that not just any set of consonants and vowels
can make up a segment inventory (Sapir, 1925). Certain sounds and certain combinations
of sounds also occur more frequently than others in the languages of the world (Maddieson,

1984). Where similarities occur across unrelated languages, this suggests there are factors
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that cause segment inventories to be similar in ways other than shared descent, such as
language contact via areal proximity. The frequency and distribution of segments may
also reflect non-linguistic factors such as violent and non-violent human interaction that
has affected which languages have survived and in which language families (Mielke, 2009).
There is also a growing body of research investigating other non-linguistic factors, such
as ecology, climate, demography and genetics, and their possible effects on phonological
systems and their structure.?”

Note however that since their creation, segments (ergo segment inventories) and the
use of segments as a theoretical construct have faced controversy. Even after advances
in technology showed that segment boundaries do not exist and that each instance of a
pronunciation differs measurably, phonological theory continued to model phonological sys-
tems with segments. Mielke (2009, 700) notes that, “Just about every aspect of defining a
segment inventory for a language is controversial, from whether it is appropriate to divide
words into segments in the first place, to how segments should be represented, to what they
represent.”? Nevertheless, research in segmental phonology led to modeling segments with
sets of features, which has provided linguists with a theoretical framework that allows them
to elegantly describe many of the phonological processes that appear in the world’s lan-
guages. Segmental phonology became a serious avenue of research for phonological theory
and was integral in the development of distinctive feature theory and Generative Phonology
(Chomsky and Halle, 1968).

Although there are non-segmental formalisms of phonological theory, e.g. Articulatory
Phonology (Browman and Goldstein, 1986, 1989, 1992) and Firthian Prosodic Analysis
(Firth, 1957; Palmer, 1968), in this work I limit my investigation to the computational
modeling of segmental phonology. Segments offer a finite set of phonological representa-
tions and are used in linguistic descriptions to document the contrastive sounds employed
by languages. Segments are phonetically defined by the IPA and are represented in the Uni-

code standard. Therefore, there exists a standard for transcribing segments (researchers’

39Gee Chapter 7.

40See Section 2.3.4.
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idiosyncratic transcription systems can be mapped to the standard to achieve interoper-
ability), a standard for encoding this set of segments computationally, and a standard for
comparing the different sounds in different languages typologically because of the internal
structure of the IPA system. IPA symbols are also convenient abbreviations for the set of

distinctive features that constitute a segment.

2.2.2 Distinctive feature theory

Even as X-ray analysis of speech gestures and spectrographic analysis of acoustic patterns
in the speech signal emerged in the 1940s and early 1950s, distinctive feature theory was
becoming a serious avenue of research for phonological theory. Distinctive feature theory
emerged and defined the features (or parameters) for labeling sets of sounds, e.g. “the set
of voiceless sounds” or “the set of voiceless velars”. This formalism allows linguists to
generalize about regularly occurring phonological patterns and to describe the behaviors of
sets of sounds with predictive power, thus informing phonological theory (e.g. “in German
all voiced obstruents devoice in syllable final-position”).

Distinctive feature theory is considered one of the most important contributions to lin-
guistics in the 20th century because of the explanatory power that it provides. It has a
long tradition in linguistics, in such works as Trubetzkoy 1939, Jakobson 1949, Jakobson et
al 1952 and Jakobson & Halle 1956.4! By building on the work of members of the Prague
Linguistic Circle (or Prague School) and the American structuralists in the early to mid
20th century, Noam Chomsky and Morris Halle created generative phonology.*? Although
several of their works led to its development (e.g. Halle 1962; Chomsky 1964; Chomsky and
Halle 1965), The Sound Pattern of English (SPE) is the first full systematic exposition and
magnum opus of generative phonology (Chomsky and Halle, 1968). In generative grammar,
phonological representations were modeled as sequences of segments composed of distinc-
tive features. This provided a framework for phonologists to describe phonological rules

and derivations, and levels of phonological representations through fully explicit algorithms

41Gee Baltaxe 1978 for an account of the development of distinctive feature theory as a conceptual frame-
work.

428ee Goldsmith and Laks, to appear, for a historical review of generative phonology.
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using linear sequences of matrices of feature values.

Distinctive features represent abstract properties of speech sounds, typically modeled
on phonetic correlates rooted in human anatomy. The mental representation of a speech
sound was originally modeled as an unorganized set of feature values.*> Two speech sounds
contrast if they differ by at least one distinctive feature. Jakobson’s approach was to keep
the number of distinctive features at a minimum (e.g. Jakobson 1949). For example, an eight
vowel system requires 28 binary relations if each vowel opposes every other vowel. These 28
binary oppositions can be expressed in terms of three distinctive features (e.g. [high], [back]
and [round] in SPE), resulting in only three oppositions, as illustrated in Figure 2.2. This
approach reduces entropy, so that there is less functional load involved in the storing and

processing of language for the speaker and listener.

Figure 2.2: Reduction of oppositions with distinctive features (Mielke and Hume, 2006, 723)
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In the work of Jakobson et al. (1952), distinctive features were almost exclusively acous-
tically defined. However, in the years following the feature set proposed by Chomsky and
Halle (1968), articulatory features have come to predominate. More recently, distinctive

features include both articulatory and acoustic features. On the one hand, the features

43 Although features started off in distinctive feature theory without a notion of distance, much research
has shown the value of viewing segments as made up of hierarchically structured features. For example,
Clements (1985) formulated features into constituent structures with internal organization, much like
syntactic trees. This tree model was in part motivated by groupings of features that commonly pattern
together, especially in rules of partial assimilation.
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[bilabial], [dental], [plosive], [fricative], [round], etc., are grounded in articulatory phonetic
factors that involve forming constrictions in the human vocal tract with speech organs like
the lips, tongue, teeth, etc. On the other hand, vowel features including [high| and [back]
are better defined in the acoustic perceptual realm. For example, taken together the three
features of [high], [back] and [round] describe the tongue’s position within the acoustic space
of the mouth cavity and the articulatory constraint of lip rounding. A feature matrix for

an eight vowel system using these three binary distinctive features is given in Table 2.1.

Table 2.1: Feature matrix

iy &+ u e ¢ o «a
high |+ + + + - — — =
back | - - + + - — + +
round | — + - + — + + -

The feature matrix expresses the contrasts between speech sounds by their distinctive
features. The matrix can be used to calculate how much two segments differ by summing
up the oppositions of their features. The complexity (and plausibility) of a phonological
change is formalized as the modification of the values of a (set of) distinctive feature(s).
Another critical function of distinctive features is that they make possible the formal study
of natural classes, i.e. sets of sounds that have certain phonetic features in common. Natural
classes form groups of sounds that share a set of one or more features to the exclusion of
all other sounds in a particular language.** Sounds in a natural class behave the same way
in the same environment and they affect other sounds that share the same environment in
the same way. Natural classes also tend to participate in phonological processes that often

pattern similarly across languages. For example, it is widely attested in languages that the

4 The specificity of a class is related to the number of features used to define that class (or inversely, the
generality of a class is related to the inverse number of features used to define that class). For example,
in Table 2.1 the natural class of high vowels includes the set { i, y, i, u }. The class of high back vowels is
{ #, u } and the class of high back round vowels includes only { u }.
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natural class of voiced obstruents devoice at the end of a word (obstruents are a natural
class made up of the natural classes of stops and fricatives). This phonological pattern
seems to be rooted in articulatory effort; it requires more effort to maintain voicing when a
voiced obstruent is not followed by a vowel.

Like segments, distinctive features play both a paradigmatic and a syntagmatic role in
a language’s phonology by defining the contrasts in a language’s sound inventory and by
formalizing its phonotactics, i.e. rules governing the possible combinations of phonemes.*?

From a paradigmatic perspective, distinctive features play a role in governing and struc-
turing the structure of speech sound inventories. As outlined in Clements 2009, there are
several feature-based principles that constrain the structure of contrastive speech sound
inventories. For example, the Feature Bounding principle states that given a set of n bi-
nary distinctive features, a language may have a maximum of 2" distinctive sounds. In the
example in Figure 2.2, a distinctive feature set using 3 binary features may have maximally
8 sounds (23). This feature-based principle constrains the upper limit on the number of
contrastive sounds in a language, based on its number of distinctive features. This principle
also claims that the upper limit on the number of possible contrasts (C) is set by the number
of features, as given by the equation C = (S * (S -1)) / 2 (Clements, 2009, 25). Since the
maximum number of sounds (S) is 2", the maximum number of contrasts is (2" * (2" - 1))
/ 2. Thus, the Feature Bounding principle constrains a sound inventory with two features
to a maximum of four sounds and six contrasts.?6

From a syntagmatic perspective, words in a language are made up of a string of segments
with each segment consisting of a set of features, as shown in Table 2.2.47 In English the

contrast in the place of articulation feature in these two words, here referred to as labial,

“For example, many languages, like Russian [rus], permit clusters of consonants only if they all have the
same feature for voicing, while other languages, such as Tsou [tsu], permit combinations of voiced and
voiceless elements in the same cluster (Wright, 1996).

46Other feature-based principles examined in Clements 2009 include: Feature Economy (tendency to max-
imize feature combinations; see de Groot 1931, Martinet 1955; 1968 and Clements 2003a; 2003b), Marked
Feature Avoidance (tendency to avoid marked feature values), Robustness (in a universal hierarchy of fea-
tures, languages draw higher-ranked features before lower-ranked features) and Phonological Enhancement
(increasing the acoustic difference between contrasts).

4TThe features used here are a subset of those defined in Hayes 2009 and include zero as a value for features
that aren’t relevant to a particular sound.
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triggers a meaningful lexical contrast.

Table 2.2: Feature representation of the words “bad” and “dad”

b
voice + + | + +
labial ST (R —
consonantal | + — + |+ — +
high 0 — 00 — 0
back 0 — 010 — 0

Distinctive feature theory expresses the architecture of phonological segment invento-
ries. Therefore a distinctive feature set should characterize all contrastive sounds in all
languages.*® The number of distinctive features is specified by the distinctive feature the-
ory that employs them, but in general theories that have been proposed have around two
dozen features (Mielke and Hume, 2006). This small number of distinctions has proven
useful and has allowed linguists to make predictions about sound structures, sound patterns
and the cognitive organization of sounds in languages. Several distinctive feature sets, or
portions of sets, exist and they differ in their classification and descriptions of segments.
These works include, but are not limited to: Chomsky and Halle 1968, Sagey 1990, Gold-
smith 1990, Clements and Hume 1995, Ladefoged and Maddieson 1996, Ladefoged 1997 and
Hayes 2009.

2.2.3 Summary

To summarize, speech sounds have long been modeled as abstract segments. The analysis
of phonological segments as sets of features is considered one of the great advances of lin-

guistic research in the 20th century. The premise of distinctive feature theory is that each

48Gee Section 6.3.
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phoneme is composed of a matrix of (binary) features that can be used to encode similari-
ties, differences and classes of sounds. Distinctive feature theory provides a framework for
modeling features, segments and phonological patterns. In the next section I describe the
challenges involved in creating a cross-linguistic data set situated in segmental phonology

and distinctive feature theory.
2.3 Challenges

In this work I have faced both theoretical and technological challenges in developing a
cross-linguistic segment inventory data set that is accessible through different technologies
in order to investigate questions of phonological typology. Within linguistic theory, there
are arguments about what constitutes typological categories and how they can be compared.
These are non-trivial issues that typologists will continue to debate far into the future. In
my work these issues revolve mainly around the notion of phoneme and the assumption
that segments and distinctive features are linguistic entities that can be compared cross-
linguistically. At the technological level, there are many challenges involved in creating an
interoperable digital resource to store and access descriptive linguistic data. Both types of

challenges are present in the workflow illustrated in Figure 2.3.

Figure 2.3: Conversion workflow
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The workflow begins with the field linguist’s collection and analysis of language data.
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Typically the linguist makes an impressionistic study through transcription and phonemic
analysis (as opposed to an in-depth acoustic analysis of the speech stream). This is an area
of theoretical debate. Can impressionistic data be trusted? Can these data, coming from
many different linguists, be typologized (cf. Sherman and Vihman 1972; Haspelmath 2010)?

Moving a step further through the workflow, for the data to be made widely available,
the field linguist’s data and analysis needs to be digitized. Digitization is another point
where errors can be introduced into the data. The digitization process may include not only
typos and misinterpretations by the digitizer (who may or may not be the original author),
it also introduces computationally complex issues of character encodings, such as segment
homoglyphy, which can affect any results or conclusions reached when querying and an-
alyzing the data. For example, although two segments may be visually indistinguishable,
they might in fact be encoded as two different characters computationally.?® Finally, for
the data from disparate resources to be made interoperable in the sense that queries can
be made across the entire data set, the transcription and analysis of many idiosyncratic
language descriptions must be standardized. Again this is a theoretical issue — to do typol-
ogy, standardization of a linguistic data type is necessary if different language descriptions
are to be compared. Transcription systems must also be standardized; segments must be
resolved to equivalent characters within the same character encoding or they will not be
computationally equivalent. Taken together, at the linguistic level the workflow is fraught
with theoretical issues that are not easily resolvable, such as, do phonemes exist and can
they be compared across languages? At the technological level, the workflow can propagate
errors from the initial data collection stage, through the digitization and processing phases,
and into a final data access and storage format. Lastly, there are issues at the intersection
of linguistic theory and technology, such as using statistical sampling to address various
biases inherent in the available typological data. In the following sections I discuss criti-
cisms of cross-linguistic typological databases, statistical sampling, and the linguistic and

computational issues involved in creating a data set for phonological typology.

49Gee Section 4.3.
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2.3.1 Typological databases

Typological databases provide a tool to access and characterize the distribution of linguistic
phenomena in the world’s languages. However, there are at least two fundamental problems
with making these characterizations. The first, raised by Sherman and Vihman (1972, 163),
is the question of what constitutes adequate descriptive categories for linguistic phenomena
and how can they be compared?®® It is addressed in this section. The second problem
involves statistical sampling and how to estimate the relative frequency of a linguistic type

t,51 areal diffusion, and a lack

in light of typological biases like shared genealogical descen
of linguistic data for many of the world’s languages. This second problem is discussed in
Section 2.3.2.

Language documentation varies in its descriptive adequacy. In order to make cross-
linguistic comparisons, linguistic analyses must be extracted from language descriptions.
However, the comparative linguist should not typologize on the basis of descriptive linguists’
analytical preferences (Hyman, 2008). Hyman argues that there is a paradox in using
linguistic theory to describe languages because of the necessity in abstracting away from
different linguistic theories to undertake typological comparisons. Therefore, criteria to
normalize data need to be formulated to make cross-description categories comparable. But
what constitutes adequate descriptive categories?

Instead of a set of universal cross-linguistic categories used for both language description
and comparison, Haspelmath (2010) distinguishes between descriptive categories and com-
parative concepts. Descriptive categories are language-specific categories established by the
linguist to describe phenomena in a particular language. These descriptive formal categories
cannot be equated across languages because the criteria for their language-specific category

assignment is different in each language.?> Comparative concepts, on the other hand, are

50Sherman and Vihman (1972) may be the first to ask what are appropriate formats for storing and
accessing descriptive linguistic data. This issue is discussed in Chapter 3.

51Throughout this work I will refer to the “genealogical” relationships between languages instead of “ge-
netic” relationships, although the latter has been used quite frequently in the literature. This dichotomy
makes clearer the split between research on the relatedness of languages versus research on the genetic
relationships between human populations, which some claim affects language structure (cf. Dediu and
Ladd 2007; Nettle 2007).

52For a rebuttal, see Newmeyer 2010.



35

categories created by typologists for undertaking cross-linguistic comparison. They are cre-
ated by evaluating which descriptive categories from a set of languages can be compared.
Haspelmath notes that in practice many linguists implicitly collapse the distinction between
descriptive categories and comparative concepts.

In phonetics and phonology, language-particular descriptive categories are required to
describe languages’ phonological systems (Haspelmath, 2010). Port and Leary (2005, 927)
argue that phonologies differ incommensurably and that the description of speech sounds
cannot be tied to a universally fixed phonetic alphabet, noting that “decades of phonetics
research demonstrate that there exists no universal inventory of phonetic objects”. Their
conclusion is that there is no discrete universal phonetic inventory with an a priori inven-
tory of phonetic atoms. They are not the only researchers to position themselves against
a Universal Grammar (UG) of phonological atoms. At the featural level, Mielke (2008)
argues against an innate set of universal features and for an emergent distinctive feature
theory. He claims phonological patterns are not reliant upon a fixed set of universally
available features, but can emerge from language particular features and constraints.®® Mo-
hanan et al. (2009) take the argument against inherent features a step further and ask if all
feature-based cross-linguistic comparison must be abandoned if UG does not contain pre-
defined features. In their approach, to undertake phonological typology what is needed is “a
theory of feature emergence that expresses the family resemblances of features, connecting
the concrete aspects of the articulation and perception of speech to a cross-linguistically
shared set of features” (Mohanan et al., 2009, 151). A cross-linguistically valid “currency of
distinctive features” can be obtained without UG stipulating a universally pre-defined set.
Whether speakers are born with a pre-determined set of defined features, or those features
are emergent, or some type of hybrid of both, segment inventories nevertheless show sym-
metric regularities that can be described in terms of an economy theory of feature-based
principles (e.g. Clements 2003a,b, 2009). To undertake phonological typology on segments
and features, comparative concepts must be established.

For UPSID, Maddieson (1984) created comparative concepts for cross-linguistic compar-

53Emergent theories explain synchronic properties and observations in diachronic terms. See Blevins 2004.
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ison of segment inventories by reinterpreting, where necessary, phonemes in phonological
descriptions into (basically) IPA symbols.>® In terms of comparative concepts, the IPA is
a useful tool for cross-linguistic comparison, but not as a universal set for representing all
possible sounds of the world’s languages (Haspelmath, 2010). A database of segment in-
ventories, like UPSID, can be used to answer questions about which contrastive consonants
and vowels appear in which languages, or with what frequency a segment type occurs across
languages in the sample.

Segment databases make several assumptions that have not gone without criticism. One
assumption is the phoneme.?® The basic principle of the phonemic method is that of con-
trast; two sounds contrast if they do not occur in complementary distribution. However,
phonologists do not necessarily agree on how to do phonemic analysis and establish phone-
mic representations. The phoneme is an analysis of the set of allophones that minimally
distinguish it from other phonemes, and is therefore a language-particular descriptive cat-
egory. On the other hand, to create concepts for comparison purposes, the typologist has
to take a stance on how contrastive segments are encoded. For example, Maddieson had
to either go with the original phonemic analysis (in the resource descriptions from which
he extracted segment inventories) or reinterpret those linguists’ analyses according to some
consistent standard to achieve uniform comparability across segment inventories.

Another assumption is the uniform comparability of segments. Simpson (1999) criticizes
UPSID’s interpretation of phonemes as abstract and contrastive segments. The problem
boils down to choosing a single allophone to represent a phoneme, which is the typical
methodology employed in positing a phonemic inventory. Simpson takes issue with this
process, arguing that the comparison of phonemic inventories is of little use for qualitative
and quantitative comparison and that “the phonetic interpretation of phonemic invento-
ries may make them comparable, but tells us little about the languages they claim to be
representing” (Simpson, 1999, 352). He argues that UPSID (and therefore inventories of

contrastive segments like UPSID) fail to “recognize the abstract nature of even the most

54Gee Section 4.3.2 for a description of UPSID.

5For an early overview of different definitions of the term phoneme, see Twaddell 1935.
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phonetically based definition of a phonemic system” (Simpson, 1999, 349). As such, Simp-
son suggests that phonological comparison is based on an arbitrary selection of the phonetic
contrasts of languages in the database. He argues that this comparison misrepresents the
abstract relational nature of the phonological system, thus “grossly oversimplifying the
complex phonetic patterns employed in languages to bring about differences in meaning”
(Simpson, 1999, 349).

These arguments have consequences for comparative and typological statements. Simp-
son asserts that “we still have no way of identifying sameness and difference in two phonolog-
ical systems, a problem which is only apparently overcome by casting phonological contrasts
in terms of a selection of features from a universal inventory” (Simpson, 1999, 349). An
example supporting his point is Maddieson’s categorization of a wide range of phonetically
disparate sounds that are symbolized by “r-sounds” in UPSID.%¢

Simpson argues for a clear demarcation of levels, with each level requiring different types
of analyses. Thus, “the unprincipled reduction of the complexity of linguistic sound systems
severely weakens any qualitative or quantitative statements made using them” (Simpson,
1999, 352). Finally, he also takes argument with the use of features as specifications of

contrasts (Simpson, 1999, 352):

“Casting the phonological contrasts in a language in terms of universal feature
specifications does not solve the problem any more than UPSID’s system of
phonetic classification. As there are no criteria for assigning the same feature to
different phonetic patterns in two languages or even to assigning them to different
sets of phonetics in the same language, the inventory of features becomes little
more than a list of possible contrasts which must simply be large enough to
capture the number of contrasts in a particular language. Stating that two
languages have the feature [ATR] or [labial] is as trivial as stating that phonemes

in two languages are symbolized with k or r.”

Simpson concludes that comparative analyses using phonetic interpretations, such as

56See Section 2.3.4.
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those undertaken with SPA and UPSID, are flawed and of little use in answering questions
in phonetics and phonology (outside of its application as a reference for identifying languages
that have a sound type or for calculating phonological complexity based on phoneme count).

However, I do not agree that using abstractions is of little use in doing phonological
typology (or doing linguistics in general). Simpson’s argument expands to any abstract
analysis of language; the same argument can be leveled at phonemes, allophones and features
because no two person’s pronunciation is identical, nor does anyone say the same sound in
exactly the same way twice in his or her lifetime. As scientists we must acknowledge the
limitations of our analysis and interpret data with an appropriate level of coarseness. For
example, with the PHOIBLE database we cannot say anything about language-specific
factors relating to typology, such as the relative acoustic height of an /u/. There are
phonetic details that get missed; this is a detail problem. How can someone characterize
something as changing and variable as speech sounds?®” Many acoustic and articulatory
phoneticians believe that one cannot characterize speech sounds with discrete and invariant
symbolic representations. However, note that even those researchers measuring individual
muscle fibers must nevertheless employ some form of data reduction. On the other hand,
from a quantitative perspective there is a problem of overfitting the model, i.e. putting
so much detail into the model that it is modeling the detail and not the generalizations.
As described elegantly in Tao Te Ching and also by Borges (1935) in “On Exactitude in
Science”: in making an observation, the medium used to describe the observation necessarily
shapes and limits the observation.

In more recent criticism, Vaux (2009) disapproves of using UPSID as the empirical basis
for phonological typological studies. He describes general problems with the UPSID data,
including the use of “relatively arbitrary old grammars and articles”, reported database
coding errors including the omission of segments in certain languages, and “unwittingly
imported phonetic and phonological errors from the source materials” (Vaux, 2009, 77-78).

From a phonetician’s perspective, Vaux asserts that UPSID contains several significant

phonetic mischaracterizations, which affect typological studies undertaken with UPSID. He

57And at which level should the speech sounds be characterized: individual dialect, sociolect, individual
person, individual word, individual instance (token) of a particular word? If so, which instance then?
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suggests that “UPSID in fact generally fails to capture the actual phonetics of vowel systems,
which unfortunately facilitates claims about dispersion patterns in vowel systems by, for
example, Liljencrants and Lindblom (1972) and Flemming (2004), though careful phonetic
study of a representative range of vowel systems has shown these claims to be unjustified
(Disner, 1983)” (Vaux, 2009, 79). An example contrasting Khalkha Mongolian [khk] in UP-
SID and a phonetic study by Rialland and Djamouri (1984) is provided. Vaux shows that
UPSID fails to include more than one high front unrounded vowel and instead organizes
the vowel system in terms of backness and roundness. The point that many grammars
and phonological descriptions do not contain a phonetic study is a straightforward criticism
of collecting segment inventories from the available literature (it is an unfortunate truth
that much language documentation does not include in-depth acoustic phonetic studies).
This fact is exemplified by UPSID incorrectly representing “many languages with aspi-
rated stops as not aspirating these stops”, as shown in phonetics literature published after
UPSIDys5; (Vaux, 2009, 79). Vaux suggests that flawed results from grammar writers that
fail to indicate aspiration in their transcriptions, even if they are aware of it, ultimately
leads successive researchers like Maddieson (1984) and Clements (2009) to conclude things

like non-aspiration as the unmarked state for voiceless stops.?®

This is part of the larger
issue of transcription/orthographic effects that are due to the extraction of segments from
language descriptions, i.e. distinctions that are not conveyed in the transcription or ortho-
graphic systems may be lost even if they are noted elsewhere in the grammar. Vaux (2009,

79) cites some examples in UPSID:

e “Sinhalese implosive stops are nowhere to be found in the inventory of page 272 of
Maddieson 1984, presumably because they are not written as such in the orthographic

systems”

e “the famously rounded Farsi [p] is rendered as <a> (1984:268)”

e “the Turkish [#] allophone of /e/ that occurs before {r, I, m, n} is omitted from

®Vaux and Samuels (2005) argue against the generalization of non-aspiration as the unmarked state of
voiceless stops.
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the Osmanli inventory on page 277, presumably because it is not conveyed in the

orthography”

The first two examples seem like errors.’® The third seems irrelevant — why include an allo-
phone in UPSID when it is specifically designed to be a database of phonemically contrastive
segments?

In addition, transcription is an impressionistic analysis and its use in phonetic generaliza-
tions requires caution because it reflects the linguist’s perceptional biases. As an example,
Vaux (2009, 80) cites a generalization from Clements 2009, based on UPSID, that “having
one voiced fricative makes it more likely that another will occur in the same inventory can
follow directly from whether or not the individuals who did the original transcriptions were
able to hear voicing in obstruents successfully”. However, as he notes, “This is no trivial
matter, as shown by the fact that only the most observant phoneticians and phonologists
are aware that speakers of English generally devoice word-initial and word-final obstruents
(e.g., Haggard 1978, Pierrehumbert and Talkin 1992, 109).” (Vaux, 2009, 80).

Another criticism from Vaux is that segment inventory databases like UPSID do not
contain idiolectal and dialectal variation, which he asserts is crucial in formulating accurate
typological generalizations. An example is provided of the variation found in English be-
tween speakers who oppose unaspirated fully voiced and voiceless series (Lisker and Abram-
son, 1964; Scobbie, 2002) and speakers who oppose plain and aspirated series (Vaux, 2009,
79). This is perhaps an extreme example, considering the variation among the myriad of
English speakers in the world.

Typological databases like UPSID are also criticized from a phonologist’s perspective.
Vaux asserts that UPSID is inconsistent in its level of phonological representation because
it sometimes seems to describe allophonic representations, and other times phonemic ones
(perhaps these were just mistakes, as mentioned earlier). He provides a list of confusions
that he says exemplifies the conflicting levels of surface and underlying representations found
in UPSID. One example is UPSID’s Turkish segment inventory, which allophonically, “is
described as having a glottal stop (p. 277), which to the best of my knowledge appears only

59See Section 4.3.2.
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allophonically in word-initial position”, and phonemically, “is listed as not having /y/, which
is true phonemically but not allophonically” (Vaux, 2009, 80-81).5° The basic problem is
the collapsing of the surface and underlying levels of phonological representation.®!

Vaux (2009, 82) summarizes UPSID’s database flaws by concluding that it “should not
be used as a basis for typological phonological analyses”. Regarding Vaux’s criticisms, there
will undoubtedly be errors and inconsistencies in UPSID and other databases.®? What is
the alternative? No databases? Selecting language descriptions that agree with one’s point
of view? Or perhaps typological observations are not useful because they necessarily involve
disagreements, errors and inconsistencies? Mielke (2009, 714) notes that “an alternative to
dismissing inventory databases as useless is to look carefully at the factors that intervene

between the language data and the database”. Figures 2.4 and 2.5 show comparisons of the

typological distribution of segment frequencies and inventory sizes in UPSID45; and P-base.

Figure 2.4: Comparison of most frequent segments in UPSID45; and P-base (Mielke, 2009,
702)
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Mielke’s P-base is a database of 549 languages that encodes several thousand sound pat-

terns, which he used in his work on emergent feature theory (Mielke, 2004, 2008). Although

69These observations remain in UPSIDys51.
51Tn Section 2.3.3 I discuss these issues further.

52Frrors and inconsistencies ultimately need to be corrected. A nice feature of PHOIBLE is that it is
extensible and its inventories are easily correctable.
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Figure 2.5: Comparison of inventory sizes in UPSIDy5; and P-base (Mielke, 2009, 703)
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P-base was not explicitly built for studying segment inventories, comparisons of its inven-
tories against UPSIDys; shows that although there is a difference in their contents, they
“nonetheless reflect properties of human language” and “underneath the effects of method-
ology, there is a core of truth” because “both [databases| nonetheless reflect properties of
human language” (Mielke, 2009, 714). This occurs despite the fact that P-base’s sampling
method did not exclude languages in an attempt to create a genealogically balanced sample,
whereas UPSID attempts to create one via a quota sample. Additionally, Clements (2009,
24) insists that generalizations “supported at a high level of significance by large numbers
of genetically diverse languages are unlikely to be far off the mark” and that problems with
typological databases like UPSID are “to a considerable extent [...] alleviated by the sheer
size of the sample”. UPSIDy5; and P-base represent roughly 6-7% of the world’s known
languages.

In the end, there seems to be an underlying truth present in the phonological inventories
of languages. The notion of a segment inventory is an abstraction over the set of segments
as defined by the distinctive features employed by a language (Clements, 2009). It is clear
that phonemes are chosen in groups based on their features. In this work I move beyond

segments and create models that allow researchers to investigate inventories and lexical
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items, encoded with segments, at the level of distinctive features. Lastly, just because we
cannot make a perfect database that is free of all kinds of bias, this does not mean a database
built out of the current information is not worthwhile. It does mean that the research using
the database has to be informed by what its limitations are and that a principled approach
to data collection and analysis should be undertaken. Hyman (2008, 88) points out that
“All of the above is, of course, well-known and unsatisfyingly general: We would like to
establish that all languages have specific consonants and/or vowels. However [...] the study
of universals is fraught with difficulties.” Clearly the question of what constitutes adequate
descriptive categories for linguistic phenomena, particularly in its application to typological
databases, is an area of ongoing research and debate. To add fuel to the fire, extrapolating
statistically valid results across a typological database with incomplete genealogical coverage
is also an area in typology that has been intensely debated. This is the topic of the next

section.

2.8.2  Sampling

The second problem that arises from using typological databases to characterize the distri-
bution of linguistic phenomena is due to the challenges involved in creating a reliable data
sample for undertaking statistical inference. The challenge of deriving a cross-linguistic
language sample that captures genealogical, areal and typological diversity was raised as
early as Sherman 1975. Later, statistical methods based on classical sampling theory were
described as not tenable for most typological data (Janssen et al., 2006). The foundation
of many of these methods requires a population from which a random sample can be drawn
and one that fits a normal distribution.®®> However, language data are a skewed popula-
tion of data points due to factors including the diffusion of typological features through
shared descent and geographic proximity. Of course one can draw a random sample from
the population, but it might not be representative for the question being asked. Thus, the
question of how to establish an ideal sample for purposes of statistical evaluation is central

to typological methodology.

53] use the term sample to mean a set of languages under study and the term population to mean the set
of all languages from which a sample is drawn.
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The nature of linguistic data presents several confounding factors, or biases, that dis-
tort the ability to draw a random sample of languages from a population of all languages.
The first is the bibliographic bias which stems from the fact that as many as 2/3rds of

64,65 This restricts

all languages have no grammar or grammatical sketch (Bakker, 2011).
samples to languages that are (well) documented. The bibliographic bias is one factor that
causes the genealogical bias. Sampling randomly of the available linguistic documentation
risks oversampling widespread well-documented language families. However, the genealogi-
cal bias is also reflected in the unequal distribution of languages into language families. Of
the 118 language families listed in the Ethnologue 16th edition, over 1/3rd (45) are lan-

66,67 By choosing a random sample from a population of unequally dispersed

guage isolates.
languages, there is a greater chance that large language families will be better represented
than isolates or small language families. Additionally, we might assume that isolates or
small language families have potentially unique typological features. Inferences on a sample
that does not take into account a genealogical weighting, or stratification, are likely to be
biased towards the features of the larger language groups. Bakker (2011) also mentions the
possibility of population size as a cultural parameter that affects the speech community. He
likens it to the principle of genetic drift, i.e. a change in genetic variation that causes un-
likely gene combinations to be successful due to random sampling in small populations (cf.

Kimura 1968, 1983), to linguistic drift. In small populations of speakers then, the likelihood

of encountering more exotic (or rare) linguistic phenomena may be greater. An example is

54This figure might be a bit too high. Hammarstrém’s most current estimate is that of 7622 languages
(living and extinct), there are minimally 2600 languages with grammars and an additional 1310 with
grammatical sketches.

55Bakker (2011) points out that the bibliographic bias can also be inflicted by the linguistic theory used
in language documentation, i.e. creating a sample not only requires language documentation, but also
comparable analyses.

56For visualization, see Figure 7.6 on page 302.

57These 118 language families do not include the categories for pidgins, creoles, unclassified languages,
constructed languages and deaf sign languages. In addition to the 45 isolates listed in the language isolates
category, there are seven language families listed with one language: Alacalufan, Basque, Chimakuan,
Lule-Vilela, Mura, North Brazil and Peba-Yaguan. It is not stated why these single-language language
families are not listed in the isolates category. Further, the Chimakuan family had at least two languages.
Chimakuan has been extinct since about 1920 and Quileute is also likely extinct at this point (Sharon
Hargus, p.c.).
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given by Nettle (1999a), in which object initial word order most often appears in languages
with under 3000 speakers (Bakker, 2011). Taking the possible effects of genetic influences on
language even further, research undertaken by Dediu and Ladd (2007) shows a correlation
between a linguistic feature (tone) and two alleles (alternative forms of a gene) when testing
26 typological features in 49 populations on 983 alleles. This correlation appears although
most linguistic features and genes investigated show no correlation.

Confounding biases have typically been dealt with through methods for statistical strat-
ification, in which the population is divided into strata (e.g. genealogical units like language
families) from which a random sample is drawn equally from each stratum. Yet it is not only
linguistic genealogical factors that play a role in the divergence and convergence of typolog-
ical variables. The linguistic diffusion of areal features caused by language contact may also
require stratification to create an unbiased data sample. Additionally, a sample may contain
a typological bias in which languages with the same linguistic feature are by coincidence
disproportionately represented®® or a cultural bias because of a disproportionate number
of languages from the same cultural area (Perkins, 1992).%9 Tt is important to note that
the confluence of these factors is not independent of each bias. The diffusion of typological
variables are the combined result of shared descent, areal diffusion and universal structural
principles (Bickel, 2008). Furthermore, many genealogical and areal classifications are not
well established™ and the effects of language contact are not completely understood. To
boot, the outcomes of statistical approaches change drastically depending on the genealog-
ical classification used for stratified samples (Rijkhoff and Bakker 1998, 277-292; Cysouw
2005, 556).

There are four types of sampling used in typological studies: convenience, random,
variety and probability (Bakker, 2011). The type of sampling used in a study is driven by

the question that is intended to be answered. In general, there are two types of studies. The

58 A typological feature shared by a group of languages need not be caused by genealogical or areal diffusion;
it may have developed independently in different languages.

59Cultural bias stratification is useful for investigating correlations between linguistic structures and cul-
tural complexity. See Perkins 1980.

For visual comparisons of competing genealogical hypotheses, see http://multitree.
linguistlist.org/.
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first aims to establish the probability that a language has a specific feature. For example,
what is the chance that a language has /y/ or that a language is of a specific word order
type? For these question types, random or probability samples are used. The second type of
study is to simply explore the range of variation of a particular linguistic feature or language
type (e.g. what is the range of attested vowel harmony?). For these studies, the convenience
and variety samples are used.

A convenience sample is simply that — a set of languages chosen with no restrictions on
the basis that data are readily available. Convenience samples are typical of exploratory
investigations, but must be refined when testing proposed hypotheses.

A random sample ignores any genealogical, typological, geographic or cultural strati-
fication (Bickel, 2008). Based on their research investigating sampling and stratification
techniques with a sample of 4375 languages’ numeral systems, Widmann and Bakker (2006)
show that capturing diversity is more dependent on stratification than sample size. They
also show that a random sample fares well against stratification methods when the sample
size is very large. At this time, however, the large size and typological coverage of their
sample is currently atypical of most typological databases.

A variety sample is used for explorative research and its aim is to maximize linguistic
variety and the likelihood that different values are attested for the typological variable under
investigation (Rijkhoff et al., 1993; Rijkhoff and Bakker, 1998). It aims at producing a
reliable snapshot of current genealogical and areal distributions, and is therefore opposite of
genealogically balanced samples that control for these biases (Bickel, 2008). Variety samples
tend to be large and are designed to be diverse. Shosted (2006) uses a variety sample
to investigate the language complexity problem, i.e. the historical linguistics truism that
simplifying language structure in one place is likely to complicate the language elsewhere.
Shosted calls this the negative correlation hypothesis and shows that there is no evidence
of a trade-off in complexity between potential syllables and verbal inflection markers in
a variety sample of thirty-two geographically and genealogically diverse languages. The
maps used in WALS are another example of a variety sample aimed at typological diversity
(Haspelmath et al., 2005). However, any summary statistics based on a sample that contains

a higher number of languages than known language families, like several chapters in WALS,
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should be controlled for genealogical bias (Bickel, 2008). Whereas variety samples are
suitable for exploratory research and for illustrating the range of linguistic diversity, a
probability sample that strives to be free from bias should be used in studies that investigate
the probability of occurrence of a specific phenomenon or the correlations between the
occurrence of phenomena.

Bell (1978) is the first to discuss in detail sampling techniques and sources of bias in
typology, and proposes a stratified probability sample, which is also the most widespread
technique used in the social sciences (Cysouw, 2005). This type of sampling is preferred
when deriving conclusions about the distribution of some phenomenon over a population
because probability samples control for biases through stratification. Bell’s proposal for
genealogical stratification is to sample languages from the same stock proportionally to the
number of genera per stock.” Since Bell’s proposal there has been much work undertaken in
attempt to perfect sampling. Perkins (1980, 1988, 1992) introduces cultural independence
by stratifying Bell’s genealogical sampling method by including only one language from each
world cultural area, as formulated by Murock (1967). Tomlin (1986) uses a combination of
genealogical and areal stratification and bases his sample on the number of languages per
genus, instead of stock. These genera divide the world into 26 linguistic areas. Dryer (1989,
1991, 1992) introduces 322 language genera and proposes ignoring any classification above
the level of genus, which introduces caps at 3500-4000 years (although many genera are much
younger than this), a reportedly reasonable time depth for exploring correlations of shared
descent.” Additionally, variable values are established per genus and each genealogical
group is put into an areal grid, thus addressing the areal bias to an extent. Also, by moving
the level of sampling up from language to language genus (Dryer, 1989, 2000), the problem
of exhaustive sampling of languages is avoided (Janssen et al., 2006). Each author’s method

provides a degree of independence between sampled families (Bakker, 2011).

11 follow the terminology used in Cysouw 2005, 555. The term genus (also family in Nichols 1992, 24)
refers to a genealogical group along the lines of subfamilies like Germanic or Romance (Bell, 1978, 147)
(Dryer, 1989, 267). The term stock (also phylum in Perkins 1992, 128 denotes the highest node in a
genealogical tree, e.g. Indo-European or Niger-Congo (Bell 1978, 148; Nichols 1992, 25). I use language
family when the distinction between stock or genus does not matter.

"2However, is there any basis for time-depth when there is no (or very little) physical record?
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A fully formalized general sampling technique and algorithm that produces genealogi-
cal stratification is introduced by Rijkhoff et al. (1993) and refined in Rijkhoff and Bakker
1998. Their method has become standard in typology for controlling for genealogical fac-
tors (Bickel, 2008). The sampling technique uses a language classification as input and is
designed to generate a sample with the maximum genealogical diversity. For each stock,
the structure of the genealogical tree is used to compute a diversity value to insure that
the sample is proportional and that rare types are represented. This stratification method
can be used to produce a probability sample. In a probability sample, typological values
are represented by genealogical units instead of individual languages. Languages cannot
be drawn from the same genealogical origin, since that is equivalent to counting the same
language twice. One datapoint per genealogical branch is included so as not to skew the
sample.

Unfortunately there are several problems with probability sampling. A general prob-
lem with all sampling is that the world’s (current) languages do not represent all possible
languages (Maslova, 2000; Cysouw, 2005; Newmeyer, 2005). Any sample then, represents
actual languages, but not all possible human languages, nor all languages that have ever
been spoken due to extinction or diachronic change. Another problem, beyond the fact
that any stratified probability sample depends on a particular language classification, is the
paradox in constructing probability samples (Rijkhoff and Bakker, 1998). If the sample is
too small, it will lack the linguistic diversity found in the world’s languages. If the sample
is too large, it is not possible to exclude genealogically related or areally related languages.
The fact is that ideally we would like to include as much data from the world’s languages as
possible when sampling. Consider for example what happens if one data point is taken per
genus (or stock), but that particular genus happens to be radically diverse in regard to the
typological variable under study. The data point chosen, then, cannot be the best repre-
sentative of its particular genus. Furthermore, the heterogeneity of typological features in
the genus may or may not be due to genealogical factors (Dryer, 1989; Bickel, 2008). Thus
genealogical sampling does not ensure representativeness of the population. Nor is it ideal
for investigating family-internal diversity.

Alternatively, Bickel suggests that language families should be sampled as densely as pos-
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sible to overcome the genealogical stratification problem of all-or-nothing sampling, which
leads to sole typological feature representation in diverse language families (Bickel, in press).
This approach moves typological sampling away from the one-language-per-family stratifi-
cation method and aims to unwind the confounding factors of shared descent, areal effects
and universal structural principles. The problem is not only that taking one data point
per genealogical group skews diversity present in those groups. It is also that genealogical
sampling methods are not sensitive to the stability of typological variables (Bickel, 2008).
Stability refers to the degree that a typological feature is resistant to change over time. The
stability of typological variables differ. Moreover, stability for the same typological fea-
ture varies in different language families (cf. Nichols 2003). Bickel’s controlled genealogical
sampling algorithm tests for statistical skewing of typological variables by using a recursive
sampling technique that tests for diversity at each level of the phylogenetic tree and reduces
homogeneous language families to a single data point (Bickel, 2008). This method ad-
dresses the distribution of within-family typological features as a result of common descent
and takes into account the inflationary effects of language family size on the distribution of
features.”™

Ultimately, sampling procedures impose constraints on hypothesis testing because they
limit the already limited data on the world’s languages. Another recent approach strives
towards full coverage of the population of languages through use of transition probabilities
to quantify linguistic change in investigating inter-language dependencies in establishing
typological correlations. This work has been pioneered by Maslova (2000, 2002) and Maslova
and Nikitina (2008) and adapted recently by Dunn et al. (2011) to investigate the lineage-
specific evolutionary dependencies of word order universals. Michael Cysouw refers to these
procedures as “dynamic typology” because they attempt to integrate historical factors into
synchronic typological data sets by addressing the historical stability of genealogical factors.
These approaches move quantitative methods in typology away from a one-language-per-
family approach and towards methods that incorporate the full population of languages by

developing approaches that do not require classic statistical assumptions.

"0Open source R code that implements the controlled genealogical sampling algorithm is available at:
http://www.uni-leipzig.de/~bickel/research/software.html.
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To summarize, in this section and the previous one I have explored two problematic
issues with using typological databases to characterize the distribution of phenomena in
the world’s languages. The first is the question of what constitutes comparable typological
categories. The second is how to establish samples for purposes of statistical evaluation.
Both questions are central to linguistic typology and are relevant in light of building and
using typological databases. In particular, I have described some of the specific criticisms
against segment inventory databases as a tool for phonological typological studies. I address
issues of typological comparison in Section 4.3 in which I describe the implementation of
the PHOIBLE data set. In Chapter 5, I revisit the conclusions from typological studies
on the distribution of segments in the world’s languages and I present a basic stratification
technique to address the genealogical bias in the PHOIBLE data set. Accounting for bias is a
central issue in linguistic typology and I think there is much more work to be done to explain
distributional patterns using modern statistical approaches and typological databases. The
following section explores in more depth issues involving the analysis of linguistic data from

a phonological perspective.

2.3.83 Data and analysis

In the description of a language’s phonological system, the first point for error is encountered
during the data’s collection. Linguists use a system of transcription to encode the phonetic
details of the language they are documenting. Transcription is a scientific procedure that
approximates speech by representing a particular researcher’s perception of sounds as spoken
by a particular speaker of a language. It is an impressionistic analysis that includes the
field linguist’s own perceptual biases. These biases are due to factors like their phonetic
and linguistic training, their own language background, and their experience working with
the target and related languages. Because transcriptions are not typically derived through
a physical analysis of a speech stream’s wave forms, they omit phonetic properties that are
not contrastive in the language’s phonological system. Thus human transcription encodes
less detail than is actually produced in the speech stream.

Two utterances are never pronounced exactly the same way. Variants of speech sounds
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can occur at the non-contrastive phonetic level, so phonologically conditioned non-contrastive
differences are not typically perceived by speakers. This variation is found not just within,
but also across languages. In fact the speech signals for the “same” sound in different lan-
guages, such as English [i] and German [i], show a difference that is physically measurable,
even if an untrained ear has difficulty discerning the difference (Odden, 2005). The lin-
guist’s ability to perceive and transcribe sounds directly constrains the input that he or she
uses to undertake phonological analysis. Furthermore, an analysis often involves considera-
tions of whether phonetic distinctions are contrastive and these decisions may lead scholars
to different conclusions (Maddieson, 2008c). Rather than a given, the number and set of
phonemes in a language is a matter of analysis. Conflicting descriptions of the same lan-
guage’s phonemic inventory illustrate this point and there are many examples.”® Also, the
problem is actually more complex than just two conflicting analyses of the same language.
It can involve different interpretations of the same analysis, as well as reinterpretations of
interpretations of the analysis.”™

It is common practice for linguists to begin by establishing phonologically contrastive
segments when describing a language’s phonological system because some system is re-
quired to collect and record data (and phonemically contrastive segments are often used
to develop a practical orthography for speakers of the language, which provides the mech-
anism for developing a dictionary and written materials). The procedures that linguists
use to determine contrastive segments involves postulating the phonetic characteristics of
an underlying contrastive segment, the phoneme, from a series of non-contrastive phonetic
surface sounds, the allophones (e.g. Bloomfield 1926; Bloch 1948; Jones 1967). As one ex-
ample, Jones (1967) establishes phonetic and distributional criteria for positing a phoneme

from a set of allophones. The phoneme is:

1. An articulatorily central allophone.

2. The most frequent allophone.

"See Table 2.3 and discussion on page 52.

"5See Section 2.3.6 on data provenance.
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3. The allophone least affected by its context.
4. An allophone which can occur in isolation.

These criteria, as interpreted and applied by different linguists, can lead to differences
between descriptions of phonemic inventories of the same language.” Additionally, the dis-
tinguishing criteria may be drawn from different theories that treat the level of phonological
representation differently, further allowing linguists to draw different conclusions. In a re-
cent investigation reviewing the current state of phonological universals, Hyman (2008, 85)
discusses issues involved in establishing criteria for the cross-linguistic analysis of segment

inventories:

“Consider, for example, the possible claim that all languages have voiceless stops.
Is this a claim about the input consonants (“underlying representations”) of mor-
phemes, surface (“phonemic”) contrasts derived from the comparison of words in
isolation, or allophonic (“phonetic”) realizations of the input segments anywhere
within the phrase level? If the claim does not concern the phonetic level, but a
more abstract level of representation, a second question concerns the latitude a
phonologist can take in (re-)analyzing a system to fit an alleged universal. Pho-

nologists adhering to different theories will certainly draw different conclusions.”

Hyman (2008, 99) illustrates a striking example of four different analyses of the vowel
system of Kabardian [kbd], reproduced in Table 2.3. This example illustrates the description
of contrastive vowel qualities in abstract models that delineate series of sounds by features.
In this case, the height dimension is used to describe the various vertical vowel systems
proposed for Kabardian. In UPSID, vertical vowel systems were reanalyzed to “normalize”
the different theoretical analyses across different phonological descriptions (Hyman, 2008,
98). To attain interoperability in a cross-linguistic resource that draws from so many differ-

ent language descriptions, various standardizations are required.”” Thus as Hyman points

"0Examples are given in Sections 2.3.4, 2.3.6 & 5.4.1.

""See Section 2.3.5.
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out, there is a paradox between the need for linguistic theory to describe languages and the
abstraction away from individual linguistic theories to undertake cross-linguistic research
(Hyman, 2008, 85).

Table 2.3: Analyses of vertical vowel system of Kabardian (Hyman, 2008, 99)

Ladefoged & Maddieson 1996 /i o a/

Halle 1970 /o a/
Anderson 1978 /a/
Kuipers 1960 No vowels

Consider another example of the different functions of phonology frameworks and their
phonological representations, reproduced in Table 2.4. The function of each framework
directly affects how a linguistic universal is stated because of the inherent nature of that
framework’s phonological representation. This in turn determines the methods in which
the linguistic universal can be evaluated across a cross-linguistic data set because that data
set’s contents must all adhere to a given framework’s level of representation to make valid
generalizations. For example, the claim that all languages have voiceless stops must be
evaluated at a different level in each framework. Note also that theoretical frameworks are
affected by trends in phonology (as pointed out in Hyman 2008; Clements 2009; Vaux 2009
and others), which have shifted from features, rules and abstract underlying representations
(or “symbolic categories and operations in human linguistic cognition” (Vaux, 2009, 75))
towards phonetic reductionism. Thus current trends are pushing phonology towards surface
realizations without underlying representations. Hyman (2008, 86) attributes the shift away
from underlying representations to 1) Optimality Theory (Prince and Smolensky, 1993) and
2) technological approaches (phonology studied through experimental, computational and
statistical methods). To undertake linguistic universals research requires standardization
within a particular framework of linguistic theory (or more ambitiously across frameworks)

and in each framework some set of issues must be addressed.
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Table 2.4: Comparison of four phonology frameworks and their positions (Hyman, 2008,
85)

Framework Representations in terms of

Structuralist phonology contrastive phonemes, allophones

Generative phonology morphophonemic URs, (ordered) rules

Non-linear phonology syntagmatic, geometric tiers, trees, grids, domains
Optimality theory n/a (7)™ ranked, universal, violable constraints

In this work I adhere to principles of what has been termed basic linguistic theory (Dixon,
1997, 2009a,b) and typological theory (Nichols, 2007), i.e. framework neutral approaches
used in language description and for the analysis and comparison of different languages.
The focus in basic linguistic theory is to describe each language in its own terms.”™ It
is in a sense a general theory-neutral framework used by many linguists and typologists
that has been influenced by pre-generative structuralist traditions and by early generative
grammar.®’ The structuralist and generative phonology frameworks have been integral in
the development of contrastive segment inventories and distinctive feature theory. In the
following sections, I discuss the issues in segment analysis and standardization for creating

a cross-linguistic data set to undertake phonological typology.

2.83.4 Segments

There are four particularly problematic areas in postulating segments. The first is deter-
mining whether a segment is a single unit or a sequence of segments (Maddieson, 1984, 6).

This case is illustrated by many different segment types, such as diphthongs, long vowels,

"This question mark appears in Hyman 2008, 85.
™ Compare with descriptive categories in Haspelmath 2010.

80For a description of basic linguistic theory, see Dryer 2006 and http://linguistics.buffalo.edu/
people/faculty/dryer/dryer/blt.
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geminate consonants, affricates, clicks, and segments that are nasalized, labialized, palatal-
ized, velarized, etc. The second problematic area is determining whether suprasegmentals
like stress and tone add to the total number of phonemes in a language’s segment inventory.
To this list we can add a third problematic choice: whether to include marginal phonemes
in the total number of segments in an inventory (Maddieson, 2008a). A final consideration
involves what to do with homorganic segments and underspecified segments. Each area is
discussed in this section.

Let us start by examining more closely the first issue, determining whether a segment
is a single unit or a sequence of more elementary segments. Miret (1998, 27) identifies
this question as one of mono- vs biphonematicity and points out that it has long been a
controversial topic in structuralist phonology, e.g. “suspicious sounds” in Pike 1947, 251
and “suspect” complex phonetic events in Maddieson 1984, 161. This issue of whether a
complex segment type should be considered contrastive or not can drastically change the
total number of segments in a language. For example, if non-quality vowel distinctions like
length, nasalization or phonation type are taken into account, the total number of vowel
segments in a language may double or even triple. This in turn affects claims made about
the range or mean number of segments across languages. As analyzed by Migliazza (1998a,
56), Table 2.5 shows contrastive length and breathy voice in So [thm], a Mon-Kher language
spoken in Northeastern Thailand.

Migliazza (1998a, 55) states, “There are 22 single vowels (11 basic vowels that can be
short or long)... These can occur in either register which gives a total of 44 vowels”. That
is, there are 22 vowels when the 11 basic vowels are considered short and long. According
to the Migilazza’s analysis, there can be an additional 22 vowels because both short and
long vowels can be contrastive in breathy voice. On the other hand, Nuchanart (1998a, 39)
posits “twenty single vowels and three diphthongs”, where single vowels include short and
long counterparts of /i, e, €, 1, o, A, a, 0, 0, u/. Vowel register is mentioned as clear voice,
clear glottalized voice and breathy voice (Nuchanart, 1998a, iv).

Another example of the difficulty in analyzing the number of distinctive segments comes
from Holton’s description of Tanacross [tcb]. The difficulty lies in determining phonemic

length, which is morphologically conditioned and determined, as stated, by his choice of
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Table 2.5: Contrastive non-quality vowel distinctions in So [thm]

Form | Meaning

pu “pregnant”
pu “grandfather (Thai)”

pu “blow gum”

kom | “to grab”
komm | “to bump into”

kom | “to be sharp”

na “with”

na: “the head of spirits”
na “to divide”

na: “grandmother (Thai)”

analysis (Holton, 2000a, 66-67):

“Beyond these morphologically conditioned length contrasts there is little evi-
dence for a phonemic length contrast in stem vowels. However, I should stress
that this conclusion relies crucially on my analysis of the Tanacross vowel system
as consisting of six phonemic vowels. Many of the phonemic distinctions in stem
vowels which I have analyzed in terms of vowel quality have been previously
analyzed in terms of length. For example, Leer analyzes Tanacross as having
a five-vowel system and interprets the distinction between my [ted] ‘crane’ and
[ted] ‘blood’ as a length distinction between [terd] and [ted], respectively (1982b:
6).

Maddieson (2005, 14) asserts that lengthened and nasalized vowels that are listed as

separate phonemes, e.g. [0] vs [o], are not reliable because the considerations that linguists
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use to determine if their distinction is phonemic can lead different scholars to different
conclusions. Therefore, Maddieson (2005) excludes length and nasalized forms from his
analysis (Hay and Bauer, 2007, 389). This approach favors treating complex segments
as combinations of elementary units. Additionally, in cases like diphthongs, it is often
difficult to tell from a language description whether the author intended a diphthong or a
sequence of vowels. This is apparent in the fact that basic monophthongs are more consistent
across analyses of the same language (Bauer, 2007). However it should be noted that these
quality distinctions are included in the segment inventories databases of Maddieson 1984
and Maddieson and Precoda 1990. In studies both approaches have been pursued.
Another approach is to list complex segments separately. Hay and Bauer 2007 dis-

L' This can

tinguish between basic monophthongs, extra monophthongs and diphthongs.®
help alleviate the non-trivial issue exemplified by descriptions of languages like English, in
which phonemic contrasts may be lost in statistical or typological studies that throw out
diphthongs because their analysis cannot be necessarily relied upon (cf. Maddieson 2005).
For example, a description of American English may not contain a separate /o/ phoneme,
because it is described in a diphthong (e.g. Ladefoged 1999).82 Diphthongs like those in
American English can be analyzed as having two complex types of nuclei (Miret, 1998).
Lehiste and Peterson (1961) distinguish between diphthongs as two target positions, such
as [a1, au, o1 in words like “tight”, “loud” and “voice”, and single target position complex
segments that should not be classified as diphthongs, including [er, ou, 3| in “fate”, “lope”
and “hurt”.® Simply throwing out diphthongs like /o1/ can artificially decrease the total
number of contrastive segments in the language because a description may not posit the

nucleus of the diphthong as phonemically contrastive. The approach I have taken in the

development of PHOIBLE is to include all complex segment types, but I kept track of the

81 Extra monophthongs consist of non-quality distinctions such as length and nasalization (Hay and Bauer,
2007, 389). See Chapter 7.

82This is a bit of a simplification because there are many different varieties of English spoken and their
segment inventories vary quite a bit. For example compare Ladefoged 1999, Hillenbrand 2003, Cox and
Palethorpe 2007, Roach 2004, Watson 2007, Bauer et al. 2007, and Watt and Allen 2003.

83Gee Miret 1998 for an overview diphthongs, a discussion of the problems of their analysis, and the
different dichotomies proposed for classifying them.
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type of each segment, so that researchers can exclude complex segments like diphthongs
from their analyses, if they wish.

The second problematic issue is whether suprasegmentals like stress and tone add to
the total number of phonemes in a language’s segment inventory. In the SPA database,
the compilers included tones as contrastive segments (Crothers et al., 1979). In UPSID,
suprasegmentals were not included in the total number of distinctive contrasts in segment
inventories. Maddieson (1984, 6-7) states, “Stress and tone have always been treated as
suprasegmental; this is, tonal and stress contrasts do not by themselves add to the number
of distinct segments in the inventory of a language, but if differences in segments are found
which accompany stress or tone differences, these may be regarded as segmental contrasts if
the association does not seem a particularly natural one”. Perhaps not coincidentally, this
shift in opinion of prosodic features as contrastive segments occurred around the time of
Autosegmental Phonology (Goldsmith, 1976); work on SPA came to an end around 1976
and Maddieson published his UPSID3;7 database in 1984. In the PHOIBLE data set,3* I
decided to include tones as separate segments in segment inventories, so that they can be
used in queries and in statistical analyses.®® Tone segments, however, are also labelled so
they can be excluded from analyses as well.

The third problematic issue is whether or not to include marginal phonemes in segment
inventories. Marginal phonemes encompass the less “prototypical” segments found only
typically in few linguistic forms in a language, such as borrowings, onomatopoeia or rare
grammatical functions.®¢ Maddieson (2005) excludes marginal phonemes that have been

borrowed through the spread of world languages, generally within the last few generations.

84Gee Chapter 4.

85 Another method to include tones in segment inventories is to mark them as features on vowels, e.g. high
tone /4/. This information is inferable from treating tones as separate segments and keeping track of
which segments are vowels.

86 Jelaska and Machata (2005) examine principles of phoneme categorization. Using Croatian as an ex-
ample, they show that the “prototypicality” of a phoneme varies, with marginal phonemes lying on the
periphery of phonemes. To this we can add that within a certain type of marginal phoneme, for instance
marginal phonemes found in loanwords, there can also be a continuum, such as “degree of nativeness”.
For example, Bowden (1997a, 30) notes that in Taba [mky]: “loan phonemes range from highly marginal
/?/, through the increasingly less marginal /d&/ and /{f/ to the almost nativised /f/... Any dividing line
that could be drawn between phonemes that are ‘native’ and phonemes which are not would by necessity
be somewhat arbitrary.”
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In the PHOIBLE data set, I decided to include marginal phonemes from the segment in-
ventories that I extracted from grammar and phonological descriptions. However, I have
taken the additional step to mark these phonemes as marginal, so that users can include or
exclude them from their queries and statistical analyses.57

The fourth and final problematic issue is what to do with homorganic or underspecified
segments. A homorganic segment is a type of “proto-” or “archi-” phoneme. Because of an
author’s analysis, the segment is determined to be underlyingly underspecified. An example
is provided by a description of the Baule [bci| nasal segment in Table 2.6 (Timyan, 1976, 13).
The homorganic segment assimilates in place of articulation with the following consonant;
only voiced stops occur following the homorganic nasal. Additionally, the homorganic nasal

is syllabic and tone bearing when it appears word initially before a consonant. Nasals do

not appear in onset position before vowels; they may appear in coda position.

Table 2.6: Homorganic nasal segment in Baule

Segment | Environment

/N/ Homorganic nasal underlyingly
[m] preceding /b/ and /m/

] | preceding /f/

[n] preceding /d/, /1/ and /s/

(n] preceding /5/ and /j/

1] preceding /g/

[nm] preceding /gb/

Homorganic segments typically appear in nasals, rhotics and laterals. According to
phonetic and distributional criteria in a structuralist analysis, it is often difficult to establish
a phoneme from the set of allophones that appear in the language. This is due to the fact

that, on the surface level, the contrastive underlying phoneme sound assimilates in place of

87Note that marginal status is only available when that information was described in the original resource.
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articulation with the preceding or following segment and there seems to be no most frequent
sound.

Another type of underspecified segment is simply an unspecified sound in a language
description. In SPA the symbols “r” and “r-retroflex” are used in segment inventories
“when the manner of articulation cannot be determined” from the resource in which the
inventory was taken (Crothers et al., 1979, 13). In UPSID Maddieson (1984) encountered
this phenomenon in language descriptions with rhotics and labeled these “r-sounds”. UPSID
examples and PHOIBLE interpretations are provided in Table 2.7. In PHOIBLE I have
marked these segment types with an asterisk. The table also shows the underspecification

of a segment’s place of articulation, which not only occurs in rhotics in UPSID, but across

segments in the dental/alveolar space.

Table 2.7: Unspecified “r-sounds” in UPSID

UPSID description UPSID317 | UPSIDys; | PHOIBLE
voiced alveolar r-sound T IT *R

voiced dental r-sound IT rrD *R

voiced dental/alveolar r-sound “rr” “rr *RI*R
voiceless dental/alveolar r-sound N/A “hrr >’<1§|*R
laryngealized voiced dental/alveolar r-sound | “rr” “rrk *I:{|*]§~{
palatalized voiced alveolar r-sound rr/ rrd *RJ

In the overall development of a segment inventory database, each language description
from which an inventory is extracted needs to be examined in detail and the segments de-
termined from the author’s description. In the UPSID inventories Maddieson sometimes
agrees with the interpretation of the original source, e.g. Rotokas [roo| (Firchow and Fir-
chow, 1969a), and other times does not, Maxakali [mbl] (Gudschinsky et al., 1970), as noted
in Hyman 2008. Maddieson (1984, 6) explains, “Our decisions on phonemic status and pho-

netic description do not always coincide with the decisions reached by the compilers of the
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SPA, and we have sometimes examined additional or alternative sources”. Furthermore,
in the UPSID database, “each segment which is considered phonemic is represented by its
most characteristic allophone, specified in terms of a set of 58 phonetic attributes”® As
explained in Section 2.3.1, this method has drawn much criticism, including Simpson (1999,
350), who states, “It is little wonder then that both Maddieson and Crothers use the term
‘characteristic’ without defining it”. Because transcription systems approximate speech,
they are limited by necessity to a small number of segments, represented with alphabetic
symbols. Mielke suggests that it is possible to deal with some of these issues, like us-
ing characteristic allophones as contrastive segments, by reducing segments into important
phonetic distinctions. A general statement of the type “Language X contrasts labial and
coronal sounds... is less likely to be corrupted by description issues” than a more specified
statement like “Language X has /p/ and /t/” (Mielke, 2009, 715). This broadening of the
phonological claim then relies less on an author’s thesis of what a particular phoneme for a
particular set of allophones is.

The development of a segment inventory data set faces the problems of establishing in-
ventories that can be compared and should ideally document the procedures taken. Some of
the theoretical linguistic issues regarding segments have been discussed in this section. The
general strategy in the development of PHOIBLE has been to encode as much information
as possible from the original resources, in such a way that users can query based on their
views of these issues. In the next section, I investigate how disparate data in the PHOIBLE

data set have been standardized to make segment inventory data interoperable.

2.3.5 Standardization

The observation, “The nice thing about standards is that you have so many to choose from”,

is spot on (Tanenbaum, 2003, 235). Choosing and following standards is a complicated task.

88 The term phonetic attributes presumably covers the distinctive features specified in UPSID (e.g. high,
front, etc.) as well as categories for vowel, diphthong, etc.

891t is also practical for a segment inventory database to allow users to query not only on segments, but on
features and combinations of features as well. The PHOIBLE knowledge base provides this functionality,
as discussed in Section 3.2.3. In Section 6.5 I use this functionality to investigate descriptive universals in
phonological systems.
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Some other observations about standards include: they cause their adopters more work;
in general most people don’t follow standards or they tend to cut corners when they can;
standards are often difficult to understand and adhere to; and many (or maybe most) people
simply have their own methods that they believe to be superior to an established standard.
Without standardization, however, different parties face the coordination problem, i.e. only
when all parties make mutually consistent decisions can all parties realize mutual gains. In
the scope of technological infrastructure for linguistic data, choices of technical standards
are required to make disparate data sets interoperable. In this work, standardization is
the process of establishing or adhering to already existing technical standards to attain
interoperability. This section discusses standards for transcription, digital encoding of data
and metadata.

Like many standards, the IPA receives its fair share of criticism.”?® Therefore, it is likely
to be a point of criticism of the PHOIBLE data set, which uses the IPA as the standard
of transcription for its contents. I used IPA in PHOIBLE because it is the most commonly
used transcription system for linguistics and it will be into the foreseeable future. For the
most part, IPA’s segments are also digitally encoded in the Unicode Standard.

The IPA underwent a major revision at the 1989 Kiel convention, resolving long his-
torical debates like the transcriptions of tone in Africanist and Sinological conventions.”!
Ladefoged (1990b) urges linguists to abandon idiosyncratic transcription in favor of the
revised chart (even though there was consensus by the convention attendees that it wasn’t
the best possible chart, nor were attendees in agreement on all aspects of the chart). How-
ever, in the spirit of standardization, Ladefoged offers three points of encouragement. First,
the chart is intended to represent all possible sounds in all languages. Second, although
not actually defined by the IPA, the segments in the IPA chart can be taken to repre-

sent a bundle of distinctive features, e.g. the symbol <b> is shorthand for the features

99For example, see discussions in Ladefoged and Roach 1986; Bruce 1989; Ladefoged 1990a; Pullum and
Ladusaw 1996; Beckman and Venditti 2010 and Sally Thomason’s Language Log post, “Why I don’t
love the International Phonetic Alphabet”, at: http://itre.cis.upenn.edu/~myl/languagelog/
archives/005287.html.

91The IPA was revised to include both systems for tagging pitch patterns in African and Asian languages:
diacritics above vowels and numerals after each syllable, respectively.
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[+voice, +bilabial, +plosive]. Third, the chart presents an agreed upon description of pho-
netic knowledge on a single page. Those who use symbols diverging from the chart, it was
hoped, would feel compelled to provide a mapping from their transcription element(s) to the
IPA when one is possible. Additionally, from time to time the International Phonetic Asso-
ciation will update the IPA chart. This was done for example in 2005 with the inclusion of
the voiced labiodental flap, which was later added to the Unicode Standard in version 5.1.0.
The International Phonetic Association also removes symbols, as it did at the Kiel conven-
tion for the Japanese-specific syllabic nasal symbol. Although the Japanese syllabic nasal is
unusual among the world’s language phonologically, the International Phonetic Association
decided from a phonetic point of view that the sound was not unusual among syllabic nasals
(Ladefoged, 1996). Therefore the IPA, like many standards, continues to evolve. Although
this may cause problems for its users, it is good for the standard in general because it is
continuously refined towards a general phonetic theory based on our increased understand-
ing of sounds, which adheres to the International Phonetic Association’s goal to represent
all distinctive sounds in the world’s spoken languages.

During the development of PHOIBLE, one major issue was what to do with phonetic
and phonemic distinctions that appear in linguistic descriptions, but that are not sanc-
tioned by any IPA symbols or diacritics, e.g. “half-voice” or “weak aspiration/nasalization”
in SPA (Crothers et al., 1979). Another more commonly encountered example is the IPA
chart’s lack of distinct symbols for voiceless implosives (visually voiceless stops with hook
top). These distinct symbols were were added in 1989 at the Kiel convention and then
subsequently retracted in 1993 because voiceless implosives were considered to only occur
as allophones of voiced implosives (Pullum and Ladusaw, 1996). Following the principles of
the International Phonetic Association, diacritics should be used for allophonic distinctions,
and wherever possible, differently shaped letters should be used to distinguish phonemes
(The International Phonetic Association, 1999). The absence of distinct symbols for voice-
less implosives in the IPA chart, however, does not change the fact they are used in many
language descriptions. This leads to a conundrum. Whereas the International Phonetic Al-
phabet does not sanction the use of voiceless consonants with hook top to indicate voiceless

implosives, they are nevertheless used regularly and interchangeably to indicate allophones
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(which is wrong) and phonemes (which is not sanctioned) because the Unicode Standard
includes characters that visually represent the voiceless implosive series.”? On the other
hand, instead of using these distinct symbols to indicate phonemic contrasts, the voiceless
diacritic is used in conjunction with the voiced implosive symbol to indicate phonemic voice-
less implosives in a description of Seereer-Siin [srr| (Mc Laughlin, 2005, 203). This use goes
against the International Phonetic Association’s principles, nevertheless the article adheres
to the current standard. Thus I also followed the current approach used by the Journal of
the International Phonetic Association.?3

Although the IPA is easily adhered to with pen and paper, to encode IPA characters
electronically, a character encoding system is needed. Early work addressing the need for a
universal computing environment for writing systems and their computational complexity
is discussed in Simons 1989. For a long time, linguists were limited to ASCII-encoded T7-
bit characters, which only includes Latin characters, numbers and some punctuation and
symbols. Restricted to these standard character sets that lacked IPA support or other
language-specific graphemes that they needed, some linguists made their own solutions
(Bird and Simons, 2003). For example, some chose to represent unavailable graphemes with
substitutes, e.g. the combination of <ng> to represent <y>. Tech-savvy linguists redefined
selected characters from a character encoding to map their own fonts to. However, one
linguist’s redefined character set would not render properly on another linguist’s computer
if they did not share the same font. If two character encodings defined two character sets
differently, then data could not be reliably and correctly displayed. This is a common
example of failure of data inoperability.

To alleviate this problem, during the late 1980s, SAMPA (Speech Assessment Methods
Phonetic Alphabet) was designed to represent IPA by uniquely mapping IPA symbols to
ASCII characters; thus providing linguists with a standardized electronic character encod-

ing system for sharing data (Wells, nd). However, SAMPA does not encode the entire

92Voiceless consonants with hook top are used in many phonological descriptions and orthographies of
African languages, e.g. Systeémes alphabétiques des langues africaines (Chanard, 2006), an online digiti-
zation of Alphabets of Africa (Hartell, 1993). See Section 4.3.3.

93In cases where phonetic symbols were needed that are not in the IPA, I added those symbols to the list
of “Unicode IPA” characters used in PHOIBLE. See Appendix D.
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IPA. SAMPA was derived from phonemes appearing in several European languages and
an individual table was created for each language. Therefore, SAMPA was a collection of
tables to be compared, instead of a large universal table representing all languages. An
extended version of SAMPA, called X-SAMPA, set out to include every symbol in the IPA
chart including all diacritics (Wells, nd). X-SAMPA was considered more universally appli-
cable because it consisted of one table that encoded the set of characters that represented
phonemes in TPA across languages. SAMPA and X-SAMPA have been widely used for
speech technology and computational linguistics encoding. Eventually, ASCII-encoding of
the IPA became depreciated through the advent of the Unicode Standard.?*

The Unicode Standard is now the standard character encoding for the Web (The Unicode
Consortium, 2007) and for encoding linguistic data (Anderson, 2003). It aims to provide a
unique number for every character in all the world’s written languages and it was invented
to solve the inoperability problem of different encoding systems.”® There are hundreds of
different encoding systems that were invented independently to capture orthographic diver-
sity as different nations adopted and developed computer systems. These different encoding
systems were problematic and in conflict with one another because different standards were
formalized differently and for different purposes by different standards committees in dif-
ferent countries. No unified encoding scheme contained enough code points to encode all
characters, so two different encoding schemes possibly used the same code point for dif-
ferent characters, or used different code points to represent the same character. Because
computers support multiple character encoding schemes, data risked being corrupted when
handled by different applications and encodings. The Unicode Standard was devised to
alleviate these problems.

IPA, as encoded in the Unicode Standard, is also not without its criticisms. The Unicode
Standard encodes characters, not glyphs, in scripts and it treats a character as the smallest

component of a writing system that has semantic value (Anderson, 2003). It therefore some-

9Note, however, that many software packages still require ASCII encoding, e.g. RuG/L04 (http://www.
let.rug.nl/kleiweg/L04/) and SplitsTreed (http://www.splitstree.org/).

9 For discussion see Moran 2009.
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times unifies duplicate characters across multiple scripts.”® For example, IPA characters of
Greek and Latin origin, such as <3> and <k> are not given a distinct position within the
Unicode Standard’s IPA Extensions block. The Unicode code space is subdivided into char-
acter blocks, which generally encode characters from a single script, but as is illustrated by
the IPA, characters may be dispersed across several different character blocks. This poses
a challenge for interoperation, particularly with regard to homoglyphs. Why shouldn’t a
speaker of Russian use the <a> CYRILLIC SMALL LETTER A at code point U+0430 for IPA
transcription, instead of <a> LATIN SMALL LETTER A at code point U+0061, when visu-
ally they are indistinguishable and it is easily typed on a Cyrillic keyboard? Furthermore,
homoglyphs come in two flavors, linguistic and non-linguistic. On one hand, linguists are
unlikely to distinguish between the <o> LATIN SMALL LETTER SCHWA at code point U+0259
and <o> LATIN SMALL LETTER TURNED E at U+01DD. On the other hand, non-linguists
are unlikely to distinguish any semantic difference between an open back unrounded vowel
<a>, the LATIN SMALL LETTER ALPHA at U+0251, and the open front unrounded vowel
<a>, LATIN SMALL LETTER A at U40061. In fact, this distinction in different “a” char-
acters is another area of criticism for the current version of the IPA.°7 As noted earlier,
measurements of formants in language descriptions are quite rare. Mielke (2009) points
out that 75% of languages have a five-vowel system in Maddieson 1984. This leads one to
ask if transcribed characters are prone to transcription effects. For example the common
use of “a” in transcriptions could be in part due to the ease of typing the letter on an
English keyboard (or for older descriptions, the typewriter). In my work with electronic
resources, it is exceedingly rare that a linguist uses <a> for the low back unrounded vowel.
Authors simply use <a>."® Another example I have commonly encountered is the use of
<g> LATIN SMALL LETTER G at U+0067, instead of the correct Unicode TPA character

for the voiced velar stop <g> LATIN SMALL LETTER SCRIPT G at U4+0261. One begins to

96See Section 2.1.4.
9TFor example, see http://itre.cis.upenn.edu/~myl/languagelog/archives/005287.html.

90ne example is Pilagd Grammar, in which Vidal (2001a, 75) notes: “The definition of Pilagd /a/ as
[+Dback] results from its behavior in certain phonological contexts. For instance, uvular and pharyngeal
consonants only occur around /a/ and /o/. Hence, the characterization of /a/ and /o/ as a natural class
of (i.e., [+back] vowels), as opposed to /i/ and /e/.”
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question whether this issue is at all apparent to the linguist, or if they simply use the former
<g> because it is easily keyboarded and saves him or her time, whereas the latter must be
inserted as a special symbol. Lastly, the use of the apostrophe is even more confusing and
has led to long discussions on the Unicode Standard email list. An English keyboard inputs
<'> APOSTROPHE at U+0027, although the “preferred” Unicode apostrophe is the <’>
RIGHT SINGLE QUOTATION MARK at U+2019. Yet the glottal stop/glottalization/ejective
marker is another completely different character, the <’> MODIFIER LETTER APOSTROPHE
at U+02BC. There is also the ambiguous encoding of IPA segments within Unicode. An
example is the U+02C1 MODIFIER LETTER REVERSED GLOTTAL STOP <> vs the U+02E4
MODIFIER LETTER SMALL REVERSED GLOTTAL STOP <'>. Both are denoted in Unicode
as the pharyngealized diacritic and both appear in various resources representing phonetic
data online.”” Lastly, there is at least one case in which the character name assigned by the
Unicode Consortium does not match the IPA’s description: in the Unicode Standard <!>
at U+01C3 is labeled LATIN LETTER RETROFLEX CLICK, but in [PA <!> is an alveolar or
postalveolar click.

Each of these issues in itself is perhaps enough for the ordinary working linguist to
throw in the towel on adhering to Unicode IPA standards.'®® However, it gets better.
Computationally, two sequences of characters that are rendered visually identical, e.g. a
creaky voice nasalized close front unrounded vowel <i>, are in fact different characters

101 This issue requires using

depending on the sequence in which the user inputted them.
Unicode normalization forms and is discussed in detail in Section 4.3.

An additional problem with the IPA is the lack of symbols for certain distinctions that
have permeated the literature. One such example in SPA is the “tense” and “lax” distinction

that is found phonemically in languages like Lak [Ibe], Pima [0od] and Modern Hebrew [heb].

991 chose to go with the latter, U+02E4, in line with both online IPA keyboard implementations from
Weston Ruter (http://weston.ruter.net/projects/ipa-chart/view/keyboard/) and Richard
Ishida of W3C (http://people.w3.org/rishida/scripts/pickers/ipa/). The digital implemen-
tation of Alphabets of Africa by Chanard (2006) uses the former.

10Fsr  a list of Unicode confusables, checkout http://unicode.org/Public/security/
revision-02/confusables.txt. John C. Wells also provides a list of easily confusable pho-
netic symbols at http://www.phon.ucl.ac.uk/home/wells/confusables.htmn.

101740069 <i> + U+0330 <i> 4+ U40303 <i> vs U+0069 <i> + U40303 <i> 4+ U+0330 <i>.
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At first I chose to represent tense consonants as voiceless and lax consonants as voiced, but
this led to the problem of ambiguous segments in the data.!“? For example, Sa’ban [snv]

has the phonemically contrastive segments, as given in SPA, in Table 2.8.103

Table 2.8: Segments in Sa’ban

SPA Initial conversion | Final
b p p
p-tense | p p
b b b
b-tense | b b
t t t
t-tense | t b
d d d
d-tense | d d
k k k
k-tense | k k
g g g

Because the IPA does not have sanctioned diacritics for tense and lax, I made an exec-
utive decision to take the “strong articulation marker”, the COMBINING DOUBLE VERTICAL
LINE BELOW U+0348 character from the “Extensions of to the IPA” to represent tense.
This character has been used in the literature and seems to be the best choice at present.

Laxness was a bit more problematic. The COMBINING THREE DOTS BELOW character at

102The terms “tense” and “lax” are sometimes used to describe a state of the vocal folds in languages that
contrast consonants by greater glottal tension. A gross simplification is to equate the feature “tense” to
“voiceless” because there is a simultaneous oral closure and a glottal stop. Korean is a well-known example
of a language with this distinction, although this contrast is also often referred to as “fortis” and “lenis”.
Ultimately I decided to include these features in PHOIBLE as they were described by various linguists.

103In SPA, Sa’ban has reportedly 46 phonemes (38 consonants and 8 vowels). In UPSIDys; this figure is
much lower; Sa’ban is reported to have 26 phonemes (19 consonants and 7 vowels). Both cite the same
bibliographic source: Clayre 1973.
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U+20E8 has visually a nice analogy to the breathy voice diacritic, but it is not represented
in many fonts, is from an entirely different Unicode block than most of the IPA diacritics,
and unfortunately does not seem to combine well when visually displayed. Therefore the
COMBINING LEFT ANGLE BELOW character at U+0349 in the “Extensions of the IPA” was
chosen to represent “weak articulation” and lax consonants. All decisions that I reached
regarding character assignments are documented in Appendix C.

A final issue in character encodings is when a character is supported by a phonetic font,
like Doulos SIL, but the font encodes the glyph as a code point in the Unicode Standard
Private Use Area (PUA).104 This occurs when a character is needed, but not supported by
the current version of the Unicode Standard. These assignments are problematic because
the character may be accepted into the Unicode Standard, at which time the font will
depreciate its use of the PUA code point and update the font accordingly. This leaves
the onus on the developer to continue to monitor and update changes to their data. Two
examples from an earlier version of Doulos SIL are U+F174 COMBINING ACUTE MACRON
and U+F171 COMBINING MACRON ACUTE, which have now been depreciated and assigned
to code points U+1DC7 and U+1DC4 in the Unicode Standard version 5.0.0.

So far in this section I have highlighted some of the standardization issues involved in
phonetic transcription and digitally encoding the IPA. Another issue of standardization is
the use of metadata to identify linguistic resources with bibliographic information and to
identify which language(s) the author(s) are describing.!® Metadata is essential in the
development of a cross-linguistic data set because for each data point its original source
should be identified to allow third party verification of the data in the data set.

For cataloging and describing physical resources and digital materials, the Dublin Core
Metadata Initiative (DCMI) has become the standard in the fields of library science and
computer science. DCMI aims to create interoperable metadata standards and is defined by

the ISO standard 15836. The DCMI metadata set was adopted and expanded by the Open

V4pttp://scripts.sil. org/PUA_FAQ

1050\ [etadata is structured data about data. For an overview of metadata for linguists, see Jeff Good’s
“A Gentle Introduction to Metadata”, at http://www.language-archives.org/documents/
gentle-intro.html.
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Language Archives Community (OLAC)!% for describing language resources like grammars,
field notes, recordings, etc. OLAC expands the set of DCMI metadata categories to include
information pertinent to linguistic data to create a standard way to document all types of
language resources, by adding metadata elements like subject language and linguistic data
type to enhance greater discovery of language resources.!?” For example, the OLAC subject
language uses ISO 639-3 three-letter language identifiers to identify a language resource’s
subject language, i.e. the language being described in a grammar, etc.

ISO 639-3 is an international standard for uniquely identifying language names with
three-letter codes. These three-letter codes are commonly referred to as language codes,
though they do not uniformly identify languages. The scope of ISO 639-3 codes includes
individual languages and macrolanguages.'%

Why are unique identifiers important and how do they foster interoperability? Now that
language codes are available to the community as a standard, researchers and projects that
have language data can share that information with a unique, interpretable code that iden-
tifies a particular language or language variety. If you know the language’s code, searching
online databases becomes more accurate and faster because languages tend to have many
names and completely unrelated languages may share the same name.'% For example, con-
sider searching on the language name “Mono”. Mono is a language spoken in the Democratic
Republic of the Congo by an estimated 36,000 people. Mono, however, is also a language
spoken by a few remaining speakers in California, in the United States. The use of ISO
639-3 codes lets us uniquely distinguish these two languages. Mono [mnh] is a Niger-Congo
language and Mono [mnr] belongs to the Uto-Aztecan family. This may sound like a one off
case, but it is more common than one might think. Consider Mende [men] (Sierra Leone)
and Mende [sim] (Papua New Guinea), Kamba [kam| (Kenya) and Kamba [xba] (Brazil),

Nama [naq] (Namibia) and Nama [nmx] (Papua New Guinea), and Saliba (Papua New

106yt tp: //www. language-archives.org/

107The OLAC Metadata set can be accessed at: http://www.language-archives.org/OLAC/
metadata.html.

108566 Section 4.3.1.

109The Ethnologue currents lists over 47,000 alternative language names for roughly 7000 unique languages.
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Guinea) and Saliba (Colombia), to name a few.!1°

Language codes are also used to distinguish between closely related languages like
Tukang Besi North [khc] and Tukang Besi South [bhq], both of which are referred to as
Buton. It is often the case that a canonoical language name is used when in fact there
are numerous distinct languages under the umbrella of that language name. Consider for
example some of the languages listed in Hay and Bauer 2007 and Bauer 2007: “Berber”
(25 distinct languages); “Fula” (9); “Ijo” (9); “Cree” (6); “Mam” (5); “Erromangan” (3);
“Friesian” (3); “Gaelic” (3); “Miwok” (3); “Oromo” (3); “Panjabi” (2); Romany (2); “Sotho”
(2); “Sorbian” (2).'! By using language names and not including language codes, it is dif-
ficult to retest other researchers’ analyses.''? Following metadata standards like using ISO
639-3 language code identifiers is therefore an important step in validating cross-linguistic
research.

To summarize, using standards allows different parties to realize mutual gains by ad-
dressing the coordination problem; only when all parties make mutually consistent decisions
can all parties realize mutual gains. This allows for greater discovery and access to all kinds
of linguistic information, from the identification of language resources to the unambiguous
encoding of phonetic data. Bird and Simons (2003) call for community consensus for de-
scribing language resources and for identifying suitable data structures for linguistic data
types. By adhering to standards, language researchers take a step towards overcoming the
coordination problem. In the next section I take a closer look at data provenance, a diffi-
cult problem in regard to identifying the source(s) of linguistic data, and in particular, for

collecting, extracting and properly citing data from disparate linguistic documents.

2.8.6 Data provenance

From the French word provenir “come or stem from”, provenance pertains to the evidence

of origin and history of something. Its roots are in art attribution, but the notion of

10This example does not touch on the even messier situation of ambiguity among language names and
alternative language names, as they are listed in the Ethnologue. An example is given in Section 3.1.

M The number of distinct languages given here is based on Ethnologue 16 (Lewis, 2009).
128ee Chapter 7.
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provenance affects most fields in some way.!''® Addressing provenance of documents has
occupied historians, scholars and textual critics for centuries. However, since the emergence
of the Web and the ability to easily copy and transform data, a new set of issues in tracking
data provenance has emerged as a critical challenge in the Digital Age.

In this work we have gathered segment data from over a thousand different language
descriptions. Hundreds are through manual inspection of grammars and phonological de-
scriptions, yet the rest are through the extraction of inventories from databases from projects
that have already extracted segment inventories from linguistic descriptions. To provide ac-
countability for a data set’s contents, the obvious initial step is to identify and list each
source from which data was taken. However, this process is problematic when a segment
inventory has been reanalyzed from its original resource by a third party. Furthermore, this
process can chain so that a segment inventory that has been reanalyzed is again reanalyzed
for the purpose of digitization and online publishing. Let’s take a look at some examples.

In Section 2.3.3, I pointed out that rather than a given, the number and set of phonemic
segments in a language depends on the linguist’s analysis. Thus two linguists’ analyses
of the same language may contain different segment inventories. Therefore, if researchers
wish to collect segment inventories for cross-linguistic analysis, they are faced with several
choices. They can include one representative sample of a segment inventory, they can include
multiple segment inventories, or they can make their own analysis of a segment inventory
based on one or more resources.

One example is the different interpretations of the Ocaina [oca] phoneme segment inven-
tory described in Agnew and Pike 1957. In this work Ocaina is described as having “twenty
six consonant phonemes”, “five contrastive tongue positions in the vowels”, “oral vowels
contrast with nasalized vowels, except /e/ which has no nasalized counterpart; it is a very
infrequently occurring vowel”, and “two contrastive tone levels” (Agnew and Pike, 1957,
24-26). According to my calculation, this indicates a total of 37 segments (26 consonants,

9 vowels and 2 tones). In SPA, 38 phonemic segments are listed, including the two pitch

13For example in business, provenance is used to judge the value of something. In archaeology, evidence
of provenance is needed to determine an artifact’s location of excavation and its history. In law, chain of
custody is equivalent to provenance.
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accents high and low (Crothers et al., 1979, 495). If we throw out the prosodic features
as Maddieson does in UPSID, one would expect there to be 36 segments based on SPA’s
calculations. However, UPSID lists a total of 34 segments for Ocaina, differing from SPA
by the two phonemes /w/ and /&/. In SPA /w/ is labelled “transitional” with the note,
“[w] is a transitional sound which occurs after /o-mid/, /h/, and labial consonants, when
they occur before /i-trema/” (Crothers et al., 1979, 496). But this is not stated in Agnew
and Pike 1957, leading one to question if inclusion of the /w/ is a compilation error that
was later caught by Maddieson. On the other hand, UPSID does not include the segment
/&/, which Agnew and Pike (1957, 25) list among the “Voiceless Assibilants ¢ ¢ and Voiced
Assibilants z j (alveolar, alveopalatal)”.!'* If this segment has been reanalyzed in UPSID,
no documentation of why is provided (all four affricates are listed in SPA). These different
analyses of the same segment inventory provide one example of why data provenance is
important for validation in the creation of cross-linguistic data sets.

Data provenance is also an issue of documentation of the reliability of the data and its
source. This is particularly important for data on the Web. For example, data extracted
from a Web-accessible database may have been originally extracted from another database
(and so on), or from another resource that may or may not be publicly available. An
example that I encountered is Chanard 2006. This online database is a digitization of
segment inventories that were originally collected in an edited volume listing the phonemic
and orthographic systems of African languages.''®> These phoneme inventories were each
gathered and analyzed from one or more publications, or provided by various language
specialists. The digitization of the volume introduced another level of interpretation, one
that sometimes differs from my own. Although Chanard’s changes are not documented on
the website, they can be gleaned in a comparison of the original resource and the digitized
version. For example, Hartell (1993) uses Africanist transcription conventions, the TPA

symbols of which have changed since the 1989 Kiel convention.''® These changes have

14 According to Pullum and Ladusaw (1996, 29), <¢> typically means [ts], so we can infer that “assibilant”
means “affricate”. Translated into modern terminology, we have “voiceless affricates ts and {f and voiced
affricates dz and d&”.

115Gee Hartell 1993 and references therein.

H"6For example, [1] is now [1] and [v] is [v].
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been made in Chanard’s online version. However, Chanard does not always follow the IPA
guidelines, nor do all the digitized segments adhere to the Unicode IPA standard.''” To
adhere to best practices concerning data provenance, this chain of interpretations should
be documented from the original publication, to the edited volume, to the online database.
Unfortunately this is not often done, nor is it always possible as an outside observer and
data consumer to track these changes after the fact.

Dealing with data provenance also means establishing a kind of metadata that docu-
ments the data’s original source and its history and derivation. Lewis et al. (2006) provide
interesting examples of the same snippet of interlinear glossed text being reused and re-
analyzed across publications.''® Their article provides a broad overview of linguistic data
use in the internet age and discusses issues of fair use of data. Of course these problems
are not new to editors of linguistics journals, who have long faced the challenge of publish-
ing articles that may contain an analysis of data from a secondary source. Such cases are
difficult to identify, putting a journal editor in the position of either vetting the examples
or trusting that an author’s analysis is based on a primary resource. If the primary data
source is available, a researcher should not rely solely on a secondary resource (Thomason,
1994). An example is provided by an investigation of vowel length in Haida.

The UPSID database contains a segment inventory for Haida [hai] with a three vowel
system (“high front unrounded vowel” /i/, “low central unrounded vowel” /a/, “lowered
high back rounded vowel” /u/) taken from Sapir 1923. However, Bauer (2007, 222) writes

that Haida might have a six vowel system:

“For example, Maddieson (1984) states that Haida has three vowels, while
Mithun (1999) states that it has six. This does not appear to be a matter
of how to analyse long vowels, though it might well be a matter of dialect. The

outsider cannot judge.”

Although the point that it is difficult to analyze vowel length holds, under closer inspection

N7For details see Section 4.3.3.

18 This was discovered with a Web crawler designed to extract interlinear glossed text data from online
documents. For details see http://odin.linguistlist.org.
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Bauer has misquoted Mithun 1999, 415:

“The general structure of the language [Haida] is illustrated here with Skidegate
material from Levine 1977a. The consonant inventory includes... Vowels are
i, e, a, A, u... A distinction between high and low tone is easily perceived.
Enrico notes that in Kaigani the system is one of pitch accent, so that at most
one syllable in a word bears high tone (1991: 103). In Masset, tone contrasts
only in heavy syllables, but it is otherwise predictable from syllable structure.
Skidegate tone is essentially like that of Masset except that extra length (which

has disappeared from Kaigani) has different effects in the two dialects.”

If a researcher were to rely on the second hand account of Haida having long vowels, his or
her analysis would be based on incorrect data.

Data provenance is a difficult problem and there is much current research which aims
to simply clarify and identify the issues involved.!'® Avenues towards a solution are being
investigated and they tend to include recording provenance as some type of annotation.
This annotation could be attached to components of a database, but because of its rigid
structures it is not always easy to attach amorphous metadata. Loosely structured forms
of data like graphs may act as a substrate for tracking provenance. This is currently a hot
topic in the digital library sciences.

In the OLAC Metadata Usage Guidelines,'? under “other elements” there exists a meta-
data definition for “Provenance” that reads: “A statement of any changes in ownership and
custody of the resource since its creation that are significant for its authenticity, integrity
and interpretation.”'?! OLAC models this element after the DCMI, which is actively inves-
tigating data provenance.

In this work I have tried to be as transparent as possible with regard to data provenance.

A guide to all references from which segment inventories were extracted is provided in

W9http://db.cis.upenn.edu/research/provenance.html
120nttp://www.language-archives.org/NOTE/usage.html

2lnttp://www.language-archives.org/NOTE/usage.html#Provenance
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Appendix B. Because in some cases our work with language resources has also involved
interpretations of phonetic descriptions into IPA, I list the segment conventions that we
developed and use in Appendix C. I provide these data while knowing that data extracted

from other databases may contain undocumented errors, reinterpretations and reanalyses.

2.8.7 Summary

In this section I have discussed the linguistic and technological challenges involved in devel-
oping a cross-linguistic data set to compare and characterize the distribution of linguistic
phenomena. Although my focus is on data from segmental phonology and distinctive feature
theory, the broader challenges that I face are applicable to developers of other typological
databases. One issue is whether typology can be undertaken with language-specific anal-
yses or if separate over-arching cross-linguistic comparative concepts are needed.'?? This
problem is highlighted by typological databases that can bring together a wide range of
different descriptions of languages. Large samples of diverse data also raise the issue of
how statistical sampling should be used to account for the various types of bias that are
inherent in linguistic data sets. Another problem related to typological comparison involves
the analysis of data; the problem is captured by the paradox of using linguistic theory to
document and describe languages, but the need to abstract away from theory to under-
take cross-linguistic comparison (Hyman, 2008). Keeping track of different analyses from
different authors is also an issue of data provenance. New analyses may involve the reinter-
pretation of older analyses, particularly when one wants to standardize across descriptions
to create comparative concepts. Lastly, the practical implementation of a cross-linguistic
data set to undertake phonological typology requires the standardization of segments at
both the linguistic and technological levels. Once these issues have been addressed, the
next question involves asking what type of questions can be asked of the data set given the
model(s) in which the data are encoded. In the next chapter I contrast three different ways
of modeling data and I describe in detail knowledge representation in computational theory

and how it can be used to query the PHOIBLE data set from different perspectives. In

122This is an area of an ongoing debate. For recent discussions see Lazard 2006; Haspelmath 2007, 2010;
Newmeyer 2010; Bickel 2010.
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Chapter 4 I discuss how I bring together several different segment inventory databases into
one large and interoperable cross-linguistic data set and in later chapters I use the different

data models that I implement to ask questions of the segment inventories.
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Chapter 3
DATA MODELING

There are many ways to model data. Some methods are well researched, considered
mature and are used in all kinds of applications across many different industries. Other
methods represent the state-of-the-art in data structures and algorithm design and are being
researched and developed at the peripheries of computer science. While there are many
different ways to think about and model data, different methods have different strengths
and weaknesses for different purposes. Therefore it is necessary to model different data
types with appropriate data structures to enable the desired questions to be answered. In
this chapter I give a brief overview of some data modeling basics in Section 3.1. In Section
3.2 T describe the PHOIBLE data models in detail. Lastly, in Section 3.3 I discuss the
details of knowledge representation and their implementation in RDF graph models as it

pertains to modeling segments and distinctive features.
3.1 Data modeling basics

3.1.1 Table

Tabular data is a simple data set represented in a table such as a delimiter-separated text
file, spreadsheet or HTML table. The table (or flat file) model is simple to read and easy to
manipulate. It consists of a two-dimensional array of data elements. The placement of data
in rows and columns provides the data with structure, and thus, meaning. A table’s columns
and rows specify relationships among the cells in the table, some of which are implicit. For
example in Table 3.1 the LangID column identifies a set of three-letter ISO 639-3 language
codes that are used to uniquely identify the set of languages in the current Ethnologue

database (Lewis, 2009).1'2 The language ID “dts”, or [dts], identifies the language name

!The Ethnologue language codes table is available online at: http://www.ethnologue.com/codes/.

2The full set of ISO 639-3 codes from SIL International are at: http://www.sil.org/is0639-3/.
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“Dogon, Toro So”, which is spoken in country ID “ML” (Mali) and has the language status
“L” (living). This is one way to model data that associates unique language name identifiers
with language names and information about where those languages are spoken and their

status of endangerment.

Table 3.1: Language codes table

LangID | CountryID | LangStatus | Name

dgs BF L Dogoso

dtm ML L Dogon, Tomo Kan
dts ML L Dogon, Toro So
dtt ML L Dogon, Toro Tegu
dtu ML L Dogon, Tebul Ure

Modeling data in a table has limitations. Consider the tabular data in Table 3.2, which
is an expansion of Table 3.1 with an additional column for specifying alternative language
names; they are separated by commas. The data in the table cannot be easily sorted to
discover that “Dogon, Toro So” [dts] spoken in Mali has an alternative language name
“Dogoso”, which is the same name as a different language spoken in Burkina Faso, also
called “Dogoso” [dgs].

To illustrate a more complicated example, let’s add a column to specify each language’s
genealogical affiliation. A fine example is provided by Dogon, a language family whose
position relative to other African language families is unclear.® Adding the language family
and its citation forces too much data into the table as shown in Table 3.4. Individual fields

now store different values. The situation is hopeless if the user wants to compare competing

3In comparison to many other language families in West Africa, Dogon is lexically and structurally
different. Dogon languages have an unusual combination of agglutinating verbal morphology and isolating
nominal morphology. They have SOV word order and do not have noun classes that are associated
with Niger-Congo languages (Heath, 2008). See Hochstetler et al. 2004 for a historical overview of the
genealogical classifications of Dogon. See the Dogon Languages Project for our current understanding of
Dogon languages: http://dogonlanguages.org/.
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Table 3.2: Language codes table augmented with alternative language names

LangID | CountryID | LangStatus | Name AltLangName

dgs BF L Dogoso Bambadion-Dogoso,
Bambadion-Dokhosié,
Black-Dogose,
Dorhosié-Finng,
Dorhosié-Noirs,
Dorossié-Fing

dtm ML L Dogon, Tomo Kan | Tomo-Kan

dts ML L Dogon, Toro So Bomu Tegu,
Dogoso,
Toro So

dtt ML L Dogon, Toro Tegu | Tandam

dtu ML L Dogon, Tebul Ure

trees for a particular language family or to compare two or more resources’ descriptions of

different families. More sophisticated data models are needed to access the relationships

encoded in the data. Rather than tightly packed table data, our data model needs to be

broken out into multiple tables, each of which reference the same data.



81

Table 3.3: Abbreviated history of the classification of Dogon

Year | Classification Authors

1981 | Voltaic (English: “Gur”) | Manessy (1981)

1981 | Volta-Congo Bendor-Samuel and Hartell (1989)
1994 | Unresolved; non-classified | Plungian and Tembiné (1994)
2000 | Tjo-Congo Williamson and Blench (2000)
2005 | Volta-Congo Gordon (2005)

2009 | Volta-Congo Lewis (2009)

Table 3.4: Language codes table with proposed language families

LangID | Name LangFamily
dgs Dogoso Gur (Gordon, 2005), Gur (Lewis, 2009)
dts Dogon, Toro So | Voltaic (Manessy, 1981), Volta-Congo (Bendor-

Samuel and Hartell, 1989), Unresolved; non-classified
(Plungian and Tembiné, 1994), [jo-Congo (Williamson
and Blench, 2000), Volta-Congo (Gordon, 2005),
Volta-Congo (Lewis, 2009)
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3.1.2 Database

A database is a mechanism that stores data and it can be modeled, or structured, in different
ways. A r<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>