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Summary 

1. Conclusions 

Our conclusions, based on the available data, are as follows. 

1. Careful terminology regarding detonation points is needed. We 
distinguish between the spike pressure (h), the measured jump-off or 
supracompression pressure (PPI, the Cylinder Test JWL pressure (Pj), the 
adiabat pressure (Pa), the Chapman-Jouget ( C J )  pressure (Pcj), and the sonic 
point pressure (Pn). The C-J pressure requires true thermodynamic 
equilibrium and may exist only in a thermochemical code. The adiabat 
pressure is the actual nonequilibrium start of the Principal Adiabat in an 
explosive of infinite size and at steady state. The sonic pressure is the start of 
an adiabat for an explosive neither at infinite size nor at steady state. At 
present, the term "C-J" covers all of these pressures in an indiscriminate way. 

2. The low-effort method of deriving cylinder JWLs using PETN as the 
standard plus three to five smoothed data points from the unknown explosive 
works within the accuracy of data obtained from the streak camera. However, 
Fabry-Perot interferometry is at all times during the shot more accurate for 
velocities than is the streak camera-Fabry data, therefore, should be taken to 
long times. Nonetheless, the streak camera will always be valuable as an 
record of the distance. The ratio of the two methods is a good measurement of 
the overall validity of the shot. 

3. The homogeneous explosives run with the LLNL cylinder method 
produces total detonation energies in agreement of 1 f 4% with calorimetric 
experiment. 

4. The LLNL Cylinder JWL equation of state (EOS) contains two 
important assumptions: (1) the energy of detonation at a given volume is 
nearly constant for a wide variety of JWL parameters and (2) the kinetic and 
detoriation energies have the same proportionality for all explosives. A simple 
cylinder model suggests that the first assumption is good to &2% for 1 e v e 0 
for velocities known to kO.015 d p s .  The second assumption is probably 
correct within a few percent as shown by near-constant, cylinder wall-pushing 
efficiencies. 

5. The JWL formalism provides different answers according to how the 
coefficients are derived; no correlation is evident among the resulting 
constants. The Urtiew / Hayes proposal to set A, B, and C proportional to  p a 2 ,  
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and at the same time, confine the other constants appears unsuccessful. The 
use of a look-up table for describing the adiabats is a possible solution, but 
these tables have not been calibrated across different experiments. 

where the data were found and how they were processed. This means that 
returning to a few good experiments with better statistical methods will be 
necessary to calibrate the JWLs more accurately. 

The same plate velocity data have a scatter of 50.02 d p s  according to 

6. Detonation pressure measurements (in GPa) for five, obn-run 
explosives have been collected from various sources and are compared as 
follows: 

I-D date. P- 
Jump-off Supra- 
velocity compress 

IX- 14 3 5 k 2  
PBX-9404 39+2 38+2 

PETN 3 2 2 4  3 1 2 2  
Rx-26-AF' 3 4 2 2  

IX-17 34 32+2 

_Cvlinder 
Jump-off Three-point, Haselman 
velocity, JWL fit, compression, 
PP Pj PP 

37+3 38+2 36 
34+5 38+2 37 to 39 
31*sfi3 32+2 
36+2 34+2 32.5 
32+4 2 6 + 1  30 

TIGER 
BKWR 

35 
36 
31 
32 
27 

pcj 

a. PETN, with an adiabat pressure determined by supracompression 
as 31 
aU&luP -> 0 was seen in this case. 

2 GPa, is a good standard explosive. The C-J-derived relation 

b. Detonation pressures for LX-14 and PBX-9404 are consistent by 
all sources. TIGER is always low in its calculation. 

e. LX-17 has a low, 26- to 27-GPa adiabat pressure as given by the 
Cylinder Test and the Ignition & Growth model. The larger detonation 
pressure seen in plates may be caused by a failure of the impedance- 
match equation. 

d. For three explosives, iXJ&up did not approach zero in 
supracompression. Nonequlibrium behavior with an absence of the C-J 
condition is a possible reason. 

7. The most accurately measurable quantity, after the detonation 
velocity, is the total detonation energy. Continued detonation calorimetry is 
important. 

1.. 
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8. The percent of cylinder detonation energy that appears as the kinetic 
energy of wall motion is proportional to the cylinder pressure/ energy ratio 
(Pflo). The JWL detonation volume (vj), is inversely proportional to P j E o  so 
that more efficient explosives push back with heated gaseous products. The 
spring con'stant for the pushing back is p a 2 .  

9. The TIGER thermochemical code predicts absolute detonation ener- 
gies only to 210% for homogeneous explosives at a given relative volume. The 
total detonation energies may be predicted within &6%. TIGER should not be 
used to set JwLs directly, although there is sometimes no choice but to do so. 

correction that involves PETN. Its C-J temperatures are also 1000 K too low, 
but it predicts the C-J pressures closely. BKWS fixes both problems by 
resetting the constant temperature, Q, but the spread of detonation energies is 
broader. JCZ3 delivers better energy values, but the v = 2 values are 
consistently too high and thus the v = 4 and v = '7 results are usually used for 
comparison. CHEQ's energy values are no better, and the program takes too 
much time for production calculations. Both JCZ3 and CHEQ calculate 
temperatures correctly but are 5 to  10% low in C-J pressure and have no 
library for aluminum and other metals. All versions of TIGER are strongly 
library-dependent, and the code is not robust. 

Specifically, BKWR produces its detonation energies only by a 10% 

10. CHEQ postulates adiabat shapes, albeit assuming perfect 
equilibrium. A study of TATB suggests that the diamond-graphite transition 
will change the detonation energy enough for experimental verification but 
that the N2-H20 phase transition will not. CHEQ has done its job of intro- 
ducing new ideas. Modeling of nonequilibrium behavior may be the next step. 

11.The Ignition & Growth model is the only theory model that 
incorporates kinetics. Because of inadequate documentation and lack of 
upgrades to the programming, it has not received the appreciation and 
attention it deserves. LX-17 could be converted into a standard explosive for 
this model. 

12. Few cylinder runs on composite explosives produce infinite diameter 
results that can be compared with those of TIGER. Possible standards include 
HMX with 10% or less fine aluminum powder and 65% HMX/30% potassium 
perchlorate. Four very large ANFO shots provide infinite diameter data, but 
the distance to steady state is about a meter. More work is needed t o  find 
composite standards. 

13. The less than 1% explosive-accuracy touted by code-runners is really 
precision. Absolute knowledge of the adiabat is about 3 to 5% at high pressures 



and 30% or less at low pressures with the adiabat starting point unknown by 2 
t o  3 GPa. 

14. The lack of predictive capability in composite explosives is extensive. 
Only two composites might serve as standards in a 100-mm cylinder test. Four 
types of ANFO are described for which the infinite-diameter detonation 
velocity has been obtained. It is not possible to unravel size effects from the 
inherent inability to burn. 

2. Suggestions for Experiment 

Experimental explosives work should benefit from some of these 
findmgs. 

1. Fabry-Perot interferometry should be used on all cylinder shots and 
run out to  long times. Work-to-date suggests that 40-ps fabry times will 
provide s e c i e n t  light and allow considerable time slippage for starting the 
film. The streak camera should be maintained for total displacement. 

2. All cylinder tests with nonideal explosives should include the end-on 
measurement of detonation front curvature as standard. This inexpensive 
method would have provided vast data on nonideality had it been rigorously 
applied. It appears to  work even with gels possessing surfaces difficult to  make 
flat. 

3. A flat-plate “test” should be formalized and run as a fast and 
inexpensive way of getting JWLs at a fraction of the cost of a cylinder test. A 
good combination with a 25-mm diameter is 10-mm thickness of explosive and 
10 mil (250 nm) of either copper or tantalum run aut to 1.5 ps or  more. A 20- 
d 2 0 - m i l  combination run to 3 ps would produce similar results, but a 50- 
mm diameter would be needed. 

4. The lack of reproducibility in many plate and cylinder shots that are 
supposedly the same means that an important level of detail is unknown to us. 
Improved quality control is needed. 

Experiments that would provide needed information are described. 

1. The classic test for the spike and adiabat pressure is to measure and 
analyze the jump-off velocities as a fiurction of plate thickness for thicknesses 
less than and exceeding the reaction zone. A limited amount of data was 
assembled for IX-17 in this work, and more is needed. 
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2. The available lithium fluoride data were not analyzed for this work. 
The use of a crystal “plate” impedance matched to the explosive offers the 
possibility of direct read-out of the adiabat pressure. This work needs to  be 
developed. 

3. Direct measurement of pressure and volume would supplant the 
relative derivation of EOSs by cross comparison of code results and 
“standards”-this appears never to have been done. Present gauges are said to 
be accurate to  &1.5%. Unfortunately, this is probably not good enough to 
distinguish between CHEQ and cylinder JWL results between the adiabat 
point and v - 1.2. From v = 1.5 on, direct measurement might now work. The 
task of relating constant-pressure gas-gun or diamond-anvil work to an 
adiabat remains to  be done. 

4. The detonation point is poorly known, only to +3 GPa in most cases. 
Supracompression experiments offer the best means of finding this point. 
Future experiments should include pressure-gauge measurements and 
detailed work near the adiabat point and below, where nonequilibrium effects 
may be seen. 

5. Direct temperature and chemical species measurement are needed. 
Ignition & Growth people expected this work to be completed long ago, but it 
has not happened. There is a limit to what can be surmised by pushing metal. 
Eventually, the true innards of detonation must be studied. 

3. Suggestions for Code Work 

1. At the very least, TIGER needs to be reworked. It needs a more robust 
solver and C-J point seeker. More work needs to be done on renormalization, 
including detonation energy as an input along with detonation velocity and 
assumed C-J pressure and temperature. 

2. If we must use the old TIGER code, a complete parameter study and 
renormalization is needed. The reset would be to C-J pressure, detonation 
velocity, and detonation energy for several often-used explosives, both ideal 
and nonideal. At this time, either BKW or JCZ3 appears to be a possible choice 
for this refit. Should JCZ3 be chosen, it needs to be extended to aluminum and 
other metals. 

3. A production model containing Ignition & Growth-type kinetics is 
needed. M. Murphy has suggested the use of a faster, two-term model for 
detonation and a U,-u, unreacted Hugoniot. The model could be further 
simplified by changing the temperature-dependent, reacted JWL to a regular 



JWL. A programmed burn with changing detonation vs distance would be 
usefid for initiation. 

4. It is time to create a new thermochemical model based on chemid 
kinetics of the product gases. This will force the consideration of real reactions 
and processes and start the search for their rates. Such a model would add the 
missing ingredient of nonequilibrium effects. It is especially needed for 
composite explosives, where size effects and run-to-detonation cannot be 
guessed. 
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Chapter 1. Introduction 

1. The Problem of Equation of State 

The science of explosives often appears to  be merely a collection of 
opinions. Experiments are difficult and expensive, and there is little university 
research in this area. Also, the motion of a piece of metal, which is the primary 
source of data, can be described by different paths in phase space, and thus, 
rival models compete for validity. Finally, the totally programmatic orientation 
of the field has led to poor documentation and a virtual absence of critical 
review. 

The purpose of this report is to draw together recent LLNL data on 
detonation equations of state &OS), to summarize our current understanding 
of the field, and to  suggest new and predictive avenues of work. 

A detonation EOS describes the pressure, P, of an explosion as a 
function of volume, v, energy, E, and perhaps, temperature. Also present may 
be a set of rate equations that link one EOS to another. These rates, while not 
strictly part of the EOS, are so entwined with it that the s u m  of the 
pressure/volume information and the rates form a de facto EOS. The resulting 
combination is entered in a hydrodynamics code (hydrocode) to calculate the 
motion of something as a function of time. Generally, EOSs have been cobbled 
together for whatever calculation currently suits programmatic needs, with the 
justification that the dearth of fundamental knowledge makes ad hoc modeling 
the only practical approach. Ultimately, an EOS should have scientific 
underpinning and fit a wide and well-understood selection of cases. 
Unfortunately, this has too often been neglected. 

itself. An EOS is easier to  accept if the following conditions are met: 
The process by which an EOS is obtained is as important as the result 

1. Measured data are included in the EOS before the hydrocode run. 
This is important because a variety of data tests an EOS more stringently than 
does a single experiment. New EOSs are rarely checked against old data and 
can, in fact, be used to correct errors that occur elsewhere in the calculation 
and are not associated with the explosive. 

2. The EOS is as complex as the quality and quantity of the measured 
data #at support it-which is why the humble JWL is so popular. 

3. The EOS is created by a numerical procedure rather than by the 
operator. This approach removes much of the opinion input and forces a 
reproducible process. 



4. A standard is used. A standard is a special explosive with properties 
better understood than most. The standard provides the scientist with a 
comparison on which a large amount of work has been done. 

5. Adequate documentation and ease of operation. The more complicated 
the EOS becomes, the more important is this requirement. Given that 
documentation is generally poor in the explosives' field, the JWL again wins in 
this category. 

The ideal EOS might be obtained from a CHEQ-like program and 
include reaction kinetics, which independently have been fit to a large 
collection of Hugoniots, all of which have been documented. The program 
would generate all points in the two-dimensional (2-D) pressure-volume (P-v) 
space. It could then be simplified into a 2-D table input or more likely, into a 
one-dimensional(1-D) (with only the Principle Adiabat) input for the 
hydrocode. This example shows that we o b n  erroneously consider the final 
input to the hydrocode to be the EOS, apart from the database that generated 
it. 

first is the LLNL Cylinder JWL, placed in its present form by John Kury. The 
JWL is a simple P, v, E equation for the Principal Adiabat. The approach uses 
a 1.763-gkc PETN standard for which the JWL is believed, although the 
pedigree could be upgraded. The cylinder wall velocities of other explosives are 
converted into detonation energies by velocity-squared comparisons with 
PETN. The results are JWLs, which are used and supported in all codes 
because of their simplicity. "he EOS for a new explosive is the process of 
obtaining the final JWL fiom cylinder data before the hydrocode is run. 
Although the description sounds simple, it actually took two decades for this 
EOS to be derived, and it has not been compactly described until this report. 
The simplicity of the JWL explains its longevity. 

The second example is the Look-Up Table described below. This is the 
Principal Adiabat in P, v, E form but arranged in a table with interpolation 
between points. Its advantage is that it gives a Principal Adiabat 
unconstrained by an analytic form (e.g., a JWL) that does not conform to 
physical reality. The thermochemical code CHEQ supplies the input. The 
major weakness is that the CHEQ output is not, for several reasons, 
necessarily accurate. Thus, operator intervention is necessary to correct the 
table, and the validity of the table is again dependent on operator judgement 
and the quality of the database. Considerable work needs to be done to 
validate the tables. 

The third example is Ignition & Growth (I&G or Reactive Flow). 
Usually, two temperature-dependent JWLs are used, one for the unreacted 
explosive and one for the reaction products. Sometimes, a third JWL is added 

Three examples will be considered; all are main topics of this report. The 
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to represent reaction products further along in time. A set of time-dependent 
rate equations link the EOSs. For nonideal explosives, kinetics must be 
accounted for if detonation is to  be accurate. For initiation, the time 
dependence cannot be ignored. At present, I&G is the only model with these 
features. 

I&G has not fared well in production at LX-17-oriented LLNL. It is a 
complicated EOS, used generally by experts, and it is not well-supported in the 
codes. It runs up to ten times slower in a hydrocode than does the JWL 
version. Its input contains no experimental data, and the constants are 
generated by the operator as hdshe runs successive hydrocodes. The output 
does not implicitly show detonation velocity. Despite the enormous output on 
LX-17, this explosive has never been converted into a standard. No review 
articles describe I&G, and no user-friendly computer features have been 
invented. Finally, LX-17 is only slightly nonideal, and the JWL or the table can 
be adjusted to make up the difference. A explosive like ANFO is so highly 
nonideal that I&G is absolutely necessary. 

Significant practical problems are associated with I&G. Because I&G 
attempts to explicitly desaibe the detonation front, the zoning for a problem 
must reflect this. Thus, the running time for a problem is prohibitive for 
anything but the simplest problems. Also, the large number of empirically 
derived constants does not inspire confidence in the bdamental  validity of 
the model. For these reasons, I&G has been confined to a small set of special 
case problems and has not been tested in larger and more complex 
configurations. 

2. Notes Regarding This Work 

A. Detonation Points. In writing t h i s  report, we found the term "C-J 
point" to  be used indiscriminately. Al Nichols argues that the C-J point is the 
true thermodynamic equibrium point at which temperature becomes defined in 
the reaction products behind the shock wave. It holds for an explosive of 
infinite diameter and at steady state. In this light, a C-J point is probably 
obtained only in a thermochemical code. All other points are different and 
must be defined. Here, a list of various detonation points are defined in terms 
of their pressures. 

pk. This is the first, high-pike pressure seen in the thin-plate test or 
used in the I&G code. It results from the initial compression of the 
unburned or  partly burned explosive. As the reaction continues, this 
pressure drops down the Rayleigh Line toward a detonation point where 
it diverges onto the Principal Adiabat. 
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Pa. The adiabat pressure is the point at which a steady-state, large- 
size explosive leaves the Rayleigh Line and commences its journey down 
the Principal Adiabat. True thermodynamic equilibrium has not been 
proved, but no obvious size effect is known. This point is a practical but 
special characteristic of a bulk explosive and is what many people call 
the "C-J" point. This is also the point at which the burn fraction equals 
1 in the I&G code. Because this is a special point, special efforts must be 
made with any experiment to show that the data describe an adiabat 
point and not just a detonation point containing other effects. 

Pp. The plate pressure is obtained from plate experiments using the 
algebraic impedance-match equation as defined in Chapter 5. Jumpoff 
velocity (for a plate or cylinder) or supracompression with a plate may 
be used. When the plate is thin, the pressure seen is fi for a near-ideal 
explosive. When the thickness of the plate is equal to  the reaction zone, 
the pressure is thought to be Pa for a near-ideal explosive. The latter 
may become the initial pressure in a plate-derived JWL. 

Pj- The Cylinder Test JWL pressure is obtained using a three-point 
fit t o  the wall velocity data. It is not considered to be a true C-J point. 

Pcj. In C-J theory, the C-J pressure is the equilibrium pressure at 
the rear of the reaction zone. It is the initial pressure obtained in a 
thermochemical code, perhaps the only place that true equilibrium 
exists. It is likely about 2 GPa below the adiabat pressure, where 
nonequilibrium effects occur. 

Pn, The sonic pressure is the point at which the products move onto 
the Principal Adiabat for an explosive known not to be in thermo- 
dynamic equilibrium because (1) the explosive is at steady state but not 
at large-diameter or (2) the detonation has not reached steady state. 
Virtually all composites fall into this group. 

B. Rankine-Hugoniot Equations. These equations for the 
conservation of mass, momentum, and energy assume a piston-driven shock 
wave, a situation ody found explicity for an ideal explosive in a gas-gun 
experiment with a heavy sabot. The equations nevertheless are used 
everywhere. They are: 

Mass: p a  = pp(D-up) 

Momentum: Pp - Po = -Ddm/dt + dm/dt(D - up), 
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where po and pp are the densities of the initial unburned explosive and the 
burned products, Pp is the detonation pressure, Po is the initial pressure 
(essentially zero), D is the detonation velocity, up is the explosive particle 
velocity, m is mass, and t is time. The two equations may be combined to  form 
the shock impedance relation 

pp = p a u p .  

Energy conservation leads to the Hugoniot equation: 

Energy: E2 - E1 = (P2+Pl)(vl-v2)/2, 

(3) 

(4) 

where E is energy, v is relative volume, and the subscripts refer to any two 
points on the curve. Unlike Eqs. (1) and (3), Eq. (4) is too general to be used by 
itself. In thermochemical codes, the energy of detonation is dumped inla the 
product gases at 1 atm. Then, the Hugoniot is traced out, using Eq. (4) and 
various thermodynamic descriptions of the products. 

C. Units. Mhar units and certain other units are found thoughout this 
report. Conversions may be made as follows: 

Pressure: Mba -> GPa 
Energy: Mbarcdcc -> kJ/cc 

multiply by 100 
multiply by 100. 

A calorie becomes a joule when it is multiplied by 4.184. TIGER gives 
atmospheres for pressure. A mega-atmosphere (Matm) becomes a GPa when it 
is multiplied by 101.325. 

Pressure in the Rankine-Hugoniot momentum relation is maintained, 
luckily, with the following “mongrel” equality: 

GPa = (g/cc) (m.m/p~)~. 

Pressure and energy may be compared using 

GPa = kJ/cc. (7) 

D. Detonation energy is presented as a positive number in this text. It 
is usually negative in chemical thermodynamic literature because the reaction 
is exothermic. 
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E. The data listed in this report come from a mixture of internal 
sources, including detailed files from the Cray, the Cylinder Handbook, and 
loose pages in the shot folders. The resources were not available to process the 
data in a systematic, statistical way. It may be possible to obtain more detail 
by mining the old data with more care. Many explosives are referred to many 
times in Chapters 2 to 8. See the Appendix for compositions and details of 
these explosives. Finally, all persons mentioned here without a footnote are 
LLNL employees. 
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chapter 2. EOS Description 

1. Definition of the JWL 

The (standard) JWL (for Jones, Wilkins, and E. L. Lee) is the most 
used EOS at LLNL. The JWL is a coupled set of equations. From the initial 
v = 1 condition, the detonation compresses the explosive to  the detonation 
volume, vj. The straight line that connects these two points in P-v space is 
called the Rayleigh line. It is given by 

where P is pressure, D is the detonation velocity, and v is the relative volume. 
At the detonation point, we have 

The detonation velocity, D, is measured, and the detonation pressure, 
Pa, is estimated. From this, vj is determined. At the detonation point, the 
s r’ ope of the pressure is 

dPj/dvj = - p a ’ .  (3) 

This may be recast into the variable yj given by 

rj = -dlnPj/dlnvj = poDzv/pj, 

which is generally expected to lie between 2.6 and 3.0. Also, 

vj = rj / (3 + 11, 

rj = vj / (1 - vj), 

and 

For one initial cubic centimeter of explosive, the total energy of compression 
to the detonation point, E,, is 

(4) 
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At the detonation point, the compressed explosive suddenly transforms 
into hot gaseous reaction products, which then expand along the adiabat with 
a pressure, Ps, such that 

Ps(v) = Aexp(-Rlv) + Bexp(-R2v) + C d 1 +  

This equation may be integrated, assuming constant entropy, by -PsdV t o  
obtain 

Es is a positive number, which decreases from the detonation point, Es(vj), to 
zero for infinite volume of the detonation products. Note that E, is a total 
energy and is different from the thermal energy found elsewhere in the 
temperature-dependent JWL. In order t o  obtain the energy of detonation at 
volume v, E&), we need to subtract the energy of compression from the 
energy of the adiabatic expansion: 

If all energies on the right side of the equation are positive, Ed will be 
negative at small volumes and positive for larger volumes of practical 
significance. (We have noted that this physics convention is opposite from 
the chemical convention, which sets exothermic reactions as negative.) Ed is 
zero at the point where the adiabat energy output equals the energy put in by 
compression. This usually occurs not at v = 1, but at about v = 0.92. The 
energy of detonation at infinite volume is a positive number, E,: 

so that 

For v -> -, Es(v) -> 0 , and Ed(-) -> E,, the infinite volume energy of 
detonation. 

The derivative is 
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d P S  / dv = - p p  = -RlAexp(-Rlv) - R~Bexp(-Rzv) 
- (0 + 1)CdW + 21, 

which may be converted to y by multiplying it by -(vPs). 

pressure adiabat, which is identical to Eq. (9): 
One can eliminate C between Eqs. (9) and (10) to obtain this form of the 

Eq. (15) is the form of the JWL used in codes. At the detonation point, Ps, Es, 
and v are all known. One then slightly increases the volume by Av. By using 
Eq. (15) with the new v and the old E,, P, can be calculated. Then, Es is 
adjusted by 

E,(new) - Es-PsAv. (16) 

By moving in steps of Av = 0.001 or  less, the form of the analytical 
equation Eq. (15) is reproduced. A code then inputs A, B, R1, R2, o, D, and Eo. 
The detonation point value of E, is calculated fiom Eo so that C is not needed. 

The JWL is popular because it can be integrated easily and the 
integral converges even to v -> 00, which removes the need of selecting a 
real endpoint for the expansion process. However, a cutoff at 1 atmosphere is 
actually the physical endpoint. 

2. Look-Up Tables 

Certain features of the JWL may be questioned. First, it seems 
reasonable that y = 41nP&)lnv should be constant or decreasing at the 
detonation point. Instead, it rises in the JWL from the detonation point to a 
maximum at about v = 1. The rising y is caused by the “A” term of the JWL , 
which dominates near the detonation point. An exponential divided by its 
derivative is a constant, so the volume term in y dominates. A second JWL 
problem is the double peak in y caused by the presence of the two exponentials. 
The presence of phase transitions between graphitddiamond and 
nitrogedwater may further complicate the adiabat. 

An alternative to the JWL is the Look-Up Table, where y may be 
designed to suit. Such a table could list Ps and v point by point, but the table is 
built instead on the function flv) and the adiabat energy in the form 



This equation has been placed in both 1-D and 2-D codes. In these 
codes, Ps, Es, f, and v are all known at the detonation point. Then, v is 
increased by Av and a new f is calculated using either a function or the Look- 
Up Table. Using the new v and f and the old E,, a new Ps is calculated using 
Eq. (17). E, is then adjusted downward by 

Es(new) - Es-PsAv. (18) 

With small volume increments of 0.001 or less, the adiabat is reproduced. 

Eq. (17) is 
We consider some of the properties of the function f. The derivative of 

We multiply both sides by -vPS and substitute aE& = -Ps in Eq. (17) to 
obtain 

y = 41nPfilnv = f + 1 - alnf/ alnv. (20) 

One may use the definition of y and its integral to obtain pressure by 
integration with 

The integration will be numerical with 

AlnP, = (y/v)Av + sum of previous terms, (22) 

where we start at the detonation point-where Ps and Es can be set. We then 
integrate both to  lower and higher volumes. Finally, we use Eq. (17) t o  obtain 
Es. An advantage is that y changes slowly with v so that we can use a large 
volume differential (0.001 to  0.01, depending on v), and we will still get a 
good answer. Hence, the integration may even be done on a large 
spreadsheet. 

pressure is 
The meaning o f f  may be further explored. At large volumes, the JWL 

P,= C/Vl+W, (23) 

and the adiabat energy is 
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Es = C/@. 

Then, by Eq. (171, 

f =a 

at large volumes. 

1.763 g/cc can be described fiom its JWL using 
The function f can be put into an analytical format as well. PETN of 

f - 10exp(-2.5v0-25) + 0.57. 
From CHEQ, the fit is 

f - llexp(-2.45vo.50) + 0.285. 

A similar EOS has been recently put forth by W. C. Davis.l His 
equation is 

Ps = (E, / V) (g - 1 + F(v)}. 

The same ratio of Pa, appears, with F(v) used to make the fknction change 
as it should. He also has extended his function of the off-adiabat case. Here, 
and above, the intent is to use the ratio Pa, and create a slowly changing 
fimction over the many decades of pressure and energy. 

%References 

1. W. C. Davis, “Equation of State for Detonation Products,” presented 
at the Tenth International Detonation Symposium, Boston, MA, July 12-16, 
1993. 

2-5 



Chapter 3. Deriving Cylinder JWLs 

1. Description of the Cylinder Test 

The Livermore Cylinder Test has long been the means of obtaining the 
JWL.14 The precisely machined cylinder is made of OHFC copper. Two wall 
thicknesses are used: one is U2Oth the inner diameter (half-wall) and the other 
is l/lOth the inner diameter (full-wall). The fuU wall, which is easier to 
machine, came first. The explosive inside is initiated at the bottom and 
detonates upward, blowing out the copper walls into an inverted funnel. The 
elastidplastic properties of the copper allow the wall to deform elastically up to 
nearly three times the original diameter. A horizontal slit is focused-at a given 
point on the cylinder to measure the wall motion perpendicular to  the cylinder 
axis with a streak camera. The cylinder wall displacement is measured as a 
b c t i o n  of time, with two cameras taking pictures of both sides for a total of 
four records. The wall velocity is then calculated at three standard distances of 
6,125, and 19 mm of cylinder wall displacement for a 12.7-mm inner radius. 
In addition to the streak cameras, two Fabry-Perot interferometers, set 1800 
apart, measure opposite-wall velocities directly at an angle, %, of 70 0.20 to 
the cylinder axis, and also at the height of the observation slit. The Fabry 
beam does not hit the point seen by the streak camera, but is rotated around 
the cylinder at the same height (about 3-5 mm). 

Most cylinders used in this report are 1 or 2 in. in diameter. They are 
300 mm long with inner radii of 12.7 and 25.4 mm. The 1-in. cylinder is a 
standard in that all data are scaled to this size. For a 12.7-mm radius, a half- 
wall thickness is 1.27 mm, so the outer radius is 13.97 mm. The Ml-wall 
thickness is 2.54 mm, so the outer radius is 15.24 mm. The observation slit for 
the streak camera or  Fabry is 210 MM from the base of the cylinder. "he pins 
t o  measure detonation velocity are set 90 and 290 mm from the base. It is 
assumed that the detonation velocity has reached steady state by 90 mm and 
that the detonation fi-ont is steady at 210 mm. 

A 4-in. cylinder is sometimes used for nonideal explosives. This cylinder 
has an inner diameter of 50.8 mm and can be half- or full-wall. The cylinder is 
1000 mm long with the observation slit at 710 111111. The detonation velocity 
pins are set 380 and 990 mm from the bottom of the cylinder. The largest, the 
8-in. cylinder, has an inner diameter of 203 mm and a length of 1220 mm. 

(PETN) detonator with a bridge wire. This ignites a 12.7- x 12.7-mm tetryl 
cylindrical pellet and drives a plane-wave lens of PBX95Ol/TNT that enters a 
12-mm-thick booster pad of Comp B (detonation pressure 29 GPa) or  Detasheet 
(18-20 GPa). Comp B is 63 wt% RDX, 36% TNT, and 1% wax. Detasheet 

The initiation train at the bottom of a 25-mm cylinder starts with an SE-1 
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EL-506C is 63 wt% PETN, 8% nitrocellulose, and the plasticizer 29% ATBC 
(acetyl-tributyl citrate). 

the cylinder. The lens, booster pad, and steel sheet overlap the outer edge of 
the cylinder for all sizes except the largest. The lenses in use are the P-16 
(40.6-mm or 1.6411. diameter), the P-22 (560-mm or 2.2411. diameter), the P-40 
(102-mm or  4.0-in. diameter), and the P-78 (198-mm or 7.8411. diameter). The 
current PBX9501/TNT lenses are from Los Alamos National Laboratory 
(LANL) and replace an older Comp BBaratol version used until about 1992. 
The variation in flatness is thought by L. Shaw to be about k30 ns for a 
1-in.-diameter lens. F. Helm believes the variation to be about S O  ns for a 
4-in. lens. 

The data are always listed as scaled to a 25-mm- (l-in.-) diameter 
cylinder. To scale down from a 51-mm- (2-in.-) diameter cylinder, time and the 
increase in radius, R - Rot are divided by 2. To scale from 102-mm (4-in.) 
cylinder, time and distance are divided by 4. Velocities are never divided. 
However, it is easy to combine a correct velocity with the wrong scaled time or 
distance. 

cylinders, the detonation wave that we measured at 210 mm will blow out the 
top of the cylinder 90 mm above. For 1.763 g/cc PETN, the detonation velocity 
is 8.274 d p s .  We take the shock wave speed in copper as about 4.5 d p s .  
The rarefaction wave from the top of the cylinder will move back down the 
90 mm to the slit position. The time we have for measurement is 31 ps, a long 
time for a 25-mm-diameter cylinder, but only 15.5 ps for a scaled-down, 51-mm 
cylinder. 

Also, the detonator on the bottom is larger than the base of the cylinder; 
thus it drives the copper upward and also ignites the explosive. The detonation 
wave passes the slit 25.4 ps after detonation at  the bottom. The shock wave 
coming up the copper starts at 4.5 d p s  but degrades to the sound speed of 
3.94 d p s  with the wave spreading out spatially. For the 25-mm cylinder, the 
crest of the wave passes the slit at about 52 or 27 p after the detonation wave. 
The crest ofthe wave passes the slit at only 13.5 ps for a 51-mm cylinder. 

Suppose we had a weak explosive with a detonation velocity of only 
5.5 d p .  The difference between the explosive and the copper is only about 
1.5 d p s .  In a 25-mm cylinder, the time for the top reflection to return to the 
slit is about 37 ps, but the bottom shock wave in the wall reaches the slit only 
14 ps later. The effect of the rising wave in the copper wall does not appear to 
have been much considered. 

allows the approximate calculation of the relative volume of the gaseous 
detonation products, v. If we calculate a geometric volume, vg, from the 
expansion of the cylinder, and-if 

A thin, 0.25-mm stainless steel sheet is the final barrier t o  the bottom of 

Certain times must be considered in the Cylinder Test. In the smaller 

The cylinder is an EOS “test” because it possesses a geometry that 
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then we can use this volume in the JWL EOS. 

the explosive inside with an inner radius, S. Possible confusion of the two must 
always be kept in mind. The cylinder data have generally been measured at 
radial displacements, R-h, of 6,12.5, and 19 mm, where R is the outer radius 
at time t and Ro is the initial outer radius, taken as scaled to  an initial inner 
radius of 12.7 mm. The radial displacements above have traditionally been 
associated with the rough relative volume values of 2,4, and 7. From a 
geometric view of the cylinder, we might expect, if the gas pressure is all 
outward, that 

What is measured is the outer radius, R, although we usually think of 

v - (R / RJ2, 

which produces values of 2.17,3.94, and 6.23, respectively, for the radial 
displacements listed above. The use of Eq. (2) assumes that the wall thickness 
is constant with relative volume. We then examined our hydrocode output to 
correct for the expansion of the cylinder and the decrease in gas pressure as 
gas moves backward in the cylinder.6 This adjusts the volumes to 2.2,4.1, and 
6.5 at 6,12.5, and 19 mm, respectively. 

2. How the LLNL Cylinder JWL Is Obtained 

It would be possible to run hydrocodes for every cylinder ever fired and 
match the JWLs with the measured velocities. This would be extremely 
expensive, however, and it was long ago abandoned, for the standard explosive. 
The standard used to be PBX-9404 but is now PETN at 1.763 g/cc. The JWL, 
listed in the next section, for PETN is taken as delivering believable energies. 
We list three special PETN points: 

Rel. Velocity ( d p s )  Ed 

R-Ro Vol. PETN PETN PETN 
(mm) V half-wall full-wall (~J/cc) 
6 2.2 2.09 1.58 6.51 
12.5 4.1 2.28 1.72 7.87 
19 6.5 2.38 1.78 8.55 

One next obtains the measured outer wall velocities of a new explosive at the 
same values of R - Ro. At each volume, v, the expected energy of detonation of 
the new explosive, Ed, will be 
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where u is the cylinder wall velocity. Eq. (4) equates the square of the velocity, 
by way of kinetic energy, to the detonation velocity. This allows us to calculate 
three detonation energies at volumes of 2.2,4.1, and 6.5 for explosive x. 

The "three-point" method for obtaining a JWL uses the points at v = 2.2, 
4.1, and 6.5. One sets up a small program that first calculates the detonation 
volume, vj, from the Rayleigh Line, as described in Chapter 2. Then, the 
following three JWL equations are solved at the detonation point. E&) is the 
adiabat energy at the detonation point. 

where 

If one estimates Eo, Pj, R1, R2, and a, then Eqs. (5), (61, and (7) may be 
solved as a set of linear simultaneous equations using the method of 
determinants. One then adjusts the constants until the closest fit, usually 0.5 
to 1%, is obtained with the PETN-modified energies. The operator has a major 
role in this process. From the value of D, the operator estimates Pj and Eo, so 
they start fairly close. The percent spread in the three measured points is 
observed. Then, minor changes are made until this spread is a minimum. 
Operator inertia keeps this from expanding to a larger parameter space. The 
resulting minimum may be a local one and a fitting routine may go far off- 
course to fmd a better answer, but the three-point process works very well in 
finding answers that appear right. 

uncertainties in the fixing of the JWL parameters do not greatly affect the 
energy of detonation and (2) the ratio of the energy of detonation/ velocity- 
squared is the same for all explosives. The first is considered below, and the 
second in Chapter 5. 

There are two major assumptions to  the LLNL Cylinder EOS: (1) the 

3-4 



PETN of density 1.760 to 1.765 g/cc is considered a suitable standard 
explosive because it has a very short reaction zone, does not form solid carbon,7 
and has nearly constant products in various conditions of confinement as found 
by calorknetry.8 It is oxygen-rich and close to being an ideal explosive. The 
reaction zone has been estimated by L. Green to be less than 0.07 mm. The 
absence of carbon was surmised by B. Hayes from the low 100 mhodm 
conductivity found at 400 to 2000 MHz in runs of up to 20 ns.7 In contrast, the 
conductivity of liquid TNT rose to 10,000 mhos/m at 20 ns. Hayes estimated 
the carbon content in PETN to be only about 0.1 g/cc. The absence of solid 
carbon allows the PETN detonation energy to be measured with great 
accuracy. Ornellas' measured heat of detonation for confined 1.735 g/cc PETN 
was only 1.1% below that calculated from the products.8 Unlike many 
explosives, this energy is the same with various wall materials and even for 
the unconfined detonation. 

The JWL for PETN has received considerable attention. It was studied 
by Hornig et al. from the shocks sent into Plexiglas.9 The standard JWL was 
generated using the I-D hydrocode KOVEC from this work. Detonation 
pressures from 31.5 to 32.5 GPa were run, and it is impossible to make a final 
determination between them. Next, the Fabry data from PETN cylinder no. 
511 were modeled in HEMP by J. Walton. The Fabry data were taken only for 
6 ps, corresponding to a final R - & of 11.5, and as discussed further in 
Chapter 5, it did not bear the correct ratio to the streak data. Two HEMP runs 
were plotted the 31.5 GPa, Eo = -10.8 kJ/cc standard and a 32.0 GPa, -10.1 
kJ/cc model. The standard JWL appeared t o  fit the data, whereas the 32 GPa 
curve lay a few percent too high. Thus, the 31.5-GPa standard JWL was born. 
Supracompressed studies on PETN were added by Green, Holmes, and Kury, 
and the Hugoniot data fit the JWL of the adiabat by 6% at 80 GPa, 2.4% at 63 
GPa, and 1.3% or less below 40 GPa.10 

properties were known with considerable accuracy. They estimated the 
detonation pressure to be known to 2%, i.e., 31.5 f 0.6 GPa, with i 1.0 GPa at 
the 95% confidence level. They gave the detonation velocity for PETN at 1.763 
g/cc as 8.274 0.01 d p s .  Thus, the cylinder-standard PETN constants were 
set to  bel* 

J. Kury and L. Green, who worked on the PETN standard, felt that its 

A 1032.158 GPa 
B 90.57014 GPa 
C 3.72735 GPa 
R1 6.00 
R2 2.60 
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0 0.57 
P.i 31.5 GPa 
D 8.274 d p s  

Also, vj = 0.739008, rj = 2.83153, and Eo = 10.80 kJ/cc. The large number 
of digits does not mean that they are significant; they are needed, however, to 
make the coupled equations come out right, regardless of whether C or Eo is 
used as a constant for calculation. Even a small round-off in a JWL constant 
can produce a large change in the calculated detonation energy. 

Not all PETN sample densities are exactly 1.763 g/cc. On the basis of 
three densities from 1.26 to 1.76 g/cc, we find 

and for two densities at 1.5 and 1.76 g/cc 

It appears that the purity of old PETN may not have been as good as 
originally believed. A recent analysis has shown the presence of 3.8 wt% 
petrin, an analog in which one nitro group is replaced by a hydrogen, thereby 
creating a hydroxyl group.11 This would be a less energetic molecule. 

4. Accuracy of the JWL Energy of Detonation 

Table 3-1 lists several JWLs for LX-14 and LX-17. The first two are from 
cylinders; the last are from other, high-compression experiments. The two 
cylinder JWLs are separated by at least a decade and have not been derived 
from the same wall and detonation velocity data. The detonation energies as 
calculated at v = 2.2,4.1, and 6.5 are listed. The 1985, old-handbook cylinder12 
JWL and the No. 381 JWL for Lx-14 were considered to be “in agreement” 
because they had the same value near v = 2. 

Table 3-1 also shows that the LX-17 1985, old-handbook cylinder JWLu 
and the No. LH JWL are 2 to 3% low at all volumes. At the time, the difference 
was thought to be about 4%, and the cylinder was considered to be at fault. In 
fact, the differences are within the jitter seen with LX-14. If one redoes the 
cylinder JWL, the differences become worse, reaching -3 to -8%. The reason is 
that the three-point cylinder process produces a detonation pressure of about 
26 to 27 GPa for LX-17, whereas the pressure measured in other experiments 
is higher. 
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It is interesting to reconstruct the thinking of the mid1980s when the 
LX-17 J W L s  were constructed.13 Ed Lee first constructed a cylinder JWL with 
a 27.5-GPa detonation pressure. This is the original analog of the 26.5 GPa 
version in Table 3-1. However, L. Haselman determined a value of 30 GPa 
based on experiments with compression to small volumes. Others, using the 
Sack EOS, came up with 33 to  34 GPa. Electric-gun plate shots were just 
starting in the High Explosives Applications Facility (HEAF) and were 
producing 32-GPa values. E. Lee took the 30 GPa Haselman value and 
modeled the early-time cylinder behavior, as shown in Fig. 3-1, with DYNA2D. 
A 30-GPa detonation pressure obviously fits the jump-off better than 26 GPa, 
but the 26-GPa JWL fits better at 4 ps. This behavior is caused by the 
nonideality of IX-17. 

5. Uniqueness of the JWL Parameters for PETN 

The well-known JWLs have been run over time and over various 
experiments. The code-runner remembers the results and adjusts the 
coefficients until the result is fairly accurate. Unfortunately, this process 
cannot be demonstrated later on nor can it be easily reproduced. The result is a 
lack of documented pedigree for the JWLs. 

Test. It is not easy to run large sets of hydrocodes because of the time 
requirement. A n  easier way is to use Ernie Baker's analytical cylinder code 
mode1.14715 This model, which runs instantly on a PC, is a set of mass- 
momentum-energy algorithms that approximate the physics. In Chapter 4, we 
derive the cylinder angles, where Os is the angle of the fanning out of the wall. 
The radial velocity is us = DtanOs, where D is the detonation velocity. Baker's 
model works by letting Os increase, taking the radial velocity with it. 

Products (number 4) cylinder model. One obtains wall velocity as a fimction of 
the cylinder's change of radius, (€URo)2. Thus, the velocity is zero when 
(lUR,,,)2 = 1. This, and the absence of a jump-off velocity, puts about 3% less 
energy into the analytical model. The Baker-model J W L s  used to fit actual 
data are boosted by this amount as compared to cylinder JWLs. However, we 
are interested in the relative difference. We require the model to reproduce the 
experimental half-wall radial velocities of 2.09 d p s  at v = 2.2 and 
2.38 d p s  at v = 6.5 within k0.02 d p s .  This is the precision of a real 
experiment, at least when streak cameras are used. 

velocities may be accurately represented with detonation pressures that vary 
by 2.5 GPa (8%) or with total detonation energies, Eo, that vary by 1.2 kJ/cc 
(11%). In-between combinations of 4% change in Pj with 5% change in Eo also 

We may next ask how sensitive the JWL parameters are to a Cylinder 

For 1.763 g/cc PETN, we ran various J W L s  using Baker's Spherical 

The results for 1.763 g/cc PETN are shown in Table 3-2. We see that the 
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work. We see that the v = 2.2 and v = 6.5 detonation energies (proportional to 
the velocity-squared) cannot be distinguished from one another. 

The wide assortment of parameters that fit should not disguise the 
gentle but real minimum that exists. A carefblly done JWL fit finds this 
minimum fairly well so that the resulting detonation pressures and total 
energies are, in many cases, close to the measured ones. The energy, Eo, and 
the detonation velocity are the only accurately known quantities that can be 
found for a detonation. It is important for the physical reality of the JWL that 
its Eo agree with the calorimetric value, even if we must adjust the other 
parameters somewhat. We see that this is easily achieved. 

detonation point being set by extrapolation, assuming the validity of the JWL 
hc t ion .  As we see in Table 3-2, the detonation energies that look so similar at 
2 e v e 7 diverge at v = 1.5. In the past, a study of the cylinder jurnp-off led to 
the final adjustment of the JWL, but it can be more easily done now by adding 
a plate shot, which sees the low volume region. The JwLs of Table 3-2 include 
results from the LLNL 1-D code for a PETN thickness of 20 mm and a 
tantalum plate of 20 mils. The calculated velocities at jump-off and at the fiffh 
dip at 1.3 ps are listed. We see that enough variability exists that the plate 
experiment could easily see the difference. 

in terms of cylinder and plate shots. This must await f?urther work in 
comparing hydrocode output. 

The Cylinder Test really works in the region 2 e v e 7 with the 

At this time, we cannot establish a solid pedigree for the PETN standard 

6. Total Detonation Energy from the Cylinder and the Calorimeter 

In setting the JWL, the total energy of detonation, Eo, is changed as ifit 
were one of the variables. It is important to see how close these values come to 
experimental values. The measured heats of detonation, Ho(exptl), were taken 
from Ornellas, as listed in Table 3-3.8 These values are compared with cylinder 
shots using almost but not quite the same explosive density. A linear adjust- 
ment is made to the heats using the density. 

Ornellas' heats also contain the heat of condensation of the water, and 
we wish to use an energy in which the water is still a gas, even at room 
temperature. The energy of vaporization is 

where the molar energy of vaporization is 44.016 kJ/mole, Vwatpr is the number 
of mols of water found by Ornellas per mol of explosive, and M is the molecular 
weight of the explosive. This adjustment is negative and decreases the 
detonation energy because energy thought to be derived from detonation in the 
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calorimeter is really derived from water becoming liquid. In the case of dense 
PETN and HMX, this energy is 0.9 kJ/cc, or a large 8% effect. 

Another, smaller adjustment is made for the positive PV energy, which 
is 

where R is the gas constant (8.3144 J/mol.K), To is 298 K, and v b d  is the total 
number of mols of products per mol of explosives as found by Ornellas. The 
final energy of detonation with water as a liquid is 

The comparison of measured cylinder and JWL energies shown in 
Table 3-3 are quite good, so that Eo in the JWL is close to the actual measured 
energy. The agreement between calorimetric experiment and JWL cylinder 
derivation for these homogeneous explosives is 

% = 0.7 f 3.7%. 

It is worth reiterating that, after the detonation velocity, Eo is the most 
accurate experimental explosive number. Calorimetry remains a basic 
measurement for explosives. 

gaseous water (energy of detonation plus PV), Ho(exptl, gas). We next calculate 
this heat from 

Also, in Table 3-3, we calculate the total heat of detonation with the 

The heat of formation of the explosive (reactant) is listed in the 
Appendix. The heats of formation for the products are for the gases, including 
water, and for COz, H20, HF, C&, and NH3 are 392,238,269,74.9, and 
46.0 kJ/mol, respectively. The steps for calculation are (1) react all fluorine to 
HF, (2) react all oxygen to water, (3) react all carbon with remaining oxygen to 
C02 leaving unreacted carbon as the element, (4) react remaining hydrogen 
with carbon to methane, and (5)  react remaining hydrogen with nitrogen to 
ammonia. The result for the 16 explosives in Table 3-3 is 12 f 13% for the 
complete burning of carbon. By setting to an 80% burn to CO2 with 20% CO, 
we have an agreement of 

0 f 11% 
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with the measured data. The broad band of uncertainty comes because we 
cannot guess ahead of time how efficient the burning of the carbon will be. 
HNS is the least efficient of all; BTF, NM, low density HMX, and TNT are also 
low. The most efficiency explosives are HNB, RX-23-M, and high density 
HMX. 

7. Approaching Perfect Gas Behavior 

One means of establishing credibility for an EOS is to make it approach 
perfect gas behavior at large volumes. CHEQ meets this requirement, as can 
be found by calculating the compressibility, z, using 

z = PVV&RT, 

where P in GPa, v is dimensionless, V, is in cdmol, n is dimensionless 
(moldmol), and R (the Gas Constant) is 8.314 x 1 0 3  ldmo1.K.. The parameter 
n is the number of moles of gas created per mole of explosive. In CHEQ, 
z --> 1, as expected. 

For adiabatic expansion, the change in entropy is 

dS = 0 = CVdTfI' + RdVN, 

where C, is the heat capacity at constant volume. If C, is temperature- 
independent, then 

T - V-wCv 

so that 

0 - R/&. 
This is the source of making o a constant at large volumes. If w were the 

same for all explosives, we would fully understand one end of the EOS. The 
CHEQ code (see Chapter 81, with an adjusted adiabat energy, produces 
o = 0.28 for PETN at 1.763 g/cc and o = 0.22 for HNB at 1.965 g/cc. PETN from 
500 e v c 1760 (1 a h )  cools from 520 to 360 K HNB from 500 c v e 2960 
(1 atm) cools from 1050 to 710 K. Therefore, HNB is hotter, C, is larger, and o 
is smaller. 

temperature because C, actually increases with temperature. For 
w is, therefore, really a constant only at a defined 1 atmosphere 

C, + A + BT, 
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Eq. (23) becomes 

AlnT + BT = -RlnV, 

and no simple relation can be found. Including this would destroy the 
simplicity of the JWL. The result in practice is that the JWL a, as derived from 
the cylinder for 2 c v e 7, is larger than that calculated from CHEQ. Thus, o 
for PETN is 0.57 in the JWL and 0.28 in CHEQ. o for HNB has values of 0.28 
in the JWL and 0.22 in CHEQ. 

8. Generating Systematic JWL Constants 

One of the disturbing results of the JWL is that the constants of 
different explosives show no apparent trends. This suggests that maybe too 
many constants are used and simplification is possible. However, the pressure 
and energy drop steeply from the detonation point, but change very slowly at 
large volumes. The transition from the A to the C term in the JWL is 
discontinuous, and for this reason, the B term was added to smooth it. A 
h c t i o n  that handles very different rates of change over 6 to 9 orders of 
magnitude is difficult to find. 

situation.16J' They created dimensionless units based on the initial density 
times the square of the detonation velocity. Their relationships are 

Urtiew and Hayes made a clever attempt to the JWL 

The results are shown below. We have taken the cylinder JwLs for 32 
explosives and calculated the dimensionless constants. 
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&POD2 B/poD2 ClPdD2 
Urtiew 5.355 0.095 0.011 
average 
st. dev 

5.518 
1.81 

0.095 
0.128 

0.017 
0.011 

PETN 
IX-17 
IX- 14 

RX-26-AF 

8.552 
8.925 
4.667 
4.511 

0.750 
0.157 
0.038 
0.036 

0.031 
0.013 
0.013 
0.005 

The average is close to  the Urtiewmayes values, but the standard 
deviation is very large. PETN of 1.763 g/cc is far off, and we obtain Eo = 9.0 
kJ/cc instead of the actual value of 10.3 kJ/cc or the JWL value of 10.8. The 
resulting PETN energies at the cylinder volumes of interest are about 10% low. 
In Chapter 5, we show that poD2 is the spring constant for the compression of 
the explosive. It is not surprising that this value does not relate to the later 
time behavior of energy release, which depends on the kinetics of each 
reaction. 

9. Variations of the JWL Function 

Many attempts have been made to alter the form of the JWL. Most 
variations make it more complicated. The first of these is the temperature- 
dependent JWL used in the Ignition and Growth (I&G) model (see Chapter 7). 
It has the Gruneison form 

P&, T) = Rlexp(-Rgv) + R~exp(-&v) + R3T/v. 

Although they are similar, this is a different equation from the regular 
JWL, which does not include temperature. Eq. (27) is a true Gruneison EOS, 
which is defined by18719 

where Po is the pressure at 0 K and Et is the thermal energy. Thus, we split 
the energies into the cold energy of compression and the energy solely involved 
in heating it. 

The second, more complicated, form is that of E. L. Baker, which is 
called the JWLB EOS. In this form, the adiabat is given by20321 
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P, = Ai ( 1 - j& )exp(-&v) + - V + 
1 

where 

h = ~ ( A X V  + Bx)exp(-Rxv) + a. 
i 

In addition to the detonation velocity and the usual detonation 
parameters, there are 16 constants in the JWLB EOS for octol. (The JWLB has 
been placed in DYNAZD and is available at LLNL.) 

h c t i o n  of volume.22 The pressure adiabat is given by 
A more complex version of the JWL by E. Lee et al. seeks to make o a 

Ps = Aexp(-Rlv) + Bexp(-R2v) + C/vO+l+ av2/(1+ bv2)2, (3 1) 

which adds two more constants. 
A final version was designed by Miller and Guirguis for composite 

explosives in which energy comes out at long times.% The late energy caused 
by burning the aluminum is hQ. The JWL adiabat becomes 

where 

dudt = a(1- h)u 2PsY 6, 

where a is a constant. Then, 

(33) 

Near the detonation point, the integral is large, and h - 0. At long times, 
with Ps small, the integral is small, and h is large. More energy is then added 
to  the last term. 
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Fig. 3-1. DYNA2D runs for Ix-17 in the cylinder test. Unconfined wall velocity is plotted 
against the scaled 25 mm-diameter time. AJWL with a 30-GPa detonation pressure fits the 
jump-off velocity but not the behavior a t  4 ps. A26-GPa JWL shows the reverse. The data are 
curve B, a smoothed average of the streak camera data in cylinder numbers 470,471,522, 
and 523. The DYNA curves with the JWL detonation pressures and the A coefficients are: 
curve A 26 GPa, A = 9.326; C Haselman's 30 GPa, A= 4.603; D 28 GPa, A = 6.205; E 30 GPa, A 
= 4.572. 
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Table 3-1. Comparison of historical JWLs used for m-14 and IX-17. Although Mbar units are 
used for the JWLs, the energies are in kJ/cc. 

IX-14,1.830 to 1.835 ~ C C ,  
8.80 to 8.83 m d p s  

New Old 
from cylinder f. JWL no. 

cylinder Handbook 381 
A (Mbars) 6.614142 8.261 7.5598 
B (Mbars) 0.054007 0.1724 0.2267 
C (Mbars) 0.018257 0.01296 0.009825 

R2 0.95 1.32 1.5 
w 0.40 0.38 0.3 

Pj(GPa) 38.0 37.0 38.1 
Eo (J/cc) 10.8 10.2 10.1 
E d h 2 )  6.75 6.95 6.95 
Ed(v=li) 8.09 8.15 7.92 
Ed(v=7) 8.63 8.52 8.23 

~ 

R1 4.118 4.55 4.44 

0.732 0.740 0.734 

~ 

LX-17, 1.900 to 1.905 ~ C C ,  
7.596 to 7.63 m d p s  

New Old 
from cylinderf. JWLno. 

cylinder Handbook LH 
9.897607 4.46 4.603 
0.174413 0.01339 0.09544 
0.014271 0.01306 0.01265 
5.15 3.85 4.00 
1.713 1.03 1.70 
0.45 0.46 0.48 
0.766 0.727 0.726 

26.0 30.0 30.0 
7.0 6.9 6.9 
4.54 4.78 4.94 
5.31 5.43 5.56 
5.63 5.71 5.83 

Table 3-2. Set of JwLs for 1.763 g/cc PETN that give the right answer to a Cylinder Test. 
These were run in the Baker cylinder model for a 25-mm-diameter, half-wall cylinder until the 
experimental velocities of 2.09 and 2.38 m d p ,  each & 0.02 mdps,  were obtained. All 
detonation velocities are 8.274 m d p .  The detonation pressure is in GPa, the detonation 
energies Eo and Ed are in kJ/cc, the velocities at jump-off and the 5th dip for the plate are in 
mdps,  and all other units are in Mbar. The text describes how these JWLs are narrowed to 
standard values. Both JWL no. 5 and 6 meet the standard conditions. 

No. 1 2 3 4 5 6 7 8 
34.5 34.5 32.0 32.0 31.0 32.0 28.5 28.5 
12.0 10.8 10.8 10.8 10.3 10.8 10.8 9.6 

Pj 
EO 
A 5.5338 5.0536 23.8298 14.9186 10.2432 7.6647 31.6650 16.3837 
B 0.8229 0.6312 1.6003 1.3337 0.3272 0.2834 0.5394 0.1758 
C 0.0226 0.0282 0.0306 0.0310 0.0304 0.0296 0.0316 0.0307 
R1 5.0 4.7 8.0 7.0 5.5 5.0 7.3 6.0 
R2 2.35 2.30 2.8 2.7 1.75 1.75 2.w 1.25 
w 0.35 0.50 0.52 0.52 0.60 0.52 0.55 0.80 

Ed(1.5) 5.29 5.23 5.18 5.10 4.92 4.93 4.85 4.63 
Ed( 2.2) 6.89 6.82 6.77 6.71 6.74 6.68 6.74 6.66 
Ed(6.5) 8.64 8.59 8.58 8.54 8.65 8.65 8.75 8.74 

jump-off 1.65 1.65 1.55 1.54 1.49 1.53 1.39 1.38 
5th&D 3.12 3.09 3.05 3.01 2.91 2.94 2.83 2.75 
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Chapter 4. Cylinder Analysis 

1. Cylinder Relative Volumes with Wall Thinning 

What makes the Cylinder Test a “test” is that the relative volume may 
be determined directly from the cylinder expansion by calculating volume 
segments of the cylinder. In Chapter 2, we considered a wall of constant 
thickness and arrived at volumes of 2.2,4.1, and 6.5 for perpendicular streak 
camera expansions of 6,12.5, and 19 mm with a 25-mm-diameter cylinder. 

However, one should include the thinning of the wall as the cylinder 
expands. Then, on the horizontal line just defined, we initially d e h e  the 
geometric relative volume, vg, as 

vg - [So + (R-Ro)] /So 12, (1) 

where Sd and & are the initial inner and outer radii and R is the outer radius 
at a later time. If we let Wo be the initial wall thickness and W be the 
thickness at a later time, the decreased wall thickness at time t is given by 

The decreased wall thickness Wo - W is now added as gas space, and we obtain 
the new geometric volume 

vg - ([So + (R - RJ + (Wo - W)l/ Sol2. (3) 

The results are now dependent on the initial wall thickness, and we have a 
different set of values for the half- and Ml-wall cylinders, as listed below. 

Relative Volumes, vg 
Distance Constant Thinning wall 

R-Ro wall, Half- Full- 
(-1 approx. Wall Wal l  

6 2.2 2.26 2.36 
12.5 4.1 4.14 4.34 
19 6.5 6.53 6.84 

One would then have to compare the corrections for wall motion from the 
hydrocodes. A correction for wall thinning has not yet seemed important 
enough to add, considering the accuracy of the JWL. 



2. Comparing Streak and Fabry Data 

The streak camera and the Fabry interferometer measure different 
things on the cylinder.192 To see this, we consider the schematic in Fig. 4-1. 
The cylinder is vertical, with the central axis lying along AB', the original wall 
along AB, and the detonation wave of velocity, D, moving upward. The cylinder 
wall is blown outward to the line BC, and all later surfaces wil l  be parallel to 
BC (and farther out). At the time of Fig. 4-1, the wall has swung out from the 
vertical, as though on a hinge, from point B. The streak camera looks in at 
point C and so constantly sees new points from below on the cylinder. The 
Fabry looks in at point E along the line AE and so sees a point at A on the 
cylinder at t = zero. 

In the simple "hinged wall" model, the wall has swung along the arc AE, 
which is very close to the straight line AE. Thus, the Fabry path AE is close to 
the path of the same point on the wall and is the one-dimensional path of 
interest. The streak camera, looking at point C, however, sees a new wall 
moving constantly upward into its field of view. 

In this simple model, velocities and distances are assumed to be 
proportional to the geometry shown (strictly, the velocities change with time 
and hold only for a differentially small set of triangles). Because of the hinge, 
the distances AB = BE. The angle of the hinged wall to the original wall is ABF 
= Os; the 7 or 80 angle of the Fabry line-of-sight to the horizontal is EAC = Op. 
Because angle BAE' = 900 - eS, angle FAC = Os. Because two sides of the 
triangle B E  are the same, angles BAE = BEA = 900 - 0d2. The right angle 
BAC is composed of the sum of angles BAE and EAC so that angle BAC = 900 = 
900 - 43J2 + 8,. Then 

From triangle AEF with angle FAE = Qs - Q,, we obtain, using Eq. (5), 

Ud = Uf COS(@, - e p )  = Uf COS @p. 

From triangle ACF, using Eq. (51, 

~ 

Then the approximate Fabry path, from Eqs. (5) and (6), is 

uf/ us = cos2OP/ cos 0, = 0.978 for 8, = 70, 
= 0.971 for 8, = 80. 
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We may obtain the actual value of us from triangle ABC and angle ABC: 

Also, the arc distance AE is found fiom 

so that 

uf/us - AE/us = 4xep / 3600tan2Op = 0.980 for 0 p  = 7*, 
= 0.974 for 8, = 80. (1 1) 

The Fabry path length is always shorter than that of the streak camera. 

will be used for both streak and Fabry analysis. For the streak camera, it is 
directly measured; for the Fabry, it is obtained by integration of the velocity. 
The time scales are different (it will take longer for the Fabry to reach the 
same displacement), and of course, the paths are different. 

At LLNL, our experience leads us t o  set the Fabry angle, 0,, to 70 as the 
best value over the course of a cylinder shot. L. Green notes that the angle may 
be larger in the early stages of the shot and that it may be a degree larger for a 
more powerfid explosive. The accuracy of this model can be demonstrated with 
RX-48-AA (92.4% ABNBF/7.6% Kel-F) in Fig. 4-2. At the same time, the Fabry 
velocity lies just below the streak velocity. The scatter in the streak data, 
created by the differentiation from the displacement, is obvious. The ratio of 
streak/Fabry is just below 1 and is constant after just a few microseconds. 
Such comparisons of Fabry and streak camera data allows us to ascertain the 
overall accuracy of the entire experiment. 

A larger list of cylinder data is given in Table 4-1, where we list the 
Fabry/streak velocity ratios at given times. The streak camera R - Ro data 
have been summed for the four cameras, then differentiated and smoothed five 
times. One set of unsmoothed data is shown for comparison. The two Fabry 
velocities are averaged. The ratios are presented from 3 ps (of scaled 25-mm- 
diameter time) to the end of the Fabry trace and also for the last 2 ps of the 
trace. We conclude that the Fabryhtreak ratio is constant beyond 3 ps. For the 
HMX-level explosives, the average ratio is 0.968, and for the TATB-level 
explosives, it is about 0.975. This offers evidence that a Fabry angle of 80 may 
be better for the more powerfbl explosives. 

The Fabry angle is expected to change with time. A simple velocity 
description might be 

In practice, the outer radial displacements R - & of 6,12.5, and 19 lllzn 
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u = G 11 - exp(-gt)] + Htu2, 

where u is either a streak or Fabry velocity and G, g, and H are constants. 
Eq. (12) is acceptable because the acceleration will approach zero at long times. 
More terms could be used to fit real data. The angle is 

where 

R - Ro = G [t + exp(-gt)/gl+ 2Hta 2/ 3. 

At short times, the exponential decay dominates and the angle decreases. At 
long times, the exponential is gone and the argument in brackets in Eq. (13) 
becomes [G + 2Htu3/ 3]/ D. Because H is a small number, we expect the 
increase of the angle at long times to be gentle. The minimum angle is 
expected when the exponential dies and Eq. (12) returns to  its slower mode of 
behavior. 

3. Cylinder Codes with PETN 

Two codes were run with 1.763 g/cc PETN in a half-wall copper cylinder 
as part of the process of establishing the pedigree of the standard JWL 
(Chapter 3, Eq. (9)). Both codes are explicit Lagrangian. 

12.7-mm inner radius, and 14.0-mm outer radius. The zoning was 300 elements 
long by 12 wide for a total of 7525 nodes and 7200 elements. This was 
0.50 d z o n e  axially, 1.06 mmhone radially in the PETN, and 0.11 d z o n e  in 
the copper. The wall and explosive were merged, and a stonewall was nm 
across the bottom, where 300 elements were lit at time zero by program burn. 
The detonation then proceeded upward. The artificial viscosity parameters 
were increased slightly to 2.0 and 0.10 for a slight filtering effect. 

The code was rezoned twice for speed. The detonation reached the top of 
the cylinder at about 18 ps. At 19 ps, a rezoning removed the bottom 2 cm and 
the top 1 cm. Ifrezoning was not done, zone-tangling resulted that slowed 
down the run considerably. At 23 ps, the run was rezoned, with the top and 
bottom 1 cm removed. The run stopped at 27 ps; total CPU time was about 
6 l/2 minutes on a Cray YMP. The effect of not rezoning was to add extra steps 
to  the calculation, as may seen f?om the "dt" parameter. The time step started 
at about 0.008 ps and decayed to 0.0008 ps at 19 ps. Rezoning boosted it to 
0.004 ps, and it decayed to  0.0008 ps again at 23 ps. Rezoning put it back to 
0.003 ps for the last run. 

this should be reached at just over 11 ps. In DYNMD, the run was usually 

We first ran in DyNA2D> with cylinder dimensions of 150-mm length, 

The observed slit height was at 9.5 cm out of the 15 cm total. For PETN, 
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sent with one dump to 10 ps. A restart deck was run fkom 10 to 27 ps with a 
dump time of about 0.06 ps. In order not to overload the output, the rule used 
was 

Time between dumps (ps) - 5 x 10-7 (no. of zones)(run time in ps). (15) 

A second means of running, which generates almost no output files, is to 
set the dump to ORION for every 3 ps (so there is something to monitor), but to 
collect the main data using DYNACYL. This DYNA2D modification was 
created by M. Murphy. It determines a set of velocities and pressures at 
selected points on or in the cylinder wall. Both the streak and the Fabry 
velocities are obtained. 

whereas 10 cm is required if only a single line of elements are lit. With 
100 zones, it requires an 8-cm length. The addition of a type-1 slide line along 
the explosive-metal interface may seem more physical, but it greatly increases 
the zone tangling, and the results are not worth the effort. The simple material 
model for copper with the cut-off (spall) pressure of -0.012 Mbar is quite good. 

Several types of velocity output must be considered in DYNA2D. The 
ORION output is either the pure radial velocity or the maximum velocity in an 
element. The DYNACYZ program differentiates between streak and Fabry 
velocities. 

same widths as in the first model, but unlike DYNA, the cylinder is horizontal. 
A type-1 slideline was placed between the explosive and the metal, and 
stonewalls were placed at the ends. A program burn along the left edge 
(bottom of the cylinder) was used. The detonation proceeded horizontally from 
left to  right. The Steinberg-Guinan copper model (spall 1) was used with the 
cut-off (spall) pressure of -0.012 Mbar.5 The artificial viscosity was set at 0.5 
for mild smoothing. Steady state was achieved in about 75 mm of axial 
distance.5 The code ran with no rezoning in just under 90 minutes on the Cray 
YMP. 

hope of adequately reproducing the oscillations of the shock wave in the metal. 
However, HEMP added zones to the metal just as the detonation reached the 
slit point at 16 cm. In the explosive, the zoning was 0.05 d z o n e  axially on 
the cylinder and about 1 d z o n e  radially. In the copper, the zoning was about 
0.025 &zone axially and radially. (If extended to the entire 210-mm-long 
cylinder in the DYNA2D manner, it would require 50,000 zones in the 
explosive and 400,000 zones in the copper.). This was sufficient to reproduce 
the shock wave oscillations. The HEMP cylinder must be close to being zoned 
to  convergence, as long as a JWL, which simulates an ideal explosive, is being 
used. 

Using 300-zone lighting, steady state for PETN is achieved in 6 cm, 

The second code is HEMP.4 The cylinder length was 210 mm with the 

The DYNA2D mesh has so few zones in the metal that there was no 
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The results of the code runs on PETN are summarized in Fig. 4-3. All 
four streak camera results from shot no. 511 are plotted, and the HEMP result, 
first run by John Walton, runs through them. The less highly-zoned DYNA2D 
models fall in different places. The best agreement in DYNA was obtained by 
using the maximum velocity (element variables component number 27).6 We 
note that the agreement with HEMP is not perfect at long times, so that more 
work is probably needed if PETN is to be used as a standard. In summary-to 
get an accurate EOS result from the cylinder, the problem must be zoned to 
convergence. 

time, as calculated in the two codes run with a 70 Fabry angle. The three 
horizontal dashed lines represent, from top to bottom, the “hinge model” 
prediction for 7,8, and 90 angles. We see that the ratios decrease in both 
models toward a steady state value, indicating that the angles start at 70 and 
increase slightly with time. 

Finally, because this section uses the codes in an effort to confirm the 
standard PETN JWL, we include several 1-D plate m s ,  which are shown in 
Fig. 4-5. The data are from electric gun shot ppe88003 with 10-mm PETN and 
0.25-mm tantalum. Further details of this shot are listed in the tables of 
Chapter 5. We note the excellent agreement of the jump-off and the first three 
wiggles with the codes, both the LLNL 1-D code and DYNMD. Although zoned 
to  convergence, the wiggles get out of phase at long times. The tantalum cutoff 
pressure of -0.044 Mbar was used, but the results are otherwise independent 
of the material model used. 

Fig. 4-4 shows the calculated Fabryhtreak camera ratio, as a function of 

4. References 

1. E. Lee, D. Breithaupt, C .  McMillan, N. Parker, J. Kury, C. Tamer, W. 
Quirk, and J. Walton, “The Motion of Thin Metal Walls and the Equation of 
State of Detonation Products,” Proceedings Eighth Symposium (International) 
on Detonation, Albuquerque, NM, July 15-19, 1985, p. 613. 

2. David Goosman, private communication, 1993. 

3. J. 0. Halquist, User’s Manual for DyNA2D, Lawrence Livermore 
National Laboratory, Livermore, CA, UCID-18756, Rev. 3 (1988). The runs 
shown here were done under NLTSS. 

4. E. L. Lee, €3. C .  Hornig and J. W. Kury, Adiabatic Expansion of High 
Explosive Detonation Products, Lawrence Livermore National Laboratory, 
Livermore, CA, UCRL-50422 (1968). 

4-6 



I 5. D. J. Steinberg, Equation of State and Strength Properties of Selected 
Materials, Lawrence Livermore National Laboratory, Livennore, CA, 
UCRL-MA-106439 (1991). 

6. J. 0. Hallquist and J. L. Levatin, Orion :An Interactive Color Post- 
Processor for Two Dimensional Finite Element Codes, Lawrence Livermore 
National Laboratory, Livermore, CA, UCID-19310, 



B' B 

D 

IA' A 

Fig. 4-1. Geometry of the Fabryktreak camera conversion using the simple Uhinged wall" 
model. The cylinder axis lies along A'B' and the initial cylinder wall lay along AB. The 
detonation velocity, D, moves upward along AB. The Fabry beam looks along AE, and the 
particle velocity of the outer cylinder wall, uf, lies approximately on this line. The velocity uf 
moves actually along the curved dashed line AE. The radial streak camera velocity, us, of the 
outer wall moves along AC. Line AI3 is the closest to a one-dimensional path of motion. 



1.6 

0.6 

Fig. 4-2. Measured streak camera and Fabry cylinder velocities for shot no. 579 for RX-48-AA 
(92.4% ADNBF). The cylinder was 25 mm in diameter and full wall. The four streak cameras 
(A) are averaged as are the two Fabrys (D). The dashed curve (B) is the Fabry/streak ratio, 
and it is about 0.97 from 5 to 13 ps. The considerable scatter is derived from the differentiated 
streak camera data. 
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Fig. 4-3. Comparison of outer-wall cylinder streak camera velocities for PETN at 1.763 g/cc 
(dashed lines) as compared with several code runs that use the standard JWL. The best 
agreement is obtained from the radial velocity calculated in HEMP (heavy line). The light line 
below the HEMP result is the DYNA2D maximum velocity. The light line above the HEMP 
line is the DYNACYL result. The smaller zoned DYNA2D model best approximates the 
HEMP result and the data when the maximum velocity is used as output. The cylinder radius 
was 25 mm. 

4-10 



0 2 4 6 8 10 12 14 16 
Tirme (p) 

Fig. 4-4. The Fabry/streak camera velocity ratio as determined for 1.763 g/cc PETN in HEMP 
(dashed line) and in DYNACYL (solid line). The dashed horizontal lines indicate the predictions 
of the simple "hinged wall" model for 7 , 8  and 90, respectively. Although a 7O Fabry angle was 
used, an 8 O  angle appears to be slightly better. 
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Fig. 4-5. Electric gun shot on 1.71 g/cc PETN (heavy line, shot ppe88003) showing the validity 
of the standard PETN JWL. The explosive length was 10 mm and the plate was 0.25-mm (10- 
mil) tantalum. The models are the 1-D code (B and G, low at long times) and DYNAZD (C and 
E, high at long times). We note that DYNAis slightly different from the 1-D and neither 
agrees with the wiggles, despite the zoning to convergence. Various material models are used, 
but they show no differences. 
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Table 4-1. Comparison of averaged streak camera and Fabry-Perot interferometer data at 
constant scaled times. ‘‘High” performance is HMX-level; “low“ is TATB. No difference is seen 
for cylinder no. 579 as a function of smoothing. 

Last 
Scaled Fabryhtreak velocity 2 CLS 

Cyl. No. time ratio at constant time Fabry/ 
shot Perfor- of range Standard streak 
no. mame points Smooth (ps) Average deviation ratio 

0.961 
549 high 344 5 3to 10 0.962 0.009 0.958 
555 high 277 5 3 to9  0.982 0.008 0.984 
560 high 270 5 3to 12 0.965 0.012 0.959 
580 high 710 5 4to 12.5 0.969 0.011 0.970 
554 low 308 5 3to 10 0.978 0.012 0.984 
573 low 287 5 3to 11 0.981 0.007 0.978 
574 low 484 5 3to 10 0.981 0.007 0.980 

0.982 575 low 251 5 3to 11 0.980 0.006 
579 low 1072 none 3to 13 0.971 0.024 0.973 
579 low 1072 5 3to 13 0.970 0.010 0.970 
579 low 1072 10 3to 13 0.970 0.009 0.970 
585 low 332 5 3to 15 0.968 0.009 0.961 

547 high 335 5 3 to9  0.962 0.008 
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Chapter 5. Cylinder Data 

1. JumpOffVeloCity and Detonation F%essum 

Historically, the cylinder was the first LLNL test to refine the JWL . 
We have culled the LLNL records for the most often-fired explosives and 
listed their wall velocity results in Table 5-1. These include many of the 
more modern half-wall shots. All wall thickness are greater or equal to the 
reaction zone lengths. Most cylinder data were taken by streak camera, with 
only a few Fabry runs. The streak camera data were obtained by direct 
differentiation of the four channels of unsmoothed raw data, so that the error 
was f0.15-0.3 d p s ,  with kO.2 d p s  the average. The Fabry data showed 
same-sample precisions of f O . l  d p s  for the PETN, kO.03-0.05 for the 
LX-14, and M.02 d p s  for the LX-17. 

Table 5-2 lists wall velocity data taken over many years on 
homogeneous explosives, both liquid and solid. These should be directly 
comparable to TIGER results so that any analysis of JWLs t o  chemical 
composition would take place here. The data, however, are almost all old 
full-wall shots and are less reliable than those of Table 5-1. 

The data presented here cover a long time. The cylinder shot numbers 
100,200,300,400, and 500 come from 1963,1965,1974,1976, and 1984. Virtually 
all of it is taken by streak camera; Fabry interferometer data appear in the 
early 500s. 

The data include measured unconfined wall velocities for the jump- 
off, at v = 2.2 (R-Ro = 6 mm), v =4.1(12.5 mm), v = 6.5 (19 mm), and the last 
measured value. The streak-measured jump-off velocities, up, have never 
been considered accurate or important, and there is no equation to relate 
them to detonation pressures as we do in one dimension with plates. 
However, we may average the PETN data and relate it to  the 31-GPa adiabat 
pressure, as determined by supracompression in Chapter 6. We have 

P* - 34.7UsO. 

We use Eq. (1) to calculate detonation pressures from the cylinder jump-off. 
The best results are from Table 5-1, which we summarize here. 
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LX-14 
PBX-9404 

PETN 
RX-26-AF 

IX-17 

Average Calc 
j ump-off det’n 
velocity pressure - 

(mm/ps) (GPd (GPa) GPa) 
1.06 37 3 38 

Standard Cylinder 
deviation JWL det’n 
pressure pressure 

0.99 
0.89 
1-04 
0.92 

34 
31 
36 
32 

38 
32 
34 
26 

The error in measuring the streak camera jump-off is k0.1 d p s  at 
best and creates the standard deviation in precision seen above. The first 
three are in agreement, given the wide spread of values. The discrepancy 
between values for LX-17 is most obvious. The 32-GPa value seen here is 
consistent with the spike pressure, as estimated from Ignition & Growth. It 
quickly decays, and the total JWL seen by the cylinder is consistent with a 
26-GPa adiabat pressure. 

2. List of Cylinder JWLs 

We move to the data used to compile the preceeding comments. The 
velocities at volumes of 2.2,4.1, and 6.5 in Tables 5-1 and 5-2 are the ones 
used in deriving the JWLs. Table 5-3 lists the cylinder-derived JWLs, using 
PETN as the standard material. The detonation pressures are those obtained 
from the cylinder fit; hence, LX-17 has the low 26-GPa value. The E, values 
are those from the cylinder fit with the calorimetric values as a bias where 
appropriate. Many significant digits are included, not because these EOSs 
are accurate but to avoid round-off errors. It is easy to have significant 
differences between a pressure calculated using A, B, and C as opposed to A, 
B, and E, unless many digits are included. Any recalculation of the data 
produces slightly different velocities, and the JWLs are hypersensitive to  
small changes. 

We note a definite difference in full and half-wall PBX-9404 data. In 
comparing half-wall streak camera data, we find these results: 

Percent velocity-squared 
compared with PETN 

Relative Half- wall Full-wall 
volume Three runs Four runs 
2.2 8.6 3.2 
4.1 6.9 2.7 
6.5 4.5 3.4 
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The Ml-wall runs are cylinder nos. 175 to 273 from years ago. The half-wall 
runs are nos. 512 and 528 of recent times. Both have an average density of 
1.84 g/cc. There is no known composition difference, so that we may be 
seeing the changes in the cylinder measurements over twenty years. 

3. Comparison of JWLs 

We shall consider two measures of energy delivery. One is the “% of 
energy out”at v = 2.2, k2. This is the percent of the total detonation energy to 
have come out into the cylinder wall at this volume. At steady state, a 
cylinder volume of explosive, IcRZh, with R the inner radius and h the length, 
pushes the wall of mass, m = pmz[(R + W)2 - R2Jh, where Pm is the metal 
density and W is the wall thickness. Then, we have 

where u2 is the velocity at v = 2.2. Enough ringing of the shock wave has 
taken place in the metal wall that u2 is taken to be the rigid-body velocity. 
Then, the quantity k2 is a measure of the steepness of the adiabat. For “fast” 
explosives, it should be as large as possible. Another measure of this quantity 
is the pressure-to-energy ratio, 

Fig. 5-1 shows a plot of k2 as a h c t i o n  of P,/Eo, and the proportionality 
is clearly there. LX-14 is a good example of a fast explosive. Two points are 
given for LX-17, one for Pj = 26 GPa, and the other for 32 GPa. The 26-GPa 
point lies on the central line, showing that the Cylinder Test delivers the 
lower detonation pressure. 

We next consider the fraction of kinetic energy in the initial shock in 
the cylinder wall. Previously, we took data so late that the entire wall was in 
motion like a rigid body. The measured unconfined wall velocity, up, may 
then be considered representative of the entire wall. This is not so for the 
jump-off. In a plate DYNA2-D run, we find that the confined wall velocity is 
nearly constant over the first 2/3 of the plate thickness. The unconfined wall 
velocity (twice as great) appears in the last l/3 of the plate. At the 2/3rds 
boundary inside the plate, the velocity jumps to the confined value, briefly 
lingers, and then hops up to the unconfined value. As an average across the 
wall, we take: 

u(average) - 2up/3. 

The % kinetic energy in the shock wave is then 

k(jump-off) = 100mu(average)Z / 2Eo. (7) 



The results for Tables 5-1 and 5-2 are 

and 

The idea that speedy explosives expend more of their energy by v = 2.2 
suggests that k(jump-off) should also vary according to  the speed of the 
explosive. However, the data, mostly taken with the streak camera, show no 
such trend. The importance of the approximate 6% number is that it 
represents the initial shock wave with no hrther pushing-to be found in an 
explosion with no confinement. 

We next want to  consider the relative efficiency in converting 
detonation energy to  wall kinetic energy. Ifu2 is the wall velocity at v = 2.2, 
then the efficiency, e2, is 

The velocity that should be used is the Fabry velocity. Most of our data are 
from the streak camera. Using Eq. (11) from Chapter 4 , we correct the streak 
velocities by 0.98 (assuming a 70 Fabry angle). For the diverse full-wall 
cylinder explosives of Table 5-2, we find 

= 72.1 f 1.1%. (11) 

The efficiency is the same regardless of the explosive speed and shows the 
high pushing efficiency of the Cylinder Test. The Ml-wall cylinders give a 
comparable efficiency of about 60.5%. The value is lower because the 
containment is less. 

LLNL Cylinder EOS: 
Eq. (11) is directly applicable to the second major assumption of the 

Ed/ u2 = constant, for dl explosives. ( 12) 

It is not obvious that the total detonation energy would partition itself into the 
same fractions of kinetic and thermal energy for every explosive. Yet the 
efficiencies of Table 5-2 say that this is true within a few % within the 
cylinder, where the confinement causes the product to interact with the walls 
over a long time. 

The variability of the derived JWL detonation volumes, vj, is another 
puzzle. These values all cluster about 0.74, but a constant volume will not fit 
all JWLs. Consider a force, F, compressing a spring: 



F = PA =h, (13) 

where P is the pressure, A the area, k the spring constant, and Ax the 
displacement. In one dimension, Ax = 1 - v (for a unit area and initial 
volume), so that 

From Chapter 2, we recall that 

and 

In physical terms, poD2 is the spring constant for compression of the 
explosive. 

pressure/energy, Pj / Eo. We find that the low energy-pushing explosives 
compress to a smaller volume, because there is a less energetic product gas 
pushing back on the compression. Fast explosives, with large PJ/Eo ratios, 
have larger detonation volumes. 

In Fig. 5-2, we plot the detonation volume, Vj, as a hc t ion  of the 

4. Describing Cylinder Relative Volumes 

It may be possible to elicit more information from the Cylinder Test. 
This test is usefid because the relative volume of the product gases, v, is close 
the geometric volume, vg, obtained from the radius of the expanding 
cylinder. Because the wall moves outward, a difference exists, and a 
correction must be made. 

geometric volumes. For this reason, the cylinder model was run with 
DYNABD using various conditions. A contour plot for relative volume was 
obtained at some given time, as shown in Fig. 5-3 for PETN. There are three 
ways to  obtain geometric volumes. One can then integrate along a path to 
obtain the average relative volume, given by 

We are interested in checking how close the hydrocodes predict the 

1 v, = - c A i v i  
A .  

1 

where the ith volume and ith area are included. The volume corresponding to 
the 1-D problem is the Fabry path Am. We note in Fig. 5-3 that the path AE 



moves into a region of gas with a smaller relative volume. This is why we 
require the hydrocode to make the volume adjustment. 

the average volume to  the geometric volume for the Fabry path is: 
The results are shown in Fig. 5-4 for the average volumes. The ratio of 

E = va/vg = 1.01 [ 1 - exp<-l.8vg)] + 0 . 0 0 3 ~ ~  (18) 

The same equation may describe the ratio for the streak camera path AAC, 
but this path is not a 1-D problem path. Both the Fabry and streak volume 
ratios are shown in Fig. 5-4, and they are both fit by Eq. (18). 

The relative volume next to the wall at point E, v,, shows more scatter 
as a result of the different types of code settings, and the value is larger. We 
may describe the results by 

v,/vg - 1.11 [ 1 - exp(-1.6vgll . ( 19) 

5.0ne=Dimensional Cylinder Analysis 

We can use DYNA2D to consider the behavior of the parts of the copper 
wall during the 1.763-gkc PETN cylinder shot, and the results are shown in 
Fig. 5-5. The spall pressure has been set to a large number to  accentuate the 
oscillations. The unconfined outer face is out of phase with the inner face by 
the time necessary for the shock wave to cross the copper wall. Reverberating 
shock waves in the wall cause the oscillations of the inner and outer faces, 
whereas the center of the wall motion is relatively smooth. We note that the 
oscillations appear every half-cycle for the center of the wall and every full 
cycle for the outer face. The center-of-the-wall motion is smoother than that 
of the outer face. 

We also note that the center-of-the-wall velocity is always larger than 
the average outer velocity. This difference is accounted for by the thinning of 
the wall with the inner wall advancing into the space previously occupied by 
the metal. 

accelerated from its center of mass, which is taken to be the center of the wall 
shown in Fig. 5-5. Within the 1-D approach to this problem, we may write the 
force on the wall as 

We now move to the 1-D cylinder wall problem, in which the wall is 

PfA = ma, (20) 

where Pfis the pressure on the wall along the Fabry path, A is the area of push, 
m is the mass of the wall, and a is the acceleration. The area is 2a(R - W/2)dh, 
where R is the outer radius, W the wall thickness, and dh an arbitrary 



distance along the cylinder. The mass being pushed is xpmCR2 - (R - Wpldh, 
where rm is the density of the copper cylinder. These are combined to give 

a, 
[R2-(R-W)21 

2(R - W/2) pf = Pm 

where, from Eq. (2), Chapter 4, the thinning wall is given by 

W = {R, /R)W, .  (22) 

The initial outer radius is Ro, and the wall thickness is Wo. Finally, we need 
to obtain a relative volume. We modi@ the geometric volume, vg, fiom 
Eq. (3) fkom Chapter 4 ,  to produce an average volume, va: 

va = mg = &{[So + ( R - h )  + ( W o  - W)] /So)', (23) 

Now, So is the initial inner radius (Ro - W,), so that 

All this can be followed in a simple model. The difficult part is getting a good 
fit for the acceleration. From Fig. 5-5, we note that the velocity peaks of the 
unconfined face are equivalent to the velocity of the center of mass. Also, the 
zero-time of the center of mass occurs slightly before this. By taking data 
beyond 3 to 4 scaled ps, i.e., beyond the ringing, we obtain accelerations that 
should be close to those of the center of mass-adding the extra time at the 
start will not matter in the differentiation from velocity to acceleration as we 
process the Fabry data. 

face, with several hundred pairs of R - Ro vs time points. The four sets of data 
points (two cameras on two sides) were averaged to  give the overall m e .  
This curve was smoothed, then fit with a polynomial to  the sixth power. The 
acceleration was obtained by double differentiation of the fitted fimction. The 
results for 1.763 g/cc PETN are shown in Fig. 5-6. The data for shot no. 511, a 
half-wall cylinder, maintain their fit out to v - 10. The older, full-wall 
no. 209 shows the comon  problem of trying to fit noisy streak camera data. 
The fit deviates at low volumes, and the pressure becomes unphysical. This 
noisiness does not affect the creation of a JWL because this is not really a fit 
of all the data. Also shown for comparison are the adiabats derived from the 
JWL and from CHEQ. Agreement is good, although both the data and CHEQ 
suggest that the adiabat could lie slightly below the JWL values. 

The first data tried were raw streak-camera data for the outer copper 
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Consideration of the more accurate Fabry data remains for the future. 
One approach is to average the two velocity vs time curves, and then fit the 
region from 4 ps onto a polynomial: 

where to is about 4 ps, u, is the velocity at this time, and F, G, H, I, and J are 
constants. The acceleration is obtained by differentiating Eq. (25). Perhaps 
a more accurate h c t i o n  can be found. 
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Fig. 5-1. Fraction of total detonation energy appearing as kinetic energy at v = 2.2 as a 
function of the ratio of Pj / Eo for full-wall cylinder shots. Special explosives are 1.763 g/cc 
PETN (triangles); IX-14 (squares); LX-17 with a 26 GPa detonation pressure (open circles); 
and IX-17 at 32 GPa (closed circles). The higher value for IX-17 does not fit the pattern, 
which may be taken as evidence that 26 GPa is the actual LX-17 adiabat pressure. 
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Fig. 5-2. JWL detonation volume, Vj, as a function of Pj / Eo for full-wall cylinder shots. 
KSlower" explosives compress to smaller volumes. Special points are 1.763 g/cc PETN 
(triangles); IX-14 (squares); and LX-17 with a 26 GPa detonation pressure (circles). The 
explosive acronyms are explained in the Appendix. 
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Cylinder radius (mm) 

Fig. 5-3. Relative volume contours in a 1.763 gfcc PETN cylinder as calculated by DYNA2D. 
The letters are the same points used in the Fabry/streak camera model shown in Figure 3-1. 
The path for calculating the average streak volume is KAC; for the Fabry, it is A'AE. As we 
move to the cylinder wall, the relative volume of the gas increases because of cylinder 
expansion. 
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Fig. 5-4. Ratio of average relative volume to the geometric relative volume, E, as a function 
of geometric volume, vg (as calculated from the hydrocode). The streak and Fabry cases fit 
the same curve although the volumes are defined differently and the points are offset. The 
open symbols are for the streak camera data; the closed symbols are for the Fably data. A 
mixture of programmed and beta burn, with and without a slide-line, was run. The cases 
run are PEW, full-wall (circles) and half-wall (triangles), and nitromethane full-wall 
(squares). 



Fig. 5-5. Calculation of the velocity at  three places in a copper wall of as cylinder driven by 
PETN of 1.763 g/cc. The curves are from top to bottom the inner (confined) wall (A), the center 
of motion of the wall (B), and the outer (unconfined)wall (C). All code burns and mergings give 
the same result. Reverberating shock waves in the wall cause the inner and outer faces to be 
out of phase throughout, whereas the center of mass motion is relatively smooth. 
Experimentally, only the velocity of the outer face is measured. 
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Fig. 5-6. Direct calculation of the adiabat pressure from streak camera data for PETN. The 
fit for shot no. 511 looks good to v - 10 but the older shot no. 209 is too noisy and the fit deviates 
at low volumes. 
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Table 5.1. Basic copper cylinder data, including velocities, for five often-measured explosives, as determined by streak camera (S) and 
Fabry (F). In a different column, F is full-wall, and H is half-wall. 

Wall 
Inner thick- Expl Det 

Explo- Shot radius ness density velocity 
sive No. (mm) (mm) (g/cc) (mm/p) 

LX-14 353 S F 12.709 2.606 8.86 
521 S H 25.410 2.719 1.831 8.80 
520 S H 25.408 2.727 1.831 8.80 
510 S H 25.412 2.722 1.821 8.78 
469 S H 12.712 1.359 1.821 8.77 
520 F H 25.408 2.727 1.831 8.80 
521 F H 25.410 2.719 1.831 8.80 

PBX-9404 237 S F 12.714 2.595 1.845 8.77 
293 S F 12.712 2.595 1.842 8.76 
235 S F 12.715 2.593 1.844 8.76 

$” 273 S F 12.714 2.595 1.843 8.76 
G 512 S H 25.418 2.718 1.849 8.78 

528 S H 25.413 2.724 1.835 8.77 
175 S H 25.414 2.602 1.841 

PETN 209 S F 12.714 2.595 1.765 8.28 
187 S F 12.714 2.593 1.765 
511 F H 12.718 1.361 1.761 8.27 
511 S H 12.718 1.361 1.761 8.27 

M-26-AF 460 S H 25.413 2.720 1.844 8.24 
495 S H 25.414 2.719 1.845 8.25 
484 S H 25.408 2.718 1.845 8.24 
455 S H 12.709 1.362 1.846 8.24 
490 S H 25.415 2.722 1.844 8.24 
444 S H 25.413 2.718 1.840 8.23 

Jump- 
velocity 
mm/Cls) 

1.15 
1.15 
1.40 
1.05 
1.10 
0.94 
0.97 
1 .oo 
0.95 
0.91 
1.30 
0.80 
0.99 
1.00 
0.90 
0.81 
0.86 
1 .oo 
1.05 
1.11 
1 .oo 
1.10 
2.00 
1 .oo 

Wall velocity (mm/p) 
at 25-4 mm diameter for 

R - Ro equal to 
6.0 12.5 19.0 

1.59 1.73 1.79 
2.145 2.335 2.395 
2.135 2.325 2.395 
2.130 2.320 2.405 
2.095 2.325 2.380 
1.895 

1.610 1.735 1.810 
1.600 1.740 1.800 
1.600 1.765 1.825 
1.590 1.730 1.785 
2.180 2.350 2.430 
2.160 2.330 2.415 
2.195 2.390 2.455 
1.58 1.73 1.77 
1.57 1.71 1.78 
2.10 
2.09 2.28 2.38 
1.955 2.120 2.160 
1.945 2.100 2.165 
1.945 2.095 2.190 
1.940 2.085 2.155 
1.940 2.095 2.160 
1.940 2.095 2.170 

% energy out 
Jump’ At 

off v=2.2 
11.5 50 
5.8 45 
8.6 45 
4.8 45 
5.3 43 
3.9 36 
4.1 
8.8 52 
8.0 51 
7.3 51 

14.9 50 
2.8 47 
4.3 47 
4.2 46 
7.0 49 
5.7 48 
3.2 43 
4.3 43 
55  43 
6.2 43 
5.0 43 
6.1 43 
5.0 43 
5.0 43 



Table 5-1, part 2 
Wall 

Inner thick- Expl Det 
Explo- Shot tadius ness density velocity 

sive No. (mm) (mm) (g/cc) (mm/p)  
LX-17 349 S F 25.414 5.210 1.900 7.63 

434 S F 25.420 5.184 1.875 7.55 
523 S H 25.417 2.722 1.917 7.66 
470 S H 25.417 2.718 1.904 7.63 
439 S H 25.412 2.714 1.912 7.65 
522 S H 25.414 2.723 1.908 7.64 
471 S H 25.407 2.724 1.906 7.63 
523 F H 25.417 2.722 1.917 7.66 
522 F H 25.414 2.723 1.908 7.64 

Jump 
off 

velocity 
(mm/ps) 

1.02 
0.74 
1.05 
0.80 
0.90 
1.05 
0.85 
1.02 
0.81 

Wall velocity (mm/p) 
at 25.4-mm diameter for 

R-R ,  equal to 
6.0 12.5 19.0 

1.409 1.453 1.293 
1.29 1.41 1.46 
1.754 1.884 1.953 
1.750 1.856 1.933 
1.74 1.89 1.95 
1.741 1.880 
1.724 1.861 1.930 
1.70 
1.69 

% energy out 
Jump At 
Off v=2.2 

13.5 49 
7.0 49 
7.2 45 
4.1 45 
5.2 44 
7.2 44 
4.7 43 
6.8 42 
4.3 42 



Table 5-2. Summary of experimental streak-camera, copper-cylinder wall velocity data for homogeneous explosives in full-wall 
copper cylinders. 

Explosive 
1,2-DP 

BTF 
FEFO 
FM-1 
HMX 
HMX 
HNB 
HNS 
HNS 
HNS 
HNS 
HNS 
HNS 
HNS 
HNS 
NM 
NNE 
PETN 
PETN 
PETN 
PP 

RX-23-AA 
RX-23-AA 
RX-23-AB 
RX-23-AB 

Cylinder Initial Inner 
shot density radius 

Wall 
thick 

no. (g/cc) (mm) (mm) 
115 1.256 12.7 2.6 
270 
513 
514 

106,107 
198,199 

326 
Pantex 
Pantex 
Pantex 
Pantex 
Pantex 
Pantex 
Pantex 
Pantex 

391 
324 

187,209 
262 
261 
194 
402 
244 
378 
246 

1.852 
1.607 
1.509 
1.894 
1.188 
1 .%5 
1.681 
1.655 
1.610 
1.597 
1.504 
1.402 
1.200 
1.001 
1.13 
1.034 
1.765 
1.498 
1.266 
1.833 
1.424 
1.424 
1.356 
1.356 

12.718 
12.720 
12.716 
12.714 
12.716 
9.542 

12.7 
12.7 
12.7 
12.7 
12.7 
12.7 
12.7 
12.7 
25.415 
25.4 
12.7 
12.712 
12.711 
12.7 
25.419 
12.7 
25.4 
12.7 

2.601 
2.586 
2.596 
2.596 
2.594 
1.948 
2.6 
2.6 
2.6 
2.6 
2.6 
2.6 
2.6 
2.6 
5.199 
5.1 
2.6 
2.596 
2.598 
2.5 
5.198 
2.5 
5.1 
2.5 

Jump Wall velocity (mm/p) 
at 25.4 mm diameter for 

R - R, equal to 
6mm 12.5mm 19mm 

Off 

Vel. 

(mm/W) 
0.46 1.090 1.235 1.310 
1.32 
0.63 
0.55 
1.24 
0.49 

0.66 
0.59 
0.61 
0.64 
0.57 
0.42 
0.36 
0.41 
0.35 

0.86 
0.64 
0.68 
0.79 

0.61 

0.48 

1.605 
1.340 
1.258 
1.650 
1.173 
1.700 
1.255 
1.228 
1.210 
1.229 
1.170 
1.081 
0.959 
0.81 7 
1.045 
0.836 
1.575 
1.365 

1.395 
1.356 
1.315 
1.088 
1.075 

1;162 

1.755 
1.490 
1.390 
1.820 
1.314 
1.880 
1.385 
1.362 
1.335 
1.340 
1.297 
1.207 
1.073 
0.931 
1.180 
0.935 
1.720 
1.533 
1.305 
1.525 
1.499 
1.452 
1.179 
1.182 

1.835 
1.560 
1.455 
1.883 
1.384 
1.955 
1.458 
1.433 
1.393 
1.413 
1.368 
1.266 
1.145 
0.981 
1.230 
0.990 
1.775 
1.601 
1.381 
1.585 
1.541 
1.4% 

1.210 

% enerm out % Effic- 
iency 

off v=2.2 at v 4 . 2  
2.7 34.7 72.4 

Jump- At 

13.8 
4.3 
3.8 

12.5 
3.3 

5.3 
4.2 
4.8 
5.2 
4.3 
2.7 
2.5 
4.2 
2.2 

6.0 
4.3 
5.7 
7.3 

5.0 

4.9 

45.9 
43.8 
44.8 
49.7 
43.1 
44.0 
42.9 
40.5 
42.8 
42.9 
40.6 
40.6 
40.3 
37.4 
44.4 
36.3 
‘46.1 
44.1 
37.7 
51.0 
56.9 
52.3 
57.0 
55.4 

72.2 
71.7 
72.2 
71.9 
72.3 
72.0 
72.3 
72.2 
72.2 
72.2 
72.4 
72.3 
72.2 
72.3 
72.1 
70.8 
73.4 
72.3 
71.4 
70.5 
76.4 
70.1 
72.0 
70.0 



Table 5-2, part 2 

Cylinder Initial Inner Wall 

Explosive no. (g/cc) (mm) (mm) 
shot density radius thick 

RX-23-AC 245 1.136 25.4 5.1 
TATB 322,379 1.83 25.408 5.207 
TNGU 413 1.885 12.711 2.598 
TNM 474 1.650 12.715 2.592 
TNT 140-1,271 1.632 25.427 5.186 

Jump- Wall velocity (mm/p.s) 
Off at 25.4 mm diameter for % energy out % effic- 
vel. R-&, equal to Jump- At iency 

(mm/p) 6mm 12.5mm 19mm off v=2.2 at v=2.2 
0.49 1.077 1.175 1.219 4.7 50.9 71.3 
0.97 1.300 1.403 1.453 11.6 46.7 72.5 

1.600 1.750 1.825 49.0 72.3 
0.48 1.000 1.095 1.130 5.7 55.7 72.1 
0.57 1.210 1.355 1.410 4.1 41.4 71.7 



Table 5-3. JWL coefficients as determined from the Cylinder Test. GPa may be converted to Mbar and kJ/cc to Mbarcc/cc by 
multiplying by 0.01. A, B, and C are listed to six significant digits so that round-off errors will not occur in their use. Explosives are 
listed in order of the PETN standard, often-run explosives, and homogeneous explosives. 

Detona- Energy Det 
Initial tion ofdet- pres- 

density velocity onation sure 
A B C 

(GPa) (GPa) R1 R2 0 I? 
Po D E, pi 

Explosive (g/cc) (mm/ps) (kJ/cc) (GPa) (GPa) 
PETN 1.763 8.274 10.8 31.5 1032.158 90.57014 3.72735 6.000 2.60 0.57 2,832 

PBX-9404 1.843 8.76 10.5 37.5 740.349 11.7009 0.725292 4.317 1.05 0.25 2.771 
LX-14 1 .830 8.80 10.8 38.0 661.414 5.40066 1.825670 4.118 0.95 0.40 2.729 

RX-26-AF 1.844 8.24 9.2 33.7 564.811 4.47297 0.656169 3.998 0.887 0.20 2.715 
LX-17 1.905 7.63 7.0 26.0 989.761 17.4413 1.42712 5.15 1.713 0.45 3.274 
BTF 1.852 8.49 11.3 34.0 954.6163 22.66797 2.956620 5.027 1.60 0.50 2.926 

1,2-DP 
FEFO 
FM-1 
HMX 
HMX 
HNJ3 
HNS 
HNS 
HNS 
HNS 
HNS 
HNS 
HNS 
HNS 
NM 
NNE 
PETN 
PETN 
PF 

1.26 
1.607 
1.509 
1.894 
1.188 
1.965 
1.681 
1.655 
1.610 
1.597 
1.504 
1.402 
1.200 
1,001 
1.13 
1.034 
1.503 
1.263 
1.833 

5.97 
7.45 
6.57 
9.10 
6.68 
9.34 
7.08 
7.03 
6.96 
6.96 
6.70 
6.34 
5.74 
5.10 
6.28 
5.31 
7.48 
6.59 
7.29 

6.9 
8.2 
7.1 

11.0 
6.4 

13.2 
7.4 
7.5 
6.9 
7.1 
6.8 
5.8 
4.6 
3.6 
5.0 
3.8 
8.5 
7.2 
7.5 

13.5 
24.5 
19.0 
40.5 
15.5 
43.0 
23.0 
21.5 
21.0 
21.5 
18.5 
16.0 
11.5 
7.3 

12.0 
8.9 

24.0 
16.0 
27.0 

167.6882 
405.2865 
267.2952 
858.0805 
218.2000 
1047.883 
369.0609 
423.7580 
371 .M26 
328.5734 
310.0104 
226.5460 
136.8456 
138.8149 
297.7799 
94.87257 
351.0723 
228.1744 
418.3832 

3.630269 
4.158285 
7.795149 
7.5%531 
4.959453 
7.982396 
2.028814 
3.131467 
3.482474 
4.244564 
3.426403 
2.106304 
9.270925 
2.779832 
5.954922 
1.140533 
5.705547 
5.104579 
5.083194 

1.419315 
1.424809 
1.712195 
0.781274 
1.977170 
1.396122 
1.455287 
1.704155 
1 .041547 
1.529860 
1.670635 
0.783032 
1.991536 
0.694139 
1.108004 
0.619964 
1.216240 
1.412013 
1.753291 

4.118 
4.148 
4.281 
4.306 
4.379 
4.472 
4.041 
4.332 
4.172 
4.077 
4.235 
3.935 
4.300 
4.657 
5.026 
3.706 
4.075 
4.240 
4.110 

1 .oo 
0.84 
1.23 
0.80 
1.10 
0.85 
0.75 
1 .oo 
0.90 
1.20 
1.10 
0.72 
2.50 
1.00 
1.10 
0.75 
0.90 
1.05 
0.95 

0.33 
0.40 
0.48 
0.30 
0.55 
0.28 
0.40 
0.40 
0.33 
0.40 
0.42 
0.30 
0.59 
0.35 
0.49 
0.30 
0.35 
0.35 
0.65 

2.326 
2.641 
2.428 
2.873 
2.420 
2.986 
2.664 
2.804 
2.714 
2.598 
2.649 
2.522 
2.438 
2.567 
2.714 
2.276 
2.504 
2.428 
2.608 



Table 5-3, part 2 
Detona- Energy Det 

Initial tion of det- pres- 
density velocity onation sure 

PO D E, pj A B 
(GPa) Explosive (g/cc) (mm/p) (kJ/cc) (GPa) (GPa) 

RX-23-AA 1.424 8.64 6.5 25.8 737.8071 5.34171 
RX-23-AB 1.356 7.48 4.1 17.0 809.7106 6.543083 
FW23-AC 1.136 7.88 4.5 18.0 379.9134 1.772972 

TATB 1.83 7.58 7.3 26.0 686.8140 7.811448 
TNGU 1.885 8.71 10.5 37.0 792.6978 7.784202 
TNM 1.65 6.45 3.6 15.5 642.2267 3.898275 
TNT 1.632 7.07 7.1 20.5 524.4089 4.900052 

Note: PF and TNGU have detonation velocities calculated from TIGER. 

C 
(GPa) 

0.167361 
0.097540 
0.938430 
0.877917 
2.005135 
0.258200 
0.626131 

R1 R2 w Yj 
4.610 0.73 0.35 3.120 
5.243 1.00 0.30 3.463 
4.296 0.76 0.60 2.919 
4.598 1.20 0.30 3.044 
4.410 1.00 0.49 2.865 
5.020 0.90 0.52 3.429 
4.579 0.85 0.23 2.979 



Chapter 6. One-Dimensional Plate Data 

1. The JumpOff Velocity of Metal Plates 

The cylinder came first; oddly, the conceptually simpler, 1-D plate shots 
came later with the development of the “electric gun.” The “gun” comes in 
25-mm (1-in.) and 51-mm (2-in.) diameter sizes, and we shall describe the former. 
Electric current f?om a capacitor runs through copper leads to a 
0.05-mm (%mil) thick aluminum foil, which is vaporized. This drives a 
0.13-mm &mil) thick mylar (density = 1.4 g/cc) flyer with a 25-mm diameter. The 
flyer passes through a Lucite “barrel,” which is really a 5.6-mm-thick disc, with a 
75-mm outer diameter and a 25-mm inner diameter. The sample of explosive sits 
inside a second Lucite barrel of the same dimensions. Glued to the explosive 
surface is the metal plate, whose unconfined face will be measured. The mylar 
flyer initiates the explosive. All samples reported here were made by Don 
Breithaupt. 

The metal plate is glued onto the explosive using Eastman 910 epoxy, Shell 
815, or  a high-viscosity, high-grade silicone vacuum grease. These substances are 
put on and then wiped off to form a thin film. Chet Lee reports that the grease 
sticks better to  LiF crystals than to metal foils. Because the glue interface is 
important in the modeling of thin plates, we reviewed the shot folders for glue 
thickness data. In some cases, the explosive and foil were measured by 
micrometer before and after gluing. The average of 45 samples was found to be: 

glue thickness = 0.022 f 0.019 mm 
= 0.86 i: 0.74mil. 

There were six cases in which the procedure had been repeated five times for 
each sample. The average standard deviation, considering each set separately, was 
k0.025 111111, showing that the standard deviation in Eq. (1) is the error of 
measurement. Epoxy was mentioned as the major glue. Only one case of the grease 
was documented, in which the layer was measured at 1.8 mil. 

The flyer has been calibrated by silvering its front surface and then driving 
it into a plate of glass. The velocity is calibrated as a function of the capacitor 
bank voltage. For a 25-mm-diameter, 10-mil mylar flyer (at 20,30, and 40 kV), the 
calibrated velocities are 4.0,4.7, and 5.3 d p s ,  respectively. The 51-mm, 10-mil 
flyer at the same voltages produces 2.1,3.6, and 4.3 d p s .  

The velocity is measured with a Fabry-Perot interferometer. The beam is 
about 5 to 10 mm wide but is focused to a small point on the surface of the plate. A 
12.5-mm focal lens is used to watch the motion over a definite region. Use of the 
narrow Fabry beam has led to  concern as to  whether the measure-ment is 
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3 
sampling too small a region on the surface, especially for explosives with large 
grain sizes like LX-14. Chet Lee says that the small point of focused laser light is 
always larger than several hundred microns and that a width of 
1 mm is a better number. 

impact is a critical parameter. The measured particle velocity on the free surface 
(outer face) of the metal, ufs, often has this simple relation with the unmeasured 
jump-off velocity on the confined, inner face, urn:' 

For straight-on metal plate shots, the jump-off velocity at the instant of 

This relation occurs because the shock wave crossing the plate creates a 
rarefaction wave that moves backwards at the same velocity when it hits the 
unconfined wall. Thus, the forward wall velocity is the s u m  of the two equal 
velocities. Walsh and Christian calculated that the ratio of the backward to 
forward wave velocities should be 1 at the limit of zero shock and could rise 
slightly above 1 at high pressures.1 Eq. (2) requires that the shock wave move 
through the metal without decay. Thus, a long initial pressure pulse is needed. 
Then, the rarefaction wave in the product gas decouples the explosive from the 
wall and allows the shock wave to continue. 

by an explosive led to the "impedance matching" equation23 
A consideration of the pressures generated in a metal plate hit straight on 

where Pm is the pressure at the confined, inner metal face at the instant of 
impact; P, is the detonation pressure of the explosive; Pr is the density of the 
gaseous detonation products at the detonation point; po is the initial density of the 
explosive, Ur is the shock velocity in the detonation products; and up and um are 
the jump-off particle velocities of the explosive and the metal. Eq. (3) holds only at 
the instant of initial impact, and it is an inspired assumption--not one that can be 
derived by first principles. In Eq. (31, we may consider the second term on the 
right as putting extra pressure into the metal as the result of the back-reflected 
rarefaction wave. Deal next made the Acoustic Approximation 

where po is the initial explosive density and D is the explosive's detonation 
velocity. By using the masdmomentum conservation relations, 

p, = PODUP, 
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and 

where Pm is the initial density of the metal and Us is the shock wave velocity on 
the inner face of the metal plate. This is related to the particle velocity by 

For Al, OHFC Cu, and Ta, the densities are 2.703,8.93, and 16.69 g/cc. The 
constants Co and Si are 5.24 and 1.40; 3.94 and 1.489; and 3.41 and 1.2 d p s ,  
respectively, and are in dimensionless units.4 

The jumpoff velocities are those first measured as the initial step at time 
zero. This velocity declines rapidly with increasing metal-plate thickness until the 
plate becomes thicker than the reaction zone width of the explosive. At this point, 
the velocities decrease slowly as the metal thickness increases.2 The velocities 
usually considered are those in the nearly constant range where the plate 
thickness has just exceeded the reaction zone width. Ifthe plate thickness equals 
the reaction zone width for a near-ideal explosive, Pa - Pp, where Pa is the adiabat 
pressure of the explosive defined in Chapter 1. (We recall that the adiabat point is 
the point where the explosive, in large-size and at steady state, leaves the 
Rayleigh Line and starts down the Principal Adiabat.) Using the equations above, 
we obtain 

This equation is the usual means of experimentally obtaining the detonation 
pressure. Shvedov's detailed review of two solid explosive suggests that the 
adiabat pressures are good to perhaps f10 to 15%.5 

2. Experimental Plate Jump-Off Results 

Table 6-1 lists the jump-off velocities for plate shots of aluminum, copper, 
and tantalum. The data were all taken with Fabry-Perot intefierometry, and the 
precision in a given shot between fiinges was about fO.01 to 0.02 d p s ,  far 
better than the spread of results for a given explosive. The detonation velocities 
were adjusted from cylinder data using the 2/3 power-density relation listed in the 
previous chapter. This adjustment holds for both PETN and HNS samples. 

The PETN has been divided into two parts. The samples of 1.71 to 
1.73 g/cc are considered to be normal PETN, and their detonation pressures 
averaged to 32 f 4 GPa. The PETN of 1.76 to 1.78 g/cc is marked with a double 
asterisk and is not used in calculating the official PETN detonation pressure. 
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These samples, according to  C. Tarver and J. Kury, were so compressed that they 
became partly transparent. They believe that a shock wave then passed through 
this material with the detonation wave catching up later. Because the PETN was 
precompressed, the apparent detonation pressure would be too high. The pressure 
for these four samples was 38 22 GPa. This phenomenon would appear only in thin 
slabs of explosive and would not be a factor in the Cylinder Test. 

Some of the LX-17 plate shots had 3-mm LX-10 booster pads to bring 
20-mm-thick LX-17 to steady state. 

If we ignore the highly scattered TNT data in Table 6-1 and average all data 
where the plate thickness is greater than the reaction zone, we find that the plate 
detonation pressures for LX-14, PBX-9404, and PETN are in agreement with the 
cylinder JWL and jump-off pressures. The exception is LX-17, where 
the 34 GPa found from plates is considerably higher than the 26 GPa value found 
previously from the cylinder JWL. It does agree, however, with the less certain 
cylinder jump-off pressure. 

Fig. 6-1 shows the LX-14 data as a function of plate thickness. The 
44-GPa LX-14 point is deep inside the 0.1-mm-thick reaction zone and surely 
represents the spike. The pressures near the 0.1-mm zone edge are spread around 
36 GPa, in agreement with pressures measured by other means. The plate 
thickness data for LX-17 is not in agreement and wil l  be considered in the next 
chapter. 

Finally, both J. Kury and D. Steinberg have mentioned that the large grain 
size of LX-14 has made its results harder to interpret than that of the fine-grained 
LX-17 (see the Appendix for grain sizes). We would expect the biggest problem 
with the hundred-micron particles of IX-14. The standard deviations for the jump- 
off velocity, starting with the largest deviation, is given in the following table. 

Plate 
Explosive material 

TNT 
PETN 
LX- 14 
LX- 14 
LX- 14 
PETN 
LX- 17 
LX-17 

PBX-9404 

c u  
Ta 
c u  
c u  
Ta 
Ta 
Ta 
Ta 
Ta 

Plate 
thick- 
ness 
(-1 

0.025 to 0.05 
0.10 
2.5 

0.26 to 0.53 
0.25 to 0.77 

0.25 
0.10 to 2.5 

0.25 
0.25 to 0.51 

Average 
jump-off % 
velocity Std. 
( d p s )  dev. 

1.91 13 
1.59 11 
2.07 6 
2.18 5 
1.61 5 
1.41 4 
1.61 4 
1.63 3 
1.73 2 
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The detonation pressures taken fkom the plates are summarized in 
Eq. (5) of Chapter 7. 

3. EstabIishing a Plate Test 

With cylinder tests at $30,000 each, a plate shot at l/lOth the cost is an 
acceptable way t o  get a quick JWL. It is not a true “test” because we do not obtain 
a geometric relative volume. The JWL must be obtained by trial and error in the 
l-D hydrocode, with the likelihood of a wide variation in the possible results. 

We would like to have a plate geometry with as high a kinetic energy 
transfer efficiency as possible. For the cylinder, the greater the degree of 
confinement the more detonation energy is transferred to wall kinetic energy. 
Hence, a M-wall  cylinder is more efficient than a half-wall, and tantalum is more 
efficient than copper. The opposite is true for the plate, because any forward 
resistance simply causes the gas to blow backward. We expect higher efficiency in 
thin plates of light metals. 

Let hf, ho, and hm be the thicknesses of the flyer, explosive, and metal plate. 
The densities and velocities of the flyer and metal are pf, uf, Pm, and Urn. At a long 
enough time, the unconfined face metal velocity may be taken as an average 
velocity for the entire plate. The total detonation energy of the explosive in kJ/cc is 
Eo. The percent of total energy appearing as kinetic energy of the plate, k, is 

We need to pick a special time for comparing measurements. Kinetic 
energies for all three plate materials are listed in Table 6-2. The points being 
compared are the velocities at the scaled times of 0.5 and 1.0 ps for a 
10-mm-thick explosive. The scaled time for a sample of thickness ho (in mm) is 

where ti0 is the time for the 10-mm explosive. Also shown is the thickness ratio of 
explosive to plate, Mm, in dimensionless units. For a family of metals with a 
constant thickness ratio, we may look for the same &action, f, at the scaled time, 
to. We see that, for a given metal, k increases as the ratio increases, peaks 
somewhere between 20 and 50, and then decreases. Too much or  too little 
explosive is inefficient as gas shoots out the back and sides. 

The kinetic energy fraction data in Table 6-2 have a lot  of scatter. Also 
complicating the results are the 3-mm LX-10 drivers used in the 51-mm-diameter 
phm86000-series LX-17 shots. We compare six families with the same metal at the 
two scaled times with thickness ratios of 20 to 50. In general, we see that for 
efficiency IX-14 2 IX-17 >> PETN. For LX-14, the metal efficiencies are Cu 2 Ta 
>> Al. On the basis of this limited data, mainly IX-14 data, the highest efficiency 
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is obtained with copper using a thickness ratio of 20 to 40. Tantalum showed the 
same efficiency at a ratio of 40 and would be close in performance. Selecting 40 
leads us to the often-used combina-tion of 10-mm explosive and 10-mil metal (or 
20-mm explosive and 20-mil metal). 

We consider a “standard” plate shot to be fired before the blitz of dimension- 
changing begins. Chet Lee mentions that the laser light reflects better off shocked 
tantalum than off copper. Such a standard shot should be 20-mil tantalum with 
20-mm explosive (or 10 and 10). The 20-mm is selected to allow for expected 
steady state in nonideal explosives such as IX-17. The Fabry would be run at 
least for 1.5 scaled ps, i.e., 3 ps for 20 mm. To avoid edge effects, we would run the 
10-mm explosive with a 1-in. diameter and the 20 mm with a 2-in. diameter. Such 
a collection would allow easy comparison between plate shots of different 
explosives, much as we do now with cylinders. 

John Kury has noted that we should be able to define geometric volumes for 
the plates. We integrate the Fabry velocity over the time of the shot to obtain the 
R - Ro distance, Ah. The relative volume of the cylinder swept out by the explosive 
is then 

This would be true for the center of the plate, which is where we measure, until 
the side effects work their way in. Assuming shock velocities of 5.5 d p s  in Cu or 
Ta, we calculate a 2.3-ps, 1-D time for a 25-mm-&ameter gun shot and 4.6 pm for 
51-mm shot. We now examine the longest running plate shots to see the results. 
The data are listed below: 

Exp. Last Inte- Max. 
length time gral vol. 

PETN ppe87003 5 0.9 3.3 1.7 
Ix-17 pta90005 5 1.5 3.5 1.7 
PETN ppe87005 5 1.5 3.6 1.7 

No. (mm) @IS> (mm) V 

IX-14 phm85013* 10 2.4 8.0 1.8 
LX-14 phm90003 5 1.7 4.5 1.9 

Rel. 
slope 
0.09 
0.11 
0.07 
0.03 
0.13 

- 
Plate 
thick 
(mm) 
0.10 
0.25 
0.25 
0.51 
0.25 

(13) 

None of the plates was measured for long, and none reached the time for the side 
effects, even at 25 mm. The first problem we see is that the integral to  
R - F&, is not large. We did not reach even v = 2, and this is partly due to the 
inefficiency of the linear geometry, changing as the first power in distance. The 
second problem is that the velocity saturates quickly-which occurs because most 
of the explosive blows away from the back and edges and the efficiency of putting 
energy into the forward direction is not high. The slope listed above is the increase 
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(compared to the total height) seen at the end per p. All plates were made of Ta 
except for Cu in the asterisk case. 

It appears then, that we could work to obtain a geometric volume if we used 
thin explosives of 4 or  5 m combined with metal plates of 0.1 to 0.25 mm. A goal 
of about v = 3 seems to be the maximum, and the velocity curve would have leveled 
off at that point. We also recall that the early v - 1 results cannot be used without 
a hydrocode correction because we know that the explosive is coming from v < 1. 

4. The Lucite PETN Experiment 

PETN at densities of about 1.763 g/cc was studied in a careful detonation 
pressure experiment.6 A 102-mm-diameter baratol plane wave lens was used to 
drive a PETN sample of either 25 or 50 mm in diameter. The explosive was placed 
against a stack of five carefully measured Lucite (polymethylmethacrylate) plastic 
discs. An electrical sensor on the far end picked up signals generated by the Lucite 
due to the shock electric effect.7 The signals were placed on a high-speed 
oscilloscope, and the arrival time of the shock wave at each interface was 
measured. 

The as-measured data for PETN samples of 25-mm (1-in.) and 13-mm (l/Z- 
in.) lengths are listed in Table 6-3. The time for the explosive/disc 1 signal is time- 
zero by definition. The next times for the measured signals at discs 1/2,2/3,3/4, 
4/5, and s/standoff. These times are used to calculate an average shock velocity, 
Urn, applicable at the mid-point of each disc. Note how the velocities are higher in 
the center of disc 1. This led the researchers to initially use a quadratic fit of 
average velocity vs mid-point total distance in order to  extrapolate back to time 
zero. The shock velocity was then converted into a particle velocity within the 
Lucite. Eq. (8) in the form 

was next used. A detonation pressure of 33.7 & 0.4 GPa was obtained, where the 
pludminus is precision. 

Lee et al. considered a time-zero timing error in the Lucite experiment.8 
The photographic record of the time shows the electrical signal rising to  its 
highest potential at the explosivddisc 1 interface, then decaying exponentially 
downward, reaching the baseline at the disc 2/3 interface. The time-zero signal 
has a measurable risetime and turnover, whereas the disc-to-disc signals are 
sharp blips on a nearly flat line. Lee et al. concluded that 8.8 ns should be added 
to  all the times in Table 6-3. This decreased the resulting velocities, and they 
obtained a detonation pressure of 31.6 rt 0.2 GPa. 

no. 40966 (13-mm thickness).g He found that l-D runs of the 25-mm samples 
produced shorter times for the last interfaces. The disc 5/standoff interface occurs 

J. Kury then ran various JWLs using the old l-D code KOVEC for sample 
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at 996 to 1002 ps for l-D runs of the 13 nun samples, but 961- to  974-ps values 
were obtained for the 25-mm samples. These values are caused by the added push 
given the same target, which is reflected in the code but not in Eq. (14). Only a 
limited set of values from 31.5 e Pp e 32.5 GPa and 8.5 e Eo e 10.5 kJ/cc were run, 
and all interface times agreed to within 1%. The best fit was to a JWL at 31.7 GPa 
and 8.5 kJ/cc. Nevertheless, the standard values of 31.5 GPa and 10.8 kJ/cc were 
first selected from this work. 

are not available because the experiment was done by J. E. Kurrle at Mason & 
Hangar-Silas Mason Co. in Burlington, Iowa. Kury, therefore, returned to the 
results of Table 6-3, where he notes that the velocity of the disc l/2 interface is 
uniformly high. A linear fit works best across the final four points, and this curve 
should be extrapolated back to time zero. The new shock wave velocities are 6.74 f 
0.07 d p s  for the 13-mm samples and 6.90 
f 0.05 d p s  for the 25-mm samples. 

Kury has recently recalculated the experimental results. The actual data 

We next need D. Steinberg's EOS for Lucite.4 This is 

where the constants are 2.18 d p s ,  2.088, and -1.124, respectively. The 
resulting particle velocities are 2.82 and 2.93 d p s  for the 13- and 25-mm 
samples. 

We must next decide on the detonation velocity for PETN. Nine cylinder 
shots and pin-switch measurements give a result of 8.26 f 0.05 d p s  with an 
average density of 1.765 k 0.004 gYcc.6 This is in agreement with the J. Kury / L. 
Green suggested value of 8.274 d p s  at 1.763 g h . 9  

Using Eq. (141, we obtain 31.4 k 0.7 and 32.9 f 0.6 GPa for the detonation 
pressures from the 13- and 25-mm samples, where the pluses and minuses are 
precision. 

5. Supracompression as a Search for CJ 

The most exciting approach in the quest for the C-J or at least the adiabat 
detonation point, is the supracompression experiment. A high-speed flyer is used 
to detonate an explosive above the adiabat pressure. In this case, the explosive is 
being driven by a piston that holds the reaction products at constant pressure for 
several microseconds before they decay. The flyer velocity is slowly reduced in 
succeeding shots, and the pressure plateau drops as well. At the adiabat point, the 
piston stops holding up the plateau, and the pressure declines immediately. The 1- 
D behavior holds until the side effects affect the experiment. 

with individual measurements of the explosive particle velocity, up, and shock 
Unfortunately, our data were not taken with time-dependent gauges but 
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velocity, Us. From the Rankine-Hugoniot momentum relation, we calculate the 
explosive pressure, 

This pressure may be plotted as a function of Us until the known detonation 
velocity, D, is reached. I f D  is obtained from a steady-state cylinder shot and 
represents the infinite size of the explosive, then Pp -> Pcj (or Pa). 

was based on C-J Theory. From the corresponding mass conservation 
requirement, we have 

A different formalism was used to  express this problem at the time, and it 

v = l-ufl,, 

from which we get 

aup/av = -us. 
We rearrange and multiply each side by aUs to obtain 

av = -us (au,! sup>. 

We now consider a single product Hugoniot, H1, as shown in Fig. 6-2, with 
a set of decreasing Rayleigh Lines Uo, U1, and U2. The intersection points drop 
from A to B to C, which is the C-J point. The detonation velocity cannot decrease 
any h t h e r  ifthis is the only Hugoniot, so that at C-J 

au&3v = 0. 

From Eq. (19), with Us nonzero, 

au,! aUp = 0 

at the C-J point. The researchers looked for the condition of Eq. (21). It is crucial 
to note that Eq. (21) is true only if the explosive has reacted to equilibrium 
and can be represented by a single product Hugoniot. 
Eq. (21) was first derived by E. Leelo, but the short derivation above comes from 
Al Nichols. 

Let us consider an explosive not at equilibrium also shown schematically in 
Fig. 6-2. Suppose the first shot on the Rayleigh Line U1 produces the Hugoniot H1 
and the intersection point B. The next shot is at lower flyer velocity and pressure 
so that the explosive has not reacted as far. Here, the Rayleigh Line U2 produces 
Hugoniot H2. Instead of intersecting at C, we now intersect at D, which is not the 
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C-J point. The C-J point is never reached because each succeeding Hugoniot is 
less-reacted than the preceding one. The result is that, if we look at point D at 
which Us = Dcj, aU$ auP is not equal to zero because we came down a path from B 
to  D. We could even continue to Us e De and possibly obtain detonation, until 
finally, the initiation pressure becomes too low for detonation to occur. None of the 
measured points would ever reach the adiabat point but would be sonic detonation 
points. These points are not characteristic of the bulk explosive but-are 
determined by the size and time of each particular experiment. 

6. The Supracompressed PETN Experiment 

Of special interest for the standard PETN JWL were the measurements on 
1.76 g/cc PETN hit with flyer plates from the H-Division two-stage gas gun, which 
is capable of driving explosives above the adiabat point.*, 11 More accurately, a 
flyer plate was used to  strike a buffer plate of either aluminum or 1.763 g/cc 
PETN, which then sent a shock wave into the PETN to detonate it. The optically 
measured time for the shock wave to pass through the explosive from the buffer 
plate to the edge gave the shock velocity, Us. Pins were used to measure the flyer- 
plate velocity, which was converted into the explosive particle velocity, up. 

The data are listed in Table 6-4 with the calculated results and are 
summarized in Fig. 6-3, where it is seen that it is approaching aU,! auP -> 0 at 
the vertical line, which is the cylinder detonation velocity. The listed error is given 
as belonging to the shock velocity, and it vanes from 0.3 to 3.3%. Mitchell and 
Nellis list 0.5-1.0% accuracy for 200-ns transit times on this same gun.11 It was 
these pressure-volume values that were tried out with the standard JWL in 
Chapter 3 and found to fit within 5% up t o  80 GPa, even though one is an adiabat 
and the other a Hugoniot. 

This leads us to attempt to find the adiabat point as an asymptote at slightly 
lower volumes, where we are searching for Us = D, the detonation velocity for the 
infinite-size, steady-state cylinder. We have adjusted D slightly by the 2/3 power of 
the density, to move from the standard 1.763 g/cc PETN to the 1.760 g/cc average for 
this experiment. We expect D to be about 8.265 d p s .  

Although aUJ auP seems to approach zero, it is dif€icult to pick the 
intersection point with the vertical detonation velocity line. Along the Rayleigh 
Line, we require that 

= +,Dz. 

The value of this derivative is expected to be about -120 gmm%-ps2. 
Unfortunately, the jitter in the few points in Table 6-4 makes this derivative 
useless. The range of the following points all are reasonable solutions for the 
detonation point: 
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2.00 29.1 0.758 
2.11 30.7 0.745 
2.16 31.4 0.739 
2.27 33.0 0.725 

Eq. (16) plus the &-up relations for aluminum are used to get these results. 
The value of 31.5 GPa was chosen at the time for the detonation pressure, Pj, in 
the standard P@TN JWL. The error of trying to pick the intersection point, with 
0.72 e v e 0.76, is considerably larger than the 1 to 2% error estimated by C. 
Tarver and M. van Thiel to be in the impedance matching of each point. 

In summary, the Lucite experiment gave detonation pressures for 
1.763 g/cc PETN of 31.5 to 33 GPa. The plate velocity-jump-off pressures are 34 _+ 

4 GPa, and the cylinder velocity-jump-off pressures (see Chapter 5) are 
32 f 8 GPa. The thermochemical codes (Chapter 8) add to the confusion by all 
coming in low at 30.6 GPa in BKWR, 28.7 GPa in BKWS, 27.5 GPa in JCZ3, and 
29.3 GPa in CHEQ. 

The best measured detonation point comes from supracompression and is 
the only one we can call a possible adiabat pressure. The 1.763 g/cc PETN adiabat 
pressure is 

Pa - 31 2GPa, (24) 

which is 2 GPa higher than the thermochemical code results. 

point. According to C. Tarver and L. Green, PETN has a reaction zone so small 
that they were never able to measure it. However, Hayes found some electrical 
conductivity in PETN that he attributed to carbon.12 A. Nichols calculates 0.6 
moVmol of diamonds in PETN at the C-J point (Table 8-41 in CHEQ, so that 
carbon precipitation is already under way. A C-J point, therefore, may never exist 
in any carbon-containing explosive because the time-dependent phenomenon of 
carbon coagulation is always present. 

The practical question is whether the Principal Adiabat takes off at 32 or at 
29 GPa. The larger question is that if true equilibrium never exists in any carbon- 
containing explosive, then all explosives must possess a size effect that would 
become apparent if we were carem enough. Thus, the adiabat point is defined as 
referring to "large-size" samples (for which we have data) rather than infinite-size, 
which exists only in the equilibrium code. 

It finally suggests that the quest for C-J should perhaps move to compounds 
with no carbon. For us, such samples are the three RX-23-A explosives. These 
show the same 2-GPa difference between the JWL detonation pressure and the 

PETN brings up the philosophical difficulties of the adiabat point vs the C-J 
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I 
calculated C-J pressure. Overall, the homogeneous explosives in Table 5-4 show a 
difference of 2 f 1 GPa between the JWL detonation pressure and the CHEQ C-J 
point. Therefore, no trend is evident. 

7. Supracompression of HMX and TATB 

Three samples were measured in supracompression: PBX-9404, 
RX-26-AF, and LX-17. The first is --based and the last TATB-based; the 
second is a mixture of the two. This experiment was reported with more 
confidence than the PETN work just described. The data from Green, et al. are 
listed in Table 6-5 and are plotted in Fig. 6-4.13 The horizontal lines are the 
steady-state detonation velocities found from cylinder shots. Also included is the 
PBX-9404 data of Kinecke and West.14 

turn toward the horizontal. Neither did any of the explosives in Kinecke and 
West's work.14 The PBX-9404 and LX-17 data have no room left to  turn without 
running into the steady-state cylinder detonation l i n e o d e s s  one assumes that 
the lowest measured points are incorrect. While more accurate data would be 
helpful, we must consider that nonequilibrium behavior may be present. 

In the Green et al. paper, the belief that dU&u, must go to zero caused 
them to assume that the true C-J pressures were lower than previously believed. 
JWLs were used to fit the supracompression data. The best example was PBX- 
9404, which L. Green has recently privately replotted. The data run from particle 
velocities of 5.5 to  2.3 d p s .  On such a broad scale, the C-J region looks small 
indeed. Green mentions that the one point near C-J may have sufficient error to 
allow a bend in the curve. It has been moved up enough so that the cylinder 
detonation velocity fits underneath. The JWL curve is then fit over the entire 
extent of the data with a 34-GPa JWL passing through the data and a 37-GPa 
JWL not passing through. It is not mentioned how many other JWLs with 37-GPa 
detonation points were tried. The other published fits for LX-17 and RX-26-AF' do 
not even look close.13 

As a result of this supracompression experiment, we cannot decide whether 
we obtained an adiabat point with even the degree of equilibrium possessed by the 
PETN results. It appears that we did not. Further work will be needed, preferably 
with pressure gauges, to unravel this problem. 

We shall extrapolate the data of Table 6-5 down to the steady-state 
detonation velocities as best we can. These are 8.76,8.22 (extrapolated from 8.24 
for 1.844 g/cc), and 7.63 d p s  for PBX-9404, RX-26-AF', and 1;x-17. The PBX- 
9404 is close t o  the detonation point, as is the LX-17, except that its relative 
volume is too low. The RX-26-AF has a low volume as well, and the extrapolation 
is a long one. The detonation pressure results are shown below in GPa, with the 
standard deviations being precision. 

It is clear in Fig. 6-4 that none of the three explosives show any tendency to 
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One-dimensional plate 

Off supra- supra- 
Jump- Green Our 

velocity compress compress 
PBX-9404 3 9 k 1  34 38k2  

PETN 3 4 k 4  32 32 f 1.5 
RX-26-AF 32 34k2  

LX-17 34kO 28 32k2  

(25) 

We recall from Chapter 4 that the jump-off velocities for LX-17 included plate 
thicknesses &om 0.10 to 2.5 mm. With the Green pressures now being considered 
too low because of the mode of extrapolation, we see that the plate jump-off 
velocity and supracompression results are in agreement. 
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Fig. 6-1. Detonation pressure, as calculated from impedance matching, for metal plates pushed 
by Lx-14, which has a reaction zone of about 0.1 mm. Hence, the 44-GPa IX-14 point is the 
expected spike, and the 36 GPa cluster of lower points is close to the expected C-J point. The 
data show LX-14 on Ta (open squares) and IX-14 on Cu (open circles). 

I 

Relative Volume 

Fig. 6-2. -,,,ematic of detonation in the pressure-volume plane according to C-J Theory. If H1 
is the only product Hugoniot, then supracompression Rayleigh Lines UO, U1, and U2 create 
intersection points A, B, and C. C is the C-J point, and the two curves are tangent. However, 
suppose U1 creates the nonequilibrium Hugoniot HI  with the intersection point B. Then the 
next, lower pressure Rayleigh Line U2 creates the less-reacted Hugoniot H2 with the 
intersection point D. We never reach a C-J point with the tangency condition. 
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Fig. 6-3. Supracompression shock velocity vs. particle velocity data for 1.760 g/cc PETN. The 
horizontal line is the steady state cylinder detonation velocity toward which the data are 
headed. The shape suggests that aU&u, is indeed heading toward zero as expected for an 
ideal explosive. 
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Fig. 6-4. Supracompression plot for three explosives. The horizontal lines are the steady state 
cylinder detonation velocities to which the points are extrapolated. None of the three shows 
any bending toward the horizontal, a sign of nonideal behavior. The explosives, from top to 
bottom, are: PBX-9404 (open circles) and (open triangles; RX-26-AF (open squares), and 
IX-17 (filled circles). 
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0.3 0.4 0.5 0.6 0 0.1 0.2 
Time (1.1s) 

C w e  Label x-min x-max Y-min Y-max File 
A *1x14 in phm85039 f. old -0.0404 0.972 2.03 3.77 uphm85039 

B 1x-14 9577 m d m s  vs ms -0.0186 1.43 2.15 4.28 uphm85017 
C 1x-14 9578 m d m s  vs ms -0.0196 1.17 1.97 4.16 uphm85018 
E *9577alx-14 0514e08 -0.0186 1.43 2.15 4.28 uphm85041 

dv9634b, 9634 

Fig. 6-5. Overlay of four, identical l-D electric gun shots with 20-mm IX-14 on 0.51-mm copper 
plates. The flyer velocity was 4.3 mdps, and Fabry interferometry was used. The variability in 
jump-off suggests that the detonation point is actually an undefined band. The samples are 
phm85017,18,39, and 41. 
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Table 6-1. Jump-off velocities and 
indicates a fine-grained explosive; 
increasing plate thickness. 

calculated detonation pressures from 1-D plate shots. All flyers were 0.25 mm Mylar. The * 
** means the sample was probably overdriven. The samples are arranged in the order of 

Calc Thick- Plate Det 
Jump-off det ness thick- Explosive Flyer velocity 

sive no. Plate (mrdps) (GPa) (mm) (-1 WCC) (mm/us) (mdps) 
EX&- Shot velocity pressure explosive ness density velocity D 

LX-14 9632 c u  2.80 48.9 25.58 0.0254 1.83 4.3 8.79 
9643 

phm85047 
phm85001 
phm90004 
phm85011 
phm85014 
phm85011 
phm90003 
phm90001 
phm85040 
phm85035 
phm85036 
phm85003 
phm85004 
phm85017 
phm85018 
phm90002 
phm85039 
phm85041 
phm85020 
phm8502 1 
phm85013 

c u  
c u  
Ta 
Ta 
c u  
cu 
c u  
Ta 
Ta 
cu  

CU" 
cu* 
Ta 
Ta 
c u  
c u  
Ta 
c u  
c u  
Al 
Al 
c u  

2.65 45.6 
2.59 44.4 
1.66 36.9 
1.70 3&3 
2.24 37.0 
2.22 36.7 
2.13 34.8 
1.59 36.4 
1.61 36.8 
2.24 37.1 
2.24 36.9 
2.07 33.6 
1.61 36.1 
1.57 34.1 
2.29 38.1 
2.07 33.6 
1.64 36.9 
2.18 36.8 
2.30 38.2 
3.58 33.2 
3.47 32.0 
2.30 38.2 

25.58 
25.58 
5.47 
5.00 

20.18 
19.97 
20.30 
5.00 
10.92 
40.00 
40.15 
40.15 
13.22 
13.22 
20.15 
20.15 
10.00 
20.00 
20.00 
20.23 
20.23 
10.00 

0.0254 1.83 
0.0254 1.83 
0.096 1.79 
0.10 1.84 
0.12 1.83 
0.13 1.84 
0.13 1.82 
0.25 1.84 
0.25 1.82 
0.25 1.84 
0.257 1.83 
0.257 1.83 
0.264 1.69 
0.264 1.69 
0.505 1.83 
0.505 1.83 
0.5 1 1.86 
0.51 1.84 
0.51 1.84 

0.515 1.83 
0.515 1.83 
0.523 1.83 

4.3 
4.3 
4.3 
4.1 
4.3 
4.1 
4.3 
4.1 
4.1 
4.3 
4.3 
4.3 
4.3 
4.3 
4.3 
4.3 
4.1 
4.3 
4.3 
4.3 
4.3 
4.3 

8.79 
8.79 
8.66 
8.83 
8.79 
8.82 
8.77 
8.83 
8.77 
8.82 
8.79 
8.79 
8.35 
8.35 
8.80 
8.79 
8.89 
8.82 
8.82 
8.79 
8.79 
8.79 



Table 6-1, part 2 Calc Thick- Plate Det 
Jump-off det ness thick- Explosive Flyer velocity 

sive no. Plate (mm/w> (GPa) (-1 (mm) wee> ( d u d  (mm/w> 
Explo- Shot velocity pressure explosive ness density velocity D 

LX-14 phm85005 Ta 1.76 39.0 26.51 0.525 1.69 4.3 8.35 
phm85006 Ta 1.60 32.3 26.51 0.526 1.69 4.3 8.35 
phm85033 Cu* 2.19 36.0 19.95 0.526 1.83 4.3 8.79 
phm85034 Cu* 2.17 35.6 19.95 0.526 1.83 4.3 8.79 
phm85015 Cu 2.05 33.3 20.00 0.530 1.84 4.3 8.82 
phm85016 Cu 2.10 34.3 10.01 0.532 1.84 4.3 8.82 
phm85016 Cu 2.10 34.3 10.01 0.532 1.84 4.3 8.82 
phm85007 Ta 1.51 32.8 38.91 0.769 1.77 4.3 8.60 
phm85008 Ta 1.66 36.8 38.91 0.769 1.77 4.3 8.60 
phm85024 Cu 2.03 32.9 101.6 2.502 1.84 lens 8.82 
phm85025 Cu 2.27 37.7 101.6 2.520 1.84 lens 8.82 
phm85046 Cu 1.98 31.9 91.07 2.53 1.84 lens 8.82 

P phm85045 Cu 2.00 32.4 92.02 2.53 1.84 lens 8.82 
CD PBX-9404 phm86002 Ta 1.76 39.9 15.00 0.25 1.84 4.3 8.73 

phm86005 Ta 1.76 39.9 30.00 0.25 1.84 4.3 8.73 
phm86003 Ta 1.73 39.1 15.00 0.51 1.84 4.3 8.73 
phm86006 Ta 1.67 37.5 30.00 0.51 1.84 4.3 8.73 

PETN ppe87001 Ta 1.64 35.8 5.00 0.10 1.71 5.7 8.11 
ppe87002 Ta 1.34 28.2 5.00 0.10 1.72 5.7 8.13 
ppe87003 Ta 1.74 38.4 5.00 0.10 1.71 5.7 8.12 

ppe86001** Ta 1.66 36.7 20.00 0.10 1.78 4.1 8.34 
ppe86002** Ta 1.70 37.6 20.00 0.10 1.76 4.1 8.26 
ppe86008 Ta 1.64 359 20.00 0.10 1.73 4.1 8.17 
ppe87004 Ta 1.42 303 5.00 0.25 1.71 5.7 8.11 
ppe87005 Ta 1.44 30.7 5.00 0.25 1.71 5.7 8.12 
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Table 6-1, part 3 Calc Thick- Plate De€ 
Jump-o ff det ness thick- Explosive Flyer velocity 

sive no. Plate (mm/ps) (GPa) (mm) (mm) (g/cc) (mm/us) (mm/ps) 
Explo- Shot velocity pressure explosive ness density velocity D 

PETN Ppe88003 Ta 1.46 31.2 10.00 0.25 1.71 4.1 8.11 
ppe86004** Ta 1.81 40.5 20.00 0.25 1.76 4.1 8.26 
ppe86006** Ta 1.62 35.5 20.00 0.25 1.77 4.1 8.29 
ppe86007 Ta 1.32 27.8 20.00 0.25 1.73 4.1 8.17 

LX-17 1983report Al 3.87 36.4 17.00 0.243 1.83 1.9 8.79 
1983 report 
1983 report 
1983 report 
pta90004 
pta86003 
pta86008 
pta90005 
pta90001 
pta90002 
pta86005 
pta86010 
pta90003 
pta86007 
pta86012 
pta86006 
pta86011 
pta86004 
pta86009 
pta85005 
pta85003 

CU 
c u  
c u  
Ta 
Ta 
Ta 
Ta 
Ta 
Ta 
Ta 
Ta 
Ta 
Ta 
Ta 
Ta 
Ta 
Ta 
Ta 
Ta 
Ta 

1.95 
2.25 
2.38 
1.56 
1.70 
1.77 
1.57 
1.61 
1.63 
1.67 
1.66 
1.54 
1.59 
1.57 
1.65 
1.62 
1.51 
1.55 
1.62 
1.56 

31.4 
37.3 
40.0 
33.9 
37.6 
39.4 
34.2 
35.1 
35.7 
36.8 
36.5 
33.4 
34.7 
34.2 
36.3 
35.5 
32.7 
33.7 
35.5 
33.9 

14.00 
17.00 
17.00 
5.00 
20.00 
20.00 
5.00 
10.00 
15.00 
20.00 
20.00 
15.00 
20.00 
20.00 
40.00 
40.00 
20.00 
20.00 
99.10 
98.30 

0.433 
0.249 
0.103 
0.10 
0.10 
0.10 
0.25 
0.25 
0.25 
0.25 
0.25 
0.51 
0.51 
0.51 
0.51 
0.51 
0.76 
0.76 
1.52 
2.54 

1.84 
1.84 
1.84 
1.90 
1.90 
1.90 
1.90 
1.90 
1.90 
1.90 
1.90 
1.90 
1 .90 
1.90 
1.90 
1.90 
1.90 
1.90 
1 .90 
1.90 

1.1 8.82 
2.0 8.82 
1.9 8.82 
4.3 7.62 
4.3 7.62 
4.3 7.62 
4.3 7.62 
4.3 7.62 
4.3 7.62 
4.3 7.62 
4.3 7.62 
4.3 7.62 
4.3 7.62 
4.3 7.62 
4.3 7.62 
4.3 7.62 
4.3 7.62 
4.3 7.62 
lens 7.62 
lens 7.62 



Table 6-1, part 4 Calc Thick- Plate Det 
Jumpoff det ness thick- Explosive Flyer velocity 

I Explo- Shot velocity pressure explosive ness density velocity D 
sive no. Plate (mm/p) ((;Pa) (mm) (mm) (g/cc) (mm/us) (mm/p) 

pta85004 Ta 1.55 33.7 99.10 2.54 1 .!lo lens 7.62 
pta85001 c u  2.09 33.2 100.00 2.54 1.90 lens 7.62 
pta85002 c u  2.11 33.6 100.00 2.54 1.90 lens 7.62 

TNT ptn86011 c u  2.04 30.7 17.80 0.03 1.62 4.3 7.05 
ptn86012 c u  2.05 30.9 17.80 0.03 1.62 4.3 7.05 
ptn86004 c u  1.42 19.9 38.60 0.03 1.62 4.3 7.05 
ptn86013 c u  2.06 31.0 38.60 0.03 1.62 4.3 7.05 
ptn86007 c u  1.94 28.9 38.60 0.05 1.62 4.3 7.05 
ptn86008 c u  1.97 29.4 38.60 0.05 1.62 4.3 7.05 
ptn86006 c u  1.85 27.3 38.60 0.13 1.62 4.3 7.05 
ptn87001 Ta 1.01 12.0 101.60 1.52 1.63 lens 7.06 
ptn87002 Ta 1.04 20.5 101.60 1.52 1.63 lens 7.06 

Note: the LX-14 9632 and 9643 numbers are from E. Lee, et. al., 8th Det. Symposium, p. 621. They are incresead by 7% to 
match our jump-off and the published value for the third 1 mil shot, phm85047. This data must be taken as rough. 
Note: the pta90000 series is LX-17-0; the others are LX-17-1. 
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Table 6-2. Fraction of kinetic energy put into various plates at the scaled times of 0.5 and 1.0 ~ l s  for a 10 mm-thick explosive. Sorting is 
by metal, then the ratio of explosive-to-plate thickness. 

Shot 

scaled 
time re Velocity (mm/p) % energy out Ratio He 
l p a t  Atscaled Atscaled Atscaled Atscaled thickHE thick 

Plate 
thick 

Explosive no. Plate 1Omm 0 . 5 ~  l w  0.5 ps 1P /Plate Mm (nm) 
LX-14 phm85020 Al 2.0 5.71 5.98 9.4 11 39 20 508 

phm85021 Al 2.0 5.66 5.95 9.2 10 39 20 508 
phm85013 Cu 1 .o 3.04 3.42 18 24 20 10 508 
phm85016 Cu 1 .o 2.99 3.34 18 23 20 10 508 
phm85033 Cu 1.9 3 82 4.32 15 20 37 19 508 
phm85034 Cu 1.9 3.81 4.30 15 20 37 19 508 
phm85015 Cu 2.0 3.97 4.36 17 20 39 20 508 
phm85039 Cu 2.0 3.82 4.31 15 19 39 20 508 
phm85041 Cu 2.0 4.12 4.43 17 20 39 20 508 
phm85017 Cu 2.0 4.13 4.43 17 20 39 20 508 
phm85018 Cu 2.0 4.09 4.42 17 20 39 20 508 
phm85014 Cu 1.9 5.83 6.14 7.9 8.9 187 19 102 
phm90003 Ta 0.5 2.11 2.62 13 23 20 5 254 
phm90002 Ta 1 .o 2.12 2.56 16 24 20 10 508 
phm90001 Ta 1.0 3.12 16 39 10 254 
phm90004 Ta 0.5 3.69 4.08 17 22 49 5 102 
phm85001 Ta 0.5 3.66 4.11 13 18 49 5 102 

phm85003 Ta 1.3 3.38 16 51 13 254 
phm85004 Ta 1.3 3.41 17 51 13 254 

phm85007 Ta . 3.8 3.34 17 50 38 762 
phm85008 Ta 3.8 3.38 18 50 38 762 

PETN ppe87004 Ta 0.5 1.89 2.36 3.7 12 20 5 254 
ppe87005 Ta 0.5 1.92 2.36 4.2 12 20 5 254 
ppe88003 Ta 1.0 2.83 14 39 10 254 



0 
0’ 
0 
0 

m u  52 
- a  
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Table 6-3. Summary of as-measured Lucite PETN data for densities of about 1.763 g/cc. The 
times from top to bottom are for the interfaces between discs 1/2,2/3,3/4,4/5, and 5/standoff 
The explosivddisc 1 intefice is time zero by definition. 

25 mm (1 in.) length- Original data 
Dis- Mid Vel. 

tance point Time ( m d  
(p) (pm) (ns) ms) 

Exp 40934 1265 633 181 6.99 
( D W  2563 1914 371 6.83 
25 mm dia. 3830 3197 562 6.63 
x25.40 mm 5095 4463 755 6.55 
1.763 g/cc 6360 5728 951 6.45 
Exp 40933 1285 643 184 6.98 
(DlB) 2570 1928 375 6.73 
25 mm dia. 3846 3208 570 6.54 
x25.75mm 5131 4489 767 6.52 
1.758 g/cc 6393 5762 965 6.37 
Exp 40931 1285 643 187 6.87 
(D2A) 2548 1917 375 6.72 
51 mm dia. 3823 3186 567 6.64 
x25.32mm 5105 4464 762 6.57 
1.762 g/cc 6373 5739 959 6.44 
Exp 40912 1293 647 183 7.07 
(D2B) 2578 1936 373 6.76 
51 mm dia. 3843 3211 564 6.62 
x25.37mm 5121 4482 759 6.55 
1.763 g/cc 6388 5755 955 6.46 

13 mm (l/2 in.) length- Original data 
Dis- Mid Vel. 

tance point Time (mm/ 
W) Oun) (ns) ms) 

Exp40936 1303 652 183 7.12 
(DlHA) 2548 1926 376 6.45 
25mmdia 3843 3196 577 6.44 
x12.85mm 5108 4476 779 6.26 
1.763g/cc 6373 5741 984 6.17 

(DlHB) 2558 1927 378 6.51 
25mmdia. 3830 3194 575 6.46 
x12.73mm 5103 4467 777 6.30 
1.763dcc 6373 5738 985 6.11 
Exp40966 1285 643 182 7.06 
(D2H.A) 2560 1923 377 6.54 
51mmdia. 3838 3199 574 6.49 
x12.62mm 5108 4473 778 6.23 

Exp40932 1295 648 184 7.04 

1.763g/cc 6388 5748 986 6.15 
Exp40949 1280 640 181 7.07 
(DBHB) 2553 1917 373 6.63 
51mmdia. 3840 3197 572 6.47 
xl2.51mm 5123 4482 774 6.35 
1.764dcc 6411 5767 980 6.25 
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Table 6-4. Supracompressed PETN experimental data. The line in italics is the expected C-J 
point with a detonation velocity, D, of 8.265 mdps. Although AUdAuD is approaching zero, 

A 

how to extrapolate to the C-J point is not easy. 

PETN target 

Density Meas. Velocity Error pressure volume 
(mdw) Calc. Calc. 

Wee) u s  UP US (GPa) V AWAv 
1.760 8.265 
1.761 
1.761 
1.758 
1.763 
1.757 
1.757 
1.766 
1.759 

8.298 
8.384 
8.452 
8.429 
9.194 
9.859 
10.200 
11.206 

2.320 0.074 
2.518 0.032 
2.692 0.060 
2.856 0.048 
3.886 0.300 
4.629 0.049 
4.883 0.120 
5.768 0.034 

33.9 0.720 
37.2 0.700 -158 
40.0 0.681 -155 
42.4 0.661 -120 
62.8 0.577 -243 
80.2 0.530 -372 
88.0 0.521 -844 
114 0.485 -715 

Flyer plate Buffer 
( d w )  Plate 

Al 3.960 
AI 4.280 
Al 4.555 
Al 4.810 
Al 6.492 
Al 7.729 
Ta 5.998 
Ta 7.116 

Al 
Al 
Al 

PETN 
PETN 
PETN 
PETN 
PETN 
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Table 6-5. Summary of supracompressed data for three less-ideal explosives. “L” is the LLNL 
data, “K? is Kinecke and West. The Kinecke and West velocity in the next to last column is the 
buffer’s unconfined face velocity. The LLNL velocity in the same column is the flyer velocity. 

Den- all m d p  Pres- Vol- Vel. 
Explo- sity Velocity Listederror sure ume Flyer mm/ Buffer 

sive glcc Us Up us up (GPa) v plate Cls plate 
PBX- 1.844 8.85 2.353 0.04 0.01 38.4 0.734 L Al 4.164 9404 
9404 1.839 

1.841 
1.839 
1.839 
1.839 
1.841 
1.839 
1.839 
1.839 
1.839 
1.839 
1.839 
1.844 
1.839 
1.844 
1.839 
1.839 
1.839 
1.839 
1.839 
1.839 
1.839 
1.839 
1.839 
1.841 
1.839 
1.841 

9.01 2.63 0.11 43.6 
9.07 2.723 0.06 0.02 45.5 
9.07 2.77 0.12 46.2 
9.12 2.79 0.10 46.8 
9.17 2.84 0.08 47.9 
9.17 2.874 0.08 0.02 48.5 
9.31 3.08 0.14 52.7 
9.24 3.12 0.18 53.0 
9.41 3.24 0.08 56.1 
9.42 3.25 0.14 56.3 
9.43 3.37 0.21 58.4 
9.49 3.37 0.13 58.8 
9.47 3.399 0.05 0.02 59.4 
9.70 3.49 0.13 62.3 
9.59 3.591 0.10 0.04 63.5 
9.83 3.63 0.15 65.6 
9.78 3.76 0.11 67.6 
9.81 3.75 0.12 67.7 
9.89 3.86 0.07 70.2 
9.96 3.91 0.09 71.6 
9.98 3.94 0.11 72.3 
10.01 3.97 0.13 73.1 
10.19 4.32 0.12 81.0 
10.23 4.36 0.24 82.0 
10.37 4.343 0.07 0.02 82.9 
10.36 4.52 0.11 86.1 
11.03 5.130 0.06 0.03 104.2 

0.708 
0.700 
0.695 
0.694 
0.690 
0.687 
0.669 
0.662 
0.656 
0.655 
0.643 
0.645 
0.641 
0.640 
0.626 
0.631 
0.616 
0.618 
0.610 
0.607 
0.605 
0.603 
0.576 
0.574 
0.581 
0.564 
0.535 

K 
L 
K 
K 
K 
L 
K 
K 
K 
K 
K 
K 
L 
K 
L 
K 
K 
K 
K 
K 
K 
K 
K 
K 
L 
K 
L 

Mo 
Al 
Mo 
Mo 
Mo 
Al 
Mo 
Mo 
Mo 
Mo 
Mo 
Mo 
Al 
Mo 
Al 
Mo 
Mo 
Mo 
Mo 
Mo 
Mo 
Mo 
Mo 
Mo 
Al 
Mo 
Ta 

3.34 
4.779 
3.50 
3.55 
3.61 
5.032 
3.91 
3.97 
4.12 
4.13 
4.29 
4.29 
5.901 
4.45 
6.218 
4.64 
4.80 
4.79 
4.92 
4.99 
5.03 
5.07 
5.53 
5.59 
7.533 
5.78 
6.402 

Mo 
Al 
Mo 
Mo 
Mo 
Al 
Mo 
Mo 
Mo 
Mo 
Mo 
Mo 

9404 
Mo 

9404 
Mo 
Mo 
Mo 
Mo 
Mo 
Mo 
Mo 
Mo 
Mo 
Al 
Mo 

9404 
9404 1.843 11.23 5.424 0.07 0.04 112.3 0.517 L Ta 6.760 

RX-26 1.835 8.50 2.64 0.04 0.01 41.2 0.689 L Al 4.547 Al 
AF 1.837 8.62 2.73 0.08 0.03 43.2 0.683 L Al 4.710 Al 

1.832 8.72 2.93 0.02 0.01 46.8 0.664 L Al 5.028 Al 
1.836 8.82 3.17 0.04 0.15 51.3 0.641 L Al 5.416 RX26 
1.837 9.14 3.50 0.08 0.04 58.8 0.617 L Al 5.988 Al 
1.837 10.09 4.36 0.07 0.03 80.8 0.568 L Al 7.493 Al 
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Table 6-5, part 2 

Den- all m d p s  Pres- Vol- 
Explo- sity Velocity Listedemr sure ume Flyer 

sive gicc Us up US up (GPa) v plate 
Lx-17 1.906 7.70 2.222 0.04 0.02 32.6 0.711 L Al 

1.903 7.70 2.223 0.04 0.02 32.6 0.711 L Al 
1.901 8.02 2.563 0.04 0.01 39.1 0.680 L Al 
1.898 7.98 2.569 0.04 0.01 38.9 0.678 L Al 
1.905 8.00 2.587 0.02 0.01 39.4 0.677 L Al 
1.903 8.44 3.134 0.04 0.02 50.3 0.629 L Al 
1.902 8.60 3.284 0.03 0.01 53.7 0.618 L Al 

Flyer 
mm/ 
w 

3.8 13 
3.8 13 
4.400 
4.400 
4.436 
5.355 
5.612 

Buffer 
plate 
Al 

LX17 
IX17 
LX17 
LX17 
LX17 
Ai 

- 
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Chapter 7. TATB Nonideality 

1. Detonation Front Curvature 

LX-17, which is based on TATB, is the LLNL version of a nonideal 
explosive. It is not very nonideal, nothing like a composite explosive. However, 
it was the first LLNL production explosive to substantially deviate from 
classical behavior. We noted in the preceding chapter how the cylinder JWL 
detonation pressure, Pj, is significantly lower than the impedance-match plate 
push pressure, Pd, which is caused by nonideality. This result caused codision 
when the first LX-17 JWLs were made. Moreover, LX-17 has a size effect. The 
critical or failure diameter of LX-17 is listed as less than 9.4 mm for 2 0 - p  
powder and between 6.4 and 9.5 mm for 6 0 - p  material.1 Campbell and 
Engelke found no detonation at diameters below 8 mm in bare rate sticks of 
PBX-9502 (95% TATB, 5% Kel-F1.2 

LLNL velocities for IX-17 increased slightly from 7.59 to 7.63 d p s  
from the 25- to the 51-mm cylinder. The PBX-9502 sticks of 50-mm diameter 
showed a detonation velocity of 7.665 d p s ,  while a 108-mm stick gave 7.729 
d p s . 3  There is no reason to suppose that 108 mm is infinite-diameter, but our 
largest 51-mm-diameter LX-17 shots certainly are not. We would estimate an 
infinite-size detonation velocity of about 7.69 d p s  for our LX-17 at 1.905 g/cc. 

However, the m a t u r e  of its detonation front graphically gives the 
explosive a nonideal character not possessed by the other explosives so far 
considered in this report. The curvature of the detonation front is measured 
end-on in a cylinder test. A metal fixture over the end has a slit d n g  across 
a diameter. Streak camera film is pulled past the slits as the detonation front 
arrives. The fastest part of the front along the axis  of the cylinder arrives first 
at the film, and the explosive-metal interfaces arrive later. The lag of the 
detonation front may then be calculated from the streak-camera speed and the 
detonation velocity, which is the same over the entire front at steady state. 

Five cylinder experiments have been run at LLNL, and the results are 
shown in Fig. 7-1 and Table 7-1. The first three-LX-04,zX-10, and LX-17- 
did not have the end-slit on the diameter. Instead, the longest slit was 
displaced 1.0 to 2.5 mm from the diameter. The explosive-wall interface was 
difficult t o  see and the total picture of the cylinder top was distorted-which is 
why the radii listed in Table 7-1 are less than 50.8 mm. For IX-04 and LX-IO, 
other, more-off-center, slits were selected to obtain the best interface data, and 
an unknown amount of distortion affected these results. Recently, the slit was 
moved onto the diameter. The two subsequent RX-52 runs are excellent, with 
good interfaces and a complete diameter is observed. Both are TATB-based 
explosives. Rx-52-AD contains 65 wt% TATB, 31.9% FEFO and 3.1 oil, and has 
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a 1.81 g/cc density. RX-52-AE contains 65.0% TATB and 35% RX-44 lacquer. 
From Fig. 7-1, we note that the TATB/FEFO explosives show the same amount 
of curvature as the LX-17. 

Also plotted in Fig. 7-1 is LANTJ data on PBX-9502 (95 wt% TATB, 5% 
Kel-F, 1.89 g/cc) kindly given us by John Bdzil.* Three Werent diameters of 
rate sticks are included, and we see the increased curvature of the detonation 
front as the diameter decreases. The data were taken on rate sticks, not 
cylinders, so there is no lateral confinement with copper. We see that there is 
more curvature with less confinement. 

cylinder wall. Lambourn and Swift define the angle eC as the angle of 
incidence, that is, the angle between the detonation front and the normal to 
the wall.5 This angle is hard to measure, and the IX-17 data in Fig. 7-1 are not 
good enough. The RX-52 data are better, and we analyze five points near the 
edge to obtain: 

Of importance is the limiting angle of the detonation front with the 

RX-52-AD 120,130 
RX-52-AE 120, 140. 

These data are in agreement with the British observation that an angle of 
about 120 is seen for all explosives against any material.6 The LANL data in 
Fig. 7-1 at 50-, 18-, and 12-mm diameters produce limiting angles of 27,22, 
and 230. The reason for the discrepancy, a factor of 2, is not known at this 
time. 

the "corner-turning" mapping model of Lambourn and Swifk (the WBL-for 
Whitham, Bdzil, Lambourn)5 and J. B. Bdzil (the DSD-for Detonation Shock 
Dynamics).7-9 In the code, a perpendicular basis vector is assigned to each 
element of the detonation surface. Let the angle between the basis vedor and 
the direction of detonation along the cylinder axis be $. The detonation 
velocity, D, lies along the axis. The detonation velocity normal to the 
detonation front is DcosQ. The code is written so that the normal of the 
detonation velocity determines the position of the next element. Because the 
maximum curvature is next to the walls, corner-turning is allowed. The 
hydrocode can now run around corners using input from experiment, but 
without making any adjustments to the inherent EOS of the explosive. Fine 
zoning is needed if extreme curvature is to be shown accurately. 

and available as input. Some means must be found to modifj. the detonation 
velocity for Herent  sizes of cylinders. The measured steady-state detonation 
velocity, Ds, in a cylinder is usually related to the infinite volume velocity, D,, 

An outgrowth of the experimentally measured curved detonation front is 

This approach requires that the detonation front curvature be measured 

by 
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where A is a constant and R is the radius. The corner-turning models assign a 
velocity to each part of the curved front, D K ,  according to 

where K is the curvature at each point of the detonation front and a is a 
constant. The velocity, DK, is perpendicular to  the front at each point, and this 
provides a vector that causes motion away from the cylinder axis and around 
corners. 

Eqs. (2) and (31, which are input to the code. Detonation velocity is the only 
hard data that comes out of most detonation measurements so that explicitly 
including it as input seems reasonable and desirable. The program burn, which 
also uses explicit velocities, is the only initiation sequence used in a production 
code at LLNL. Neither the beta burn nor Ignition & Growth require a 
detonation velocity-nor can it be seen in their outputs, short of measuring the 
difference between two graphs at different times. The presence of an explicit 
detonation velocity appears to  be a necessary component in selling a 
production code. 

1-D supracompression data in the previous chapter. For the size effect in 
cylinders, Ds e D-. He notes that Hull looked at colliding shock waves.10 
Instead of finding a straight Mach stem between them, he found a concave 
shock front that agrees with Eq. (3), but here K is negative and Ds > D,. Thus, 
for the same explosive, Eq. (3) holds with Us passing continuously through the 
C-J (actually, the adiabat point). In order to have aUd auP equal zero, up would 
have to go through an infinite jump. Thus, aU,! auP is unequal to zero along 
this path. However, A. Nichols believes that the size effect in the cylinder is a 
different effect than initiation and that the colliding shock waves create states 
on a different Hugoniot. 

The corner-turning models all require actual data in order to derive 

Harold Zimmerman has compared the curvature phenomenon with the 

2. Summary  of Measured Pressures and Theory 

The detonation pressures measured in this report often represent 
different things. To go further requires consideration of the basic theories. The 
old C-J Theory starts with detonation at the CJ point and an adiabat 
expanding to larger volumes. The JWL is made to fit this theory, although 
there is no reason why the JWL detonation point has to  be the C-J point. In 
any case, the use of the JWL with program burn in hydrocodes predisposes its 
users to the C-J model. 
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The newer ZND Theory (for Zeldovich, von Neumann, and Doring) starts 
with the solid explosive being compressed to the von Neumann spike. As the 
explosive burns, it drops down the Rayleigh Line to the C-J point and then 
moves down the adiabat. Time is introduced directly to slow the burning and 
spread out the reaction zone. The only ZND input to hydrocodes is Ignition & 
Growth (I&G or "Reactive Flow"). It has been used mainly on LX-17, usually to 
model initiation experiments. Craig Tarver has been the keeper of the model 
and the theory behind it for the last decade. 

We first consider the C-J Theory. Fig. 7-2 schematically shows the P-v 
plane. The Rayleigh Line is AI, with the initial explosive at v = 1 at point I. In 
the conventional C-J detonation theory for an ideal explosive, the explosive is 
compressed up the Rayleigh Line to the C-J point at B. The gaseous products 
then expand down the adiabat BDF. At point D, where vs - 0.91 for Lx-17, the 
energy of compression has been used to compress the next section of explosive, 
and the energy of detonation, Ed, changes sign. The energy of detonation used 
to compress the next section of explosive is the area in the triangle, BDH. At 
larger volumes, the energy of detonation available externally (which totals E,) 
is the area inside FDHI, where F and I extend on to  the right. 

Next, we turn to the ZND Theory. In Fig. 7-2, the LX-17 is driven up the 
Rayleigh Line to the von Neumann spike at point A. Here, the energy of 
compression from the preceding slice of explosive compresses the slightly- 
burned but mostly solid LX-17 t o  about 43 GPa and 1800 K. The explosive 
continues to burn and f d s  down the Rayleigh Line to the I&G C-J point, A, at 
26 to 27 GPa and perhaps 2500 K. At this point, the burn fraction, F, is 1. The 
products then expand down the adiabat ACE. The energy of compression in 
triangle ACG has been passed to the next zone of explosive by point C, which is 
at about VA - 0.93 for LX-17. The energy of detonation available externally, Eo, 
lies in ECGI. 

moves down the Rayleigh Line from the spike to the C-J point. The energy of 
compression is simply released to be passed to the next section of explosive. 
The C-J point in ZND Theory and I&G lies at a lower pressure than it does in 
pure C-J theory. The volume at which Ed = 0 is larger in I&G, Le., VA > vg. The 
external energy of detonation, E,, is the same in both. Thus, the adiabats must 
cross one another. 

We now try to summarize the two approaches using the data of the 
preceding two chapters. For a near-ideal explosive hitting a metal of thickness 
equal to the explosive's reaction zone, we may list these pressures: 

In ZND Theory, no energy of detonation is obtained as the explosive 



The spike pressure, %, is the highest, but the spike will not be seen in the 
jump-off of the metal plate. The pressure found from impedance-matching the 
plate shot, Pp, and the cylinder JWL, Pj, are essentially equal. In C-J Theory, 
one would equate these with the C-J pressure, Pcj. However, thermochemical 
codes give'lower pressures so that the nonequilibrium adiabat pressure, Pa, is 
the inherent explosive property. We recall that the adiabat pressure is the 
point at which an infinite-size, steady-state (but not equilibrated) explosive 
leaves the Rayleigh Line and moves onto the principal Adiabat. In I&G, the 
C-J point, a true thermodynamic equilibrium point, is probably never reached. 

We next summarize the various detonation pressures obtained for five 
explosives in this report. We have these results, where the plus/minus values 
are precision: 

1-D Plate. Pe- Cvlinder 
Jump- Supra- Jump- %point Haselman TIGER 

O f f  com- O f f  JWL compres-. BKWR 
velocity press vel., Pp Fit, Pj sion, Pp pcj 

IX- 14 3522 3 7 + 3  3 8 + 2  36 35 
PBX-9404 3 9 2 2  3 8 2 2  3 4 f 5  3 8 2 2  37t039 36 

PETN 3 2 2 4  31+2  31*+3 3 2 + 2  31 
RX-26-AF' 3 4 2 2  3 6 + 2  3 4 2 2  32.5 32 
IX-17 34 3 2 2 2  3 2 f 4  2 6 f l  30 27 

(5) 

The detonation pressures for the plate are those taken at the end of the 
reaction zone and represent the closest approach to C-J. The asterisk reminds 
us that PE'I'N is set to 31 GPa for the cylinder jump-off, and the others are 
calculated from it. 

For the first three explosives in Eq. (5), based on nearly ideal HMX and 
PETN, we see that the detonation and JWL pressures are in agreement. These 
would be called C-J pressures in C-J Theory, but the thermochemical codes 
always say that true equilibrium is 1 to  3 GPa lower. Our agreement breaks 
down for IX-17, where the jump-off and supracompression pressures are much 
higher than the JWL and calculated CJ pressures. We also recall that 26 GPa 
was consistent with a detonation pressure in the cylinder as obtained by 
comparing the percent of kinetic energy put into wall motion. We also note 
that the 34 and 26 GPa values found for Ix-17 fit Tamer's values assigned to 
the spike and adiabat pressures, respectively, in the I&G model. 

We now consider the data on the spike obtained from plates. The classic 
effect of plate thickness for LX-14 was seen in the previous chapter. The 
detonation pressures are determined by the impedance-match equation. There, 
thin plates showed a 44-GPa spike pressure, whereas at the 0.1-mm zone 
boundary, the pressure was about 36 GPa,'in agreement with the other data. 
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The corresponding data for LX-17 are shown in Fig. 7-3 for copper and 
tantalum plates. The spike pressure is about 38 to 39 GPa and the near-C-J 
pressure at the zone boundary of 2 mm is 34 GPa. These numbers are higher 
than those obtained by I&G and by the efficiency and JWL fit in the cylinder. 
It appears that the impedance-matching pressure equation does not work for 
LX-17. 

Hugoniot measurements on unreacted LX-17 have been made to 16 GPa, 
over halfbay to the detonation point.11 Tarver estimates from I&G that only a 
few percent have reacted at the spike. Hence, the initial shock delivered to a 
metal plate is by mostly solid LX-17 moving at 7.63 mm. The shock wave 
delivered to a metal wall is a thin-pulse spike. 

chapter. It is 
We return to the impedance-match equation derived in the previous 

where Pm is the pressure in the metal, Pp the pressure in the explosive, up the 
instantaneous particle velocity in the explosive, and um the particle velocity on 
the confined face of the metal. The LX-17 has not turned into gaseous 
products, so the Acoustic Approximation is librally true. All of Eq. (6) seems 
fine; the problem apparently arises with the relation 

where ufs is the free surface particle velocity and G = l/ 2 for a wide pressure 
pulse. We suggest that, for a projectile of solid LX-17, the pressure pulse is so 
thin the rarefaction wave degrades the velocity of the shock wave in the metal. 
Then, a smaller number is doubled at the unconfined face, and G > l/ 2. The 
result would be to lower the detonation pressure calculated by the impedance- 
match equation. 

3. The Ignition and Growth Model 

We shall now briefly describe the I&G model created by Cochran and 
Chan.12 It uses three sets of equations: a solid explosive EOS, a reaction 
products EOS, and a set of burn rate commands. A. Nichols notes that the 
JWLs are the EOSs, and the rate equations are hydrocode pulse-shaping 
commands-no different from program or beta-burn. However, the kinetic 
behavior is so deeply imbedded in the model that the entire package soon 
becomes considered an EOS. 

adiabat is 
We recall that the EOS usually used is the JWL, in which the pressure 

7-6 



In the I&G model, the EOS is called the Gruneison form of the JWL, and 
it is 

where the terminology used in the new DYNA2D manual will be used 
throughout.13 Eq. (8) is not the same as Eq. (9). The third term in this EOS is 
simply replaced by a different kind of hct ion.  Because of this, any fitting 
routine will likely produce a different set of Ri in place of A and B. 

explosive (reactant) EOS, 
All other codes have only the product EOS, but I&G has two: the 

and the product EOS, 

The EOSs are identical in structure. However, the explosive EOS is a 
Hugoniot, and the product EQS is an adiabat used as a Hugoniot above the 
adiabat point. The intent is to blend them while the explosive burns between 
the spike and adiabat points. 

The constant R3 may be written 

where c, is a constant with the appearance of a heat capacity at constant 
volume. 

perhaps 0.03 to 0.06 and ends fidly burned at 1. The burning rate is 

. 

The fraction of explosive reacted in each element is F, which starts at 

where the burning process moves through terms 1,2, and 3 in order. 
The initiation term is 

7-7 



where ve is the relative volume of the solid explosive and Fq, F,, C,.~t, and q 
are constants. This term is needed to s tar t  an explosive burn with a low-level 
trigger such that initiation may fail or take some time to get started. It 
probably is not needed in detonation caused by a detonator, but it can be used 
to turn on &e detonation faster than can be done with a program burn. 

The G1 growth term in DYNAZD is the only such term when t w o  terms 
(the other being initiation) are used. When three terms are used, it is the fast- 
growth kinetics term. This term is 

where GI, SI, and a1 are constants. One might expect the rate to go only as a 
function of (1 - F). C. Tamer says that the (1 - F)F form is included to bring 
the rate in the code gently to zero as F --> 1. 
It is the G1 growth term, with its pressure dependence, that creates the curved 
detonation front in a cylinder. The rarefaction wave at the cylinder wall lowers 
the pressure in the adjacent explosive. This turns down the reaction rate 
during initiation so that the explosive at the walls burns more slowly. For a 
slow initiation, the calculated curvature is very large and obvious. As it 
approaches steady state, the detonation front tries to straighten out. At steady 
state, the curvature is much more gentle. 

The Gz growth term represents slow kinetics when three terms are 
used. It is not included for the two-term model. It is 

where Gz, s2, and a2 are constants. Because this term is always dropped in the 
two-term model, confbsion with the G1 coefficients can easily result. 
Originally, the second growth term was added as a fast-growth term to 
describe thin-pulse initiation. Therefore, the G1 term is slow for the two-term 
description of LX-17, but the G2 term is slow for the three-term model. This is 
locked in by the limits set on F for the various terms. Looking across a table of 
I&G constants does not allow easy comparison. 

By the time the second growth term is done, F = 1 and the adiabat point 
is reached for an W t e  diameter explosive. For a smaller charge, the adiabat 
point is never reached, and the adiabat starts from a sonic point. The adiabat 
point is not equated with the C-J point because we cannot be sure that this 
point really is at thermodynamic equilibrium. 

Table 7-2 lists the I&G constants found for all explosives run with I&G 
at LLNL.1426 For convenience, we list some of the compositions in wt % and 
with names. Comp B is RDX 63, "I' 36, and wax 1. H-6 is RDX 45, TNT 30, 
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AI 20, wax 5, and CaCl2 0.5. LX-10 is HMX 90 and Viton A 5. Propellant B is 
AP 88 and HMX 12. RX-03-BB is the experimental ancestor of LX-17. RX-25- 
BF is HMX 38.4, AP 35.5,ZrH2 22.1, and estane 4.0. RX-35-BH has the same 
components, but with values of 19.3,47.1,29.8, and 3.8. RX-26-AF is 
TATB 46.6, HMX 49.3, and estane 4.1. RX-HD, an ANFO explosive, is 78.65, 
water 9.45, calcium nitrate 5.52, &el 6.38, and plastic microballoons 0.08. 

aluminum, and names with 18-pm aluminum. For PETN/Al, they are 95/5 

RX-40-AH. For TNlYAL, we have 95/5 RX-40-CIy RX-40-CF and 90/10 

For the PETN/AI and TNT/Al explosives, we list wt%, names with 5-pm 

RX-40-AIy RX-40-AF, 90/10 RX-40-AJy RX-40-AG 80120 RX-40-AK, and 

RX-40-CJ a d  RX-40-CG. 
Most I&G runs are for initiation, but a few are for the overdriven or  

supracompressed explosive; LX-17 has a set for both. In the ignition model, 
where the detonation pressure starts below 26 GPa, the three terms, in order, 
describe (1) hot-spot creation, (2) hot-spot spreading, and (3) hot-spot 
coalescing. The supracompression model, for detonation pressures greater than 
26 GPa, has the three terms refer to  (1) ignition, (2) the main explosive 
reaction to product gases, and (3) precipitation of carbon. For the third term, 
Tamer has set the exponent equal to  1, so we have 

which looks more like traditional kinetics with a pressure to the first power. 
One possibility is that carbon condensation occurs after the sonic point. 

Ifit does, I&G cannot properly describe it. Tamer, however, notes the work of 
Kolomiichuk and Mal'kov on ultradispersed diamond as seen by x-ray 
diffraction in the final debris of PETN, TNT, and other explosives.27 These 
authors varied the diameter of their charges by a factor of 10 and the mass by 
a factor of 40 but saw no appreciable change in the size of the diamond 
distributions. Because only the reaction zone width is invariant to sample size, 
the authors concluded that all diamond condensation occurs in the reaction 
zone, i.e., before the adiabat point. 

according to these rules: 
W e  return to the listing of the I&G constants. These constants are used 

8F/aFI2-> 0 whenF2 Fma,gr, 
I 

1 

Fma,ig and Fmh,gr set the upper limits of the terms. In the 1985 version, both 
terms 1 and 2 can run to F = 0.5, but Tamer says that the first term rarely 
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turns on more than about 0.03. In the 1989 version, the first term is limited to 
0.0232 while the second term runs on to 0.85. The third term takes over from 
the second and may or may not run all the way to 1.00. 

The I&G model can also model slow-reacting aluminized explosives. The 
fast-growth term now becomes the total descriptor for the base explosive, and 
the slow-growth term describes the reaction of its products with the aluminum. 
In DYNA2D, two EOSs are now used, although C. Tamer has used up to five in 
the past. A. Nichols has recently introduced a three-EOS model into CALEL It 
has two temperature-dependent product JWLs-one for the main explosive 
and the other for the aluminized products. The first EOS is used with the fast- 
growth term and the second EOS with the slow-growth term. The fast- 
explosive EOS was created from CHEQ and represents the C, H, N, and 0 
gaseous products of the explosive itself. The slow aluminized EOS was created 
from TIGER BKWR, which is, at present, the only code that includes gaseous 
aluminum compounds. This EOS has the solid product Al2O3, plus what is left 
from the reaction with the second EOS gases. A three-term EOS can also be 
considered for the carbon coagulation problem. The second EOS would be 
identical t o  the C, H, N, 0 gas EOS above, and the third EOS contains solid 
carbon plus gas. 

The idea of simplifying I&G to freshen it up has recently become 
popular. M. Murphy et al. have taken out the fast-growth term and returned to 
the original two-term formulation, which is useful for certain problems.19 They 
also realized that a major drawback was the lack of physical reality in the 
constants, which they tried to relate to measurable quantities. They related 
the exponent n in the slow growth term to the slope of the run distance-to- 
detonation (Pop) plots. This slope, W A l n P ,  is about 3.5 d G P a  for LX-17 
and about 1.5 d G P a  for PBX-9404 and Comp B. They suggested that these 
numbers be related to the exponents 3 and 2, respectively, in the I&G model. 

Murphy et al. estimated the amplitude of the slow-growth term, G2 (in 
ps-1) for Weapons Grade Comp B as 

6 - MOO/ Df for 4.4 c Dfc 7.2 mm , 

where Dfis the failure diameter. For Comp B, one expects the slow growth 
term to represent carbon coagulation, so this effect presumably is the key to 
nonideality in this case. 

I&G model. The current model assumes that the reactant and the products are 
at the same temperature. This, in turn, requires small zoning in order to 
imagine a real volume where this might be so. In fact, it is doubtfuz that 
temperature equilibrium exists even in a smal l  volume. Zimmerman wants to 
go to larger zones, in which reactant and products will be tracked separately in 
each element for volume, pressure, and artificial viscosity, Q. This approach 

Harold Zimmerman has suggested some additions for the next-stage 
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leads to separate temperatures. His hope is that all the parameters can be 
kept track of “subzonally,” thereby allowing the use of larger zones. Again, the 
reactant and products will be described by the temperature-dependent JWLs, 
and the C-term will be temperature-dependent. 

4. Inner Workings of I&G 

The only detailed discussion of the I&G model has been given by 
Cochran and Chan.12 They describe two versions of the model with significant 
differences when only part of the explosive is burned. The first and more 
physical model is used in DYNA2D. Here, there is pressure equilibration 
between the reactant and products. The equations are 

Many of the code iterations involve a variable b, which is called a real volume 
fraction occupied by the specific material.u The volume relations are: 

vp = (1 - g>v/F. 

This method required considerable reiteration to get the pressures and 
was considered too slow. A second and less physical method was devised and 
used in KOVEC and HEMP. The pressures and energies were split into 
mechanical (fixnction of volume only) and thermal parts (volume and 
temperature). This is the form of the temperature-dependent JWLs listed 
above, where the R1 and R2 terms are mechanical and the R3 term is thermal. 
The mechanical pressure, Pm, and the energy, Em, are related by 

3Em I i3v = -Pm. 

The pressure then becomes 

P(v, T, F) = (1 - F)Pe(V, T) + FPr(v, T). 

7-11 

- 



We are now using the concept of partial pressures with no need to  keep track 
of separate volumes; also, 

E = (1 - F)E,(v, T) + FE,(v, T) - constant. 

In both models, there is no apparent requirement of temperature 
equilibrium between the two parts. A total thermal energy, Et, is calculated 
and an overall temperature computed using 

where Q is the artificial viscosity. D. Sharp has noted that one of the f!unctions 
of Q is to add entropy to a model that doesn't otherwise have it. Eq. (31) shows 
how the entropy of the shock translates into additional temperature. 

5. Results from the I&G Model 

Fig. 7-4 shows the curvature of the steady-state detonation front in 
LX-17 using the two-term I&G model in DYNA2D. The cylinder was 12 cm long 
and 50 mm in diameter with 13,920 zones--12,000 of them in the explosive. 
The explosive was 50 elements wide (0.16 d z o n e )  compared to 12 in the 
standard cylinder model. A merged explosive-wall configuration was used. A 
programmed burn was used to start the burn before it switched to I&G. This is 
a coarse-zoned run, but it took about 5 times as long as a programmed burn of 
the same zoning. Cycle times were 25 to 30 ps as compared with 5 to 6 with a 
programmed burn, and zone-tangling was pronounced. 

The curvature in Fig. 7-4 agrees with the data in Fig. 7-1, although it 
does not appear to  do so because Fig. 7-1 magnifies the lag in the detonation 
front, whereas Fig. 7-4 has the same magnification throughout. We see that 
the curvature is really not very great for IX-17. The calculated maximum 
pressure in the center of the cylinder is 30 GPa, which drops to 24 GPa at the 
wall. 

We may compare the 0.16- x 0.16-mm/explosive zone sizing in the I&G 
model with the 0.05- x l - d z o n e  size used by John  Walton in HEMP to 
describe the standard PETN JWL in Chapter 3. The I&G zoning is a factor of 
four greater in number of zones. Moreover, the HEMP zoning used to get the 
oscillations right in the metal far exceeds anything used in the I&G model. 

IX-17 was modeled in HEMP using the 1985 three-term model by Aldis, 
Quirk, and Breithaupt.28 They report good agreement for LX-17 in copper 
cylinders but some deviation in the single tantalum shot. L. Haselman's view 
of the HEMP runs was that the energy was low even with I&G. Tamer states 
that the constant R3p term is the reason for this. An average heat capacity of 
the detonation products is used to cover 2000 K, and any changes in the 
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experimental details can affect this term by 5%. The constant R3p was 
developed from copper cylinders and should be changed for tantalum. We note 
that the 1985 JWL was based on the cylinder JWL, which was also low in 
energy. Finally, we have noted above that the I&G models are different in 
HEMP and DYNA, so that Tamer and Aldis could have gotten different results 
with the same EOS. 

6. Estimating the Reactant and Product JWLs 

We next consider the estimating of temperature-dependent JWLs. For 
the unreacted explosive, Tamer oRen uses the rule of thumb 

At v = 1 and zero pressure, another constraint appears as 

where To is 298 K. The constant c, = R3e / o is not a real heat capacity taken 
from the thermodynamic literature but is a constant of the fit. 

connect this with the temperature-dependent JWL is to  define the temperature 
function 

The derivation of the product EOS is more critical. The simplest way to 

T(v) = M/vn, (34) 

which we substitute into the temperature-dependent JWL. At the detonation 
point of the JWL, we have 

These are the same equations as those of the regular JWL, where 

C <-> R3pM, 

and 
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This equality is the result of the temperature fit and not the result of 
mathematical equality. As an example, for 1.763 g/cc PETN we obtain for the 
detonation point and volumes of 1.87,2.2,4.1, and 6.5 the calculated tempera- 
tures of 3338,1798,1630,1181, and 968 K, respectively. This can be fit to 

so that M = 2684 and n = 0.573. The latter is accidentally close to the 0.57 for o 
in the regular JWL. Leaving n as 0.57, we have 

&p = C /M = 0.0372735 / 2684 = 1.389 e-5. (41) 

This allows the quick creation of the temperature-dependent JWL, here with 
identical A and B terms. If n had been different, A and B would have changed 
somewhat. It is important to remember that the temperature calibration is 
unknown and uncertain both in TIGER and in the hydrocode where the JWL 
will be used. Hence, the use of the new JWL wi l l  be empirically judged by the 
hydrocode results for that problem. 

7. Changes for a Future Production Model 

The present I&G model depends on the symmetry of its JWLs and 
cannot easily be changed. Also, there will always be a need for a full-scale 
scientific version of I&G. However, there is a real and immediate need for a 
faster, less complicated production version of I&G. The following ideas might 
be considered. 

Use of the partial pressure mixing rule for computational speed. 

Explicit use of the detonation velocity, with linking to the corner-turning 
models. The detonation velocity, as a function of distance from the initiator, 
would be used as an advanced kind of programmed burn. 

Use of a nontemperature-dependent product EOS, with the regular JWL 
being the most obvious. 

Use of a Us-up EOS for the unreacted explosive. 
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We may further consider the unreacted EOS. One drawback of the JWL 
form, as M. Murphy et al. have noted,= is that real data don't come in this 
format. They come as the constants Co and Si in the equation 

us =co 4- S l U p  

From mass conservation comes, 

up =U,(l-v), 

and from mass and momentum conservation 

P = pousup. 

(43) 

We substitute Eq. (42) into Eq. (43), eliminate up, and solve for Us to get 

C O  
us = Sl(V - l ) + l .  

(45) 

We substitute Eqs. (429, (43), and (45) into Eq. (44) to obtain the Us-up EOS 

1 - v  
pe = Poc', 

tS&v - 1) + 112 
- 

This is the Hugoniot of the unreacted explosive. 

defined by 
Eq. (46) runs upward in pressure until it intersects the Rayleigh Line, 

P = poD2(1- v). (47) 

We eliminate pressure between Eqs. (45) and (47) to obtain the spike volume 

Vk = qg - 1) + 1. 
S1 

The spike pressure is then calculated from Eq. (47). 

pk = p o w 1  -m). (49) 
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The two EOSs may be compared for Ix-17. We calculate below the Spike 
pressure and the v = 1 pressure using both the temperature-dependent JWL 
but also the older regular JWL. A temperature of 1800 K at the Spike point 
was obtained from C. Tarver and used in the calculation. For Lx-17, Co = 
2.74 d p s  and SI= 2.6 d p s . 2 9  We get these results: 

Pressure 
Volume (GPa) 

RegularJWL 0.676 35.5 
1.00 

1.00 

1.00 

T-dependent JWL 0.695 

us-up 0.701 

2.3 
33.5 
0.7 
33.2 
0.0 

We see that neither JWL is near zero pressure for v = 1. However, the form of 
the Us-up EOS forces it to be zero for the initial state of the explosive. It is, in 
effect, a specialized EOS that runs from v = 1 to compressed states. 

Mike Murphy has suggested that the Us-up EOS be used in the codes so 
that more convenient input can be used.23 This EOS usually appears with the 
substitution 

1. p = - - l = - -  1 
P O  V 

Then, Eq. (51) becomes 

Another form is derived from the Gruneison EOS form of 

where yo is a constant (the Gruneison gamma, equal to vaP/aE) and Ee is the 
total energy. Eq. (52) is substituted into Eq. (531, which is solved for flv). This 
is put back into Eq. (53) to obtain 
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This is the’energy form, and it is comparable to the pressure-energy form of 
the JWL in Chapter 2, Eq. (15). It is not comparable to the temperature- 
dependent JWL, in which c,T is a thermal energy, not a total energy. A 
disadvantage of Eq. (54) is that another constant needs to be known. 

Eqs. (51) and (52) constitute the simplest unreacted explosive EOS given 
that only Co and Si are available. A major problem is that the Us-up data may 
not be very good. Sometimes the fit is so bad that Co is just a constant and does 
not equal the speed of sound. At  the moment, finding decent two-constant data 
appears more difficult than adding a third constant, Sz. Also, measured 
unreacted data and even a measured detonation velocity may not be available. 
In this case, one can calculate the C-J pressure and volume and the detonation 
velocity from TIGER. Then, add 2 GPa to the C-J pressure to approximate the 
adiabat pressure and calculate the detonation volume on the Rayleigh Line. 
Then, as a rough summary suggested by C. Tamer, use the relation 

h / P j  1.25. (55) 

The volume ratio, / Vj will be about 0.94. 
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Fig. 7-1. Detonation front curvature as measured end-on in cylinder shots. The X-axis is the 
fractional radius-equal to 0 at  the cylinder center and 1 at  the edge. The Y-axis is the lag of 
the detonation front relative to the radius. The Y-axis is expanded and greatly magnifies the 
curvature effect. The HMX explosives show no curvature except near the wall, but the TATB 
explosives are all curved across their radii. A set of three unconfined LANL TATB shots shows 
increasing curvature with decreasing actual cylinder diameter. 

7-21 



I 

Ti! 

J? 

essure 

I 
1 
I 

Relative Volume 

Fig. 7-2, Schematic of the pressure-relative plane for the EOS models. The Rayleigh Line is 
A'I, with the initial v = 1 solid explosive point at 1. For an ideal explosive in C-J theory, the C-J 
point is B, the energy of compression is the area of the triangle BDH, and the energy of 
detonation, Eo, is the area FDHI. For the nonideal explosive in the I&G model and ZND 
theory, the spike point is A' and the C-J point A. The energy of compression is ACG, and the 
energy of detonation, Eo, is ECGI. The pure-CJ adiabat, BDF, crosses the I&G adiabat, ACE. 
The two energies, Eo, are the same. Points E and F are supposed to be far out at 1 atmosphere. 

Fig. 7-3. Detonation pressure, as calculated from impedance matching, for metal plates pushed 
by LX-17, which has a reaction zone of about 2 mm. The line is Tarver's I&G view of Ix-17, 
which is generally supported by the Cylinder Test. The discrepancy in the data is considered 
from the point of view of the failure of the impedance-matching equation. The data are LX-17 
on Ta (solid squares) and Cu (solid circles). 
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Pressure 

a = 0.0500 
b = 0.0773 
c = 0.105 

d = 0.132 
e = 0.159 
f = 0.186 

g = 0.214 
h = 0.241 
i = 0.268 

j = 0.295 
k = 0.323 
1 = 0.350 

Fig. 7-4. Detonation front for LX-17 as calculated in DYNAZD using the two-term parameters 
of Table 3. The curvature corresponds to that shown in Fig. 7-1, although the unmagnified 
scale shown here shows that the curvature is not great. The maximum pressure is 30 GPa in 
the center of the cylinder and 24 GPa at the wall. 
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Table 7-1. Detonation fiont data for three TATB-based explosives and two =-based 
explosives. The RX-52 data are by far the best. All cylinders are 51 mm in diameter. The 
length listed below is that of the measurement slit, unfortunately off-center from the diameter 
in three cases. The headings are: A ratio of radius (edge = 1); B detonation front lag (mm); and 
C ratio detonation lag to radius. 

Cy1 #584, Rx-52-AD 
50.8 mm diameter 
A B C 

-1.00 1.72 0.068 
-0.97 1.57 0.062 
-0.95 1.43 0.056 
-0.91 1.28 0.051 
-0.87 1.14 0.045 
-0.82 0.99 0.039 
-0.77 0.85 0.034 
-0.70 0.70 0.028 
-0.64 0.58 0.023 
-0.56 0.46 0.018 
-0.44 0.32 0.012 
-0.31 0.18 0.007 
-0.18 0.09 0.004 
-0.05 0.04 0.002 
0.09 0.01 0.000 
0.20 0.06 0.002 
0.34 0.14 0.005 
0.46 0.25 0.010 
0.58 0.39 0.016 
0.67 0.56 0.022 
0.74 0.70 0.028 
0.81 0.88 0.034 
0.86 1.02 0.040 
0.88 1.08 0.043 
0.92 1.24 0.049 
0.96 1.41 0.056 
0.98 1.52 0.060 
1.00 1.66 0.065 

CyM585, Rx-52-AE 
50.8 mm diameter 
A B C 

-0.99 1.71 0.067 
-0.97 1.55 0.061 
-0.94 1.37 0.054 
-0.91 1.23 0.048 
-0.89 1.13 0.044 
-0.85 0.98 0.038 
-0.80 0.86 0.034 
-0.76 0.74 0.029 
-0.68 0.59 0.023 
-0.59 0.43 0.017 
-0.51 0.29 0.012 
-0.37 0.16 0.006 
-0.24 0.06 0.002 
-0.08 0.00 0.000 
0.11 0.02 0.001 
0.22 0.07 0.003 
0.33 0.16 0.006 
0.47 0.29 0.012 
0.57 0.43 0.017 
0.65 0.56 0.022 
0.72 0.71 0.028 
0.79 0.85 0.034 
0.83 0.96 0.038 
0.86 1.11 0.044 
0.91 1.28 0.050 
0.93 1.42 0.056 
0.96 1.58 0.062 
0.98 1.66 0.065 
0.99 1.74 0.069 

Cy1 #556, IX-17 

A B C 
-1.00 1.78 0.070 
-0.98 1.69 0.067 
-0.96 1.60 0.063 
-0.93 1.46 0.057 
-0.90 1.33 0.052 
-0.86 1.17 0.046 
-0.81 1.03 0.040 
-0.76 0.88 0.035 
-0.70 0.74 0.029 
-0.62 0.57 0.022 
-0.55 0.43 0.017 
-0.45 0.30 0.012 
-0.34 0.17 0.007 
-0.22 0.07 0.003 
-0.02 0.00 0.000 
0.13 0.01 0.000 
0.31 0.10 0.004 
0.46 0.25 0.010 
0.58 0.41 0.016 
0.64 0.53 0.021 
0.71 0.66 0.026 
0.77 0.79 0.031 
0.82 0.95 0.037 
0.86 1.07 0.042 
0.90 1.19 0.047 
0.93 1.34 0.053 
0.97 1.50 0.059 
0.99 1.58 0.062 
1.00 1.65 0.065 

46.7 mm diameter 
cy1 #557, Lx-04 

A B c 
-1.00 0.30 0.012 
-0.98 0.24 0.010 
-0.95 0.19 0.007 
-0.89 0.13 0.005 
-0.82 0.06 0.003 
-0.76 0.04 0.001 
-0.24 -0.01 o.Oo0 
-0.02 -0.01 o.Oo0 
0.25 -0.01 0.000 
0.78 0.01 0.000 
0.84 0.03 0.001 
0.87 0.05 0.002 
0.91 0.09 0.003 
0.94 0.12 0.005 
0.97 0.18 0.007 
0.99 0.23 0.009 
1.00 0.26 0.010 

Cylinder #558, LX-10 
76.8 mm diameter 
A B C 

-1.00 0.03 0.001 
-0.77 0.01 O.Oo0 
-0.51 0.08 0.002 
-0.22 0.13 0.005 

46.2 mm diameter 

0.09 0.14 0.005 
0.33 0.10 0.005 
0.55 0.04 0.003 

1-00 0.06 0.000 
0.74 -0.01 0.002 
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Table 7-2. List of all LLNL-derived I&G parameters used in DYN2D. A blank space means 
zero. A list of compositions is given in the text. For the PETN- and TNT-aluminized explosives, 
two values of a are given. The first is for 5-pm aluminum and the second for 18-pm 
aluminum. All units are in mars except for detonation velocity, which is in mdp. 

Unreactec 
explosive 
JWL 

Reacted 
products 
JWL 

Initiation 
term 

Fast 
growth 
tern 

Slow 

term 
growth 

Limits 

Ref. 

Tarver's 
terms 

COMPB H-6 1C;g-lO 
COMPB COMPB Three- Three- Three- 
(LANL) (Military) term tern tern 

initiation initiation initiation initiation initiation 
1.712 1.630 1.712 1.76 1.865 
778.1 1479 778.1 152.7 9522 

-0.05031 -0.05261 -0.05031 -0.05175 -0.05944 
2.223-05 2.273-05 2.223-05 2.883-05 2.473-05 

11.3 12 11.3 9.5 14.1 
1.13 1.2 1.13 0.95 1.41 

0.8938 0.912 0.8938 0.976 0.8867 

298 298 298 298 298 
0.334 0.268 0.334 
7.98 7.70 7.98 7.47 
5.242 5.5748 5.242 7.5807 8.807 

0.07678 0.0783 0.07678 0.08513 0.1836 

4.2 4.5 4.2 4.9 4.62 
1.1 1.2 1.1 1.0 1.32 
0.34 0.34 0.34 0.20 0.38 

0.085 0.081 0.085 0.103 0.104 
0.295 0.250 0.295 0.240 

0.222 0.222 0.667 0.667 0.667 
0.01 0.01 

4 4 7 7 20 
414 5 14 85 6 120 

0.222 0.222 0.222 0.667 0.667 
0.667 0.667 0.667 0.667 0.333 

2 2 2 1 2 

2.4873-05 2.4873-05 2.4873-05 2.9513-05 2.7813-05 

3.43-06 3.43-06 3-43-06 2.OE-06 3.83-06 

1.03-05 1.03-05 1.OE-05 1.OE-05 1.OE-05 

44 44 4.OE+06 4.0E+08 7.43E+ll 

660 5500 400 
0.333 0.333 0.333 

1 1 1 
3 3 2 

0.3 0.3 0.022 0.02 0.3 
1 1 0.6 0.5 0.5 
1 1 0.5 

23 23 26 26 25 
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Table 7-2, part 2 

n 
Fxig 
Fxgr 
Fngr 
Ref. 

LX- 17 IX-17 IX-17 LX-17 IX-17 LX-17 mX-9404 
Two-term Three-term Three-term cold 219 K heat 361 K heat 523 K Two-term 
initiation initiation supracomp initiation initiation initiation initiation 

778.1 778.1 778.1 778.1 778.1 244.8 9522 
1.905 1.905 1.905 1.905 1.905 1.7 1.842 

-0.05031 -0.05031 -0.0503 1 -0.05031 -0.05031 -0.0454 -0.05944 
2.223-05 2.223-05 2.223-05 2.223-05 2.223-05 2.223-05 2.473-05 

11.3 11.3 11.3 11.3 11.3 11.3 14.1 
1.13 1.13 1.13 1.3 1.3 1.13 1.41 

0.8939 0.8938 0.8938 0.8938 0.8938 0.894 0.8867 

298 298 298 298 298 523 298 
0.337 0.337 0.337 0.398 
7.596 7.596 7.596 7.596 7.596 8.8 

6.5467 5.31396 43.42773 5.31396 5.31396 6.5467 8.524 
0.07 1236 0.0270309 1.94564 0.0270309 0.0270309 0.0712 0.1802 

4.45 4.1 8.5 4.1 4.1 4.45 4.6 
1.2 1.1 3.28 1.1 1.1 1.2 1.3 

0.35 0.46 0.6 0.46 0.46 0.35 0.38 

2.4873-05 2.4873-05 2.4873-05 2.4873-05 2.4873-05 2.4873-05 2.7813-05 

3.53-06 3.53-06 6.03-06 4.63-06 4.63-06 3.53-06 3.83-06 

1-03-05 1.03-05 1.03-05 1.03-05 1.OE-05 1-03-05 1.03-05 
0.069 0.069 0.07 0.069 0.069 0.062 0.102 

50 4.03+06 4.OE+06 2.83+06 6.OE+06 1.03+04 44 
0.222 0.667 0.667 0.667 0.667 0.667 0.222 

0.22 0.22 0.22 0.22 0.22 
4 7 7 7 7 7 4 

500 0.6 48 0.42 1.2 75 850 
0.222 0.667 0.111 0.667 0.667 0.667 0.222 
0.667 0.111 0.111 0.111 0.111 0.111 0.667 

3 1 1 1 1 2 2 
400 500 160 400 400 

0.275 0.290 0.250 0.290 0.290 0.370 

0.333 
1 

1 
1 

0.333 
1 

0.333 
1 

0.333 
1 

3 3 3 3 3 
1 0.5 0.0232 0.5 0.5 0.4 1 

0.5 0.85 0.5 0.5 0.5 
0.5 

15 17 20 18 18 24 15 
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Table 7-2, part 3 

PBX-9404 PBX-9404 PETN PEm PETN PETN PETNJB 
Two-term Three-term Two-term Two-term Two-term Two-term Three-tern 
initiation initiation initiation initiation initiation initiation initiation 

1.842 1.843 1.00 1.60 1.72 1.75 1.775 
9522 9522 13.12 21.88 346.6 37.46 12510 

-0.05944 -0.05944 -0.0784 -0.58 -3.3 -1.313 -0.06053 
2.473-05 2.473-05 3.403-07 9.31E-OS 2. ME05 2.653-05 2.47E-05 

14.1 14.1 11.0 7.8 10.0 7.2 14.4 
1.41 1.41 5.5 3.9 5.0 3.6 1.44 

0.8867 0.8867 0.02027 0.3468 0.7556 1.173 0.9875 
2.7813-05 2.7813-05 1.6763-05 2.6853-05 2.8873-05 2.2633-05 2.5043-05 

298 298 298 298 298 298 398 
0.398 0.398 0.452 
8.8 8.80 8.21 8.10 

8.524 8.524 2.372 6.253 6.17 6.17 5.942 
0.1802 0.1802 0.1061 0.2329 0.16926 0.16926 0.441 
3.83-06 3.8E06 2.43-06 2.83-06 2.53-06 2.53-06 5.23-06 

4.6 4.6 5.6 5.25 4.4 4.4 4.9 
1.3 1.3 1.8 1.6 1.2 1.2 2.3 

0.38 0.38 0.24 0.28 0.25 0.25 0.52 
1.OE-05 1.OE-05 1.OE-05 1.OE-05 1.OE-05 1.0E-05 1.OE-05 
0.102 0.102 0.05706 0.0913 0.09815 0.101 0.120 
0.370 0.370 0.335 0.320 
44 7.433+11 20 20 20 20 20 

0.222 0.667 0.222 0.222 0.222 0.222 0.222 
0.01 

4 20 4 4 4 4 4 
850 3.1 400 400 400 400 1000 

0.222 0.667 0.222 0.222 0.222 0.222 1 
0.667 0.111 0.667 0.667 0.667 0.667 0.667 

2 1 1.4 1.4 1.4 1.4 1 

0.333 1 
1 1 
2 1 

400 66, 18.4 

0.3 0.3 1 1 1 1 0.03 
1 0.5 0.86 
1 0.86 

23 17 14 14 14 14 22 
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Table 7-2, part 4 

PE!L'N/AllO PETN/AEO -0pB RXU3-BB RX-25-BF RX-S-BH RX-%-AF 
Three-term Three-term Three-term Two-term Three-term Three-term Three-term 
initiation initiation initiation initiation initiation initiation initiation 

1.800 1.893 1.848 1.90 2.149 2.30 1.836 
12510 12510 40.66 108.2 286.9 286.9 2011 

-0.1453 -0.1453 -0.05204 -0.06053 -0.06053 -1.339 -2.406 
2.473-05 2.473-05 2.093-05 3.413-05 2.233-05 2.233-05 2.273-05 

14.4 14.4 7.2 8.2 10.0 10.0 12.4 

0.9875 0.9875 0.8351 1.251 0.8161 0.8161 0.9451 

298 298 298 298 298 298 298 
0.355 

8.00 7.88 7.596 7.506 6.01 8.239 
5.022 8.126 7.737 6.5467 53.24 20.62243 8.018 
0.269 0.654 0.1155 0.071236 0.514 0.286777 0.5264 

4.5 5.55 4.8 4.45 8.0 7.0 5.0 

1.44 1.44 3.6 4.1 2.0 2.0 1.24 

2.5043-05 2.5043-05 2.5043-05 2.7243-05 2.7303-05 2.7303-05 2.4063-05 

5.OE-06 4.23-06 2.43-06 3.53-06 6.OE-06 6.OE-06 3.43-06 

2 2.23 1.2 1.2 1.75 1.0 2.1 
0.50 0.42 0.24 0.35 0.60 0.60 0.34 

0.120 0.123 0.12 0.069 0.10 0.08 0.085 
1.03-05 1.03-05 1.03-05 1.03-05 1.03-05 1.OE-05 1.03-05 

0.325 0.320 0.275 0.280 0.210 0.325 
20 20 4 50 7.433+11 7.433+11 14 

0.222 0.222 0.667 0.222 0.667 0.667 0.667 

4 4 4 4 20 20 4 
lo00 1000 3.1 125 3.1 3.1 488 
1 1 0.667 0.222 0.667 0.667 0.667 

0.667 0.667 0.111 0.667 0.111 0.111 0.333 
1 1 1 2 1 1 2 

66, 18.4 66, 18.4 18 25 85 500 

0.03 

1 1 
1 1 

0.111 
1 

0.667 0.667 0.222 
0.111 0.111 0.667 

1 1 2 1.2 2 3 
0.03 0.03 0.015 1 0.03 0.03 0.05 
0.74 0.58 0.12 0.38 0.19 0.5 
0.74 0.58 
22 22 21 14 19 19 16 
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Table 7-2, part 5 

Rx-HD m a s t  TNT "NT/Al5 TNT/AllO 
(ANFO) Two-term Two-term Three-term Three-term 

overdriven initiation supracomp initiation initiation 
1.32 1.61 1.645 1.635 1.670 
100 17.98 171.01 202.8 202.8 

1.533-05 1.833-05 1.533-05 1.543-05 1.543-05 
9.8 6.2 9.8 10.0 10.0 

0.98 3.1 0.98 1.0 1.0 
0.5647 0.8926 0.5647 0.5675 0.5675 

2.7173-05 2.0503-05 2.7173-05 2.7133-05 2.7133-05 
298 298 298 298 298 

0.200 0.281 
7.0 6.845 6.93 6.80 6.80 

4.8245 3.712 33.94889 19.736 17.653 
0.14104 0.032306 0.821662 1.466 0.535 
5.53-06 3.03-06 6.OE-06 5.73-06 4.53-06 
5.075 4.15 8.3 8.8 7.4 

2.0 0.95 2.8 3.4 2.4 
0.55 0.30 0.60 0.57 0.45 

1.OE-05 1.0E05 1.OE-05 1.OE-05 1-03-05 
0.048 0.07 0.058 0.076 0.082 
0.16 0.21 0.180 0.195 0.190 
25 50 50 50 50 

0.667 0.222 0.667 0.667 0.667 

-0.026959 -0.93 1 -0.03745 -0.0375 -0.0375 

4 4 4 4 4 
0.4 40 360 360 360 

0.667 0.222 1.0 1 1 
0.667 0.667 0.667 0.667 0.667 

1 1.2 1.2 1.2 1.2 
90,25 90,25 

1 1 
1 1 
1 1 

0.16 1 0.03 0.03 0.03 
1 1 0.85 0.70 

0.85 0.70 
26 14 20 22 22 
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Chapter 8. Thermochemical Codes 

1. Descriptions of the Codes 

Besides the hydrocode, the other major class of explosive code is the 
thermochemical code. These codes start with an explosive of given composition, 
density, and heat of formation and calculate the products at various relative 
volumes along with their pressures and energies. The models assume 
thermodynamic equilibrium and are based on thermodynamic data tables. The 
codes know nothing about chemical kinetics. 

The most generally used code is TIGER. It has two different submodels: 
the BKW (for Becker, Kistiakowsky, and Wilson) and the JCZ3 (for Jacobs, 
Cowperthwaite, and Zwisler). The BKW dates to World War I1 and calculates a 
Gas Law compressibility,lA 

PV/RT = 1 + xexp(px), 

where 

Here, P is the pressure, V the molar volume of the detonation products, T the 
temperature, R the gas constant, xi the mol fraction of component i, and the 
rest are constants-with the ki known as covolurnes because they mock up the 
molar volumes occupied by the compounds. 

intermolecular Lennard-Jones potentials between the various gaseous 
species.5 A single gaseous phase was created, and each product species has the 
two Lennarddones constants, which should be directly derivable fkom data. 
Both models are able to handle liquid and solid phases created at high 
temperature separately from the gas phases. A liquid like water that 
condenses at low temperature is not handled accurately and is better left as 
vapor. Both models are quick and can be run on a PC386 in a few minutes. 
Only gaseous C, H, N, 0, and F compounds are available in JCZ3, although the 
list could be extended. It is common in JCZ3 to ignore gaseous species that we 
don't have and run with a condensed one (e.g., Al2O3) that does not require 
Lennarddones constants. 

The new CHEQ (for chemical equilibrium) code, created by Francis Ree, 
was a considerable extension of JCZ3, and was again based on intermolecular 
p0tentials.6~7 The code is unusual in being able to calculate the equilibrium 
properties of nonsoluble phases of gaseous and solid detonation products. The 

The Tiger JCZ3 code sought to be more physical by including 
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goal of CHEQ is to be a truly scientific code for explosives. However, the CHEQ 
code takes overnight to two days on a MIPPS2000 to obtain the CJ point and the 
adiabat. It has been rewritten for general use in windows format by A. Nichols.8 
Because it is slow, CHEQ will not be used for the rough performance calcula- 
tions on new compounds. Its greatest power lies in its ability to predict the 
detailed shape of the adiabat with some hope of being correct. CHEQ2.5 is used 
here. Also included for comparison are recent results by G. Kerley using 
PANDA, the Sandia National Laboratories’ (SNL) analog of CHEQ.9310 

For quick calculations, TIGER is still the best code. However, it comes in 
many versions, in addition to the basic choice of BKW or JCZ3. BKW can be 
used as BKWR (for revised) and BKWS (for SNL). The difference lies mainly in 
the basic constants, which are listed in Table 8-1. The thermodynamic libraries 
are also slightly different, even though they are fits of the literature JANNAF 
data. Also, the LLNL PC program is slightly merent  from the SNL Sun/Cray 
program-so the platform should be mentioned. This lack of standardization 
has followed TIGER throughout its life as a public domain code. 

The BKWR version is old and was created to produce accurate 
detonation velocities and pressures.11 Both the constants (a is 0.5, fJ 0.is 176, 
K is 11.80, and 0 is 1850 K) and the covolumes were arrived at by fiddling over 
time. However, the C-J detonation temperatures are about a thousand degrees 
too low, and the energies of detonation, Ed, at v - 2 to 7 are uniformly about 
10% too high. J. Kury fixed these discrepancies by using 1.763 g/cc PETN as a 
standard. At v = 2.2, the standard cylinder JWL for PETN gives Ed(PETN, 
cylinder) = 6.51 kJ/cc, while Ed(PETN, BKWR) = 7.30 kJ/cc. This ratio of 0.89 
is applied to the BKWR value for an unknown explosive, also at v = 2.2 to  
obtain 

This effectively lowers all detonation from 2 e v c 7 energies by 10%. For the 
total energy of detonation, Eo, the cylinder and BKWR values are 10.80 and 
10.68 kJ/cc, so that the correction is negligible. 

each of the three cylinder volumes as listed below. 
To summarize, the calculated BKWR energies for PETN are corrected at 

Det. energies (kJ/cc) 
Relative BKWR BKWR 
Volume calculated corrected Ratio 
2.2 7.30 6.51 0.892 
4.1 8.81 7.87 0.893 
6.5 9.39 8.55 0.910 
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This method is an awkward but effective correction to BKWR, which was 
originally designed for detonation velocities and pressures, so that it wi l l  now 
handle energies. This arrangement has persisted because the energy of 
detonation has not been considered a prime variable for matching until now. 

SNL, and they recently created the new version of BKWS.12-15 The covolumes 
are listed in Table 8-1 and W e r  from the LLNL set. The thermodynamic 
library is different as well. The constants a, p, K, and 8 were first set in BKWS 
at 0.5,0.174,11.85, and 5160 K and have since been reset to 0.5,0.298,10.5, 
and 6620 K. The temperatures were raised by increasing 6, and the energies of 
detonation decreased as a result. This allows the calculated energies of 
detonation to be used without correction. 

number of covolumes for compounds and free radicals from all over the 
periodic table, although the constants have been derived solely for CHNO 
explosives. Thus, TIGER can be run on all kinds of reactions, whether 
detonating or not. 

The low detonation temperatures were noticed by Hobbs and Baer at 

Hobbs and Baer also used a generating algorithm to turn out a large 

2. Comparison of Code Results 

We shall now compare the thermochemical code results for a set of 
homogeneous explosives listed in Tables 8-2 and 8-3. The code results are 
compared with detonation velocities measured in the cylinders and total 
energies of detonation measured by calorimetric detonation.16 The energy of 
detonation, Ed, at some given volume is determined from the equation 

The cylinder velocities are given by u. The codes are run with all species 
frozen into final equilibrium at 1800 K. All the codes in Tables 8-2 and 8-3 
were run on the PC with the LLNL TIGER program. SNL constants and 
library were used for BKWS. The minimum library listed in Table 8-1 was 
used. Although Hobbs and Baer list library data for many radicals, these are 
passed through quickly by TIGER and add nothing to the result except 
running time, while increasing the probability of a crash. If a solid final species 
was likely, no gaseous intermediates were used. d l  water was allowed to go 
only to gas because partial condensation often occurs in the code. The presence 
of formic acid, HCOOH, is essential in the library or the detonation velocity 
jumps to large and unrealistic values. 

The results of Tables 8-2 and 8-3 show that the TIGER codes produce 
results as good as the larger CHEQ and PANDA codes do. Earlier in this 
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report we calculated total energies of detonation to within f10% assuming 
incomplete burning of CO. With the TIGER codes, we can improve this to 
about +5%, at least for these explosives. Within the three versions of TIGER, 
JCZ3 is slightly off on detonation velocity, which could be fixed by 
renormalizing. BKWS is certainly more realistic with hotter temperatures, and 
there is no need to fudge the energies, but the spread of energy results in 
BKWS is larger than for BKWR. Worse yet, some favorite explosives do not 
fare well. JCZ3 has another problem, seen when we compare the energies at v 
= 2.2 and 6.5. The average energy in JCZ3 moves 7% (from -1 to +6), whereas 
the 4% seen in the other codes is more.reasonable. Hence, JCZ3 dumps its 
energy too fast. 

The thermochemical code calculates the C-J pressure-the true 
equilibrium value. A benefit of the fbdged energies in BKWR is that the 
calculated C-J pressure is generally close to the measured detonation or JWL 
pressures. However, the C-J pressures calculated by JCZ3 and CHEQ are low, 
as seen in this table. 

I BKWR JCZ3 CHEQ 
Average 1 -10 -13 
Std. dev. 9 11 20 

No. larger 
No. smaller 

3 
17 

2 
18 

This pressure is important because it defines the starting point of the adiabat. 
For 1.763 g/cc PETN, the standard JWL CJ point is 31.5 GPa at a volume, vcj, 
of 0.739. In CHEQ, it is 29.3 GPa at 0.763. The thermochemical code cannot 
see nonequlibrium processes that could cause the actual measured detonation 
pressure to be higher. 

Finally, we consider the C-J temperatures for which the measurements 
will really be adiabat temperatures. Measured temperatures are obtained from 
a multifrequency optical measurement in the visible region. Little data exists, 
and it is not clear how to interpret it. At the very least, the entire time track 
needs to be shown, and this is a rare occurrence. For example, Kat0 et al. show 
detonated TNT of 1.51 g/cc rising t o  a peak at about 3600 to 4000 K over 
0.5 ps.17 The TNT then decays to 2500 to 2700 K at about 2.5 ps. The experi- 
ment stops there, with the temperature still declining. They appear to show a 
2800-K calculated adiabat temperature, but there is no way to tell how they 
got it. The predicted tempera-tures for 1.6 g/cc TNT are BKWR 2670 K, JCZ3 
3070 K, and CHEQ 3820 K. This is the origin of the statement that BKWR is 
too low and the other two are at least reasonable. However, we cannot tell 
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where the adiabat point is in the data. The 3800-K high point might be the 
adiabat point, but some think this is a hot-spot effect. 

3. Detonation Temperature for Nitromethane 

Eventually, measured temperatures may be good enough to use to 
calibrate thermochemical codes. Nitromethane (NM) is a popular substance for 
measuring detonation temperatures because it is transparent and the light is 
easily collected. Kat0 et al. reviewed eleven literature measurements and 
found a value of 3500 k 200 K1* They measured NM at five wavelengths from 
0.55 to 0.95 pm and obtained values of 3400 f 50 K. All standard deviations 
are probably precision rather than accuracy. Their value was the maximum 
measured at time zero, and they followed the decay of the Taylor wave for 2 ps. 

A good detonation temperature has recently been optically measured for 
(unactivated) nitromethane by Choong-Shik Yo0 of H Division.19 The intent 
was to  create the pressure plateau of supracompression, discussed as the best 
detonation-point searching tool in Chapter 6. Four shots were run on the 
H-Division two-stage gas gun. A 4-mm-thick aluminum flyer hit a sample cell 
made of a 2-mm aluminum buffer plate, 6 mm of nitromethane, and a 2-mm 
sapphire window. The diameter of the NM was 19 mm so that it took 1.5 ps for 
the edge effects to reach the sample center. Four flyer velocities of 3.11,2.88, 
2.55, and 2.24 d p s  were used. 

presented in Chapter 5. The JWL carried the assumptions that the NM 
detonates at time zero and that the detonation pressure is 12.0 GPa. Above 
this pressure, a totally flat pressure plateau is obtained using the JWL. Just 
below the detonation pressure, the code again shows a flat plateau but with a 
small spike at the start. Thus, finding the detonation point in the code would 
be difficult, going by just the pressure traces. 

Fig. 8-1 shows the optical results of the nitromethane experiment in 
terms of temperature. All three runs were above the 12.0-GPa cylinder 
detonation pressure, as calculated by the l-D code. The supracompression 
plateau is very obvious, and it shortens as one drops toward the detonation 
point. The lowest flyer velocity failed to detonate the nitromethane and so9 
confirmed the presence of the detonation point at a slightly higher pressure. 
The preliminary plateau results from this work are as follows: 

The experiment was modeled in the LLNL l-D code using the NM JWL 
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Flyer 1-D 1-D Average Time 
meas. meas. Shot velocity pressure relative 

no. (mrdps) (GPa) volume temp. (K) (ps) 
1 3.11 16.0 0.657 39672118 0.69 
2 2.88 14.7 0.679 3904k 19 0.59 
3 2.55 12.8 0.713 3886k40 0.34 

4 2.24 11.2 0.749 
Cylinder C-J 12.0 0.731 3840 

(7) 

The standard deviations represent precision. 

obtain 
We extrapolate linearly to the expected JWL pressure at 12.0 GPa and 

for NM. Although this is really a detonation or, at best, an adiabat tempera- 
ture, it is tempting to use it as a code calibration of the C-J temperature. 
CHEQ at 3770 K is closest in predicting this result and BKWR, as expected, is 
worst. 

Taylor wave and the supracompression experiments is real. C. Tarver notes 
that the initial hottest temperatures may be missed in the Taylor wave 
measurement because it decays so quickly. However, the supracompression 
plateau could last long enough for carbon to precipitate, thereby releasing 
energy that pushes the temperature up. 

It is interesting to speculate whether the 400-K difference between the 

4. Freezing the Compositions 

A command in TIGER freezes the compositions at the arbitrary 
temperature of 1800 K. This prevents the carbon monoxide from reacting all 
the way to COz. We recall that BKWR is always cold and CHEQ is hot, so that 
the 1800-K freeze in effect freezes over a wide range of "real" temperatures. 
Below, we compare CHEQ runs with Ornellas' calorimetry in mols gas per mol 
explosive. 
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Approx. Carbon monoxide 
density CHEQ 

Explosive (g/cc) Meas’d Freeze Eqm 
BTF 1.85 4.6 3.9 0.6 
FEFO 
HMX 
HMX 
HNB 
HNS 
NM 

PETN 
TNT 

1.61 
1.89 
1.19 
1.96 
1.68 
1.13 
1.76 
1.63 

1.9 1.8 
1.1 1.6 
2.7 2.6 
0.3 0 
4.7 5.9 
0.6 0.6 
1.7 1.6 
2.0 2.4 

0 
0 
0.1 
0 
1 
0 
0 

0.2 

The measured and 1800-K frozen CHEQ runs agree, but the CHEQ runs 
allowed to  react to equilibrium down to low temperature have almost no 
carbon monoxide le&. All the samples listed above were heavily confined 
within the calorimeter so that the reshocking at the calorimeter wall is 
thought not to raise the temperature above 1500 to 1800 K.16 The reshock 
model could profitably be run again in more detail. 

Table 8-4 shows the detailed compositions for TIGER BKWR and CHEQ 
for three explosives at the C-J point, the 1800-K freeze point, and at 
equilibrium at 1 atm. The latter two points are on the adiabat. Our intent is to  
guess the kinetics. We see that the results of TIGER and CHEQ are in 
agreement for each explosive but the kinetics differ. The kinetics may be 
summarized as follows: 

PETN: a tC-J  
to 1800 K 
to equilibrium 

BTF: atC-J 
to 1800 K 
to equilibrium 

TATB: a t C J  
to 1800 K 
to equilibrium 

have C02 + HCOOH 
HCOOH -> CO + H20 
2CO + H20 -> C02 + CH4 

have C + C02 
c + c02 -> 2co 
2co  ->c + CO2 

have C + C02 
no change 
2C + H20 ->CO2 + CHq 

The reactions between 1800 K and the one-atmosphere equilibrium represent 
the kinetics that we freeze without the physical understanding of why. 
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5. Phase Transitions and Look-Up Tables From CHEQ 

CHEQs specialty is calculating multiple phases. CHEQ has aroused 
interest in the solid graphite-to-diamond transition and the splitting of 
nitrogen-water into two gas phases. 

The precipitation of carbon is well-known and necessary if no oxygen is 
there to burn it; the presence of diamonds in detonation soot has also been 
seen in TNT and TATB-based explosives.20 Steinberg and Ree suggested that 
the presence of the diamond-graphite transition can be seen in the initial 
density-detonation velocity curve.21,22 PETN, for example, shows an absolutely 
straight line for detonation velocity vs sample density, but no one expects 
carbon precipitation in this oxygen-rich explosive. A different result appears 
for HMX and RDX, for which a small change-of-slope appears between 1.0 and 

Can the phase transition actually be seen in an explosive? The effect of 
1.5 g/,~.22*= 

this phase transition in TATB has been calculated by A. Nichols using 
CHEQ2.5 and the results are in Table 8-5. The three combinations tried are 
(1) all carbon phases in equilibrium, (2) diamond only, and (3) graphite only. 
The mixed-phase and diamond-only phase begin at the same C-J point because 
diamond is the high-pressure equilibrium phase. In these runs, the N2-H20 
was allowed to separate into two phases. The diamond-only model has a C-J 
point 3 GPa lower than the graphite-only, but this would be hard to check, 
given the problems we have in determining where the IX-17 detonation 
pressure is. The detonation energies offer a better chance. The percent 
comparison with the mixed-phase carbon model gives these results: 

%Ea &J/cc) 
Carbon phases v = 1.2 v = 2.2 v = 6.5 

Diamond: mixed -2 -3 -2 
Graphite: mixed 8 3 2 

A n  all-graphite version of TATB at 8% should be obvious near the C-J point, 
and the study of plates should answer the question. All other points with a 2 to 
3% difference are more difficult but should also be possible. 

The phase splitting of nitrogen-water into a nitrogen-rich gas phase and a 
water-rich gas phase is more controversial because doubts exists as to whether 
or not there is time for phase separation in a detonation. The phase splitting has 
been measured isothermally and reversibly to 830 K and 2.1 GPa.24-26 These 
pressures are far too low to be easily extrapolated to the explosive regime. 
Fig. 8-2 shows the phase diagram as calculated by CHEQ. The two-phase line is 
that for a 50-50 mol% overall gaseous combination. The isothermal data are 
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hardly to  be found. The dashed lines are the adiabats for dense HMX and TATB, 
where two phases are calculated by CHEQ. As their pressures drop, the two 
phases merge and one is created. Steinberg sought to find the nitrogen-water 
transition for HMX at about 1.5 g/cc with a C-J pressure vs density plot, but he 
concluded that the evidence was ambiguous.23 Recently, Koshi et al. added 
evidence to support the presence of the phase transition. They performed a 
Monte Carlo calculation on up to  256 particles and found that phase separation 
occurred in tens of picoseconds-certainly a fast time and one that would cause 
phase separation in a real explosive.27 

We now run TATB again in CHEQ with both N2-H20 phases and with 
only phase allowed. In these runs, the carbon has the mixed phase capability. 
The detailed results are listed in Table 8-5, and the percent energy 
comparisons are: 

%Ed (kJ/cc) 
N2-H20 phases v = 1.2 v = 2.2 v = 6.5 

One-phase: 0.8 0.0 -0.2 
Two-phase 

The code says that phase separation of nitrogen and water will not be 
measurable in TATB. 

into the EOS for IX-14 and IX-17. Their presence may be seen in the h c t i o n  
y = 4lnPBlnv as shown in Fig. 8-3 using CHEQ2 in 1991. For LX-17, the 
higher temperature dip is assigned to the graphite-diamond phase transition 
and the lower temperature one to the nitrogen-water transition.28 The 
situation is reversed for LX-14, which burns hotter, although Fig. 8-3 shows 
the two transitions merged into one large dip. Also shown is the JWL no. LH 
for IX-17, which is smooth and peaks near v - 1. 
small but might S e c t  the detonation energy. Clearly, a JWL cannot reproduce 
blips, and this has led to the Look-Up Table. Fig. 8-4 shows the difference 
between the adiabat pressure calculated by the JWLs and those calculated 
from the Look-Up Tables for LX-14 and LX-17. The pressure differences are up 
to 0.9 GPa, and two separate features may seen in LX-17. The Look-Up Tables 
that generated these pressures were built from the output of CHEQ2. 

Table 8-6 shows the Look-up Tables derived from CHEQ by L. Haselman 
for LX-14 and Lx-17. These may be used, with an interpolation routine, to  
generate the Principal Adiabat described in Chapter 1. From Table 8-6, we note 
that the fwrction f falls, as expected, from a higher value at small volumes. It 
passes through a minimum and rises again at large volumes. We recall from 
Chapter 2 that f should approach o and be constant at large volumes. It does not 

Haselman, van Thiel, and Ree first incorporated the phase transitions 

The dips in y correspond to blips in the adiabat pressure, which appear 



in this table because of the definition of the adiabat energy, Es. CHEQ 
calculates an internal energy per unit mass, Ei, which is converted into the 
energy of detonation per cc, Ed, by 

where Hfis the heat of formation. In Eq. (15), Ed and Ei are positive, according 
to the convention of this report. Of necessity, however, Hfretains the negative 
chemist's convention-which is the reason for the plus sign in Eq. (15). (CHEQ 
actually uses negative values of Ed and Ei,). 

The total energy of detonation, Eo, is found from Eq. (15) using the value 
of Ei at 1 atm. If we define the adiabat energy by 

we will obtain a function for f, the quantity in the Look-Up Table, that has a 
minimum at large volumes. 

P --> 0, and this sets E, = 0. We therefore define Eo(-), which would be the 
energy of detonation, at v -> -. Then, 

In the JWL, however, we recall that E,, is obtained at v -> oo where 

and f will now be constant at large volumes as expected. For 1.763 g/cc PETN 
in CHEQ, Eo is 10.36 kJ/cc, and Eo(-) is 11.00 kJ/cc. This adds a large 
0.64 kJ/cc to  the adiabat energy everywhere, and it creates a near-constant 
value off of 

RPETN) = 0.289 -t 0.004, 19 c v c 1780. (18) 

The added energy in adjusting the adiabat energy back to 1 atm is larger in 
CHEQ, where it is supposed to be accurate, than it is in the JWL, where a 
convergent integral at v--> 43 is required. In other words, the JWL pressure is 
deliberately made to decrease faster at large volumes to make simple 
integration possible. 
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Fig. 8- 
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Measured spectral emission data for temperature for the three supracompression 
runs above the detonation pressure of nitromethane. From left to right, the pressures are 16.0, 
14.7, and 12.8 GPa. The averaged data are extrapolated to 12.0 GPa to obtain a detonation 
temperature of 3840 K From top to bottom, the code results are from CHEQ, JCZ3, BKaJS 
and BKWR. 
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I HMX 

Temperature (K) 

Fig. 8-2. CHEQ's predictions of N2-H2O phase separation. The line represents the separation 
in a 50-50 mol% mix of nitrogen and water, with the two-phase region at the top. The 
measured data are shown in the blip at the far left. The calculated two-phase lines in 
detonating HMX and TATB are shown by the two dashed lines. At lower pressures, one-phase 
behavior results. 
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Fig. 8-3. Adiabatic 'y, equal to 4lnP/t)lnv, as a function of the relative volume for LX-14 and 
IX-17. The solid lines are the predictions from CHEQ. For LX-17 (heavy line), the graphite- 
diamond (G-D) and nitrogen-water (N-W) phase transitions are indicated. The dotted line is 
the LJ3 JWL for IX-17. 
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Fig. 8-4. Pressure difference between the Look-Up Table and the JWL for IX-14 and IX-17 as 
a function of relative volume. The pressure blips are the result of the suspected phase 
transitions. Confirming the existence of these blips is a challenge for the future. 
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Table 8-1. Constants used in the two versions of BKW and JCZ3. The constants a, f3, IC, and 9 
define the version of BKW. "he other constants go into the respective libraries. The elements 
are C, H, N, 0, F, C1, Al, Li, Na, K, and Zr. The abbreviation Ais  Angstroms. 

LLNL SNL 
BKWR BKWS JCZ3- both libraries 

BKW a 0.5 0.5 
defining P 0.176 0.298 

constants K 11.8 10.5 
8 0  1850 6620 

Covolumes (A3) ro (A) eo (K) 
Libraries- CH3OH 800 
Common cH4 550 493 4.29 154 

CO2 610 663 4.20 200 

H2O 270 376 3.35 138 
HCN 986 892 

HCOOH 722 865 4.15 462.5 
N2 404 376 4.05 120 

NH3 384 418 3.35 138 
NO 386 394 3.97 105 
02 325 3 16 3.73 132 

Other C C I ~  1840 1840 
gases CF4 1100 1260 5.00 220 

C12 532 872 4.61 336.9 
F2 387 343 3.50 200 

HCI 643 570 
HF 389 35 1 3.30 100 

gases co 440 614 4.05 120 

H2 98 153 3.34 37 

Condensed A1203 Li20 Na20 AF3 
species C Li2CO3 Zr02 KF 

K20 Na2C03 NaF 
K2co3 LiOH LiF 
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Table 8-2. Comparison of experimental cylinder detonation velocities and the calorimetric total 
detonation energies with the values calculated by five thermochemical codes. The %-calculated 
compares the measured value with the calculated value (calculated value in the denominator). 

Density 
Explosive (g/cc> 

1,2-DP 1.26 
FEFO 1.607 
HNM 1.893 
HMX 1.188 
HNB 1.965 
HNS 1.655 
HNS 1.001 
N M  1.13 
PETN 1.763 
PETN 1.503 

BTF 1.852 

RX-23-AA 1.424 
RX-23-AB 1.356 
RX-23-AC 1.136 
TATB 1.86 
TNT 1.632 
Average 
Stdev 

Detonation velocity Total energy of detonation 
%cf. %cf. %cf. %cf. %cf. %cf. %cf. %cf. %cf* 

~BKWR BKWS JCZ3 CHEQ PANDA 
2 4 -4 2 -1 
3 4 -3 -4 
2 1 -1 -2 
0 -3 0 -3 0 
-4 -1 0 -3 -1 

' 6  6 4 7 1 

13 -4 -5 -9 -2 
I 1  -1 3 2 

-6 -5 3 0 1 
-1 -5 2 -1 0 
-1 -3 3 0 1 
2 0 8 2 1 
1 -3 5 2 1 
-1 6 23 -1 1 
-4 -6 -3 -4 -6 
2 -1 8 5 1 -9 -8 17 -1 
-1 -1 3 0 0 -1 -3 3 -1 
3 4 7 4 2 6 5 7 5 
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BKWR BKWS JCZ3 CHEQ 
3 -2 9 1 
12 7 5 -3 
-7 -3 4 - 5  
4 -2 1 -2 
-6 4 - 3 - 3  
-2 -1 2 5 
2 -9 12 7 
-1 -13 5 -4 
-10 -8 -2 -4 
-5 -3 -1 -2 
-2 -1 -1 2 
1 2 4 -4 
5 7 7 10 

-8 -5 -9 -12 
9 -7 6 -3 



Table 83.  Comparison of experimental cylinder detonation velocities at relative volumes of 2.2 
and 6.5 with the values calculated by five thermochemical codes. The %-calculated compares 
the measured value with the calculated value (calculated value in the denominator). The 
cylinder velocities-squared have been set with PETN energies to calculate all other detonation 
energies. 

Energy of detonation at v = 2.2 
Id.  %cf,  %d %cf. Qcf. 

Explosive BKWR BKWS JCZ3 CHEQ PANDA 
BTF 0 -6 -12 -2 -4 
1,2-DP 
FEFO 
HMX 
HMX 
HNB 
HNS 
HNS 
NM 
PETN 
PETN 
RX-23-AA 
Rx-23-AB 
Rx-23-AC 
TATB 
TNT 

-17 
-13 
-7 
3 
-1 
-6 
-10 
-9 
0 
-1 
4 
1 
-4 
-3 
-5 

15 3 
-7 -7 
-6 -6 
-1 5 
-1 0 
-14 -10 
-17 -8 
-10 -2 
-5 3 
-5 4 
2 11 

-2 6 
2 18 

-14 -9 
-12 -8 

5 
-2 
-3 0 
18 4 
12 13 
-1 
5 -10 
9 0 
10 7 
18 11 
10 6 
28 6 
18 1 
-7 -9 
0 -3 

Average -4 -5 -1 7 2 
Stdev 6 8 8 10 7 

Energy of detonation at v = 6.5 
%d %cf. %cf. % cf. % cf. 

BKWR BKWS JCZ3 CHEQ PANDA 
4 -3 0 1 3 
-7 18 
-7 -2 
-1 -2 
7 4 
1 1 
0 -9 
-4 -12 
-6 -6 
0 -3 
2 -1 
10 8 
6 3 
1 4 
0 -12 
1 -7 

7 
0 
2 
11 
6 
2 
1 
4 
6 
9 
17 
11 
17 
3 
4 

11 
1 
2 6 
15 9 
11 11 
0 
2 -3 
8 5 
10 8 
14 11 
15 14 
39 8 
16 8 
-8 -7 
-3 2 

0 -1 6 8 6 
5 8 6 11 6 
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Table 8-4. Product compositions from TIGER, CHEQ, and calorimeter measurement. The 
sequence in time is the C-J point, the 1800-K freeze, and the unfrozen l-atmosphere 
equilibrium point. The latter two are on the Principal Adiabat. CHEQ gives the phase of 
carbon as diamond (d), graphite (g), and liquid (1). All units are in mol per mol of initial 
explosive. 

Product concentration (mollmol) 
Condition co CO2 C CH4 H20 N2 

PETN C-J BKWR 1.8 3.2 0.0 0.0 3.9 1.9 
1.74 C-J CHEQ 0.4 4.0 0.6(d) 0.1 3.7 1.9 
dcc freeze 1800K BKWR 1.2 3.7 0.0 0.1 3.4 2.0 

freeze 1800K CHEQ 1.6 3.4 0.0 0.0 3.6 2.0 
calorimeter measd 1.6 3.3 0.0 0.0 3.5 2.0 

eqm 1 atm CHEQ 0.0 4.4 0.2(g) 0.3 3.2 2.0 
eqm 1 atm BKWR 0.0 4.5 0.0 0.5 3.0 2.0 

BTF C-J BKWR 0.4 2.8 2.8 0.0 0.0 3.0 
1.86 C-J CHEQ 0.8 2.6 2.6(1) 0.0 0.0 3.0 
g/cc freeze 1800K BKWR 3.1 1.4 1.4 0.0 0.0 3.0 

freeze 1800K CHEQ 3.9 1.1 l.l(g) 0.0 0.0 3.0 
calorimeter measd 2.9 1.6 1.6 0.0 0.1 2.9 

eqm 1 atm CHEQ 0.6 1.7 2.7(g) 0.0 0.0 3.0 
eqm 1 a h  BKWR 0.0 3.0 3.0 0.0 0.0 3.0 

TATB C-J BKWR 0.6 1.3 4.1 0.0 2.7 2.9 
1.83 C-J 'CHEQ 0.0 1.6 4.4(d) 0.0 2.8 2.9 
dcc freeze 1800K BKWR 0.3 1.6 4.1 0.0 2.7 2.9 

freeze 1800K CHEQ 0.8 1.5 3.6(g) 0.2 2.3 2.9 
calorimeter measd 0.4 2.0 3.6 0.0 2.1 2.3 

eqm 1 atm CHEQ 0.0 1.7 4.l(g) 0.2 2.6 3.0 
eqm 1 atm BKWR 0.0 3.0 1.5 1.5 0.0 3.0 

Table 8-5. CHEQ runs on TATB with different phase combinations. The carbon is either in 
mixed equilibrium or has been constrained to be pure diamond or pure graphite. The mixed 
carbon runs have been done with one or two phases of nitrogen and water. the differences 
between the carbon phases can be measured the differences in Nz-HzO cannot. 

Carbon N2-H20 pcj Tcj Ed osJ/cc) 
phases phases (GPa) (Io v = l . 2  v=2.2 v = 6.5 
Mixed Two-phase 26.4 3280 2.58 5.00 6.16 

Diamond Two-phase 26.4 3280 2.54 4.84 6.03 
Graphite Two-phase 29.7 3170 2.78 5.14 6.26 

N2-H20 Carbon Pcj Temp. Ed (kJ/cc) 
phases phases (GPa) (Io v = l . 2  vz2 .2  v = 6.5 

Two-phase Mixed 26.4 3280 2.58 5.00 6.16 
One-phase Mixed 28.4 309 1 2.60 5.00 6.15 
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Table 8-6. L. Haselman's CHEQ-based Look-Up Tables for the adiabats of Ix-14 and Ix-17. 
Pressure is in mars, energy in Mbar-cdcc, detonation velocity in mdps, and density in g/cc. 
The adiabat point is in boldface. q is the inverse of v. Suba refers to the adiabat detonation 
point. 

ZX-14, Table no. TL 
Pa 0.3324 D 0.8815 
Va 0.7669 PO 1.835 
ya 3.2896 Eo 0.100 
Ea 0.1387 

ES 
Ps (Mb-cc 

V y (Mb) /cc) f 
0.5000 2.00 3.51 1.4681 0.3317 2.2128 
0.5263 1-90 3.51 1.2275 0.2964 2.1799 
0.5556 1.80 3.52 1.0162 0.2637 2.1408 
0.5882 1.70 3.52 0.8318 0.2336 2.0942 
0.6250 1.60 3.51 0.6723 0.2061 2.0385 
0.6667 1.50 3.51 0.5362 0.1811 1.9740 
0.6897 1.45 3.46 0.4762 0.1695 1.9376 
0.7143 1.40 3.39 0.4218 0.1584 1.9014 
0.7407 1.35 3.31 0.3728 0.1479 1.8666 
0.7669 15040 389 0.3324 0.1387 1.8373 
0.7692 1.30 
0.8000 1.25 
0.8333 1.20 
0.8696 1.15 
0.9091 1.10 
0.9524 1.05 
1.0000 1.00 
1.0526 0.95 
1.1111 0.90 
1.1765 0.85 
1.2500 0.80 
1.3333 0.75 
1.4286 0.70 
1.5385 0.65 
1.6667 0.60 
1.8182 0.55 
2.0000 0.50 
2.2222 0.45 
2.5000 0.40 
2.8571 0.35 
3.3333 0.30 

3.27 
3.20 
3.15 
3.13 
3.12 
3.12 
3.13 
3.17 
3.20 
3.2 1 
3.18 
3.10 
2.99 
2.87 
2.76 
2.64 
2.53 
2.4 1 
2.29 
2.17 
2.05 

0.3291 0.1380 1.8347 
0.2895 0.1285 1.8028 
0.2541 0.1194 1.7732 
0.2222 0.1108 1.7438 
0.1934 0.1026 1.7131 
0.1673 0.0948 1.6799 
0.1437 0.0874 1.6433 
0.1224 0.0805 1.6013 
0.1032 0.0739 1.5511 
0.0860 0.0677 1.4934 
0.0708 0.0620 1.4280 
0.0577 0.0567 1.3587 
0.0467 0.0517 1.2896 
0.0375 0.0471 1.2234 
0.0298 0.0428 1.1607 
0.0235 0.0388 1.1008 
0.0183 0.0350 1.0451 
0.0141 0.0315 0.9931 
0.0106 0.0281 0.9465 
0.0079 0.0248 0.9056 
0.0057 0.0216 0.8710 

Lx-17, Table no. L15 
Pa 0.255 D 0.7600 
V a  0.7676 PO 1.900 

3.3037 0.069 
Ea 0.0986 

ES 

ps Uklbcc 
V .t\ y (Mb) /cc) f 

0.5000 2.00 3.90 1.2813 0.2564 2.4991 
0.5263 1.90 3.90 1.0471 0.2259 2.4400 
0.5556 1.80 3.90 0.8461 0.1983 2.3702 
0.5882 1.70 3.85 0.6773 0.1736 2.2953 
0.6250 1.60 3.80 0.5363 0.1514 2.2143 
0.6667 1.50 3.75 0.4196 0.1316 2.1258 
0.6897 1.45 3.70 0.3698 0.1225 2.0814 
0.7143 1.40 3.60 0.3257 0.1140 2.0406 
0.7407 1.35 3.45 0.2871 0.1059 2.0077 
0.7676 1.3027 3.3037 0.2550 0.0986 1.9848 
0.7692 
0.8000 
0.8333 
0.8696 
0.9091 
0.9524 
Loo00 
1.0526 
1.1111 
1.1765 
1.2500 
1.3333 
1.4286 
1.5385 
1.6667 
1.8182 
2.oooo 
2.2222 
2.5000 
2.8571 
3.3333 

1.30 3.25 
1.25 2.90 
1.20 2.70 
1.15 2.50 
1.10 2.20 
1.05 4.20 
1.00 4.25 
0.95 4.20 
0.90 2.50 
0.85 4.00 
0.80 3.95 
0.75 3.87 
0.70 3.75 
0.65 3.60 
0.60 3.45 
0.55 3.25 
0.50 3.05 
0.45 2.85 
0.40 2.60 
0.35 2.30 
0.30 2.00 

0.2533 
0.2231 
0.1981 
0.1765 
0.1577 
0.1419 
0.1159 
0.0934 
0.0747 
0.0646 
0.0509 
0.0396 
0.0304 
0.0231 
0.0174 
0.0129 
0.0095 
0.0069 
0.0050 
0.0035 
0.0025 

0.0982 1.9835 
0.0909 1.9631 
0.0839 1.9681 
0.0771 1.9901 
0.0705 2.0325 
0.0640 2.1094 
0.0579 1.9998 
0.0525 1.8748 
0.0476 1.7440 
0.0430 1.7677 
0.0388 1.6396 
0.0351 1.5053 
0.0318 1.3683 
0.0288 1.2333 
0.0263 1.1036 
0.0240 0.9798 
0.0220 0.8667 
0.0202 0.7641 
0.0185 0.6719 
0.0170 0.5940 
0.0156 0.5340 
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Table 8-6, part 2 

V 

4.0000 0.25 
5.0000 0.20 
6.6667 0.15 
10 0.10 
20 0.05 
100 0.01 
1000 0.001 

ES 
Ps (Mb-cc 

y (Mb) /cc) f 
1.91 0.0039 0.0185 0.8467 
1.77 0.0026 0.0153 0.8402 
1.66 0.0016 0.0120 0.8677 
1.64 0.0008 0.0083 0.9749 
1.97 0.0003 0.0037 1.3713 
3.09 0 0 4.0682 

0 0 2.6853 

V 9 
4.0000 0.25 
5.0000 0.20 
6.6667 0.15 
10 0.10 
20 0.05 
100 0.01 
lo00 0.001 

ES 
Ps (Mb-cc 

y (Mb) /cc> f 
1.75 0.0017 0.0142 0.4926 
1.55 0.0012 0.0128 0.4672 
1.4092 0.0008 0.0112 0.4575 
1.30 0.0004 0.0093 0.4649 
1.30 0.0002 0.0066 0.5033 
1.30 0.0000 0.0028 0.5851 
1.30 0.0000 0.0006 0.7352 
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Chapter 9. Composite Explosives 

1. The Problem of Nonreactivity 

Composite explosives are mixtures in which the combination is expected 
to produce a positive added result. It is common to start with a conventional 
CHNO explosive as the base. If this explosive is oxygen-poor, an oxidizer is 
added. If the explosive is oxygen-rich (which seldom happens), a reducing 
agent is added. A special reducing agent is a metal like aluminum that takes 
away oxygen fkom the original gaseous products and prolongs the reaction 
from microseconds to milliseconds. Some explosives are odd mixtures of all of 
these. 

Special types of composites may be considered. Most notable is the 
industrial explosive, ANF'O, which is made up of two components (ammonium 
nitrate and fuel oil) that do not detonate separately but do detonate when 
mixed. Another is a combination of two CHNO explosives with widely different 
properties. Finally, individual compounds like TATB act like composites in the 
drawn-out mode of their reaction. 

For all homogeneous explosives (including TATB), we have assumed 
that virtually all of it detonates in the cylinder so that we may take the energy 
obtained in the calorimeter and use it for the initial guess in the JWL. For 
composites, this assumption does not work well because the explosives did not 
fully react. They may not have reacted because: 

1. The sample was small enough, i.e., less than the 'Sdnite diameter" 
sample, to have size effects. 

2. The particles are so large that true mixing cannot occur at the 
available temperatures-even in the largest possible sample. Aluminum 
particles covered with an oxide layer fall into this category. 

When all we have is TIGER and some cylinder data, we must somehow 
guess our way through these two. Looking for standards becomes the first task. 

2. Cylinder Data and In€inite-Size 

Various cylinder data are listed in Tables 9-1 and 9-2. Compounds have 
these abbreviations: Al, aluminum; AN, ammonium nitrate; AI?, ammonium 
perchlorate; CaN, calcium nitrate; EDD, ethylene diamine dinitrate; est, 
estane; Lip, lithium perchlorate; KP, potassium perchlorate; PE, polyethylene; 
RDX, cyclotrimethylene trinitramine; V, Viton; and ZrH2, zirconium hydride. 
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Calorimetry data are the cornerstone of establishhg a system. 
Unfortunately, few composites have been run. In Table 9-1, we list the 
available measured total energies of detonation, Eo, with water present as 
vapor and the PV adjustment from the measured heat. A percent comparison 
with TIGER BKWR is also shown. Not one of these values is anomalously high 
but those below -10% are suspicious. One wonders whether or not all the 
explosive detonated in the calorimeter. AN/TNT mixes and EAR-1 are in this 
category. 

with those from TIGER BKWR. In bold face are the runs that may be infinite- 
diameter results. The first type of explosive that fits this criterion is the 100-mm 
copper cylinder shot in a series extending from 25 mm and where the detonation 
velocities appear to  be converging over a narrow range. Probably a 200-mm 
cylinder would be a little larger, but we have no data to check. A good example 
is IX-17, which has never been measured above 51 mm. The comparable LANL 
explosive, PBX-9502, shows a higher velocity at 108 m 1  and has been used to 
estimate the infinite-diameter value for Lx-17. 

We have taken a partial and quickly available collection of cylinder data, 
including measured detonation velocitienvelocities at v = 2.2,4.1, and 6.5 and 
the JWL total detonation energy, E,. The percent comparison with TIGER 
BKWR is listed. We are looking for standards in which all numbers are within 
10% of the TIGER run. The very narrow set of explosives in this group include 
the binary organics RX-26-AF and RX-36-AH, QM-100 (ANFO at 1.25 g/cc>, 
QM-1OOR (QM-100 laced with RDX), and RX-Z-BF (odd mixture with ZrH2). 

There are two ways to make this determination. The first is to  fire several 
cylinder shots of different diameter and take the result from the largest-as 
long as the results are similar. A n  example is RX-11-BD, which was run in 25, 
50-, and 100-mm sizes with all detonation velocities the same. However, both 
the total detonation velocity and energy are 20% below the TIGER values. 
Clearly, something is wrong. 

fire a huge pile of the explosiv-an obviously rare occurrence. Four emulsion 
explosives are listed in Table 9-2 and shown in Fig. 9-1; all have extreme size 
effects.2-6 All are types of ANFO (ammonium nitrate (AN) plus fuel oil). These 
explosives are QM-100, QM-100R, 0.8 g/cc ANF'O, and Rx-HD. The QM-100 
pair have the AN in small particle size so that the mixture is creamy. The 
explosive is thought to burn easily. The ANFO and RX-HD both contain AN as 
prill-round pellets of 1 to 2.5 mm in diameter that look like BB pellets. The 
&el oil soaks to some extent into the prill and otherwise sits outside between 
the grains. This kind of AN does not burn easily. 

The ANFO and RX-HD have been fired in huge shots at NTS: 109 tons 
for the ANFO and 1400 tons for the RX-HD. The first was shot above ground; 

Table 9-2 shows detonation velocity. The measured values are compared 

In bold face are the samples thought to  be close to infinite-diameter size. 

The second method of obtaining the infinite size detonation velocity is to 
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the second was fired in a cavity in the rock. These deliver dewmation velocities 
that surely represent infinite diameter. However, the nominal explosive 
density is that of the average mixture in the tank truck. When it is poured into 
the hole trapped air can move to the top, and a density gradient in the pile is 
created. 

We have also used the 1800-K freeze to model our cylinder results. If a 
large pile of explosive is confined hotter for longer, it may well burn to 
equilibrium. However, the emulsion explosives burn almost totally by 1800 K 
in TIGER so there is little difference. 

Finally, we note a common property of composites shown well by 
RX-04-DS. Here, the detonation velocity and total energy agree with those of 
TIGER. However, the energies at v = 2.2 and 6.5 are quite low-caused by the 
long reaction time of the composite, here, aluminum with gaseous HMX 
reaction products. The long reaction time appears in the Cylinder Test as a 
small but increasing amount of reaction, so that the slope from v = 2.2 to 6.5 is 
less steep for the composite than for HMX. The integral that computes energy 
thus covers a lot of extrapolated territory. 

3. Percent Detonated in a Cylinder 

A crisis arises in Table 9-2: we have no good composite standards and 
we cannot trust the calculations. Nevertheless, people still estimate the 
percent reacted. Two problems illustrate the degree of accuracy. 

Consider the total detonation energy, E,. Both the TIGER BKWR value 
and the cylinder value are good to no better than +lo%. For the QM-100, we 
have 3.6 kJ/cc from the cylinder and 3.5 kJ/cc from TIGER. In terms of energy, 
it all reacts, so we turn to the detonation velocities. The percent detonated in 
the cylinder for QM-100: 

% detonated - D/D, - 6.258/ 6.5 - 96%, (1) 

where D is the detonation velocity in the cylinder and D, is the velocity at 
infinite diameter. Eq. (1) is for emulsions in which the components do not 
detonate. 

The second example is more common, because it is easier to tell ifonly a 
little reacts. We consider 67.7 wt% TNM / 32/3% Al. TNM was not measured in 
the calorimeter, so we take the cylinder value of 3.6 kJ/cc for the total 
detonation energy of the pure explosive. The volume fraction for TNM is 0.75, 
so the TNM detonation energy in the mix is 2.7 kJ/cc. The mixture energies 
from the cylinder and TIGER are 10.5 and 21.4 kJ/cc. We calculate 

% detonated - (10.5 - 2.7) / (21.4 - 2.7) - 42%. (2) 
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John Kury estimates that 30 to 60% is the likely spread of the result. The 
calculation assumes that the TNM would have detonated even if the aluminum 
were inert. 

4. Possible Standards 

If we are describe composites in thermochemical codes, we need 
standards that can be fired in a cylinder no larger than 102 mm in diameter, 
the maximum size allowed at LLNL’s Site 300. From Table 9-2, these two 
warrant a better look. 

1. Fine aluminum in HMX with an inert binder. The RX-04-DS 50-mm 
samples in Table 9-2 show good agreement with TIGER, and aluminum (unlike 
potassium) is an easy element to run. The 25-mm-diameter aluminized samples 
have detonation velocities of -5% compared to TIGER, whereas at 51 mm, the 
velocities are -2%. Many are of the opinion that 5 - p  (but not 18-pm) 
duminum, if under 10 wt%, should all react.’ However, Finger et. al. 
calculated the percent reacted using RUBY, an ancestor of TIGER. They found 
50% reacted in 25-mm-diameter cylinders and 75% reacted in 50-mm-diameter 
cylinders.8 The 50% value at 25 mm was found only after 12 ps. All this lets us 
hope that nearly complete reaction can be seen in a 100-mm cylinder, which 
seems to be the lower limit of “infinite-diameter” behavior for most composites. 

2. HMX/ Kp with an inert binder. The lack of a size effect in the 
cylinder, coupled with the lack of TIGER agreement, has already been noted. 
Finger et. al. found nearly complete reaction after 0.5 ps with 3 - p  particles, 
but only 60% reaction with 10-pm particles! This S e c t  seemed to extend as 
far as 50 vol% KP. If we select a fidl burn to C02, then one mol of HMX reacts 
with one mol of KP: 

This would amount to a 651 30/ 5 wt% mix of HMX/ KP/ estane, which contains 
more HMX than many shots. Kury believes that complete burning to C02 does 
not show as increased wall velocity because the C02 has more internal degrees 
of freedom into which energy can be m e l e d .  

than that of pure HMX; therefore, the oxidizing power of KP is poorly used. 
However, the C-J temperature of HMX of 3800 K (JCZS) can be increased, 
thereby possibly assisting the reaction efficiency. The explosive with the least 
oxygen and the highest temperature is BTF at 5000 K, To achieve burning to 
C02, we write 

John Kury notes that the energy of detonation of HMX/ KP is no more 
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The mix is 451 50 15 wt% BTFI KP/ estane. Unfortunately, the theoretical 
energy of detonation is again calculated to be unchanged, with the oxidation 
just replacing the lost BTF. 

5. The Need for Predictive Capability 

The results of Fig. 9-1 show that not one of the four ANFO mixes can be 
fired in a 100-mm cjlinder and get the infinite diameter result. Large, 
expensive, and inconvenient shots are required. This shows the need for a data 
compilation and code that allows the calculation of size effects and run-to- 
detonation distances in these materials. In the meantime, all composite 
cylinder shots should have the end measurement for detonation front 
curvature taken automatically for future reference. 
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Fig. 9-1. Detonation velocity vs diameter for four emulsion explosives with extreme size effects. 
The curves drawn through various data points are not comparable, making prediction all but 
impossible. "he data points indicate a bare cylinder shot without detonation (+> and with 
detonation (small open circles); a copper cylinder shot (large open circles); and a large-pile shot 
considered to represent infinite diameter (solid circles). The data points of each explosive are 
grouped and labeled. 
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Table 9-1. Comparison of total  detonation energies, Eo, measured by the calorimeter and 
calculated bv TIGER BKWR. Energies include water as the gas. An 1800-K freeze was used in 
the code TU&. 

Total det energy 
Meas'd % 

Explosive Composition Density f. heat cf'. 
name wt% (g;lcc) 0 BKWR 

Organic RX-36-AA HMX 34.56; TATB 32.21; BTF 33.23 1.813 9.5 -2 
Bineries RX-36-AF HMX 53.51%; TATB 46.49% 1.812 9.1 0 
Organid RX-22-AG HMX 81.7; LP 18.3 1.91 12.4 6 
Oxidizer TNTJAN 

EAR 
EAR 
ANmNT 
AN/TNT 
ANmNT 
ANmNT 
ANffNT 

Organid RX-04-DS 
Reducer TNMJAI 

TNM/C 
O r m i d  EAR-1 

TNT 80.3; AN 19.7 1.583 6.8 3 
EDD 43.04; AN 41.36; RDX 15.60 1.593 6.6 4 
EDD 43.04; AN 41.36; RDX 15.60 0.994 - 4.2 3 
AN 58.7; TNT 41.3 1.614 6.4 -11 

AN 61.4; TNT 38.6 1.616 6.3 -11 
AN 61.4; TNT 38.6 0.886 3.4 -6 

HMX 81.0: A19.9; Viton 9.1 1.933 12.7 3 
TNM 67.7; Al 32.3 1.828 21.2 0 
TNM 83; C 15; Cabosil2 1.67 11.3 -1 

AN 60.3; TNT 39.7 1.604 6.1 -13 

AN 81.1; TNT 18.9 1.621 5.5 -16 

EDD 41.1: AN 40.9; RDX 11.9; A16.2 1.624 7.2 -15 
.z# 

Oxidizer/ RX-25-BF HMX 37.0; AP 36.9; ZrH2 22.1, est 4.0 2.15 11.2 -6 
Reducer RX-25-BF HMX 37.0; AP 36.9; ZrH2 22.1, est 4.0 2.15 11.2 4 



Table 9-2. Comparison of measured detonation velocities with the calculations of TIGER BKWR. Bold numbers are those thought to 
represent infinite diameter shots by (1) being the largest cylinder of a set or (2) an actual huge shot. Abbreviations are explained in the 
text. In each section, explosives are arranged in decreasing percent agreement with TIGER. 

Det velocity 
Diarn- h I / p S )  

Density eter Wall % cf. 
Cyl- 
inder 

Categories Name no. Composition; wt% (g/cc) (mm) (mm) Measd BKWR 
Standards LX-14 three HMX 95.5; estane 4.5 1.830 51 2.7 8.80 0 

LX-17 TATB92.5;KeI-F 7.5 1.905 100 est 7.69 -2 
PBX-9502 LANL TATB 95; Kel-F 5 1.886 108 7.73 -2 

LX-17 five TATB 92.5; KeEF 7.5 1.905 51 2.7 7.63 -3 
LX-17 453 TATB 92.5; Kel-F 7.5 1.913 25 1.4 7.59 -3 

Organic RX-36-AH 501 HMX 51.3; BTF43.7; Viton 5.0 1.83 25 2.7 8.511 2 
Bineries RX-26-AF 455 HMX 49.3; TATB 46.6; estane 4.1 1.85 25 1.36 8.241 -2 

RX-26-AF five HMX 49.3; TATB 46.6; estane 4.1 1.844 51 2.7 8.240 -2 
Organic/ RX-11-BB 256 HMX 50; AP 40; Viton 10/ AP 5 pm . 1.889 51 5.2 8.119 -2 
Oxidizer RX-34-AI 

RX-22-AG 
RX-11-AF 
RX-11-BA 
RX-11-AI 
RX-11-AF 
RX-11-AJ 
RX-11-BD 
RX-11-BD 
RX-11-BD 
RX-34-AA 
RX-34-AB 
RX-WAC 
Rx-11-BG 

525 
253 
239 
301 
240 
238 

242,243 
380 
395 
384 
327 
424 
425 
387 

AP52.8;BTF47.2 
HMX 73.6; LiP 25.4 
HMX 52.3; KP 42.7; PE; 5.0/ KP 2.7 pm 
HMX 53.9; Nap 41.1; est 5.0/ NaP 0.5 pm 
HMX 52.3; KP 42.7; PE; 5.0/ KP 10 pm 
HMX 52.3; KP 42.7; PE; 5.0/ KP 2.7 pm 
HMX 52.3; KP 42.7; PE; 5.0/ KP 50 pm 
KP 49.3; HMX 42.0; estane 8.7 / KP 3 pm 
KP 49.3; HMX 42.0; estane 8.7 / KP 3 pm 
KP 49.3; HMX 42.0; estane 8.7 / KP 3 pm 
AN 60; TNT40/ AN 5 pm 
AN60;TNT40/AN25pm 
AN 60; TNT 40/ AN 200 pm 
KP 60.0; HMX 31.6; estane 8.4/ KP 3 pm 

1.824 25 
1.988 25 
1.994 50 
2.009 51 
1.985 51 
1.994 25 
1.992 51 
2.034 25 
2.095 51 
2.033 19 
1.615 25 
1.61 51 
1.62 51 
2.103 19 

2.6 
2.6 
5.2 
5.2 
52 
2.6 
5.2 
2.6 
5.1 
1.9 
2.5 
5.2 
5.2 
1.9 

7.435 
8.426 
7.757 
7.859 
7.630 
7.629 
7.499 
6.976 
7.083 
6.949 
6.068 
6.047 
6.032 
6.394 

-7 
-12 
-13 
-13 
-14 
-14 
-16 
-22 
-22 
-22 
-23 
-24 
-24 
-30 



Table 9-2, part 2 CYl- 
inder 

Diam- Det Velocity 
Density eter Wall % cf. 

Categories Name No. Composition; wt% (g/cc) (mm) (nun) Measd BKWR 
Organic/ RX-11-BG 383 KP 60.0; H M X  31.6; estane 8.4/ KP 3 pm 2.105 25 2.5 6.420 -30 
Oxidizer RX-11-l3G 398 KP 60.0; H M X  31.6; estane 8.4/ KP 3 pm 2.093 51 5.2 6.533 -28 
Organic/ TNM/Al 325 TNM 67.7; A132.3 1.828 51 5.2 6.010 1 
Reducer RX-WDS 276 HMX 81; A1 10; Viton 9 1.896 51 5.2 8.525 -2 

Rx-WDS 255 WMX 81; AI 10; Viton 9 1.918 51 5.2 8.521 -3 
RX-03-EJ 457 TATB 73.9; A120.9; Kel-F 5.2 2.032 51- 2.7 7.440 -3 
RX-04-BM 183,184 HMX 81; A1 4; Viton 15 1.893 25 2.6 8.444 -4 
RX-OQ-BO 186,206 HMX 71; A1 14; Viton 15 1.954 25 2.6 8.31 -5 
RX-OCBN 205 HMX 78; A1 7; Viton 15 1.913 25 2.6 8.411 -5 
RX-03-EK 456 TATB 83.2; Al 10.3; Kel-F 6.5 1.966 51 2.7 7.537 -5 
RX-04BN 185 HMX 78; A1 7; Viton 15 1.953 25 2.6 8.418 -7 

co Organid RX-25-BF 477 HMX 37.0; AP 36.9; ZrH2 22.1, est 4.0 2.15 51 2.7 7.506 2 
Oxidizer/ RX-25-BF 466 HMX 37.0; AP 36.9; ZrH2 22.1, est 4.0 2.147 25 1.3 7.279 -2 
Reducer Rx-25-BF 462 HMX 37.0; AP 36.9; ZrH2 22.1, est 4.0 2.154 25 1.3 7.261 -2 

RX-03-ER 480 TATB 74.0; AP 12.4; A1 7.6; Kel-F 6.0 1.97 51 2.7 7.369 -9 

, 

TNM/C 475 TNM 82; C 15; Cabosil3 1.722 51 5.2 6.124 -21 
485 TNM 81; C 15; Cabosil3; glass 1 1.592 25 2.7 5.696 -22 ? TNM/C 

RX-0340 479 TATB 55.5; AP 24.8; Al15.2; Kel-F 4.5 2.003 51 2.7 7.070 -10 
6.277 -17 

RX-31-AA 354 NM 43.3; AN 31.7; Al25.0 1.522 51 5.2 5.629 -21 
257 HMX 21.3; AP 59.4; Al10; V 9.3/ AP 5 pm 1.966 51 5.2 6.538 -21 RX-25-A A 

Rx-31-AB 355 AN 51.7; NM 38.3; AllO.0 1.485 51 5.2 



Cyl- Diam- Det Velocity Table 9-2, part 3 
inder Density eter Wall % cf. 

Categories Name No. Composition; wt% (g/cc) (mm) (mm) Measd BKWR 
Non-Deb QM-100 Alpha AN 75; H20 18; fuel oil 5 glass 2 1.25 1220 bare 6.5 -1 
onable QM-1OOR DNA AN 44.5; RDX 40; H20 11; fuel oil 4.4 1.47 1400 7.4 -4 

Reactants RX-HD NTS AN 78.6; CaN 5.5; H20,9.4; fuel oil 6.4 1.34 10000 contd 6.8 -4 
QM-100 582 AN 75; H20 18; fuel oil 5: glass 2 1.25 102 10.2 6.258 -5 
QM-100R 587,8 AN 44.5; RDX 40; H20 11; fuel oil 4.4 1.51 102 10.2 7.420 -5 
QM-100 581 AN 75; H20 18; fuel oil 5 glass 2 1.25 51 5.2 5.990 -9 
QM-100R Ireco AN 44.5; RDX 40; H20 11; fuel oil 4.4 1.47 75 bare 6.87 -11 
ANFO N1s AN 94.2; fuel oil 5.8 0.80 6000 4.74 -12 
ANFO 356 AN 94; fuel oil 6 0.84 292 29.9 4.564 -15 
ANFO 357 AN 94.2; fuel oil 5.8 0.82 292 29.9 4.553 -16 
ANFO 298 AN 94.8; fuel oil 5.2 0.78 102 10.2 3.890 -24 
ANFO 361 AN 94.2; fuel oil 5.8 0.80 51 5.2 3.252 -38 



Appendix: 
Composition and Grain Sizes of Explosives 

We here describe the explosives considered &om Chapters 2 to 8. Table 
A-1 lists the explosives and their components, along with their formulas, 
densities, molecular weights, and heats of formation. 

Three particle sizes make up HMX going into Lx-14-0: 65 6% class 
A(l), 25% special class, and 10% class (2). Folding these together, we have 
roughly the following spectrum of grain size.V Large and small g a i n s  have 
been blended together for optimum packing. 

Approx. grain Approx. 

0 to 50 18 
50 to 70 6 

70 to 200 18 
200 to 400 23 
400 to 600 23 
600 to 1200 11 

size (pm) w t %  

LX-14-0 is a mixture of HMX particles coated with a urethane polymer. 
HMX is present at 95.5 wt% M.5% for a lot and k0.6% for a batch. The size 
spread of the particles ranges from 300 to 4800 p . 3  It is generally assumed 
that the HMX particle size listed in the above table is reproduced in the 
formulation. All the LLNL copper-cylinder shots (nos. 353,469,510,520, and 
521) are LX-14-0. 

LX-17 consists of TATB powder coated with Kel-F binder. The TATB 
shall be present in 92.5 wt% M.3% for the lot and &0.5% for the batch. The 
first three columns of the table below lists the % particle size fractions of the 
virgin TATB used in the formulation. The last two columns list the % particle 
sizes in the final lX-17.4 

Sieve TATBin TATBin Sieve 
size (ps) LX-17-0 LX-17-1 size (ps) LX-17 

>45 40 25 4800-8000 1 
20 to 45 
e20 

25 
35 

25 
50 

34004800 
180-3400 

9 
87 

A-1 



We note that LX-17 has a much smaller and more uniform explosive particle 
size than LX-14. 

LX-17-1 (nos. 522,523, and 554). The detonation front curvature shot (556) 
was also LX-17-1. The previous cylinder shots (349,432,434,439, and 453) 
were RX-03-BB, the experimental form of Lx-17 used before production. The 
metal plate shots include the dry-aminated product, LX-17-0, for the pta90000 
series and the wet-aminated LX-17-1 for the others. 

Three LLNL cylinder shots used wet-aminated TATB in the form 
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Table A-1. Inventory of explosives mentioned in Chapters 1 to 7 of this report. Components are listed in wt%. Pure components 
used in mixtures are listed at  the bottom. "S" indicates a solid, and "L' indicates a liquid. The formulas are rounded off to the 
nearest tenth. The asterisk indicates a theoretical material density. 

Molec- Heat of 
Category Demity ular forma- 
of Common memica or TMD" weight tion 
exploeive name m e  Formula (gk4 (dmol) (kJ/mol) 

316.15 -538.5 Standard PETN pentaerythritol tetranitrate C6%N4012 
often Lx-14 95.5% HMX; estane 4.5% c1.6H2.9N2.6027 s 1.849 100.04 6.28 
run PBX-9404 94% HMX; 3% NC; CEF 3% c1.4 H2.8N2.602.7 1.865 100.0 0.33 

Rx-264'  49.0% HMX; 46.7% TATB; 4.3% estane CS.OH7.0N6.606.6 S 1.868 265.7 -88.35 

S 1.78" 

LX-17 92.5% TATB; 7.5% Kel-F c2.3 H2.2 N2.2 022 s 1.944 94.22 -100.6 
Homo- BTF benzotrifuroxane S 1.901" 252.11 601.7 
geneous 1,Z-DP l,2-bis (difluoroamino)propane 

FEFO bis (2-fluoro-2,2-dinitroethyl)forxnal 

HMX octahydro-1,3,5,7-tetranitro-1,3,5,7-tetraocine 
HNB hexanitrobenzene 
HNS 2,2',4,4',6,6'-hexanitrostilbene 
NM nitromethane 
NNE 39% NM; 56% Np; 5% ED 
PF picryl fluoride 
RX-23-AA 79% hydrazine nitrate/21% hydrazine 
RX-23-AB 69% hydrazine nitrate/5% hydrazine/26% water 
RX-23-AC 32% hydrazine nitrate/68% hydrazine 
Rx-42-AB 60% nitric acid; 40% DNB 
Rx-42-AC 60% nitric acid; 30% DNB; 10% RDX 
TATB 1,3,5-triamino-2,4,6-trinitrobenzene 
TNGU tetranitroglycoluril 
!rNM tetranitromethane 
TNT 2,4,6-trinitrotoluene 

FM-1 23% FEFO; 52% MF-1; 25% BDNPF 

Note: The RX-23-AB composition lists burnable materials only, not water. 

L 
L 
L 
S 
s 
S 
L 
L 
L 
L 
L 
L 
L 
L 
S 
s 
L 
s 

1.26" 
1.607* 
1.509" 
1.905" 
2.02* 
1.74* 
1.13* 
1.034" 
1.833" 
1.424" 
1.356" 
1.136" 
1.542" 
1.56" 
1.938" 
2.04" 
1.65" 
1.654" 

146.09 
320.1 
316.07 
296.17 
348.11 
450.3 

61.04 
74.04 

64.30 
43.20 
39.44 
84.02 
85.05 

258.16 
322.1 
196 
227.13 

231.1 

-200.8 
-742.7 
-667.8 

75,02 
65.69 
78.24 

-113.1 
-141.3 
-259.4 
-125 
-247 

6.5 
-143.8 
-141.9 
-154.2 

50.21 
54.39 

-74.52 



Molec- Heatof 
Density ular forma- 

or TMD* weight tion 

Table A-1, part 2 

Category 
of Common Chemical 
explosive name name Formula (g/cc) (g/mol) (kJ/mol) 
Pure ADNBF 7-amino-4,6-dinitroberobenzokuran s 1.91* 241.1 153.9 
Comp- 
onents 

CEF 
BDNPF 
DNB 
estane 
ED 
H20 
HN 
HN03 
HYD 
K-6 
Kel-F 
MF-1 
NC 
NP 
RDX 
Viton A 

tris-b-chloroethylphospha te 
bis (2,2-dinitropropyl)formal 
m-dinitrobenzene 
polyurethane polymer 
ethylenediamine 
water 
hydrazine mononitrate (w. 3.9% CH3OH) 
nitric acid (100%) 
hydrazine (w. 0.7% H20) 
2-oxo-l,3,5-trinitro-l,3,5-triaza cyclohexane 
chloro, fluoro-ethylene/vinylidine polymer 
(2-fluoro-2,2-dinitroethyl, 2,2-dinitropropyl)formal 
nitrocellulose 
2-nitropropane 
hexahydro-1,3,5-tritnit ro-1,33-triazine 
vinylidine fluoride/ hexafluoropropylene polymer 

L 1.425 
L 1.39% 
S 1.575* 
S 1.16 
L 0.900 
L 1.00 
L 1.665 
L 1.5027 
L 1.011 
S 1.92F 
s 2.02 
L 1.534 
S 1.656 
L 0.988 
5 1.806* 
s 1.85 

285.5 -1255 
312.19 497.1 
168.11 -25.94 
194.7 -773 
60.11 -63.01 
18.015 -285.8 
88.32 -250.2 
63.01 -173.2 
31.88 46.23 
236.1 -41.84 
413.5 -2418 
316.16 -669.9 
283.9 -682 

222.1 61.55 
(187.8)n -1392 

89.09 -180.3 
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