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Abstract

Inverse problems are usually of extreme complexity and are an important research topic for the graphics com-
munity due to their wide applicability. Those problems are considered for which the input data is captured from
reality with a camera, so it is possible to extract information about the scene illumination, reflectance properties,
or geometry. Unfortunately, sometimes standard techniques fail due to practical issues: uncertainty in acquisi-
tion methods, dynamic behaviors, complexity of the scene and approximate geometrical or lighting model. This
course not only aims at the presentation of the fundamental principles behind inverse rendering problems, but also
presents some practical considerations that arise in some applications, explains the new problems introduced and
shows adequate solutions. In the introduction, a review is given of the course objectives, the context and some of
the prerequisites, e.g. a general definition of global illumination. The first part of the course gives a definition of
inverse rendering, and presents a selection of inverse rendering solutions present in the literature. The second part
of the course, describes practical methods that can be used in specific applications of inverse rendering. Retrieving
reflectance and illumination properties of an existing site is of interest in areas as post-production, architectural
and urban planning, and interior lighting design. Modeling geometric properties of an object based on illumina-
tion output can be used in the design of reflectors in the car industry or urban lighting design. The course is given
as a lecture and is supported by slides and videos. Material created by the course organizers and coming from
other sources is used to illustrate the ideas presented in the course. At the end of the course, attendees will have a
good understanding of inverse rendering problems, and be able to select a method from the literature to apply to
a specific application.
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Introduction

Direct Rendering

Camera
+
Geometry
+ = Image
Materials (BRDF)
+

Light Sources

Inverse Rendering

« Goes the other way round:
— from Image + some extra info, infer the other missing parameters

« Depending on the available information, we face
different problems:
— one vs. many images of the scene
— known vs. unknown real geometry
— known vs. unknown lighting
— known vs. unknown material properties
— exact or approximate information

This course is presented by Celine Loscos and Katrien
Jacobs from the VECG graphics lab at University College
London and Xavier Pueyo and Gustavo Patow from the
Graphics Group in Girona. The topic of this course is
Inverse Rendering: from concepts to applications.

When the camera position, the scene geometry, materials
in the scene and the light source positions and intensities
are given, an image can be create of that scene, under the
current illumination properties and from the given camera
viewpoint using the radiance equation. This is how
rendering works.

Inverse rendering goes the other way around, based on an
image and some extra information, the missing
information in the radiance equation can be calculated.
Depending on the amount/type of information available,
different strategies apply to calculate the missing
information.



Information availability

+ Geometry information from:
— 3D Scanner
— Photogrammetric techniques
— Primitives

+ BRDF information from:
— Known light probe — pure specular (when building the HDR image)
~ Known materials for some surfaces

+ Lighting information from:
~ Known, calibrated light sources

— HDR image from a light probe (computed as a preprocessing step)

5

Inverse Rendering: Classification

« image + geometry — camera parameters
— (camera calibration: Well known problem)

+ image — geometry
— (photogrammetry)

« image + geometry + BRDF — lighting
— (inverse lighting)

« image + geometry + lighting — BRDF/textures
— (inverse reflectometry)

« image + geometry — BRDF + lighting
— (inverse combined problem)

+ image + lighting + BRDF — geometry
— (inverse surface design)

Example Application: Relighting

Insert new virtual elements

Remove some real elements
Change real/virtual object placement
Change lighting conditions

Change viewpoint

o0k wN =

Example Application: Reflector Design

« Design of reflector shapes from prescribed optical
properties and geometrical constraints.

+ Constraints on the shape imposed by industry needs
must be taken into account.

Various ways exist to calculate/retrieve geometric, BRDF
and illumination information.

As mentioned earlier, based on the type/amount of
missing information in the radiance equation, a certain
strategy applies to retrieve the missing information. On
this slide some of these different strategies are listed. For
instance when an image and the geometry of a scene are
given, the camera properties can be calculated, this type
of problem is labelled “Camera calibration”.

Inverse rendering can be used to perform relighting.

Relighting a scene, means that virtually new elements can
be added to an existing scene, it can also mean that some
existing objects are virtually removed. For each of these
cases, relighting will calculate the illumination changes
due to the addition or removal of these objects in the
scene. An extreme example of relighting is that the scene
is virtually ‘relit’ using a completely different
illumination distribution than the one present in the real
scene.

Another application of Inverse rendering is reflector
design.



Problems with Real Inverse
Rendering

Unfortunately, sometimes standard techniques fail:

1. Uncertainty in acquisition methods
2. Dynamic behaviors
3. Approximate geometrical model
not completely modeled
coarsely modeled
4. Approximate lighting model
light sources known only approximately

Solutions ?

+ Dynamic Scenes:
— Automatic HDRI generation of dynamic Environments
[Jacobs-Ward-Loscos-05]

+ Approximate geometry and/or approximate light sources
— Automatic generation of consistent shadows
[Jacobs-et al.-05]

« Unknown or approximate geometry
—~ Reflector Design from Radiance Distributions
[Patow-Pueyo-Vinacua-04]
~ User-guided Inverse Reflector Design
[Patow-Pueyo-Vinacua-TRO05]

Inverse Rendering:
From Concept to Applications

Outline

Inverse Rendering:
From Concept to Applications

1. Inverse Rendering Definition
1. General definition of inverse rendering & characterization of
existing techniques
2. General solutions/approaches

There are some well-known problems with performing
inverse rendering. These problems are mainly a result of
the failure to capture/model accurately the scene
parameters, such as geometry, radiance distribution and
light sources.

Some solutions are given in the literature to overcome
these problems. Some of these solutions are listed on this
slide; they will be discussed throughout this course.

The following slides detail the outline of this talk.

First a definition is given of inverse rendering; this
section consists of three subsections.

First a general definition of inverse rendering is given
Followed by a characterization of the existing techniques
And finally some general solutions and approaches will
be described

After this section, the course attendee will have a good
understanding of the concept ‘inverse rendering’ and
know which solutions exist and can be applied based on
the problem at hand.



Inverse Rendering:
From Concept to Applications

1. Inverse Rendering Definition
2. Applications to Inverse Lighting

1. General problems for outdoor scenes

2. Postproduction: capturing HDRI for outdoor scenes
3. Urban planning: simulating common illumination

4. Indoor Lighting Design

Inverse Rendering:
From Concept to Applications

1. Inverse Rendering Definition
2. Applications to Inverse Lighting
3. Applications to Inverse Geometry

1. General design of reflectors
2. User-guided design of reflectors

Inverse Rendering:
From Concept to Applications

. Inverse Rendering Definition

. Applications to Inverse Lighting

. Applications to Inverse Geometry
. Conclusion and Future Work

»WN P

General definition of
Inverse Rendering Problems

Gustavo Patow
Xavier Pueyo

Grup de Grafics de Girona
Universitat de Girona

After the break, a first set of applications of inverse
rendering are presented, more precisely those related to
inverse lighting. This second session consists out of 4
different subsections. Each will be presented and
illustrated with demos in the form of videos.

The third section discusses the applications related to
inverse geometry. This section consists out of two
subsections, and each will be presented in more detail,
and illustrated with some demos/videos.

Finally a conclusion and an overview of the future work
is given.

In this part of the tutorial we will introduce a general
definition and a classification of Inverse Rendering

Problems.



Context: Inverse problems

* In general, they are of an extreme
complexity
» Unfortunately, they are important
—e.g.: for lighting engineering, lighting design,
animators and lighting for films
» Research in graphics has focused mainly
on Direct/Forward Problems

— Compute the radiance distribution from a
known environment

Inverse Rendering definition

* Inverse Rendering Problems refer to all
the problems where
— Some aspects of the scene are unknown
— We know in advance the desired illumination
at some surfaces of the scene
* The algorithm has to work backwards to
establish the missing parameters

Estimating BRDF and Lighting (1)

fRavi

Photographs Forwa_rd
Rendering
E/ Algorithm BRDF
Rendering

Lightin,
Geometric model BIE o

Estimating BRDF and Lightin

FEE

Photographs ~ Renderi ng
Algorithm BRDF

g (I
Courtes) avi
Ramame i

Geometric model Lighting 2

Inverse problems are usually of an extreme complexity
and are emerging as an important research topic for the
graphics community due to their interest in a wide range
of fields including lighting engineering and lighting
design. Even animators and lighting experts for the film
industry would also highly benefit from them.

Although progress in rendering to date has mainly
focused on improving the accuracy of the physical
simulation of light transport and developing algorithms
with better performance, some attention has been paid to
the problems related to inverse analysis, leading recently
to very interesting results. Traditional forward problems
in lighting involve the computation of the radiance
distribution in an a priori, completely known environment
(geometry and materials).

Inverse Lighting Problems refer to all the problems
where, as opposed to what happens with traditional direct
lighting problems, some aspects of the scene are
unknown. One common characteristic of this kind of
problem is that, in general, we know in advance the
desired illumination at some surfaces of the scene (their
final appearance). Therefore, the algorithm has to work
backwards to establish the missing parameters, which
would produce the desired illumination.

To illustrate this, we can see a simple example. Given a
known geometric model like this cat, with completely
known material properties, (that is, with known BRDF),
under controlled lighting conditions, it can be rendered to
a picture like the one shown above (bottom-left side of
the slide). Forward or direct rendering aims at making this
photograph indistinguishable from the one above, taken
with a real camera from a cat figurine.

Instead, if we only know the geometric model and some
photographs, we can work the other way round, and try to
approximately infer the BRDF and/or the lighting
conditions. This process is known as an inverse lighting,
inverse reflectometry or a combined problem depending
on what we want to find out.

We can say that inverse problems infer parameters of a
system from observed or desired data, which define their
behavior, in contrast to direct problems which, given all
the parameters, simulate the effects.



Estimating BRDF and Lighting (III)

Courtesy of Ravi
Ramamoorthi

Photograph ]
RRER Rendering

(Relighting)

Novel lighting
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Rendering

Geometric model

From now on

» We have introduced the problem
* Now, we will
—Explain the theoretical background
* Introducing our main classification

« Presenting the problems behind Inverse
Rendering

—Explain alternative classifications to
enrich our view of the problems

Theoretical background

* Global lllumination

+ Most fundamental magnitude: radiance L(r,®)

+ The boundary conditions of the integral form of
the transport equation are expressed as

L(r,@)=L,(r, m)+L/;(r,w, — 0)L(r', ;) cos Mo,

Local reflection operator K
+ Let's define it as [Marschner98]

(Kh)(r,0) = [ £,(r:0, > @)h(r,0,)du(@)

« With du(w)=cos6 de, »

° IZmaps incident light distribution onto the ; r i

corresponding exiting light distribution resulting from
one local reflection

Now, with the resulting information from the inverse
problem, we can generate new images of the cat with
different lighting and viewing conditions. Often, this
process is called relighting.

Here we are in the context of the global illumination
framework, where the most fundamental magnitude to
work with is the radiance L.

The equation that describes the boundary conditions of
the integral form of the transport equation are expressed
as that equation in the slide. Here, what we are saying is
that the radiance leaving any point in the scene is the sum
of the emittance of that point plus all the light that arrives
at that point from the other surfaces in the scene,
modulated by the material properties of the surface that
contains the point, called the Bidirectional Reflectance
Distribution Function, or BRDF for short.

This equation is called “the rendering equation”.

Now, we are going to introduce a couple of operators to
write it in a clearer and shorter way for our purposes.

Firstly, let’s introduce the Local Reflection Operator K,
which maps the incident light distribution onto the
corresponding exiting light distribution resulting from one
local reflection. As we can see, this operator takes the
integral part of the Rendering Equation in the previous
slide. [Marschner98]



Field radiance operator G

« Let's define it as
(Gh)(r, e {h(p(r,m),w) when v(r,®) <o

0 otherwise

+ Where r,) is the visible surface function
Ur,®) =inf{x>0: r+xe e Surfaces in the env.}

 And the ray casting function
p(r,o) =r + Ur,®) @

Final expression

« We can write the rendering equation as:

L=L,+KGL

+ Which leads us to our main classification

Forward rendering

 Solve for L

Inverse lighting

L+1€(§L

« Solve for L,

Now, let’s introduce the Field Radiance Operator G,
which determines what is seen from a point in the scene
in a given direction. Basically, it provides information on
the nearest point in the scene, given a starting point and a
desired direction.

In order to do its job, it needs the definition of the Visible
Surface Function, which, by the way, is not a continuous
function. This Visible Surface Function, in turn, needs the
definition of the ray casting function, which we see at the
bottom of the slide

So, we finally can write the rendering equation as this
short expression. With this expression, and following
Stephen Marschner’s work, we will be able to introduce
our main classification.

Direct problems are those which, given known values for
L., K and G, solve for L.

But, if we only have some knowledge of L, and some of
the other parameters, we can pose different kinds of
inverse lighting problems.

If L. is unknown, and K, G and L or part of it, are known,
we have a problem of inverse lighting: given a
photograph or any other information that covers part of L,
and a complete model of the scene (K and G), find the
emittances (L) of the luminaries illuminating the scene.



Inverse reflectometry
+ Solve for K (BRDFs & textures) L =L, L

Combined problems

L=l +Kpt

« Solve for L, and K

Inverse surfaces

L:LL,+

+ Solve for G

Classification of
Inverse Rendering Problems

L=L,+KGL
L L, K G
Direct Problems ? N N N
Inverse Lighting | partial ? N ]
::;::;ome"y partial v ? J
5&"8.'2&? partial| ? ? \
Inverse Geometry | ~ N ? w

If K is unknown, and G, L. and part of L are known, we
must solve for information about K. This problem can, in
general, be called inverse reflectometry, and a particular
case is the one called image-based reflectometry in
[Marschner98], where images are used as input of the
information about L. As described there, since K includes
information about the variance of the reflectance both
spatially and directionally, this can be a very difficult
problem since it can be a complex function. Depending
on the constraints imposed on the problem, we can
subdivide it into the inverse texture measurement
(constraints on the directional variation), or the inverse
BRDF measurement (spatial uniformity is assumed).

If we solve for both Le and K, we are talking about a
combined problem, which are more difficult because of
the relationships in the simulation process.

Finally, if G is unknown, we have an inverse geometry
problem, where we want to find a shape from the effect it
produces in the scene illumination. Quite often, this
surface is called a reflector.

In general, we can build the following table, which shows
what we have to know and what we want to find out for
each kind of problem.

As we can see, in Inverse Lighting, Inverse Reflectometry
and combined problems we can have only partial
information about the scene lighting, but Inverse
Geometry problems are of such complexity that, we need
to know the full illumination information.



Inverse Problems: Difficulties

c urtesy of Ravi

HI-p0Sed g e———— rihi

(ambiguous) n

Angular width of Light Source

Surface roughness

Inside the Rendering Equation (l)

* Let's peek at some details inside the
equation
L(r,w)=L,(r, 0))+J‘S £,(r,0, > 0)L(r',w,) cos Gdw,

* Following [Ramamoorthi-Hanrahan01], we
can absorb the cos6 into the BRDF, and if
we assume the surfaces do not emit

L(r,o) = Lf,'(r,m, - 0)L(r',0,)do,

Inside the Rendering Equation (I1)

* From now on, let's work on a given vertex
» And assume distant illumination
« Let's write the lighting as

o 1
L) =Y > L,Y, (@)

1=0 m=-1
with Y, a
Spherical Harmonic

we @
@e
(]

Now, let’s study the difficulties related to inverse
rendering problems. As we can see from the slide, if we
start with a highly specular surface and a point light
source (bottom left figure), we see that we can perfectly
identify the material and the shape of the source. The
same happens when we increase the size of the source
(bottom row, from left to right). On the other hand, if we
start from the first situation, and we change the surface
roughness, we get more and more blurred versions of the
point light source. The problem is that, in general, we can
not distinguish between the situations when the light
source is larger with a specular BRDF, and the case when
the BRDF is diffuse but the light is a point light. Even
worse, as both the BRDF goes diffuse AND the light
source gets bigger (softer lighting), we loose the
capability of distinguishing which case we are facing. We
see that the problem of recovering the information
becomes more and more ambiguous, which in
mathematical terms means that we have an ill-posed
problem.

To have a more precise understanding on the problems
we face in Inverse Rendering problems, let's peek into the
rendering equation.

Following Ramamoorthi and Hanrahan's work, we can
include the cos 6 term into the BRDF, and if we assume
the surfaces do not emit (that is, L. is zero for the surfaces
we are studying), we get to a slightly simplified
expression, the one shown in the bottom of the slide.

In order to continue our study, we can work on a vertex in
isolation, so we don't need to worry about positional
problems. Also, we will assume a distant illumination,
which will make our formulation independent of the
evaluation position on the surface.

We always will be able to express all the quantities as an
expansion in terms of basis functions. In this case, we will
use spherical harmonics, which form an orthonormal
basis in terms of which functions on the sphere can be
expanded. The first few function of this basis is shown in
the picture.

We first expand the lighting in global coordinates,
arriving at the expression in the slide.



Inside the Rendering Equation (III)

+ Do the same with the (isotropic) BRDF: n
@, 0)=3 [y, V@)Y, (@)
Lpg

Isotropic

Anisotropic

« And with the reflected light field
B(N,@,)= Y B R,, (Y, (@,)
1m,p.q

» With 4, = sqrt(4z/ (2| + 1))
* And R,,,4(n) the rotation coefficients
about the surface normal n.
S

Inside the Rendering Equation (IV)

« Putting it all together into the equation, we

get
Blmpq: AILImfllpq

» As we see, we have a "simple" system of
algebraic equations
* (which, of course, is not "simple" at all)

Inside the Rendering Equation (V)

« Inverse BRDF:
fylpq: Al'lslmpq/ Lim

— We can see that BRDF recovery is well-posed unless the
denominator vanishes

— But, if L, vanishes, B,,,,, has to vanish too to be physically
accurate, and the RHS will be indeterminate

— It's ok, as long as, for all |, there is at least one value of m so
thatL,,, =0

« Thus, BRDF recovery is well-conditioned when lighting
contains high frequencies
(e.g: directional sources)

+ And is ill-conditioned for soft lighting

We now represent the transfer function /' =f cos6; in
terms of spherical harmonics. We note that /" is nonzero
only over the upper hemisphere, i.e. when cos 8 > 0 and
cos 6; > 0. We also use a complex conjugate for the first
factor, to simplify the final results.

If we assume we are dealing with isotropic BRDFs, which
are those where rotating the local tangent frame makes no
difference, we get the expression in the slide for /.
Proceeding similarly with the reflected light field, we
arrive at the expression in the slide. We may observe that
the Rimq(N) are the rotation coefficients for the spherical
harmonicas to accommodate the reference frame to local
coordinates given by the local surface normal n.

Putting all together, comparing both expressions and
equating coefficients, we arrive at this "simple"
expression in the frequency-space domain, as the
spherical harmonics we are using are the equivalent, for
the sphere, to a Fourier analysis in 2D space. In
frequency-space, the reflected light field is obtained
simply by multiplying together coefficients of the lighting
and BRDF, i.e. by convolving the incident illumination
with the BRDF.

Looking at this, we could think that this system of
equations is easy to solve, but, as we hinted a few slides
ago, it is not simple at all!

Following [Ramamoorthi02] —

Observing the expression resulting for f7,,, we see that the
BRDF estimation process will be well-posed (that is,
unambiguous) as long as the denominator on the right-
hand side does not vanish. But we must take into account
that, in order to be physically accurate, the numerator will
also be 0 if the denominator vanishes, as there won't be
any reflected light field for that order of the expansion. In
this case, the right-hand side will become indeterminate.
From the equation in the slide, we see that if, for all /,
there exists at least one value of m so that L;,, = 0, then the
problem of BRDF estimation is well posed. In other
words, all orders in the spherical harmonic expansion of
the lighting should have at least one coefficient with
nonzero amplitude. If any order of the expansion
completely vanishes, then we will find we won't be able
to estimate the corresponding BRDF coefficients.

In signal processing terms, if lighting, which is the input
signal, has no amplitude along certain modes of the
BRDF (our filter), those modes cannot be estimated. We
can say that, when the spherical harmonic expansion of
the lighting does not decay rapidly with increasing
frequency, the BRDF recovery problem is well
conditioned. This is telling us that, when the lighting
contains high frequencies like directional sources or sharp
edges it is well-conditioned. On the other hand, it is ill-
conditioned for soft lighting.

We can see that the equation in the slide gives a precise



Inside the Rendering Equation (VI)

« Inverse Lighting:
Lim= AIJBImpq/fllpq

+ We can see lighting recovery is well-posed
unless the denominator vanishes for all p,q for
some |

« Thus, lighting recovery is well-conditioned when
the BRDF contains high frequencies
(e.g.: sharp specularities)

» And is ill-conditioned for diffuse surfaces

Inside the Rendering Equation (VII)

« Combined Inverse Problems:

— The same way, we can see that, up to a global scale,
the reflected light field can be factored into the lighting
and the BRDF

— (if the appropriate coefficients do not vanish)

« Inverse Surface Design:

— Extrapolating the analysis, we can infer that, as the
BFDR goes more diffuse, surface recovery becomes
harder, reducing convergence of any algorithm we
could invent

mathematical characterization of the BRDF estimation
problem, telling us when it is well-posed and when not.

Continuing with the analysis presented in
[Ramamoorthi02], now with respect to the Inverse
Lighting problem.

We can see that this problem will be well-posed when the
denominator does not vanish for all p, g for some /. This
means that the spherical harmonic expansion of the
BRDF transfer function contains at least one non-zero
value for all orders.

If we resort again to the signal processing framework, we
see that, when the BRDF filter truncates certain
frequencies in the input lighting signal, we cannot
determine those frequencies from the output signal (our
reflected light field). This happens, for instance, if the
BRDEF acts as a low-pass filter. We can see that Inverse
lighting is well-conditioned when the BRDF contains
high-frequencies: when its frequency spectrum decays
slowly. So, we conclude that inverse lighting is well-
conditioned when the BRDF contains sharp specularities,
like a mirror surface in the ideal case. On the other hand,
inverse lighting from diffuse surfaces is ill-conditioned.
We can explain that noting that highly specular surfaces
act as high-pass filters, so the resulting images have most
of the high frequency content in the lighting. In that case,
the lighting can be estimated. On the contrary, diffuse
surfaces blur the illumination, making it difficult or
impossible to recover the high frequencies. We can say
that they act as low-pass filters.

Having analyzed estimation of the BRDF and lighting
alone, we can extend the analysis to the problem of
factorizing the light field, i.e., simultaneously recovering
the lighting and BRDF when both are unknown.

The main result is that the reflected light field can be
factored into the lighting and the BRDF, provided the
appropriate coefficients of the reflected light field do not
vanish, i.e. the denominators above are nonzero. If the
denominators do vanish, the inverse-lighting or inverse-
BRDF problems become ill-posed and consequently, the
factorization becomes ill-posed.

We can also extrapolate the reasoning to the Inverse
Surface Design problem, and we can infer that, as the
BRDF goes more and more diffuse, the recovering of a
surface becomes more difficult, obviously reducing the
convergence of any algorithm we could invent.



Up to now
Now, we have presented our main

classification based on the compact
version of the Rendering Equation

L=L,+KGL

And we have seen the problems involved
in Inverse Rendering

Alternative classifications

But the one presented is not the only
possible classification we can use, but is
the main one

Alternative classifications can be
introduced to enrich our view of the
problems and their solutions

.

Alternative Classification:
Nature of the solving algorithm

Direct-solving

— Avoid solving the forward problem at any time

— Mostly based on the construction of a linear system of
equations, and solving it

— Others use a direct measuring approach

— A few use Monte Carlo methods

Indirect-solving

— Based on an optimization procedure

— Require the solution of a forward problem at least
once per iteration

Mixed

— A combination of both

Alternative Classification:
Approximations to the equation

« Each approach needs to define how they treat the global

« General

illumination equation:

— General solution independent of any light propagation algorithm

+ Radiosity

— Diffuse surfaces, patches with constant radiance

* Monte Carlo

— Firing rays from *known surfaces” towards “unknown surfaces”,
gathering information to integrate results

« Local Illumination

— Only taking into account paths
emitter — surface — registration system (eye)

L(r,0) = L,(r, m)+L [0, 0, - 0)L(r', 0,)cos o,

Up to now we have presented our main classification
based on a compact form of the rendering equation, and
we have presented the main problems involved in Inverse
Rendering problems.

Now, we are going to present some alternative ways of
classification of the problems, as the one presented is not
the only one we can use. Of course, it will be our main
one, but other possible classifications will help us to
enrich our view of the problems we are facing and their
solutions.

We can present an alternative classification based on the
nature of the solving algorithm used. Some of the
algorithms are called "direct solving" methods, because
they avoid solving the forward rendering problem at all.
Most of these approaches build a linear system of
equations, trying to solve them, while others take direct
measurements of the available information and, finally,
there are a few that are based on Monte Carlo methods.
Other algorithms are "Indirect-solving" approaches,
which need to compute, at least once per iteration, a
forward solution to the problem. Those approaches are
generally based on an optimization procedure.

Finally, we can mention the "mixed" approaches, which
are a mixture of the other two, estimating some
parameters by direct computation, while leaving others
for an optimization process.

Another factor to take into account is whether the
different papers treat the full rendering equation, or a
simpler version based on a simplification of the
illuminating equation.

Basically, we can mention four main approaches: firstly,
the general methods, which are independent of the
lighting computation procedure chosen, being able to
accommodate any rendering algorithm.

The second group is the radiosity-based methods, which
rely on the computation with diffuse surfaces, and
considering patches with constant radiance.

The third group is based on Monte Carlo algorithms,
which in general are used to compute the unknown
information by firing rays from the surfaces with known
properties towards the surfaces with unknown properties,



Alternative Classification:
BRDF

« The Bidirectional Reflectance Distribution
Function (BRDF) plays a key role
* General BRDF
— Uses the BRDF information in a generic way
» Specific Model
— Like the well known Phong, Torrance-Sparrow, ...
« Diffuse
— Just use a real number!
* Pure Specular
— Provides the higher accuracy

— Probably needs more computations: taking into
account many ray bounces 45

Alternative Classification:
Visibility
* Remember:
we need to compute the visible surface function
Ur,®) =inf{x>0: r+xe e Surfaces in the env.}
« That means detecting blockers
— between the sources and the surfaces
— between the surfaces and the registration system (eye)
« Not computing this is much faster, but much more
inaccurate
— Could lead to solutions not applicable in real-life

Alternative Classification:
Specific aspects
» Each problem also allows to add specific,

unique classifications that surely will help
us understanding them

* Let's look at each case in particular

gathering the information finally used. In general, this
"gathering" process involves some sort of weighted
averaging.

The last group is the one based on local-illumination,
considering only point light sources and without
considering inter-reflections. Thus, they only consider the
paths from the emitter to surface and from this surface to
the registration system.

It is important to consider the sort of BRDF each
approach uses, as the BRDF has a central role in the
different inverse problems, as we mentioned before. For
example, there are many approaches that try to use a
general model for the BRDF, treating the information in a
generic way.

Others rely on a specific BRDF model, like a Phong or a
Torrance-Sparrow BRDFs. Others, just use a lambertian
BRDF, which is characterized just by a real number at
each location! Finally, pure specular BRDFs are very
commonly used, as are the ones who provide the
maximum accuracy for inverse recovery problems, as we
saw before. Unfortunately, as the BRDF is more specular,
the computation of many light bounces becomes
necessary, which could lead to larger computation times.

It is also important to mention the treatment of visibility
in the different approaches: when computing the radiance
with the equations we explained before, the visibility
problem consists of detecting if there are any blockers
between the source and the surface being illuminated, so
not adding their contribution in that case. The same is true
for the paths from the surface to the eye or the region
where the final radiance computations are needed. Most
of the reviewed papers omit this treatment, arriving at
solutions not applicable in real-life situations.

Finally, we can present a classification with respect to the
specific aspects each problem and of their solutions.
These are specific, unique classifications that surely will
help us understanding them. Let’s look at each case in
particular.



Inverse lighting

« Light Simulation

— General

— Radiosity

— Monte Carlo

— Local lllumination
* Type

— Emittances

— Positioning

Inverse Reflectometry

« Light Simulation
— General
— Radiosity
— Local lllumination
« Points of view needed
— One
— Several.

(BRDFs & textures)

« Light Simulation
— Radiosity
— Local lllumination

* Type

— Analytical

— Numerical

« Light Simulation

— “1-to-1"

— Local illumination
— Global illumination
« Shape Definition
— Rotational Symmetric
— Intersection of quadrics
— Splines

— Polygons

In the case of inverse lighting, we can find the four kinds
of work: general approaches, radiosity-based, Monte
Carlo-based and local illumination-based.

But we also can classify them with respect to a specific
classification that comes from the two possible sub-
problems to solve: inverse emittances, where we only aim
at finding the emittances of known light sources, or the
problem of where to place a given source, known as "light
positioning" problem.

Here we find only three kinds of works: to the best of our
knowledge, and although is theoretically possible to do it,
there are no works that deal with an inverse reflectometry
problem, using a Monte Carlo-based approach to solve it.
On the other hand, the different approaches could be
classified according to the number of images of the scene
needed to solve the problem. Normally, this can be wither
just one image, or several images, that could come from
an animation or several calibrated pictures.

For the combined problems we only find radiosity or
local illumination-based approaches, although we could
think of the possibility of generating solutions with a
general approach or with a Monte Carlo method.

With respect to inverse surface problems, there are two
main groups of works: those that are purely theoretical,
showing and demonstrating some properties of the
problem and their solutions, and those which try to get a
numerical solution that could be implemented in a
computer.

So, each work treats the light propagation in different
ways. Some of the proposed techniques introduce a new
sort of lighting method, which we call "1-to-1", which a
sever restriction on the local illumination setting. We are
going to refer about a little bit later.

Finally, it is important to mention that each work uses a
different model for the surface, being the rotational
symmetric surfaces and the intersection of volumes
bounded by quadrics the most common in the theoretical
works, while most of the numerical methods either use
splines or polygons for the shape to be found.
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Inverse lighting

« Solve for L, L + KGL

We can subdivide the work in
this area into
— Inverse emittance: obtaining
the emittance
— Inverse light positioning: find
the location of the sources

« Different approaches
— General formulations
— Monte Carlo
— Radiosity
— Local illumination

General Formulations (1)

* Find the luminaries intensities, positions
and/or orientations

» Without depending on any particular
rendering algorithm

This first section gives an overview of the content of the
following surveys and state of the art reports:

e A survey of inverse rendering problems, Gustavo
Patow and Xavier Pueyo, Computer Graphics
Forum, vol 22, num 4, pp. 663-687. 2003.
e A survey of inverse surface design from light
transport behaviour specification, Patow, G. and
Pueyo, X. Computer Graphics Forum. December
2005
e C(lassification of illumination methods for mixed
reality, Katrien Jacobs and Celine Loscos,
Computer Graphics Forum, vol 25, num 1, 2006.
Instead of a sample of slides, these three papers are
included in this document, to give the reader an
understanding of what will be presented. The discussion
of these three surveys is followed by a break.

Keywords: Inverse Problems, Inverse Rendering, Inverse
Geometry, Reflector Design, CAD for luminaries,
Optimization



General Formulations (Il)

.

If we consider n distant light sources
Each of them
— Characterized by a function &, (its contr. to the env.)
— Parameterized by some parameters u¥
— In general, the uX; will be
« its intensity u%;
« its position r; of the light source
+ its orientation e,

« Then, the illumination in a scene would be

® =3u’D, (u)..ub)

General Formulations (l11)

* If we measure some intensity values ¢ at
some evaluation points, that can be
— On the surfaces
— On the screen

» And, if we assume a linear relationship
with the o, we get

a; = R(®) = SuR(®, ).} ))

57

General Formulations (V)

.

It is very important to notice that
— As long as the rendering process 9(®) conserves
this linearity, we can use any rendering algorithm

— The solutions posed this way are rendering-
independent

— Just compare patch intensities or images
— We don't care how the energy got there!
In general

— We are facing a non-linear problem

— Probably with many minima

— A global optimization procedure is needed

.

General Formulations (V)

RMS error

[Patow06]




General Formulations (VI)

[Costa-Sousa-Cardoso99]
— Evaluated objectives defined on the surfaces
« Intensity over certain surfaces
« Avoid glares on operator's faces (direct or by specular reflections)
+ Other: the objectives are specified by scripting
— Based on Simulated Annealing
[Shacked-Lischinski01]
— Perception-based image quality function as objective
— Tries to effectively communicate information about shapes,
materials and spatial relationships
— Steepest descent with “wisely chosen initial values”
[Patow06]
— Used images taken with a static camera
— Objectives defined in image-space
— Completely rendering-independent
— Used Simulated Annealing

General Formulations (VII)
Inverse Emittance:
And, if we assume a linear relationship with the o, we

g =R@) =Y uR(@,)

i

— We can try to find the u; as a typical least squares problem

[Schoeneman-Dorsey-Smits-Arvo-Greenberg93]

— “Painted” lighting requirements on the surfaces of the scene

— Used a modified Gauss-Seidel iteration plus a regularization
process (remember: diffuse )

[Marschner-Greenberg97, Marschner98]

— From a 3D model and a photograph

— Estimates the directional distribution of the incident light

— Actually, used a basis @, for each direction j

— Least squares, but required regularization

Monte Carlo-Based Formulations (1)

* An Inverse Monte Carlo method is
proposed:

— Fire rays from the "known" surfaces towards
the "unknown" surfaces

— Gather illumination information on some
"calculation points" on the "unknowns"

— Average this info to get the final results
Has never been used with light positioning
problems...

Monte Carlo-Based Formulations (Il)

+ [Oguma-Howell95]

"known" surface

Calculation points

"Unknown" Surface




Radiosity-Based Formulations (1)

+ The general problem is reduced to a radiosity one
- Diffuse BRDF for the surfaces (patches)
— Constant radiosity over each one

B, the i-th patch radiosity
B =L + 2 F.B. Laitsemitance
i o T Pi G pyits reflectivity
Jj F,; the form factor between elements i and j

+ To the best of our knowledge, never was applied to light
positioning problems
— Diffuse surfaces with sharp lighting...
— probably very ill-conditioned
— Unless stated at the full-patch level...

Radiosity-Based Formulations (I1)

+ [Harutunian-Morales-Howell95]
— Context: Radiative heat transfer
— Modified Truncated Singular Value Decomposition
+ [Franga-Oguma-Howell98]
Morales-Matsumura-Oguma-Howell97]
— Same approach, but with participating media
— Uses a FE approximation for the PDE for the medium
* [Fournier-Gunawan-Romanzin93]
— Fitted emissions to observed values
+ [Drettakis-Robert-Bougnoux97]
— Improved by using a hierarchical radiosity system
+ [Loscos-Frasson-Drettakis-Walter-Granier-Poulin99]
— Photogrametry: Reconstructed scene geometry from photographs
— Indirect lighting computed through a hierarchical radiosity system

— Direct lighting computed separately with ray-casting o5

Local lllum.-Based Formulations (I)

+ Basically, the consider only the direct
illumination at a surface

* The rendering equation is actually never
used

» Computations are much simpler and faster
to do

» Depending on the application, results
could be too unrealistic...

Local lllum.-Based Formulations (I1)
Inverse Emittance

+ [Ramamoorthi-Hanrahan01]
— First option: Solve a linear least squares system (like in the
general case)
— Second option
+ Subtract the diffuse component
« use the resulting mirror-like distribution to recover a high resolution
angular space of the illumination
« Two step process: estimate diffuse from illum, then illum frequency
parameters to get sharper results
* [Sato-Sato-lkeuchi99a,b]
— Use radiance inside shadows to estimate illum as a collection of
point sources
« uniformly distributed in the scene
+ On a sphere of directions.
— Solved a linear system




Local lllum.-Based Formulations (111)
Light Positioning Problems
 [Poulin-Fournier92]
— Use highlights and shadow for modeling directional
and point light sources
+ [Poulin-Ratib-Jacqes97]
— Used sketches of desired shadows
and highlights
* [Guillou00]
— Creates many directional light sources from purely
diffuse regions in the scene
— Groups them to estimate a point from the intersections
— This point is used as starting point to an optimization
(Levenberg-Marquardt) of the least squares error
68
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Inverse surfaces

« Type: L:L"+

— Analytical

~ Numerical
« Light Simulation:
- “1-to-1"
~ Local illumination
— Global illumination
Shape Definition:

— Intersection of quadrics
— Spline
— Polygons

Keywords: Inverse Problems, Inverse Rendering, Inverse
Geometry, Reflector Design, CAD for luminaries,
Optimization

Finally, if $\hat{G}$ is unknown, we have an
\emph{inverse geometry} problem. For an in-depth
survey on those problems, refer to \cite{PPOOb}.



Far- vs. Near- vs. Near-Field

« Far-Field

— Purely directional distribution

— Ignores light origin

— Sources are treated as anisotropic point lights
 Near-Field

— Directional and spatial distributions

— Equivalent to a Light-field or a Lumigraph
+ Near-Field-RD (for reflector designers)

— Often, in lighting engineering, they refer a Near-Field as

the illumination (irradiance) on plane near the source

— This way, a Far-Field is a limiting case when the plane is
moved infinitely far away

Target Optical Set

Height

Z

Problem Statement

Given
— The radiance distribution of the light bulb
— A reflector border

— A desired outgoing radiance distribution for the
Optical Set

Find a shape within a user-prescribed tolerance

Theoretical Works (1)

» Many of the earlier works were based on
the "1-to-1" approximation

“I0-1"

« It is a very restrictive approximation...
« [Wescott-Norris75] [Wescott83]

Firstly, we should define what an optical set is.

The reflector shape to be found is just a piece of a set
called in lighting engineering an optical set, which
consists of a light bulb, the reflector and, possibly, the
diffusor. The reflector has a border, contained in a plane,
that limits its shape. In general, a reflector must fit inside
a holding case, so its shape cannot be lower at any point
than the plane defined by the border nor higher than a
certain threshold defined by the case. We can say that the
case defines a bounding box for the reflector.

We can state more precisely our problem as:

Given the outgoing radiance distribution of a light bulb
and a reflector border, and given a desired optical set-
outgoing radiance distribution, find the corresponding
shape for the reflector. Do this up to a user-defined
tolerance.



Theoretical Works (Il)

[Brickell-Wescott78]

— Studied the Near-Field-RD problem

— Got an equation of Monge-Ampére type
[Oliker89, 02, 03]

— Studied the Near-Field-RD problem

— Worked with rotationally symmetric reflectors

~ Got a more general expression

— Proved existence and uniqueness for the radially symmetric

case

[Wang96]
— Exist and for a far-field problem
— Based on a differential geometry formulation

— Showed that the regularity of the solution failed even with
simplest cases

Numerical Works
General Algorithm

Light Distr,  Light Distr oy, i

Numerical Methods:
Local lllumination (I)

* [Kochengin-Oliker98, 03] [Caffarellli-Kochengin-Oliker99]
* [Kochengin-Oliker-vonTempski98] (mostly theoretical)
(refractions — intersecting hyperboloids)

Near-Field-RD Far-Field 8

Numerical Methods:
Local lllumination (I1)

[Neubauer94, 97]
— Used a bicubic B-Spline for the surface
— Minimized the mean square error between
* Obtained light distribution
* User prescribed desired irradiances
— Light propagation by Gaussian quadrature
* 4 x4 nodes chosen on the reflector
+ Incoming and outgoing direction calculated
+ Outgoing energy distributed over neighbors in the registration region
(far-field)

— Optimization
- Powell's method (projected conjugate gradients)
- Line search via quadratic interpolation
- Initialization must be quite accurate to avoid wrong minima !




Numerical Methods:
Local lllumination (111)

* [Halstead-Barsky-Klein-Mandell95, 96]
* [Halstead96]

The Videokeratograph

Reprinted with permission of Brian A. Barsky, UC Berkeley
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Numerical Methods:
Local lllumination (1V)

[Loos-Slusallek-Seidel98]
— Designed progressive Lenses for defects in human visual
system
— Lens represented as front surface
+ Back surface is toroidal or spherical
— Light Propagation
+ Finds point the eye should focus on by tracing a single ray from

center of pupil to center of pixel

+ Then, wavefront tracing is used for re-focusing the eye

(get a sharp image)

+ Distribution ray-tracing is used to get final pixel color
— Accurate error functional for

+ Desired properties (effective astigmatism)

+ Optical error across the lens
— Optimization

* Variant of Newton iteration

« Only two iterations needed !

Numerical Methods:

Global Illlumination

+ [Doyle-Corcoran-Connell99, 01]
— Objective function
+ Element-wise difference between desired and current light distribution
« Penalty for rays outside this region
+ Difference between reflected and desired light power
~ Light propagation: Flatland (2D)
+ Recursive ray tracing
+ Extended light sources defined as an array of lambertian-like points
on regular intervals on a circle
— Surface
« Cubic Bézier curve
— Optimization
« Evolution strategy (a variant of Genetic Algorithms)
+ Control points from the Bézier curve are the genes of the
chromosomes
« [Patow-Pueyo-Vinacua04]
— Detailed description later

Inverse Rendering:
From Concept to Applications

1. Inverse Rendering Definition

1. General definition of inverse rendering & characterization of
existing techniques
2. General solutions/approaches
1. State of the art in Inverse Lighting
2. State of the art in Inverse Surface Design
3. State of the art in Reflectometry

2. Applications to Inverse Lighting
3. Applications to Inverse Geometry
4. Conclusion and Future Work




State of the art in Reflectometry

Katrien Jacobs
Celine Loscos

University College London
Virtual Environments
and Computer Graphics
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Mixed Reality — definition

[Milgram91]

Mixed Reality — definition

Real
Environment
(RE)

[Milgram91]

Mixed Reality — definition

Augmented
Reality
(AR)

Real
Environment
(RE)

CREATE

[Milgram91]

This talk will be about illumination methods for mixed-
reality.

A definition of mixed-reality is given by Milgram et al. In
their paper, it is stated that there exist 4 types of worlds.

A first world consists of real elements only.

In a second world some virtual objects are added to the
real world, the resulting environment is called an
augmented reality.



Mixed Reality — definition

Augmented Augmented
Reality Virtuality
(AR) (AV)

Real
Environment
(RE)

PUREFORM

[Milgram91]

Mixed Reality — definition

Augmented Augmented
Reality Virtuality
(AR) (AV)

Real Virtual
Environment Environment
(RE) (VE)

el W
© 1994 by Martin Mocek, Siemens Lighting
[Milgram91]

Mixed Reality — definition

Augmented Augmented

Reality Virtuality
(AR) (AV)

Real Virtual
Environment Environment
(RE) (VE)

Mixed Reality
[Milgram91]

Mixed Reality — display methods

= sce-through display methods = computer augmented-reality

Siconet-AR, Zentrum fur Graphische The CREATE project at UCL, model made by
Datenverarbeitung INRIA/CSTB using REALVIZ tools

In the third world, real elements are added to an entirely
virtual environment, the resulting environment is called
an augmented virtuality.

Finally the last world consists of virtual elements only,
resulting in a virtual environment.

Mixed-reality is the combination of AR and AV.

A mixed-reality can be displayed using see-through
glasses (left) or projected on a screen (right).



lllumination methods

+ lllumination consistency between virtual and real object
+ 3groups:

[Jacobs04] [Loscost0] [Boivin01]
Common Relighting Inverse
Tllumination

Illumination ¢,

Classification

+ Based on input required
~ Geometry

— Scene radiance:

+ Oneimage
+ Several images
+ Many images

Classification

No geometry, one input image
Geometry, one input image
Geometry, several input images
Geometry, many input images

H N =

1. No geometry, one input image

* Virtual object inserted inside real scene containing real objects
« Anti-aliasing and distance taken into account

+ Shadow projection

+ lllumination virtual and real objects consistent

+ Fog generation

[Nakamaes6]

When an effort is made to match the illumination of the
virtual elements and real elements, three types of
illumination methods can be distinguished: common
illumination, relighting and inverse illumination.

Common illumination: the real illumination is unchanged;
the illumination effects induced by the virtual object are
simulated (left).

Relighting: the illumination of the real elements is
changed and the virtual and real elements are re-lighted
using the same illumination (middle)

Inverse illumination: the BRDF of the real elements is
calculated in order to achieve a physically correct
relighting (right)

In our state of the art report presented at EG04 and later
published in CGF [Jacobs06], a classification is presented
of existing illumination methods for MR. The
classification is done based on the type of geometry and
radiance information required by the method. The
geometry is usually reconstructed using reconstruction
software or using scanners. The scene radiance is
extracted from input images.

Based on this 4 different classes are identified:

No geometry information is required, each scene point
needs to be visible in one input image

Geometry information is required, each scene point needs
to be visible in one input image

Geometry information is required, each scene point needs
to be visible in several input images

Geometry information is required, each scene point needs
to be visible in many input images

In what follows a short overview is given of these classes
with only a SELECTION (not all) of the methods that
exist in the literature that fall under this category.

A first method is from Nakamae et al. which uses a
photograph and inserts virtual objects without knowing
the scene geometry beforehand. They add shadows and
fog.



1. No geometry, one input image

L o-
o Ny
_—
4 steps:
. Acquiring environment illumination (environment map)
~ Prefiltering environment illumination

y Render using multiple passes (original texture preserved)
— shadow generation

AN

[Agusanto03] %

1. No geometry, one input image

4 Steps:
1. low-level geometry ion using pair of omni-di | images
2. capturing illumination environment: environment map
3. mapping of environment map onto the geometry
4. rendering VO using Ray Casting method

[Sato-Sato-
Ikeuchi99b]

" scaling factor [E2/E1]

Geometry, one input image

Modified shadow volume algorithm for AR environment:
1. generating shadow volumes
2. rendering algorithm for shadow volumes
2

[Haller03]

.

decompose scene into local and distant part
calculate diffuse reflectance properties of real
objects in the real scene

render scene using differential rendering
‘mechanism
[Debevec03] ° e

EY

A second method is from Agusanto et al., this method
uses pre-filtered environment maps to simulate the
illumination on virtual objects.

Sato et al. present a common illumination method that
makes use of environment maps to simulate virtual
shadows. The shadow generation is non-real time.

Haller et al. present a local common illumination method
that generates hard shadows using shadow volumes. The
shadows are generated in real time, but problems arise
when a virtual shadow overlaps with a real shadow
(right). Shadows are generated from the real scene onto
the virtual object and from the virtual object onto other
virtual objects and onto the real scene.

Debevec et al. calculates the diffuse BRDF of the scene
materials for the local scene using differential rendering.
The result is a global common illumination solution, non-
real-time.



Geometry, one input image

1. Capture scene

2. Splitscene into two parts: source
patches, receiver patches

3. Construct shaft hierarchy between
source and receiver patches

4. Render, assuming diffuse only

[Gibson 03]

rendering reference

Geometry, one input image

Common illumination between real and computer generated scenes

1. reconstruct the real scene: model the scene with few boxes: low-level geometry.
reconstruction

2. divide scene in elements and estimate diffuse reflectance properties

3. progressive radiosity is used to calculate global common illumination

4. render scene using ray casting

[Fournier-Gunawan-Romanzin93] 101

Geometry, one input image

Y ¥ displayratio
i
[Loscost] i f - Bl rexure
a
B, B, relighting allowed

Original photograph Without shadows Final rendering 10

Geometry, one input image

Image-based rendering of diffuse, specular and glossy surface from one single image
Reconstruct scene geometry, light source position

BRDF model according to Ward et al. : 3 or 5 parameters: diffuse, specular, roughness.
Iterative approximation based on one single image:

Use scene knowledge to fil in invisible parts of the scene

B

[Boivin01]

Gibson et al present a non-real time global common
illumination method.

Fournier et al. present a non-real time common
illumination solution. The diffuse material properties are
estimated.

This method is discussed in a following section in more
detail.

In this method from Boivin et al, the specular and diffuse
material properties are estimated from one photograph.
This method is discussed in more detail in a subsequent
section.



Geometry, several input images

reflectance confidence

,l:i ." ) ‘.. }}(@\ .Jmergivﬂzj‘mmT’
- gy

- direct lighting: pixel per pixel

 indirect lighting: optimised radiosity solution

[Loscos

Drettaki -
Granier-Poulin99]

Geometry, several input images

Image based Photometric Reconstruction using Virtual Light Sources
1. reconstruct scene
2. model direct illumination by a set of virtual light sources
* spherical illumination surface
= set of virtual light sources must produce a similar ilumination as real ilumination
3. estimate reflectance of objects in real scene
4. render using ray-racing (not real-time)

[Gibson01]

synthetic light sources augmented

Geometry, many input images

[vu99]

e — Inverse global illumination:

Reconstruct scene geometry and light source
positions

Diffuse albedo estimated using inverse radiosity
Roughness and specular albedo estimated using
non-linear optimisation

. Rendering with RADIANCE

Geometry, many input images

Recovering photometric properties from photographs.

1. Separate scene into four parts

2. Radiance each point in the scene captured twice

3. Two diffuse pseudo BRDF are calculated, specular component estimated (LSE)

4. Rendering:
= sky texture extracted and mapped on hemisphere
= sky controlled by three parameters: sunset/sunrise, intensity, sun position
= local scene rendered using pseudo-BRDF’s and radiance values

" " “ [Yu1995] 107

This method from Loscos et al. is explained in more
detail in a subsequent section.

In this method from Gibson et al. the scene illumination is
reconstructed on a virtual illumination surface. This is
used to calculate the BRDF properties. The result is a
non-real time global relighting method.

Yu et al.: calculate the diffuse and specular material
properties using a non-linear optimisation. The result is a
non-real time global illumination method.

In this method from Yu et al. diffuse and specular effects
are estimated using LSE by separating the scene into four
parts (local model, sky, sun and surrounding
environment). The radiance of a point needs to be
captured once in shadow and once in sunlight, making
this method very tedious. Then two BRDFs are calculated
(material in sun, material not in sun) and combined.



Discussions

Pre-processing

Level of interactivity

Quality obtained

Applicability on indoor/outdoor scenes

Eal o

Pre-processing

Pre-processing steps are those steps ...
- thatare carried out only once
~  before the actually rendering of the mixed-reality
~  e.g. geometry reconstruction / radiance capturing / reflectance calculation

1. Geometry reconstruction:
~ some require no geometric model of the real scene
~  most methods do require a geometric model
- time consuming, unreliable
2. Radiance capturing
~  from one / many viewpoint(s)
- capturing HDR images: time-consuming, unreliable, subject to scene set-up,

- methods requiring HOR images are error-prone
3. Reflectance calculation
- diffuse BRDF relatively easy to calculate
- specular BRDF estimation is error-prone and tedious but usually desired
109

Level of interactivity

Interactivity:
~ the possibility of navigating objects or viewpoints in the scene.
~ the effort made to get an interactive rendering
~ the possibility to modify scene reflectance properties of real objects in the scene.
~ the possibility to modify the illumination sources in the real scene

Few methods allow navigation of objects and/or viewpoints:
~enough BRDF / geometry / illumination information available
~or, they use different approach to fillin missing information

~

Final rendering of some methods are RT, some are near RT, most of them
are not RT

~ some did not spend enough effort on this

~ most methods can be altered such that navigation is made possible in RT

w

. in principle if geometry is calculated correctly, a new BRDF can be assigned
to objects in the real scene
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Quality

Quality assessment:

~ Compare rendering with photographic reference image [But how to assess the
error 7]

Estimate BRDF values and compare with real BRDF values (measured)

More complex BRDF model yields better quality of the MR (intuitively)
Subjective, using a test-audience
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The presented methods can be discussed and compared
based on 4 different parameters:

pre-processing time required

Level of user interactivity

The quality obtained of the simulated illumination

The applicability of the method on indoor/outdoor
environments

A pre-processing step is a task that is carried out only
once, before the actual rendering takes place. For instance
geometry reconstruction, radiance capturing and
reflectance calculation.

Geometry: the more precise the geometry model needs to
be the more time consuming the method will and also the
more unreliable as it is not always possible to acquire a
decent geometry model

Radiance capture: the more input images needed, the
more time-consuming the method and the less reliable,
especially in a scene with changing illumination for
instance, where it is is difficult to capture a scene point
from many directions under the same illumination
Reflectance calculation: the more high level the
reflectance calculation, the better the quality of the final
rendering, but the more tedious the method.

The level of interactivity depends on the possibility to
navigate through the scene, to change/move the objects or
to change the illumination of the scene.

The quality of a method is very subjective, but can also be
measured using more objective measures. For instance it
is expected that with a high level BRDF model, the
resulting rendering will be better. The quality of a method
can also be measured by measuring the resulting
rendering against a photographic reference, but in turn
this poses the question: what to compare?.



Applicability on indoor and outdoor scenes

Outdoor scenes — more complicated than indoor scenes:

— geometry more difficult to extract (too much detail, moving objects, less
controllable than indoor scenes)

— radiance more difficult to capture (movement, intensity too high, less
controllable than indoor scenes)

Methods using environment maps are usable for outdoor scene
— if environment map is correctll!

Four methods explicitly tested their method on an outdoor scene
~ [Sato-Sato-lkeuchi99a]

- [Debevecgs]

- [Gibson03]

~ [vusg)

Conclusion

Mixed-Reality:
—  Merging of real and virtual elements
~ lllumination consistency: virtual and real elements illuminated in the
same manner
— Three methods to obtain illumination consistency:
« common illumination
« relighting
« inverse illumination methods

Illumination methods:

— The more information available, the better the quality of the final mixed-
reality

— Therefore classification based on amount of input information available

—  Existing methods are not ideal

113

Bibliography

+ Asurvey of inverse rendering problems, Gustavo Patow

and Xavier Pueyo, Computer Graphics Forum, vol 22, num
4, pp. 663-687, 2003.

A survey of inverse surface design from light transport
behavior specification, Gustavo Patow and Xavier
Pueyo. Computer Graphics Forum. December 2005

Classification of illumination methods for mixed

reality, Katrien Jacobs and Celine Loscos, Computer
Graphics Forum, vol 25, num 1, January 2006.

114

1.

2

8
4

Inverse Rendering:
From Concept to Applications

Inverse Rendering Definition
. Applications to Inverse Lighting

1. General problems with complex & uncontrollable scenes
2. Postproduction: capturing HDRI for outdoor scenes

3. Urban planning: simulating common illumination

4. Indoor Lighting Design

. Applications to Inverse Geometry
. Conclusion and Future Work

Most methods are restricted in their applicability on
complex scenes, like for instance outdoor scenes, where
geometry reconstruction is often difficult, and where
radiance capture is often hampered by weather conditions.
Several methods presented can be applied on outdoor
scenes, though it is a bit questionable if these methods are
robust against fast weather changes and uncontrollable
object movement.

We’ve discussed mixed-reality illumination methods.
Three types of illumination methods exist. The existing
methods can be classified based on their input
information required into four different groups.

Before actually discussing some applications of Inverse
Rendering, some general problems with rendering
methods are discussed first. The focus is on the efficiency
of the existing methods in real-life situations. This is to
highlight that most existing methods, though they often
produce nice results, usually forget the practical
applicability of the method.
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Uncontrollable scenes
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General Problems with Complex,
Uncontrollable scenes

Geometry:
— Some (outdoor) scenes contain many (difficult to model)
details (e.g. buildings, trees, fauna, people, cars, ...)
— Some (outdoor) scenes are less easy to control (e.g. people
passing, cars driving, objects moving because of wind)

General Problems with Complex,
Uncontrollable scenes

lllumination:
— Complex illumination:
« Direct: Sun
« Indirect: Sky & Objects

~ Difficult to control:
« Sun intensity too high to capture with camera
« Clouds drifting in sky have significant effect on stability outdoor
illumination
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Geometry Loss due to ...

1. Reconstruction errors
1. Shadows in texture show more detail than the reconstructed object
2. Outdoor scenes contain more detail than indoor scenes

Geometry extraction of outdoor scenes is complicated.
The scene can contain lots of detail, which makes it
difficult to model.

The scene can be difficult to control, for instance the
object might not be static, which makes it again difficult
to model.

And so is the extraction of the illumination.

The illumination might not be static which makes the
HDRI capturing error prone

The intensity of the illumination can be too high to
capture (e.g. Sun)

As we can see, the shadow of the statue contains
“rounded” edges, this indicates that the representation of
the statue by a set of triangles/polygons is incorrect.



Geometry Loss due to ...

1. Reconstruction errors

2. HDR (high dynamic range) capturing of moving objects
1. Smeared out in final HDR image
2. Outdoor scenes are less controllable than indoor scenes

Incorrect Radiance information due to ...

lllumination changes during HDR capturing: set of LDR (low
dynamic range) images with multiple exposures contain different
illumination content, meaningless HDR image

llumination changes during radiance capturing entire scene:
radiance images are required from different viewpoints.

Sun intensity too high to capture using conventional ways

Incorrect Radiance information due to ...

Using one environment map to illuminate the scene: this
assumes that the illumination of the sun and the sky s diffuse,
while itis not ....

122

Solutions

Geometry

— By using image processing techniques as shadow
detection/object recognition geometry loss can be compensated
for

— Movements during HDRI capturing can be compensated for

lllumination
— Detect illumination changes and compensate
— Use homogenous filter to reduce sun intensity
— Capture light probe at different positions in the scene

Those persons that move during the HDRI capturing
appear ‘blurred’ in the final HDRI. These ghost effects
reduce the quality of the HDRI, and the radiance
representation of the objects in the scene.

The radiance needs to be captured with HDRI images,
these HDRI images are often generated from a set of
multiple exposures. Problems arise when during the
capturing of the multiple exposures, the scene objects
move, or when the scene illumination changes. Also,
when the intensity in the scene (sun) is too high to be
captured with the fastest camera shutter speed.

When one mirror ball is used to extract the entire
illumination, it is implicitly assumed that the scene
illumination is diffuse. However, this is not necessarily
SO.
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Postproduction: Capturing HDRI for
~outdoor scenes
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Postproduction: Capturing HDRI for
outdoor scenes

1. Introduction
2. What is the problem?
3. Solutions:
1. Camera Alignment
2. HCM removal
3. LCM removal
4. Conclusion
5. Limitations & Future work
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HDRI: High Dynamic Range Image?

dt

+ Images captured with # shutter speed (called exposures or LDRIs)
+ Camera curve saturation effects: too bright — too dark
+ What if dynamic range of the scene is too large?

A first application of inverse lighting can be found in post
production in which HDRI images of the sky/scene are
used to perform inverse illumination. When objects move
in the scene, HDRI construction using multiple exposures
is error prone. The following talk discusses a solution to
minimize the influence of object movement and camera
movement on the HDRI generation process.

Most cameras allow the user to change the exposure of an
image by either changing the shutter speed or the
aperture. When the shutter speed is long, the CCD of the
camera has enough time to integrate the incoming light
and sometimes the CCD might even saturate, like is
visible in the image on the left, where the sky is plain
white. On the other hand, when the shutter speed is short,
the CCD of the camera might not have enough time to
integrate the incoming light, especially in dark areas, and
as a result some parts in the image can be too dark and
not represent the actual light distribution in that area, as is
visible in the images on the right.

For a scene with a too high dynamic range, meaning that
the scene contains both dark and bright areas, no shutter
speed will capture both dark and bright areas without
showing some saturation.

This is all due to the characteristics of the CCD
integration curve or the camera curve, which relates
irradiance in the scene to intensity in the final image in
function of exposure. This curve converges to a certain
value Imax, and is nearly flat around 0.



HDRI: High Dynamic Range Image?

+ HDRI from image sequence:
—  Camera curve maps intensities to iradiance
—  Final image is per-pixel weighted average of different exposures
~  No saturation effects

HDRI: High Dynamic Range Image?

+ Whatis it used for?
— High quality images

W] o |

1 -

Photosphere

=
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HDRI: High Dynamic Range Image?

+ Whatis it used for?
— High quality images

- ion captur

mapping)

© www.debevec.org
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A High Dynamic Range Image, is a floating-point image
that gives an accurate representation of the irradiance of
the points in the scene, rather than the intensity of the
pixels in an image.

There are different ways of generating HDRIs, the
method presented in this talk makes use of the multiple
exposures. This kind of method is the cheapest way of
generating HDRIs.

It proceeds in the following manned:

A sequence of exposures is captured of the same scene
with different exposures

The reconstructed camera curve is used to transform the
intensities to irradiance.

The final HDRI is a weighted average of these
transformed exposures. The weights are defined per
pixels and are based on the level of saturation a certain
pixel has in a certain exposure. The task of the weights is
basically to discard pixels that show saturation.

The final HDRI will be free from saturation, and will
actually represent the true irradiance distribution of the
scene captured.

Now what are these HDRIs used for?

First of all, as they give an accurate representation of the
true irradiance distribution in a real scene, they are of
more quality than conventional images. After all, using
post-processing techniques, any HDRI can be
transformed into a conventional image, with all necessary
saturation if that has to be. Professional software like
Photosphere, HDRshop and photoshop are available to
transform exposures into HDRIs.

HDRIs are often used in movie-production and as a result
we see companies emerge that design and build HDR
cameras, like SpheronVR. And companies that build
HDRI displays so that the user can actually see the
floating point content of an HDRI.

Secondly, since HDRISs represent irradiance, HDRIs are
used to capture the illumination in a scene. For instance
by using a light probe as can be seen in the image below.
This light probe image can then in turn be used to
illuminate virtual objects in a real scene.



Dynamic Scenes ?

+ Camera movement:
— Manual capturing without tripod
~ Translation and Rotation effects

+ Object movements:
— Controllable: people, cars, ...
~ Uncontrollable: wind

What is the problem?

+ Conventional HDRI generation:
— Weighted average
— 1-1 mapping between pixels in different exposure
— Requirement: static scene

What is the problem?

+ Dynamic Scene:
~ Camera misalignment
— Object movement

+ Consequences:
~ Ghost effects
~ Blurring

Postproduction: capturing HDRI for
outdoor scenes

1. Introduction
2. What is the problem?
3. Solutions:
1. Camera Alignment
2. HCM removal
3. LCM removal
4. Conclusion
5. Limitations & Future work
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The HDRI generation method presented here, allows the
exposures to be captured in a dynamic environment,
meaning:

Firstly, that during the exposure capturing process, the
camera does not need to be fixed on a tripod, but can be
held manually. As a result, the camera position of the
different exposures can be slightly different.

Secondly, that the objects in the scene can move. Some
objects in a scene move in a more or less controllable
manner, like cars and people walking by. Other objects
move due to uncontrollable powers: like for instance
leaves or branches of tree in the wind. [Only visible in the
slide when the slide is shown in presentation mode]
Since the different exposures need to be captured
sequentially, these movements will have an undesired
effect on the HDRI generation.

So, what is exactly the problem?

Due to the weighted averaging of the pixels to generate
the final HDRI the same pixel in the different exposure
must correspond exactly to the same physical point in the
scene.

Or in other words, the scene has to be static, in order to
calculate a correct representation of the irradiance in the
scene.

When you allow camera misalignments, or object
movement, the same pixels in the different exposures will
not correspond to the same physical point in the scene.
As a result, the final HDRI looks blurred or washed out; a
ghost effect becomes visible.

This can be seen in the example below, where the
walking people appear multiple times in the final HDRI.



Solution!

+ Camera misalignment:
— Camera alignment

+ Object movement:
~ High contrast movement removal (HCM)
~ Low contrast movement removal (LCM)

Camera Alignment

+ Different exposures — different image features

2#
exposures

# features
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Camera Alignment

* However:

~ Between histograms: monotonic transformation
— Same pixels smaller than median intensity value (approx.)

— Median Threshold Bitmap Transformation
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Camera Alignment

* Median Threshold Bitmap (MTB) Transformation:

2#
exposures

comparable
features

Basically there are two sources of error: the camera
misalignment and the object movement.

As a solution for the camera misalignments a camera
alignment algorithm is proposed.

The object movement is compensated for by two different
algorithms:

Low Contrast Movement (LCM) removal

And High Contrast Movement (HCM) removal

The choice of the algorithm depends on the type of
movement the objects in the scene make.

Most camera alignment methods are feature-based: they
align the images based on distinct features in an image,
for instance the edges.

Unfortunately, feature-based methods are unsuitable
when aligning images captured with different exposure.
An example is given here:

The top two images are images captured at the same time,
from approx. the same position, but with a different
exposure time.

When these images are processed with an edge detector,
the two images at the bottom are generated.

Different edges are detected and an alignment algorithm
based on aligning the edges in the image would most
likely fail or at least it will be very unreliable.

However, when the histograms of the two images are
plot, the two histograms are related by a monotonic
transformation. Or, the same group of pixels will have
intensity values lower than the median intensity value in
both exposures.

This median intensity value can now be used as a
threshold for a Median Threshold Bitmap
Transformation.

As an example:

For the same two images of the same scene captured with
a different exposure speed the median intensity value is
calculated and used as a threshold. The result is the two
binary images at the bottom.

This time, these binary images share the same features,
and can therefore effectively be used in an alignment
algorithm.



Camera Alignment

* Results:
~ Use MTB to find Translational and Rotational transformation matrix
— lterative procedure

Unaligned sequence

Camera Alignment

* Results:
~ Use MTB to find Translational and Rotational transformation matrix
~ lterative procedure

Aligned sequence

HCM removal

+ HCM: High Contrast Movement:
~ High contrast between moving object and background

~ Can be identified by examining variance of pixel over the different
exposures
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HCM removal

+ Detection: creation of Variance Image (VI)
—  Camera curve maps intensities to irradiance
— Vlis weighted variance image

The final alignment algorithm works in the following
manner:
e Take the different exposures
e (Calculate the median intensity value for each of
these exposures
e  Use this value as a threshold to generate the
binary images like the once shown in the previous
slide
These are then used to calculate the rotational and
translational misalignments between the images
The rotation and translation is calculated in an iterative
process.
An example of an unaligned sequence of images is shown
here, it is (should be) clear that there is a clear rotational
and translational misalignment between the images. [Only
visible when the slide is shown in presentation mode]

This sequence shows the same exposures as in the
previous slide but this time a rotational and translational
transformation is applied to align the sequence. [Only
visible when the slide is shown in presentation mode]
This method is similar to the method used in Photosphere,
but the alignment method is extended to deal with
rotational misalignments as well.

As mentioned earlier, the movement present in the scene
is compensated for by two different algorithms. Which
algorithm should be used depends on the type of
movement present in the scene.

A first type of movement is called High Contrast
Movement (HCM) and is displayed here: this type of
movement occurs when moving object (walking people)
and background are of high contrast.

This type of movement can be identified by calculating
the variance of a pixel across the different exposures.

The detection is done by constructing a Variance Image
(VD) in the following manner:

First the intensity values in the exposures are mapped to
irradiance values using the camera curve. This is
necessary in order to being able to actually compare the
pixels.

Then VI is constructed by calculating the weighted
variance of one pixel across the different exposures.

The weights used here are the same weights used for the
HDRI generation: their task is to discard saturated pixels.



HCM removal

* Removal:
~ Threshold, dilation, erosion & segmentation
— Substitute highlighted regions in original HDRI
— Use best exposure available (not containing
saturation)
* Result:

LCM removal

* LCM: Low Contrast Movement
~ Low contrast between background and moving object

LDRI HDRI
~ Movement can be detected with entropic measurements

LCM removal

+ Detection: creation of Uncertaintly Image (Ul)
— Ulis weighted average of uncertainty measure:
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LCM removal

+ Uncertainty measure:
~ Generate HDRI & splitinto cells 1", 2", ..., I', ..., n’
— Create empty uncertainty image Ul
— Spliteach exposure in cells 1,2, ..., I, ..., n
— For each cell in exposure calculate entropy H,
~ For corresponding cells calculate conditional entropy H
~ AddH, +H to value stored in cell | in UI

“Demo

HDRI Exposure 1 Exposure N

ul

The removal of the movement is carried out by the
following steps:

First a threshold is applied to VI, the resulting binary
image is dilated and eroded resulting in the second image
on the right: the cluster of white pixels indicates HCM
and needs to be removed.

The actual removal consists of substituting those
identified regions by pixel values by irradiance values
coming from one exposure.

That exposure is chosen, that shows the least saturation in
the identified area.

A result is given on the left hand side: the walking people
are “de-blurred” and “de-ghosted”

The second type of movement is called Low Contrast
Movement. It occurs when moving object and
background are similar or show low contrast.

An example is shown on the right, the leaves and
branches move due to the wind. The contrast between
moving object and background is low, as they are
essentially the same kind of objects. [Only visible when
the slide is shown in presentation mode]

The resulting HDRI is unclear and fails to represent the
moving branches and leafs correctly.

This type of movement is identified using entropy.

The detection of LCM proceeds in a similar fashion as the
HCM detection. The detection is done through an

Uncertainty Image (UI) and the following slide explains
how Ul is generated.

First an HDRI is generated and split in a set of cells.
Then an empty Ul image is created, split into the same set
of cells.
Then for each exposure the following algorithm is
applied:
e They are split into the cells
e For each cell the entropy is calculated
e Then the conditional entropy is calculated
between the cell in the exposure and in the HDRI
e Finally the sum of the entropy and the conditional
entropy is added to the value stored in Ul
e This is repeated for all exposures



LCM removal

* Removal:
~ Threshold, dilation & erosion & segmentation
— Substitute highlighted regions in original HDRI
— Use best exposure available (not containing
saturation)
* Result:

Conclusion

+ Automatic HDRI generation for Dynamic Scenes
« Statistical decision process
* Low cost HDRI generation using multiple exposures
« Camera & object movement removal:
— Camera alignment
— HCM & LCM removal
« Without user input

148

Limitations & Future work

* Whatif ...
— too many/large objects would move
— there is no suitable exposure for the substitution
— the illumination changes during image capturing (cloud
movement)
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Inverse Rendering:
From Concept to Applications

1. Inverse Rendering Definition
2. Applications to Inverse Lighting

1. General Problems with Complex & Uncontrollable scenes
2. Postproduction: capturing HDRI for outdoor scenes

3. Urban planning: simulating common illumination

4. Indoor Lighting Design

3. Applications to Inverse Geometry
4. Conclusion and Future Work
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The removal of LCM proceeds in a similar fashion as the
removal of the HCM:

A threshold is applied to UI, the generated binary image
is dilated and eroded. The resulting bright cluster of
pixels is identified as pixels affected by LCM

After HDRI generation this LCM region is substituted by
pixel values from 1 exposure.

An example is shown in the image on the right: all the
leaves are clearly visible, all movement has been de-
blurred.

In this talk a method is presented that generates HDRIs in
a low-cost manner, with low-cost equipment using
multiple exposures.

Limited camera and object movement is allowed. These
movements are compensated for using a HCM & LCM
removal and camera alignment procedures.

All operations are executed automatically, without used
input, the decisions made are based on statistical
quantities.

Oblivious there are still limitations to the presented
method and there is still some important future work:
What if ...

Too many or large objects would move? Well, most likely
the image alignment algorithm will fail. And if that fails,
the image calibration, and HDRI generation will be
incorrect as well.

There is no suitable exposure, for instance, some light
sources (for instance the sun) will always show
saturation, and no matter what exposure speed is used? In
that case, the HDRI will still show the saturation.

The clouds change that fast, that during the capturing, the
illumination has significantly changed as well? Well, in
that case no correct HDRI image can be generated. It is
essential that the different exposures are captured under
the same illumination.

The next application is that of urban planning. It discusses
a method to generate shadows (common illumination
solution) in real-time for virtual objects in a scene. This
method does not require an accurate scene geometry and
allows shadows in the texture model of the scene. Only an
approximate light source position needs to be known. The
generated virtual shadows are calculated in real-time and
are consistent with the shadows already present in the
scene.

This method was developed as part of the CREATE
project (a European project), and was used to generate
consistent shadows for virtual objects inside a model of
an existing city.
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Introduction

Context: illumination for augmented reality:
= reality: real envi by virtual
objects/avatars
— lllumination: induced by virtual object

real scene geometry extraction

texture mapping
&

augmentation 154

The context of the presented algorithm is illumination for
augmented reality. AR stands for the reality created when
you insert virtual objects in a real scene. [llumination
stands for the illumination effects that the virtual objects
can create. An example is given in the images below. On
the left hand side we see a picture of a real scene. Now, in
order to insert virtual objects and to generate the
illumination effects, the geometry of the scene needs to be
reconstructed, the light source positions need to be
estimated and the texture of the real scene needs to be
extracted as well. A possible illumination effect that a
user would like to create is for instance the shadows cast
by the avatar on the ground floor as we can see in the
example on the right hand side. Now, geometry
reconstruction and light source position estimation is
error prone and the light source estimation becomes even
more complicated when the texture of different parts of
the real scene are captured at different times of the day,
since then the light sources might actually be different for
different parts of the scene.



Introduction

Context: illumination for augmented reality:
- reality: real by virtual
objects/avatars
— lllumination: induced by virtual object

lllumination effects:
— virtual object — real scene
— real scene — virtual object
— virtual objects — virtual objects

[Hallero3] P
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2. lllumination solution
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2. Related work
3. Methodology
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Introduction

Common illumination:
— Virtual shadows consistent with shadows present in real scene
— lllumination in the real scene is unaltered
—  No physical understanding of the scene necessary

Relighting/inverse illumination
— Virtual shadows consistent with shadows present in real scene
—  Appearance of real objects can be altered, to reflect illumination
changes
— Often physical understanding of the scene calculated (BRDF)

+ see STAR Jacobs et al. at EG2004: classification of illumination
methods for mixed-reality.
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Now what kind of illumination effects can exist? First of
all the virtual object can cast shadows on the real scene,
secondly the real scene will illuminate the virtual objects
and finally the virtual objects can interfere with each
other. An example is given in the image on the right: the
torus and the sphere are virtual objects and they generate
shadows in the real scene and on top of each other.

There are many different illumination solutions provided
in the literature and we can classify them into different
classes.

The first class of methods provide common illumination:
the virtual object is illuminated conform to the
illumination present in the real scene and the virtual
shadows cast by the virtual object are generated as well.
However, the illumination already present in the real
scene can not be changed. Also, usually there is no
physical understanding of the scene.

A second class of methods provide relighting. In this
case, the virtual object is again illuminated with similar
illumination as is present in the real scene and its shadows
are generated. This time, a novel illumination can be
applied to both the real scene and the virtual object.
Usually some form of physical understanding of the scene
is at hand, for instance, often the BRDF or reflectance of
the materials in the scene are known or at least calculated.

For a complete classification of illumination methods I
would like to refer to the following state of the art report
presented at Eurographics 2004. Now, the method
presented in this talk can be classified under the first
group of illumination solutions: it offers common
illumination.
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Introduction

Shadow volumes/maps?
—  Calculation of position of virtual shadow
~  Scale pixels underneath (make darker)

- green box is virtual
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Introduction

Shadow volumes/maps?
- Calculation of position of virtual shadow
—  Scale pixels underneath (make darker)

- green box is virtual
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Introduction

Shadow volumes/maps?
—  Calculation of position of virtual shadow
- Scale pixels underneath (make darker)

- green box is virtual
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Introduction

Shadow volumes/maps?

Consistent?
- Consistent with shadows already present in the scene
- Prevent pixels inside shadow in texture from being scaled
- Texture contains semi-hard shadow

- orange box s real

y 5
P /,
- 162

The contribution of the presented method is the
generation of consistent shadows for virtual objects in an
AR environment using shadow volumes or shadow maps.
Shadow maps or shadow volumes generate shadows in
real time as the calculation can be done using the graphics
hardware. Usually these shadows are hard shadows, but
soft shadow generation is possible as well.

In short, what shadow volumes and shadow maps does is
that it calculates the position of the virtual shadow .......

..... and then it scales the pixel intensities of those pixels
that fall inside this shadow region as is illustrated here.

As said earlier, the method provides consistent shadows.
Consistent means in this context that the shadows are in
the same direction as the shadows already present in the
real scene, and with a similar appearance, or colour,
which means that we need to find a good scaling factor.
In this example we see a real object, the orange box,
which casts a clear shadow on the ground.



Introduction

Shadow volumes/maps?

Consistent?
- Consistent with shadows already present in the scene
- Prevent pixels inside shadow in texture from being scaled
- Texture contains semi-hard shadow

- orange box s real
- green box is virtual
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Shadow volumes/maps?

Consistent?
- Consistent with shadows already present in the scene
- Prevent pixels inside shadow in texture from being scaled
- Texture contains semi-hard shadow

- orange box s real
- green box is virtual
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Introduction

Shadow volumes/maps?

Consistent?
—  Consistent with shadows already present in the scene
- Prevent pixels inside shadow in texture from being scaled
= Texture contains semi-hard shadow

- orange box s real
- green box is virtual
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..... when a virtual object is inserted, the position of its
shadow is shadow is calculated using an approximate
light source estimation. .......

... and then the pixels inside this shadow position are
scaled. And as we can see, when virtual and real shadows
overlap, using shadow volumes or shadow maps, will
generate inconsistent shadows in the overlapping pars.
For instance in this example, we see that the colour of the
overlapping regions is darker than the rest of the shadow

... the presented method will detect the position of the
real shadow present in the scene and will not allow
scaling pixels in those areas, the result is depicted in the
example. The result is that the shadow in the overlapping
area is appropriate according to the shadows already
present in the scene.



Related work

Sato et al.: Acquiring aradiance distribution to superimpose vitual objects onto a el scene

+ Common illumination
«llumination generated using environment maps

« Not real-time

+ Inconsistent shadows when real texture contains shadows

[Sato-Sato-Tkeuchi99a]

Related work

Yu et al.: inverse global illumination: recovering reflectance models of real scenes from
photographs.

« Relighting illumination using inverse illumination
« Reflectance calculation
« Not real-time

[Yu99] 168

Related work

Agusanto et al.: Photorealistic rendering for augmented reality using environment
illumination.

-

+  Common illumination
+lllumination using environment maps
+ Realtime using ARToolkit 169

[Agusanto03]

Related work

Haller et al.: A real-time shadow approach for an augmented reality application using shadow
volumes.

+ Common illumination [Haller03]
+ Realtime using shadow volumes.
+ Inconsistent shadows when real texture contains

shadows 170

In this example from Sato et al. we see a real scene on the
left hand side and the real scene augmented with a virtual
sphere on the right hand side. The illumination on the
sphere is generated using environment maps, the shadow
of the virtual object is generated using ray tracing. The
method is not real-time. If the virtual shadow would have
overlapped with real shadows in the scene, the shadow
would have been inconsistent.

This example form Yu et al. illustrates relighting. The top
image gives the real scene, the bottom image illustrates
the same scene but this time virtually illuminated with a
novel illumination pattern. The method does not operate
in real time and uses the geometry of the real scene and
BRDF information for the materials in the scene to
calculate the illumination effects.

Agusanto et al. provide common illumination using
environment maps. A glossy and specular environment
map are given on the left hand side. This method operates
in real time, the illumination on the virtual objects is
generated, no effort is done to include shadows.

Finally, an example from Haller et al. which uses shadow
volumes to generate the virtual shadows. This method
requires a detailed model of the real scene and the light
source position. But when we have a look at the image on
the right hand side, we see that when virtual and real
shadow overlap, the method generates an inconsistent
shadow pattern.
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light source position,

texture

virtual element

Methodology

geometry | 1. shadow detection
light source position,

+ shadow estimation

texture | * Shadow calculation
—5 + scaling factor
virtual element

- orange box is real

Methodology

geometry | 1. shadow detection

llghtisohics] + shadow estimation

texture | * Shadow calculation

virtual element

- orange box is real
- yellow box is
construction

Next we will discuss the methodology of the shadow
generation algorithm presented in this talk. The
methodology consists out of 4 different steps.

The first steps is the input generation. At least four
different inputs need to be generated. The first is the
geometry of the real scene. Geometry reconstruction,
which can be done with methods like image modeler, is
very tedious and error prone.

Then the shadow detection process proceeds. The
following slides give an overview of how this was
implemented in the presented method.

The orange box is a real object, the yellow box is its
reconstruction (misaligned with the original object as we
can see here, due to numerous errors).



geometry | 1. shadow detection

light source position,

Methodology

+ shadow estimation

virtual element

texture | * shadow calculation
—5 + scaling factor

t

- orange box is real
- yellow box is.
construction

- yellow region is
estimated shadow
| position

geometry

light source position,

1. shadow detection

Methodology

virtual element

texture

+ shadow estimation
+ shadow calculation
+ scaling factor

- orange box is real
- yellow box is.
construction

- yellow region is
estimated shadow
position

- green box is bounding
box
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geometry

light source position,

Methodology

1. shadow detection

+ shadow estimation

texture

virtual element

+ shadow calculation
+ scaling factor

- orange box is real
- yellow box s
construction

- yellow region is
estimated shadow
position

- green box is bounding

- red contour is shadow
contour
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Methodology

geometry,

light source position,

texture

virtual element

1. shadow detection

+ shadow estimation
+ shadow calculation
+ scaling factor

- orange box is real
- yellow box is.
construction

- yellow region is
estimated shadow

| position

- green box is bounding
box

- red region is
calculated shadow
region
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The shadow estimated from the light source estimate and
the reconstructed geometry is given in yellow.

From this estimate a bounding box can be created that is
larger than the estimate and will contain the real shadow.

A canny edge detector is used to calculate the position of
the shadow contour. This implies that only hard shadows
can be detected.

A region filling algorithm is used to find the shadow
pixels based on the shadow contours.



Methodology

texture

virtual element

1. shadow detection

+ shadow estimation
+ shadow calculation
+ scaling factor

- orange box is real
- yellow box is.
reconstruction

- scaling factor = A/B
- one scaling factor
per material
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Methodology

geometry

light source position,

texture

virtual element

1. shadow detection

+ shadow estimation
+ shadow calculation
+ scaling factor

2. shadow protection

+ shadow mask
P*| generation

y

y

v

- orange box s real
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Methodology

geometry

light source position,

virtual element

1. shadow detection

+ shadow estimation
+ shadow calculation
+ scaling factor

2. shadow protection

+ shadow mask
+| generation
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Methodology

texture

virtual element

1. shadow detection

+ shadow estimation
+ shadow calculation

scaling factor

2. shadow protection

« shadow mask
[*| generation

3. shadow generation

- using shadow mask
 using scaling factor
enerate

generated in st
2

white = no scaling
black = scaling allowed
grey = partial scaling

A scaling factor is calculated. This scaling factor relates
the intensities of the pixels in shadow with those not in
shadow. It is this scaling factor that will be used by the
shadow volumes method to generate the virtual shadows.
This scaling factor actually varies per material and per
pixel, but in the presented method only one scaling factor
was used PER MATERIAL. The results, though being an
approximation, were satisfying.

Now, the third step of the algorithm deals with the
protection of these real shadow pixels from being scaled
during the shadow generation with the shadow volume
method.

.. this protection is performed by generating a shadow
mask. An example of a binary mask is given here. White
indicates that the pixels is inside a real shadow, and hence
no scaling is allowed, black indicates that scaling is
allowed.

Sometimes the real shadow is not a true hard shadow. To
reflect the difference in shadow intensity in penumbra and
umbra regions, the shadow mask is in grey scale and a
gradient from white to black is introduced along the
border of the real shadow. Now, in this shadow mask,
white indicates that the pixels cannot be scaled; black
indicates the pixels can be scaled and grey indicates they
can be scaled, but with a smaller scaling factor than that
used for pixels in the black region.
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Results

+ Characteristics:
— light source static
— real scene static
~everything recorded offline
— RT shadow generation and scene navigatior

+ Task flow:
— 0. input generation
~ 1. shadow detection
— 2. shadow protection

— 3. shadow generation

repeat every frame

Results

+ Characteristics:
~light source semi-static
scene static
everything recorded online
camera calibration online using ARToolkil

+ Task flow:

—~ 0.input generation

~ 1. shadow detection
~ 2. shadow protection
~ 3. shadow generation

repeat every frame

The fourth and final step in the methodology generates
the virtual shadows. Now the intensity of a pixel inside
the virtual shadow is calculated as the original pixel
intensity multiplied by the scaling factor and multiplied
by the value in the shadow mask. As we can see, with this
method only pixels outside of a real shadow will be
scaled.

In the first demo, the light source and the real scene are
static and the texture is captured offline. The shadow
generation and scene navigation is calculated online and
in RT. Basically this means that the first three steps of the
methodology are calculated once, and the final step is
repeated every frame. This type of applications performs
the shadow detection offline and therefore the necessity
of calculating the real shadow positions in real time is less
important.

In the second demo, the light source is semi-static and is
allowed to move in a close range around the real light
source position. The real scene is static, but the texture is
captured at run time. The camera calibration was
executed using ARToolkit. In short this means that the
input generation can be done offline and only once, but
the shadow detection, protection and generation is
repeated every frame.



Conclusion and future work

« Conclusion:
— Areal-time shadow detection and generation is presented
—  Common illumination for augmented reality

* Future work:
— Improved shadow detection system (soft shadows)
—  Light source tracking
—  Improved per-pixel scaling factor calculations

Indoor Lighting Design
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Can this be done virtually?
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Different approaches

» Common goal:
— Realistic output
— Use of global illumination

100

A real-time shadow detection and generation method is
presented, which provided common illumination for
augmented reality.

There are a few things that can be improved in the current
implementation of the method. For instance, we have only
considered semi-hard shadows, but the application field
of the method could be broader if a soft shadow detection
would have been used in the shadow detection step.
Secondly, a light source tracking could be included. And
finally the scaling factor calculation could be done per
pixel instead of per material, as this would better reflect
that pixels inside a shadow cast on one object can have a
slightly different appearance due to the orientation of the
object towards the light source, or the indirect light the
points receive from their neighbouring objects.

When designing interior one would try to imagine
different scene set up and lighting set up.

It is tedious and often impossible to do it in real life.

We could build a virtual model of the room and use
traditional computer graphics lighting simulators. But
many details and the overall impression would be lost.
Could this be done virtually, based on the existing room?

Different approaches exist.

All have a common goal to produce a realistic output —
meaning that the output can be comparable to what would
a photograph of the redesigned room would look like.
Global illumination is preferable has it models light
transport more realistically.



Different approaches

* Approach 1: [Loscos00]

— Input:
« Partial geometry known
« One lighting condition known
« Few input photographs

— Output:
« Approximate solution
« Fixed viewpoint
« Interactive control

Different approaches

* Approach 2: [Loscos99]

— Input:
« Partial geometry known
« Several lighting conditions known
« Few input photographs

— Output:
« Approximate solution
« Fixed viewpoint
« Interactive control
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Different approaches

* Approach 3: [Yu99]

— Input:
« Full geometry known
* One lighting condition known
* Many input photographs

— Output:
« Accurate solution
« Pre-computed results
« Possible of changing viewpoint before computation
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Different approaches

» Approach 4: [Boivin01]

— Input:
* Full geometry known
« One lighting condition known
 One input photographs

— Output:
« Nearly accurate solution
* Pre-computed results
« Possible of changing viewpoint before computation
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We will present 4 different approaches to the problem.
The first one was published by Loscos et al. in 2000.

Its advantages are that the input can be restrictive. But as
a consequence the solution is approximate.

A second approach was published by Loscos et al. in
1999.

The input is more restrictive as several lighting conditions
need to be known.

The results are therefore more reliable than those of the
previous approach.

A third approach is of Yu et al. published in 1999.
The input needs to be very complete, but the provided
solution is very accurate.

The last approach presented is of Boivin et al. in 2001.
The output is similar to the one of Yu et al., but the input
needs to be less complete.



Approach 1: Loscos et al. 00

* Input:

+ Partial geometry known

* One lighting condition known

+ Few input photographs
 Output:

+ Approximate solution

+ Fixed viewpoint

« Interactive control

Relighting using a single known
lighting

Original photograph Relighting

Relighting using a single known

lighting

* Input data
— 3D-model with textures
— single known viewpoint
— single photograph
— single known lighting
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Global illumination estimation

« Initialisation of lighting parameters
F [Drettakis-Rob ]
— reflectance estimate

« from pixels of the textures

— estimation of the light sources exitance

« Initialisation of the lighting system
— hierarchical radiosity system

For an original photograph on the left hand side, this
method allows to reach results as in the picture shown in
the right hand side, where all original light sources were
virtually turned off and a new virtual light was inserted.
In addition a virtual object was inserted in the scene.

A scene is reconstructed from photographs, on which
textures taken from one view are mapped.

The technique builds on Fournier et al, and Drettakis et al.
to initialise the parameters (initial reflectance, light source
exitance). The method also uses a hierarchical radiosity
system.



Global illumination estimation

« Initial radiosity solution (without textures)
— radiosity for each mesh element

Adding virtual objects

+ Shadow of the virtual object on the table
* Modulate the texture with a display ratio
[Drettakis et al. 97]

Modified radiosity

Initial radiosity

Limitations

* Problem [Drettakis-Robert-Bougnoux97] : shadow already
included in the textures

Left real light source
virtually switched off
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Creation of new textures
without shadows

« For each element in a shadow region
— add light previously blocked by a real object
— correction from a reference element chosen automatically

reference
element

element
in shadow
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From the initial parameters a radiosity solution is
computed.

To make light changes perceptible after virtual
modifications, textures are modulated by a factor of the
modified radiosity over the initial radiosity.

But this doesn’t allow relighting.

In order to allow relighting new textures are created on
which shadow effects are removed.



Texture correction

Original textures Textures without shadows
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New radiosity solution

e
o

Radiosity 5,

Radiosity B, « without shadows »
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New lighting

Display ratio

—_ . Texure
B,

Relighting allowed
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Comparison with reality

Original photograph

Simulated original lighting
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We can update now a new radiosity Bo corresponding to
the textures without shadows.

The original lighting or any new lighting can then be
reproduced by applying a factor to the textures without
shadows. The factor is based on the new calculated
radiosity over the radiosity without shadows.



Comparison with reality

n (=D

Photograph with new lighting

Simulated relighting

207

HDRIs against RGB format

Textures without shadows l l ' l

radiance

Original photograph

Interactive relighting

« Light source exitance modification
— fast solution

+ Add/Move virtual objects and light source
— incremental algorithm [Drettakis et Sillion 97]

Videos
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Approach 2: Loscos et al. 99

* Input:
« Partial geometry known
« Several lighting conditions known
« Few input photographs
* Output:
« Approximate solution (diffuse reflectance only)
« Fixed viewpoint
« Interactive control

Using HDRIs helps producing more accurate results.



Input data

+ Radiance images from a single viewpoint
~ asingle light source per image

Different
lighting
conditions

Reflectance estimate pixel per pixel
« For each radiance image

reflectance = radiosity / (direct light + indirect light )

B4 &

Original photograph Estimated reflectance

« Indirect approximated by an ambient term
— Leads to errors

Use of Weighted Average to Merge the
Reflectance Values

reflectance confidence

J = no
“X k?\ J,ew:;;iie

avg.

Lighting simulation

« Direct lighting: Ray casting
+ Indirect lighting: optimised radiosity solution

Direct
pixe light

Indirect
light

In a second approach, we will use the fact that we can
retrieve reflectance parameters easier when several
lighting conditions are known.

The reflectance estimate is done pixel per pixel using an
approximation of the calculation of the direct lighting and
indirect lighting. Because of the approximations the
reflectance values are very inaccurate.

We use the combination of images to reduce the errors.
We assign to each image a confidence value that remove
areas in shadows (more prone to errors because of the
approximation on the indirect lighting), and for highlights
since only diffuse reflectances are treated.

After the reflectance values are calculated, the
illumination is calculated per pixel for the direct lighting.
The indirect lighting is however calculated using radiosity
as it is faster than ray tracing.



Iterative algorithm for
reflectance estimate

« For each pixel:

Initial reflectance |  (indirect = ambient)

Indirect lighting

iteratior)

New reflectance

convergence of reflectance values

Calibration results (with HDRI
input)

Reflectance

RGB Initial radiance After iterations

Calibration results

Reflectance for a scanline (after iterations)

Lighting simulation

Photograph Simulation

An iterative approach is set to update the reflectance
values with the indirect lighting calculation improving
through the iterations.

The calculated reflectance is shown on those images.
HDRIs images help producing results with less visible
errors.

The reflectance values are shown in RGB for a scan line.
For a same material, values are consistent.



Approach 3: Yu et al. 99

* Input:

« Full geometry known
« One lighting condition known
+ Many input photographs

+ Output:

« Accurate solution
* Pre-computed results
« Possible of changing viewpoint before computation

Input

+ Reconstruct scene geometry and light source positions

BRDF estimation

Diffuse albedo estimated using inverse radiosity

Roughness and specular albedo estimated using non-
linear optimisation:
— based on a large set of images from different viewpoints and
specular highlights identified in these images
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Results

+ Rendering using RADIANCE

222

In another approach, it is possible to deal with more
complex BRDFs and lighting conditions.

In this method, the diffuse reflectance is computed using
a radiosity method.

Whereas the other BRDF parameters are estimated using
a non-linear optimisation

A great advantage of this method is that the computed
BRDFs are accurate. The scene can therefore be
relighting with very good results.



Approach 4: Boivin et al. 01

* Input:
« Full geometry known
« One lighting condition known
+ One input photograph
+ Output:
+ Nearly accurate solution
« Pre-computed results
* Possible of changing
viewpoint before computation
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Method Overview

*  Reconstruct scene
geometry, light source
position

+  BRDF model according
toWard etal.:3or5
parameters: diffuse,
specular, roughness
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Method Overview

Iterative approximation based on one single image:

start from initial BRDF estimate

render scene using BRDF, light sources and geometry
calculate difference with input image

if difference too large:

1. make new BRDF estimate, or

2. refine BRDF model

3. gotostep?2

5. else stop!

Eal ol
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Results

+  Output reflectance at each iteration step
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The method of Boivin et al. is similar to the one of Yu et
al.

It uses an iterative algorithm but it is based on a single
image (rather than a set as in Yu et al.)

After each iteration, the errors in computation decrease.



Results

« Use scene knowledge to fill in invisible parts of the scene

Conclusions

+ Relighting methods can be used for lighting design of

existing rooms

+ Solutions range from accuracy to interactivity

+ Usually it needs a good understanding of the geometry

and the original lighting

Future Work

+ Solutions are now limited to controlled rooms
« Future methods:

— Should work on any type of surfaces and objects
« including for e.g., plants, set of small objects, table cloths,
untidy rooms
— Should work for any type of lighting

+ combining natural light from windows with different types of
light sources.

— Should provide a system usable by a designer with a library of
furniture and lightings, and an interface
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1.
2.
3.

4.

Inverse Rendering:
From Concept to Applications

Inverse Rendering Definition
Applications to Inverse Lighting
Applications to Inverse Geometry

1. General design of reflectors
2. User-guided design of reflectors

Conclusion and Future Work

With this method it is possible to modify the view point
by completing the unknown regions with the calculated
materials.

We have presented four different approaches to calculate
indoor relighting. The different solutions range from
accuracy to interactivity and practicability. All require a
fair understanding of the geometry of the scene.

Relighting methods are still at their early stage since for
each presented method, the rooms were chosen carefully
with controlled geometry and lighting conditions (no
windows for example).

It is expected that a new range of methods should come
up to allow more complex scenes and conditions to be
treated.

In this Section, applications are given of inverse
geometry.



Applications to Inverse Geometry:
Surface Design

Gustavo Patow
Xavier Pueyo

Grup de Grafics de Girona
Universitat de Girona

Applications to Inverse
Geometry: Surface Design

« Introduction

« Previous Work

« Problem Statement

« Foundations

+ Numerical Aspects of Inverse Surface Design
+ General design of reflectors

+ User-guided design of reflectors

« Conclusions

 Future Work

Target Optical Set
[

Objective

« Design of reflector shapes from prescribed
optical properties and geometrical constraints.

Keywords: Inverse Problems, Inverse Rendering, Inverse
Geometry, Reflector Design, CAD for luminaries,
Optimization

Firstly, we should define what an optical set is.

The reflector shape to be found is just a piece of a set
called in lighting engineering an optical set, which
consists of a light bulb, the reflector and, possibly, the
diffusor. The reflector has a border, contained in a plane,
that limits its shape. In general, a reflector must fit inside
a holding case, so its shape cannot be lower at any point
than the plane defined by the border nor higher than a
certain threshold defined by the case. We can say that the
case defines a bounding box for the reflector.

We will focus our efforts on the following problem:
Given a desired optical set-outgoing radiance distribution,
find the corresponding shape for the reflector that
provides a light distribution similar to the given one up to
a user-defined threshold.



Restrictions (1)

* Surface must be “build-able”:
z=f(xy)

[
ZL Metallic
e

x/y sheet
l

Restrictions (I1)

» Shape must fit exactly into the border

=y

Restrictions (l11)

» Shape can’t be lower than border plane
(should leave space for light bulb)

» Shape can’t be higher than holding case

Previous Work: Inverse
Surfaces

The following constraints are imposed on the surface
shape to be built:

The shape must satisfy certain constructive constraints
that amount to requiring that the shape of the reflector be
the graph of a function with respect to the plane of the
reflector's border.

The resulting shape must exactly fit the given border
because the case holds the reflector at that curve.

The shape cannot be lower than the border plane (z=0), or
higher than a certain maximum height (it must fit inside
the case).

This problem is clearly within the Inverse Geometry
problems we mentioned before



Previous Work: Our case

* To the best of our knowledge, there are no
other works dealing with:
— Inter-reflections inside the reflector
— General BRDFs
— Polygon-based surfaces
— A global strategy for the optimization

Problem Statement

« Given
— The radiance distribution of the light bulb
— A reflector border

— A desired outgoing radiance distribution for the
Optical Set

« Find a shape within a user-prescribed tolerance
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Surface Representation

Regular Grid:
+ Avoids optical estriations
+ Easy to manufacture
+ Allows studying the procedure
+ Border fitting almost trivial
— Polygonal approximation
— C, Continuity
— Not very flexible
— Industry requires a fine subdivision. | -

L
T L e
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To the best of our knowledge, there are no other works
dealing simultaneously with the treatment of inter-
reflections inside the reflector geometry, using general
BRDFs for the reflector surface material, a polygonal-
based representation of the surface, and finally, a global
strategy for the optimization.

We can state more precisely our problem as:

Given the outgoing radiance distribution of a light bulb
and a reflector border, and given a desired optical set-
outgoing radiance distribution, find the corresponding
shape for the reflector. Do this up to a user-defined
tolerance.

We choose to implement the regular grid
representation/scheme because:

Allows to avoid undesirable striations since images (in
the optical sense) are formed behind the reflector[ CM97].
An accurate template or tool to build a physical reflector
from the resulting data can easily be made [CM97]. The
overall convergence and stability of the algorithm can be
easily tested.

The routines for border matching are very simple: Only
the grid points inside the border are available for
optimization (the ones marked with dots in The Figure
above). When assembling the surface, the polygons that
join the grid points that define the surface in the interior
of the border with the border itself are created, making a
polygonal approximation to the originally given border,
see Figure. In order to do this, the border is intersected
with the grid lines and the intersection points (marked
with circles in the lower image) are used to build the
polygons. Those polygons are created following a pattern
like the one shown in the Figure.

On the other hand, regular grid representations present the
following disadvantages C continuity at all the triangle
lines in the Figure, that are all over the surface. To be
flexible to adapt to the illumination requirements imposed
by the OutRadye;eq radiance distribution, the surface built
this way needs many vertices, which increases computing
times.\item A fine grid is needed to achieve the
smoothness needed to achieve the manufacturing
standards of the industry.

[CM97] J. R. Coaton and A.M. Marsden, “Lamps and
Lighting” ,Ed. Arnold, London, 1997



Outgoing Radiance
Distributions specification

1eed)

Monte Carlo Light Tracing

Monte Carlo Light Tracing

e Advantages

e Accurate

e No Lost Rays

¢ General BRDFs

o Interreflection

o All kind of optical phenomena
o Drawbacks

e Slow

* Best among ray-based options

We choose to use the C-y coordinate system [CM97] as
our discrete representation for the outgoing radiance
distributions, because it represents a standard in the
lighting engineering industry. This coordinate system is
depicted in the Figure. It is worth mentioning that the C-y
representation is equivalent to any other spherical
coordinate system (see [Cohen93-RRIS] Section 10.1.4,
General Luminaries).

As we can see, the C-y representation is an angular
representation given by two angles, c and y (c € [0,2xn], v
e [0, n]).

[Cohen93-RRIS] Michael F. Cohen and John R. Wallace,
“Radiosity and Realistic Image Synthesis”, Academic
Press Professional, Boston MA, 1993, ISBN 0-12-
178270-0

This step has as a main objective the computation of the
outgoing C-y radiance distribution from a given reflector
shape.

Light rays are sampled at the light source according to its
energy distribution per solid angle, shooting more rays in
the direction where more light is emitted. Then, ray paths
are followed until they leave the optical set and then their
intensities are recorded in the corresponding entry of the
C-y distribution.

For this, several possibilities were studied, arriving to the
conclusion that Monte Carlo Light Tracing is the best
option:

This algorithm is, by far, the most efficient and
straightforward to code, as it propagates the radiance
from the light sources to the rest of the optical set
[Lafortune96-MMMCA]. In this method, each fired ray
contributes to the final result and there are no lost rays.
Thus, we get an optimal usage of the computational effort
of tracing rays, since each ray propagates from the light
source and each of them contributes significantly to the
final result.

On the other hand, is important to notice that this
algorithm can easily accommodate general BRDFs (as
long as then can be sampled), interreflections and other
kind of optical phenomena. For example, if we would like
to add the glass diffusor, it would be very easy to include
refractions in our current model. Unfortunately, if we
want a small variance, we must use many rays for the
computations, making this algorithm a slow choice.

It is important to take into account that the Light Tracing
algorithm was developed with extended, non-isotropic
light sources in mind, uniformly sampling locations over
the light bulb surface. Thus, although all our experiments
were done with point light sources, our algorithms should
perform equally well on photometric lamp data provided



Error Definition

» Tested several options:
— Drettakis (% of pixels above threshold)
—In (12, 18, 1%)

« We are going to use the |2 metric +
penalization terms

Error, = \/z‘OutR(ﬂ)U ~OutRy, g i
i

‘ Parameters that define a reflector shape ‘

Algorithm Foundations (I)

« Let A, be a vertex influence region:
A; = OutR(Refl) | OutR(Refl;)

y Our Operator:
( 1)

@ - E;

(erilery) =ler! —cyy |

by near-field goniophotometers (see [Radiantlmaging]).

[Lafortune96-MMMCA] Eric Lafortune, “Mathematical
Models and Monte Carlo Algorithms for Physically Based
Rendering”, Ph.D. thesis, Department of Computer
Science, Katholieke Universiteit Leuven, Leuven,
Belgium, February, 1996.

[RadiantImaging] Radiant Imaging Photometric, URL:
http://www.radimg.com/

The error definition is, by far, one of the most delicate
parts of an optimization algorithm. This error is what
drives the optimization and is being evaluated every time
we need to assess the behavior of any reflector, and so, its
definition is crucial for the right behavior of the
algorithm. We decided to try several options, among
which are those listed in the slide, but with poor success.
We finally resorted to the well known 1> error measure to
drive our optimization process.

This error is just computed as the square root of the
element-wise difference between a light distribution
generated with the current reflector (whose shape is given
by the parameter vector 1 ) and the desired one, provided
by the user.

To take into account the restrictions imposed by the
bounding box, we added penalizing terms to this error,
thus changing the problem into an unconstrained one.

In order to be able to explain the behavior of the function
and of our algorithm in simple terms, it is convenient to
introduce some further definitions.

One of the most important ones is the differential vertex
influence region, A; . This A; is computed for the i-th
vertex with our specifically defined operator ““|”’, which is
the light distribution that arises as the element-wise
absolute value of the difference of two light distributions.
Thus, A, is defined as the (positive) difference between
the light distribution computed for the current reflector,
and the light distribution computed for the same reflector,
but with one of its vertices (the i-th one) displaced a little
bit.

An schematic example of this can be found in the figure
at the left.

On the lower right hand side we can find an actual result
of a difference between two light distributions, were dark
blue means small values (close to zero), brown
intermediate values, yellow higher ones and light blue the
highest ones.



AIgorithm Foundations (II)

’ c =

e o G

<c nmm ference) (Curr | Curr3MM)

summing lhlS
glves status;

Algorithm Foundations (lII)

* Observations:
— Status; >0
— Status; is relative, not absolute!

Analysis: Vertex Couplings

A, - Superposition = A, * A,
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Here we can see how the different operators work
together.

Starting from the upper right image, which is the desired
light distribution provided by the user, we can compute its
difference (with the “|” operator) with the light
distribution generated by the current reflector (called
“Curr”), getting the light distribution un the upper row of
the middle column (Curr | Reference). This distribution
shows us the error between the current reflector and the
ideal one we are looking for.

We can compute A, by making the same operation
between [ /Box[] and the light distribution generated by
the same reflector as [ICurrl], but one of its vertices
shifted a little bit (Curr | Curr,™™™). This time this was 5
millimeters upwards. This computation shows us the
contribution of this particular vertex to the current light
distribution.

Now, if we perform an element-wise multiplication of the
just computed light distributions (A, and

Curr | Reference), we get the light distribution on the last
column, which shows us the area of contribution of this
particular vertex to the overall error.

If we add the values in this light distribution, we get a
quantity we called the status; .

The status; provides us valuable information, so it is
interesting to look at it a little bit more.

The first thing to notice, is that the status; is a positive
defined quantity, that is, is always bigger than zero.

The second one is that it is a relative measure, because it
measures local shape, not absolute position deviations.
That is, given the reflector shown in the middle, status;
would present the vertices of the reflector on the left hand
image as much better than the vertices at the right hand
one, as the shape is much closer on the left than on the
right, although the absolute positions of the vertices are
the other way round.

Thus, status; is NOt a measure we can use to drive our
optimization. We only can get hints on where to put more
effort, but the global optimization must be still computed
by the 1? error we presented a few slides ago.

We can perform a similar computation with two A, and A,
vertex influence regions (left column), and by element-
wise multiplication we can get the product A, * A, , which
shows the superposition between both light distributions.
As we can see, there are brown areas in the image, which
means a non-zero overlapping area. We can sum those
values, and perform that for every pair of vertices. In the
lower right image we can see a graph for one particular
vertex, and we can observe that we have no zero values,
meaning that every pair of vertices have overlapping
areas. That means that every vertex influences the same
regions as every other vertex, thus showing us that we can



Analysis: Function analysis
Changing the shape

Full shape, Perfect Specular One Vertex, Phong BRDF

Analysis: Function analysis.
Monte Carlo Evaluation

not treat a vertex in isolation, as the other vertices would
give us a wrong picture during the optimization. We can
conclude that our degrees of freedom, our vertices, are
strongly coupled. This is a very bad situation for
optimization algorithms which try to optimize each
degree of freedom separately, hoping to converge at the
end.

Before working on any optimization algorithm, we should
make ourselves an idea of the shape of the function we
are trying to optimize. In the left picture we have the case
when we move the full surface upwards and downwards,
with a prefect specular BRDF. In the right picture we
move just one vertex, but with a classic Phong BRDF this
time. What is important of those pictures is that they both
have a clear global minimum, but surrounded by many
local minima, which is a very unfortunate situation for
local optimization algorithms, as they tend to get trapped
by those local minima instead of reaching the deeper
global one.

Another point to take into account is the fact that we are
using a Monte Carlo (MC) based algorithm for the light
propagation evaluation. As is well known, every MC
evaluation has an inherent variance associated with it,
giving us values that are around the real one but within
the associated variance. Of course, the more rays, the
more accurate our simulation would be.

For example, if we draw a part of the complete function
with 1e5 rays (left), we would get a picture which shows
a clear MC noise all over its shape. But, if we draw the
same function, this time with 100 times more rays, we
will get the picture on the right, showing much more
clearly the real shape of the function.

So, lets suppose, to start, that we want to perform our
optimization only with le5 rays to fasten calculations.
But, we can see from the picture that, if we do
movements of about 1 or 2 millimeters (the horizontal
axis is millimeters), we won’t get any meaningful
information, as we are optimizing within MC noise,
which hides the real shape. From the left picture we could
say that movements of about 5 millimeters are needed to
get meaningful information. But we need a well founded
way to assess the distances we should move for the small
variations in our algorithm...



Analysis: Sensitivity

The Semivariogram:
A statistic measure of the
decrease in similarity of
two random variables
with distance

1(H) = 2Var|Z(z) - Z(x + b))

—_ J_ﬁl\'_i! A

From this, a= 5 mm

Classic optimization behaviour

» We have tested several alternatives:
— Conjugate gradients
— Powell’s method
— Simplex method
— Stimulated annealing
* Vertex coupling + the variance of the MC
evaluation made them fail !

Summary of problems encountered

* High non-linearity:

— Many local minimum

— Local methods tend to fail
« Strong vertex coupling

— Can’t optimize one by one

— Can'’t optimize subsets of vertices
* Noisy Light simulation

— Values not exact (variance)

Algorithm - Global Optimization
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In order to do so, we can compute a semivariogram,
which is a statistical measure of the way two random
variables decrease in similarity as they get apart. The
typical shape of a semivariogram is shown in the lower
left, where we can define a value called range (“a” in the
figure), which is the distance after which we can not get
meaningful information about the underlying shape of the
function. So, if we want to take a measure about the
underlying function, like our differential vertex influence
region, we should use values smaller than this range.
Performing the measurements for our case, we observe
that 5 millimeters is the value of the range. But, as we
want to take meaningful measures taking into account the
MC noise, we decided to use exactly 5 millimeters for our
differential measurements. That is why we used that value
in the previous slides.

When starting with the optimization stage, we tested
several possibilities, those on the slide among others.
Unfortunately, the combination of the strong vertex
coupling plus the fact that we are performing MC-based
computations (every evaluation has a variance associated
which creates a noisy landscape) made all of them fail.
Thus, we needed to find a different, custom optimization
method for our problem.

So summarize the problems we found, we can mention

A strong non-linearity, with many local minima
surrounding a clear global one. As a consequence, unless
the starting point is chosen extremely wisely (which is
very difficult), local methods tend to fail.

Strong vertex coupling that precludes the optimization of
vertices one by one, or even in small subsets!

We are using a noisy light simulation, measurements have
an associated variance: the values we measure are not
exact, the real value could lie anywhere within the value
plus/minus its variance. Although the probability
distribution is a typical Gaussian, we can’t rely only on
the central value.

So, the core of our optimization algorithm works as
follows:

Sorts the available vertices by their respective status.
Then takes the N with highest values.

Assigns to each chosen vertex a span of possible positions
(based on their respective status).

Then, we compute tests/evaluations of the performance of
each member of a family of reflectors obtained by
iteratively combining the addition of an increment to each
one of the vertices.

Then, we kept the best one: the one with smallest error.
Unfortunately, just keeping the one with lower central



Algorithm

Reflector := create a low-res reflector
while (not converged) and (not userDefinedStop)
FreeVertexList := all vertices in Reflector
WrappedRefl := wrap (Reflector, FreeVertexList)
while (not converged) and (FreeVertexList is not empty)
addVertices (WrappedRefl, FreeVertexList)
optimize (WrappedRefl)
if (not converged)
increaseResolution (Reflector)

Algorithm - Wrapping

Avoids an exponential behavior
Consists of two parts

— Wrapper

— New vertex addition strategy

Surface Wrapper:

— Initialized w/ vertices at previous resolution

— Interpolates wrapped vertices from the non-
wrapped ones (Akima)

Algorithm - Wrapping

Addition of new vertices:

— Only when more flexibility is needed

— Sort unwrapped vertices by Status;

— Choose worst N

— For each, select wrapped neighbors

— Add m with maximum free-area-coverage.
— Remove from Free-Vertex-List

Accuracy: #Rays and BRDF

Diffuse to specular ratio

value is not right, as each value has an associated
variance bar. So, we must keep the best one as well as all
the other reflectors that gave an error whose variance bar
overlaps with the one of the best one.

What we can do is to consider those values as being
measurements of an ideal reflector we don’t know, so we
can average them to get the final reflector for this
iteration.

Unfortunately, this algorithm has an exponential behavior
each time we increase the resolution of the reflector: we
increase resolution by doubling the number of vertices in
each direction. This is done whenever we finish an
iteration and do not reach the user defined threshold and
the number of iterations do not exceed a certain defined
number. So, each time we have 4 times more vertices,
thus getting an exponential behavior.

In order to avoid such behavior, a strategy called
wrapping is introduced. The basic idea is to expose the
optimization stage only a carefully chosen subset of the
available vertices, interpolating the others.

Thus, the wrapping strategy consists of two parts: the
wrapper itself and the strategy for the addition of new
vertices every time more flexibility is needed.

The surface wrapper is initialized at each iteration with
the vertices at the previous resolution/iteration.

The non-exposed vertices are interpolated by a
polynomial scheme.

With respect to the addition (exposure) of new vertices,
the basic idea is to add new vertices only when more
flexibility is need. The vertices are added by sorting the
current ones by their status and by choosing the N with
worst values, and the areas surrounding them are refined
(remember that status is a local measure of the wrongness
in shape of a vertex neighborhood). Thus, we add some of
those vertices, in a way controlled by the user.

In our case, we decided to add a fixed number of vertices
each iteration, having a linear behavior in the number of
vertices to optimize.

Before showing the results for this algorithm, let’s study
its accuracy. We can see that, as expected, the variance
diminishes as the number of rays increases, a classical
behavior for MC algorithms. What is interesting is that
the variance also increases as the BRDF goes more
diffuse. This result can be explained as diffuse BRDFs
tend to “blur” the information, mixing the rays because of
the high number of interreflections.

It is important to mention that this variance also



Results — General

Reflector 1 Cyy

Obtained
Reflector 1

Initial
Reflector m
Obtained
B Reflector 2
Desired

Reflector 2

User-guided optimization

User-guided: Accomodation
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represents a bound for the performance of our algorithm.
For example, if we are using the Phong BRDF defined by
the diffuse to specular ratio 0.05, and we decide to use
10000 rays, we have a variance of about 0.14. This means
that we will not be able to get closer to zero than 0.14,
because if we get closer we won’t be able to distinguish
the real function of the MC noise. Thus, the variance
gives us a bound on the convergence of our algorithm.

Here we can see a couple of examples: starting from an
initial reflector with a corresponding outgoing light
distribution (left of the slide), and given a desired light
distribution like the one in the middle-lower part of the
slide, we get a reflector like the one on the lower right
part of the slide, with a distribution that is very similar to
the desired one. If we compare the obtained reflector with
the one we used to generate the desired light distribution
(the reflector shown in the middle-lower image), we can
see that they are quite similar. The same can be seen in
the upper part of the image for a different situation.
Unfortunately, this algorithm is slow: it took about 10
days to get from the left part of the slide to the right one!

So, a logical possibility is to incorporate knowledge
provided by the user to the algorithm:

We expect the natural user of this system to be a lighting
engineer, who generally has, by experience, a reasonable
idea of what the resulting reflector should look like. So,
we request him to provide a starting reflector plus two
confidence values that tell us his own confidence on his
own guess.

We are going to use this information to define bounds on
the optimization region for the possible reflectors during
the optimization stage.

In order to take maximum advantage of that information
the user provided, we added an extra step before the
global optimization described a few slides ago. Basically,
what we intend to do is to modify the user-provided
surface without changing its overall shape, just trying to
adjust it to be as close as possible to the desired one
before starting the global optimization.

So, this new step consists of two parts:

Firstly, we move and stretch the surface upwards and
downwards.

Then, we shift the vertex positions horizontally, in the
plane of the reflector border, trying to get the maximum
flexibility of the vertices we have. Observe that we
continue having a regular grid, we just
compressed/expanded and shifted the vertices as a whole.



User-guided: Vertex Selection

* Problem:

— We don’t have a “previous” surface to choose
vertices from.

— We can't use the full user-provided surface.
* Solution:
— an heuristic that iteratively chooses vertices

+ With maximum coverage area
« As far as possible to the already placed ones
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User-guided: bounded optimization

User-guided : Test Cases
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General vs. User-guided

Diffuse to
specular
ratio
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Now, before we can start with the global optimization, we
must face another small problem: In the previous version
of the algorithm, we initialized the wrapper with the
vertices used at the previous iteration. But now, we don 't
have a previous iteration to start with. So, we must find a
way to choose the initial vertices for the first iteration.
We decided to use a simple heuristic that iteratively
chooses vertices with maximum free area (without other
vertices) around them, being at the same time as far as
possible to the already placed ones. Distances between
vertices are measured with the standard 2D distance.

The new algorithm works as follows:

We start from a user-provided initial surface, plus two
confidence values.

We perform firstly a vertical accommodation step and
then a horizontal accommodation one.

Finally, we start a global optimization as before, but
taking into account the original bounds we were provided,
not generating any vertex outside this allowed region.

As test reflectors, we built for each desired one (see upper
row), a set of user-provided starting reflectors with
different geometric properties (other rows).

As we can see from this table, times were reduced from
the order of 10 days to the order of only one.

Also, by observing the fourth column, we can see the
error is much smaller than the previous version of the
algorithm (called “old™).

But this affirmation is not completely fair, as we were
forced to use many more rays for the new optimization as
the user provided a surface close to the desired one, with
an associated error that quickly collided with the variance
for that number of rays. So, we must use more rays to be
able to do any meaningful optimization.

So, the advantages are twofold: on the one side, we
reduced the computing time from 10 days to about one.
On the other hand, we even were able to increase the
accuracy of our algorithm!
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Conclusions

A good solution for design of reflectors
with:

— Interreflections

— General BRDFs

— A polygonal surface

— A global strategy for the optimization
Robust solutions:

— From a generic start

— With a user-guided setting

Future Work

« Different reflector shape definitions:

— Non-regular distribution of vertices
+ triangularization
— Splines

+ Other error metrics (entropy)
+ Recent theoretical developments for optimization in

restricted cases

« Generalization to the near-field (in the lighting

engineering sense) problem

+ Parallelism

— Distribution of the optimization work among several CPUs

— Change the Light Propagation Stage to a GPU-based solution

To visually compare both algorithms, we can provide the
algorithms with the desired light distribution resulting
from a reflector we know (but the algorithm doesn’t),
shown in the right column. The general algorithm started
from the one shown in the middle column, upper
reflector, and got to the lower one. Instead, the second
algorithm started from the reflector in the right column,
upper row, and got to the lower one, which is much more
similar to the desired one than the one we got from a
generic starting point.

If we want to observe the outgoing light distributions and
their respective errors, we can compare the respective
light distributions shown below each reflector (left side
when there are two distributions). By visual comparison,
we can see that the resulting light distribution from the
final reflector in the user-guided algorithm is much closer
to the desired light distribution than the final distribution
from the general algorithm. The respective error graphs
are shown on the right of these distributions, and we can
see that the resulting distributions from the user-guided
case present a much smaller error than their general
counterpart (remember: light blue mean high values, so
the errors for the user-guided case are much smaller than
the general ones as they do not present colors for higher
values in their distribution).

We have presented a new solution for design of reflectors
taking into account multiple interreflections, a general
BRDF model, a polygonal surface and a global strategy
for the optimization. Also, we have presented robust
solutions, both starting from a generic starting point and
in a user-guided setting.
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Inverse Rendering:
From Concept to Applications

Conclusions

Conclusions (1)

« A definition of Inverse Rendering: Goes the

opposite way of classical rendering

— Based on an image (or a lighting description) and
some extra information, the missing information in the
radiance equation can be calculated.

— Depending on the amount/type of information
available, different strategies apply to calculate the
missing information.

Conclusions (1)

« Classification of existing problems
— Inverse lighting problems
— Inverse reflectometry problems
— Combined lighting-reflectometry problems
— Inverse surface design problems

«+ Classification of existing solution methods
— For general applications
— For mixed reality




Conclusions (Ill)

.

From theory to practice is not straightforward
due to:

— Capturing failure
— Uncontrollability of scene
— Complexity of the scene

Conclusions (V)

+ Some solutions to overcome these problems
were presented

— Capturing illumination in complex (e.g.: outdoor) scenes

— HDRI construction with moving objects

— Common illumination with inaccurate geometry and lighting
~ Indoor lighting design (accuracy vs. interactivity)

— Inverse reflector design

.

But further research is required!
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Abstract

Inverse rendering problems usually represent extremely complex and costly processes, but their impor-
tance in many research areas is well known. In particular, they are of extreme importance in lighting
engineering, where potentially costly mistakes usually make it unfeasible to test design decisions on a
model. In this survey we present the main ideas behind these kinds of problems, characterize them,
and summarize work developed in the area, revealing problems that remain unsolved and possible areas

of further research.

Categories and Subject Descriptors (according to ACM CCS): 1.3.6 [Computer Graphics|: Methodology
and Techniques 1.3.7 [Computer Graphics|: Three-Dimensional Graphics and Realism I.4.1 [Image Pro-
cessing and Computer Vision|: Digitization and Image Capture 1.4.7 [Image Processing and Computer
Vision|: Feature Measurement 1.4.8 [Image Processing and Computer Vision|: Scene Analysis

1. Introduction

Inverse problems are usually of an extreme complex-
ity and are emerging as an important research topic
for the graphics community due to their interest in a
wide range of fields including lighting engineering and
lighting design. Although progress in rendering to date
has mainly focused on improving the accuracy of the
physical simulation of light transport and developing
algorithms with better performance, some attention
has been paid to the problems related to inverse anal-
ysis, leading recently to interesting results.

In computer graphics this sort of problem is not
completely new: the problem of inverse kinematics has
been widely applied for animation WW92 and an ex-
cellent survey on inverse placement of cameras, curves
and objects for animation can be found in ¥as92 with
references therein.

We can say that inverse problems infer parameters
of a system from observed or desired data which define
their behavior, in contrast to direct problems which,
given all the parameters, simulate the effects. Tradi-

© The Eurographics Association and Blackwell Publishers 2003.
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tional direct problems in lighting involve the compu-
tation of the radiance distribution in an a priori, com-
pletely known environment (geometry and materials).
These problems can be proven to be well-posed HMH95
The inverse rendering problems lack at least one of the
Hadamard H2d02 criteria for being well-posed: the solu-
tion does not depend continuously on the data, which
means that small errors in measurements may cause
large errors in the solution (see HMH95),

Inverse Lighting Problems refer to all the problems
where, as opposed to what happens with traditional
direct lighting problems, several aspects of the scene
are unknown. One common characteristic of this kind
of problem is that, in general, we know in advance
the desired illumination at some surfaces of the scene
(their final appearance). Therefore, the algorithm has
to work backwards to establish the missing parame-
ters. Such a tool is of extreme importance in lighting
engineering, and animators and lighting experts for
the film industry would also benefit highly from it.

Inverse illumination problems are intimately related
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to the computer vision field. The specific problems in-
vestigated include shape from shading HB89, direction
of the luminary from images and identifying surface
characteristics from an image or a sequence of images.
Fortunately, in a computer graphics system the view-
ing parameters and the exact scene geometry (or at
least part of it) are known and therefore many prob-
lems become easier to solve. Our situation also differs
from the one in computer vision in that we want the
user to control the illumination on a surface. As such,
we expect the user to provide options and feedback
into the system and thus solve ambiguities when they
arise. Thus, the aim of this paper is leaning towards
the Computer Graphics field, but the interested reader
is referred elsewhereHB89 for related developments in
the Computer Vision field.

The paper is organized as follows: in Section 2 the
theoretical background is given and a classification
based on the rendering equation is presented. Next,
in Section 3 the approaches developed for each possi-
ble problem, according to the previous classification,
are explained, characterized and analyzed. In Section
6 the conclusions and open lines of research are pre-
sented.

2. Theoretical Background

Global illumination is related to transport theory and
can be viewed as a special case of it W93, SP94 The
behavior of transported light is characterized by the
properties of the particles (photons) when traversing
the environment. Global illumination’s most funda-
mental magnitude is radiance L(r,w) which is defined
as the power radiated at a given point r in a given
direction w per unit of projected area perpendicular
to that direction per unit solid angle for a given fre-
quency (Wattm ™2 sr™1).

The boundary conditions of the integral form of the
transport equation are expressed as

L(r,w) = Le(r,w) + /s fr(r,w,w;)L(r,w;) cos 8dw;
’ 1)

for points r in surfaces, being f, the bidirectional
reflection (and/or transmission) distribution function
(BRDF), 0 the angle between the surface normal at r
and w, S§; the hemisphere of incoming directions with
respect to r and w; an incoming direction.

This classical governing equation can be concisely
expressed as a linear operator equation Arv95a, Arvo5sb,
First, define the local reflection operator K by

(Kh)(r,w) = / k(r;w’ = w)h(r,w')dp(w")

S;

which accounts for the scattering of incident radiant

energy. Here h is a field radiance function, correspond-
ing to all incident light. The K operator maps the inci-
dent light distribution onto the corresponding exiting
light distribution that results from one local reflection.

Next, we can define the field radiance operator é,
that transforms an exiting light distribution into the
incident light distribution that results from surfaces
illuminating one another:

A h(p(r; —w),w) when v(r,w) < co

.oy = {HPE—).) (x,)

0 otherwise
where v(r,w) is the wisible surface function and is
defined Arv95% a5 y(r,w) = inf{zx > 0 : r+ 2w €
Surfaces in the environment}.

Defining these operators we can factor out the im-
plicit function r(r, w) from the integral equation 1 and
we may write:

L=L.+KGL 2)

Following the outlines in Stephen Marschner’s
Ph.D. thesis introduction Mar98 we can classify the
different papers on inverse lighting problems accord-
ing to which of the quantities of the above equation is
unknown:

Direct problems are those which, given known val-
ues for Le, K and é, solve for L. But, if we have some
knowledge of L, we can pose different kinds of inverse
lighting problems.

If L is unknown, and K , G and L or part of it, are
known, we have a problem of inverse lighting: given a
photograph or any other information that covers part
of L, and a complete model of the scene (R’ and G),
find the emittances (L.) of the luminaries illuminating
the scene.

If K is unknown, and G, L. and part of L are known,
we must solve for information about K. This prob-
lem can, in general, be called inverse reflectometry,
and a particular case is the one called image-based re-
flectometry in Mar98  where images are used as input
to the information about L. As described there, since
K includes information about the variance of the re-
flectance both spatially and directionally, this can be
a very difficult problem since it can be a very com-
plex function. Depending on the constraints imposed
on the problem, we can subdivide it into the inverse
terture measurement (constraints on the directional
variation), or the inverse BRDF measurement (spa-
tial uniformity is assumed). In Table 1 we present the
different papers surveyed in our work classified accord-
ing to this scheme.

Finally, if G is unknown, we have an inverse geom-
etry problem. For an in-depth survey on those prob-
lems, refer to PP00,

© The Eurographics Association and Blackwell Publishers 2003.
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SDS+93, MGO7 ~ Mar98 =~ CSF99,
SLo1, MABto7 HMHO5 FGRO3,
DRB97 LFD1t99 FOH98 MMOH97
OH95 RHOLb SSI99c SSI99b SSI09a
PF92:PRJ97’G,ui00 ’ ’

Inverse Light-
ing (Le)

Inverse Reflec- Deb98 — BGOL F+GR937 DRBO7
tometry (K) YDMHO9, LFD o9 LDROO_
1S91  KC94  POF98  OSRWO7

) ) ) bl

DvGNK99 LKGT01  Pou93, PF95

b) ) b
Mar98, MWLT99 S196 SWI97
bl ) bl
DHTt00 YM98 Mar98 RHOlb
b b b

Combined
Problems (Le
and K)

KPC93 RHO1b SSI99b SSI99c
’ ’ )

Table 1: Papers reviewed in this work, classified ac-
cording to equation 2.

Equation 1 can be regarded in a signal processing
frameworkRHO1> ynder the restrictions of distant il-
lumination, no inter-reflections, isotropic BRDFs and
known geometry and camera parameters. So, the re-
flected light field integral is regarded as the convolu-
tion of two signals: the bidirectional reflectance func-
tion and the incident lighting; i.e. by filtering the illu-
mination using the BRDF. Inverse rendering can sim-
ply be viewed as a deconvolution of the two signals.
This frameworkRHO1b et the authors conclude that
BRDF recovery is well-conditioned (in a mathematical
sense) when lighting contains high frequencies (e.g.,
directional sources) and is ill-conditioned for soft light-
ing. Alternatively, inverse lighting is well-conditioned
for BRDFs with high-frequency components (specular
peaks) and ill-conditioned for diffuse surfaces.

Another factor to take into account is whether the
different papers treat the full global illumination equa-
tion, Equation 2, or a simpler local-illumination ver-
sion based on a simplification of the illuminating equa-
tion, considering only point light sources and without
considering inter-reflections. It is also important to
mention the treatment of visibility in the different ap-
proaches reviewed: when computing the radiance with
the above equations, the visibility problem consists of
detecting if there are any blockers between the source
and the surface being illuminated, and not adding
their contribution in that case. The same is true for the
paths from the surface to the eye or the region where
the final radiance computations are needed. Most of
the reviewed papers omit this treatment, arriving at
solutions not applicable in real-life situations.

Other kinds of methods are based on a treatment of
the problem in its global form, considering the inter-
reflections of light on the whole scene, that is, in the

© The Eurographics Association and Blackwell Publishers 2003.

Radiosity
Distribution

Figure 1: Diagram of Inverse Lighting Problems,
where the problem is to characterize the illumination
(Le)on a scene, either by finding the emissivities of al-
ready positioned sources, or by finding their locations
in the scene

context of global illumination. Most of them work with
some kind of projection space where they project the
solution, transforming the integro-differential problem
of computing the illumination into a matricial one.

3. Inverse Lighting Problems (ILP)

The inverse lighting problems are those problems
where the unknown is the lighting of the scene (see
figure 1 where a very simple scene is depicted with
an unknown light source). These problems can be fur-
ther classified into problems of inverse emittances and
inverse light positioning. In the former the unknowns
are the emittances of a given subset of surfaces of the
scene. In the second the problem is to find the loca-
tions of the light sources (or luminaries) in order to
achieve a desired illumination. Another possible clas-
sification of ILP problems naturally arises when con-
sidering the treatment each one gives to Equation 1,
where the different approaches could be posed in a way
such that any lighting algorithm would fit it. These
are the classical F.E. radiosity setting (with BRDFs
and radiance constant all over each patch surface),
an inverse Monte Carlo framework or even by posing
them as local illumination problems. Table 2 presents
a classification of Inverse Lighting Problems papers
according to these two criteria.

3.1. Emittance Problem (EP)

As stated above, these problems deal with obtaining
the emittance of a subset of the patches, the light
sources. The different works dealing with this type of
problem can be grouped according to the restrictions
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emittances positioning
+
general ~ SDST93  MGOT7, CSF99 SLO1
Mar98 MABto7
radiosity HMHO95 FGR93 ~ FOHO98
DRB97 LFDt99  MMOH97
)
Monte OH95
Carlo
Local RHOLb ~ SSI99c PF92 PRJOT

SSIQQb’ SS199a Gui00

Table 2: Classification of Inverse Lighting Problems
according to whether they compute surface emittances
or light source positioning. Also, the different works
can be organized with respect to the treatment they give
to Equation 1: General, Radiosity, Monte Carlo and
Local.

they introduce to solve to Equation 1 in the following
classes:

e General formulations. We consider n distinct
light sources illuminating a scene, each of them be-
ing characterized by a function ®;, which represents
the isolated contribution of the i-th light source,
with unit intensity, on the environment. Thus, we
could describe the illumination in a scene by a lin-
ear combination of the form: ® = Y7 u; ®;, where
u; is the non-negative weight of the ¢-th light on
the environment. By assuming a linear relationship
R with some measured intensity values a; in the
scene or in a screen, we arrive at an expression of
the form

a; = R(®) = Xn:um(@) (3)

which can be regarded as a typical least squares
problem. As we can see, the problem formulated this
way is rendering-independent, since any approxima-
tion for Equation 1 can be used without changing
the formulation.

e Radiosity-based formulations. Here the general
problem is reduced to a radiosity setting by making
the following approximation to Equation 1: a purely
diffuse BRDF for the surfaces (patches), that is con-
stant all over each one. In this case, Equation 1 is
reduced to the form:

B; = Le; + pPi ZFUBJ' (4)

J
where B; is the i-th patch radiosity, Le; its emit-
tance, p; its reflectivity (diffuse BRDF) and Fj; is

the form factor from element i to element j. From
there, re-writing it in the form of Equation 3 is triv-

ial, as shown in Section 3.1.2. In general, in those
problems the patches can be grouped according to
whether their radiosities B; and their emittances E;
are known or not, resulting in a system of equations
with some E; and some B; as unknowns.

e Monte Carlo formulations. An Inverse Monte
Carlo method is proposed and proceeds by firing a
set of rays from the surfaces with known properties
towards points on surfaces with unknown proper-
ties, and gathering illumination information from
surfaces of the first type to the surfaces of the sec-
ond type.

e Local Illumination formulations. A simple local
illumination model is used instead of a global one.
So, Equation 1 is actually not used.

Marschner and Greenberg MG97, Mar98 gtydied the
ill-conditioning of the Inverse Lighting Problem in the
case of diffuse surfaces, and later Ramamoorthi and
HanrahanRHOb presented a signal-processing frame-
work for inverse rendering, showing that inverse light-
ing is well-conditioned only when the BFDR has high-
frequency components (sharp specularities), and is ill-
conditioned for diffuse surfaces. They show that, for
the special case of a mirror BRDF, the lighting coeffi-
cients of a Spherical Harmonics decomposition of the
Lighting correspond in a very direct way to the re-
flected light field, thus being a well-conditioned inverse
problem. Instead, for Lambertian objects the lighting
recovery is ill-conditioned for frequencies above the
second order in a Spherical Harmonics decomposition
(low frequencies). For Phong BRDFs, it is shown that
inverse lighting calculations are well-conditioned only
up to order of the square root of the shininess, while
for the Torrance-Sparrow micro-facet model it is well-
conditioned only for frequencies up to order of the
inverse of the roughness.

3.1.1. General EP

One of the first approaches to the emittance prob-
lem was by Chris Schoeneman et al SPST93, where
the user defines the light features by “spraying” color
onto surfaces. Later, Stephen Marschner and Donald
Greenberg MG97, Mar98 presented their re-lighting sys-
tem, which, from a photograph and a 3D surface model
of the object pictured (and a model of the camera used
to take the picture), estimates the directional distri-
bution of the incident light. In the first case, a mod-
ified Gauss-Seidel iteration was implemented to solve
Equation 3, in a way such that, at each iteration, the
negative values for the weights (light intensities) are
clipped to zero. In this technique, the “sprayed” col-
ors are the a;. As mentioned above, the system is ill-
conditioned if the BRDF used is too diffuse, so the
authors decided to add a first order linear regulariza-
tion, and to use a generalized Singular Value Decom-

© The Eurographics Association and Blackwell Publishers 2003.
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position (SVD) to allow the regularization parameter
to be adjusted interactively. Here, the a; are the ob-
served pixel values on the photographs.

In the case of Schoeneman et al., interactivity was
achieved by accounting only for direct illumination in
their final implementation, but the method is indepen-
dent of the illumination algorithm used. Marschner
and Greenberg’s approach has the advantage of us-
ing a photograph as objective, rather than manually
user-defined objectives, and of using a generic, scene-
independent set of basis light sources. Unfortunately,
this leads to a system which is more ill-conditioned
than the system that comes from a set of focused light
sources, thus requiring a regularization procedure.

3.1.2. Radiosity-based EP

The formulations presented in this subsection are
closely based on the Radiosity approximations of
Equation 1: assuming a purely diffuse BRDF for the
surfaces (patches), and assuming it is constant all over
them. In this case, Equation 1 reduces to the known:

B; = Le; + pi ZF'iij
J
where B; is the i-th patch radiosity, E; its emittance,
pi its reflectivity (diffuse BRDF) and Fj; is the form
factor from element ¢ to element j. Re-writing this
equation in the form of Equation 3 can be done triv-
ially by defining a matrix M;; = J;; — p;Fi; which
allows us to write B; =}, Le; Mlgl

A remarkable work with these sorts of inverse prob-
lems was developed by Harutunian et al. HMH9  done
in the context of radiative heat transfer. The authors
observed that the resulting set of equations for the in-
verse problem is ill-conditioned, and thus the need to
resort to the Modified Truncated SVDHSS92 (MTSVD)
matrix inversion method to compute Le;. Working
with the same approach (linearizing the system to
solve it and MTSVD or TSVD to invert it due to its
ill-conditioning), Franca et al.FOH9 and Morales et
al. MMOH97 gglyed the inverse problem of source emis-
sivities, this time in the presence of participating me-
dia. In the latter two cases, the problem requires the
introduction of a system of equations resulting from
the discretization of the medium into volume elements
in order to solve the corresponding partial differential
equations (PDE).

Computer Augmented Reality enables users to mix
real and virtual worlds. As such, it requires the precise
characterization of the geometry, source-emittances
and surface reflectances of the real scene through a
given set of photographs. To compute these emit-
tances, Fournier, Gunawan and Romanzin FGR93 3lso
base their formulation on the radiosity approximation,

© The Eurographics Association and Blackwell Publishers 2003.

directly fitting the element emissions to the observed
values (a;). Drettakis, Robert and Bougnoux PRB97
improved the work of Fournier et al. by setting up a
hierarchical radiosity system. Loscos et al. LFD199 ap_
proximately reconstructed real scene geometry from
photographs taken from several different viewpoints.
There, indirect illumination is computed with a hier-
archical radiosity system as before, while the direct
component is calculated separately using ray-casting
on a per pixel basis.

3.1.3. Inverse Monte Carlo EP

As is well known, radiative heat transfer problems are
equivalent to lighting problems. We summarize here
an interesting work on inverse radiative heat transfer,
finding the temperatures of emitting surfaces, carried
out by Masahito Oguma and John Howell OH95, The
authors developed an Inverse Monte Carlo method. In
this paper, surfaces are perfect lambertian reflectors,
although the generalization to more general BRDFs
seems straightforward. The method starts by letting
users choose a set of points (calculation points) on
the surfaces where they are interested in finding the
temperature (light) distribution. Then, it randomly
chooses a set of points at the surfaces with completely
known properties, and for each of those points casts a
given number N; of rays. Although never stated ex-
plicitly in the paper, the points seem to be chosen fol-
lowing a uniform distribution, and the rays are fired by
subdividing the hemisphere of directions above each
surface point in N, equal intervals, and firing one
ray for each interval. These rays fly to points at the
surfaces with unknown temperature (emittance). For
each ray, the algorithm finds the expected energy it
should carry. When enough rays have arrived, each
calculation point on an “unknown” surface is assigned
a temperature that is a weighted-sum of the temper-
atures of the rays. The weights are a set of position-
related coefficients, because the exiting point of the
incident intensity is often not a calculation point. Fi-
nally, the whole process is iterated until the radiance
distribution on “known” surfaces led by the calculated
temperature distribution of “unknown” surfaces sat-
isfies the required heat flux distribution of “known”
surfaces within a user-provided threshold.

3.1.4. Local Illumination EP

Based on the features presented in the introduction of
Section 3.1, Ramamoorthi and HanrahanRHOIb pro-
posed an algorithm that only recovers frequencies be-
low a cutoff of the order of the inverse of the roughness.
Thus, two possible ways are shown: solving a linear
least-squares system for the lighting coefficients like
Equation 3, or subtracting the diffuse component and
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using the resulting mirror-like object to recover a high-
resolution angular-space version of the illumination.
In the second case, a two-step process is presented,
where the first phase estimates the diffuse components
of the reflected field from the estimated illumination
frequency parameters, and the second phase does it
the other way round to achieve sharper results.

Sato et al.S8199¢ yge the radiance information in-
side shadows to estimate the illumination distribu-
tion of a scene as a collection of imaginary point light
sources uniformly distributed over the scene. To do
this, it is necessary for the BRDF to be Lamber-
tian, and to solve a system like Equation 3. This
work was later improved by the authorsSS199b  gee
section 5, but the introduction of regularization us-
ing user-weighted penalty terms was required in both
works, and the computational complexity limited the
formulations to a coarse discretization of the sphere.
Instead, the method proposed by Ramamoorthi and
Hanrahan®HO'P required no explicit regularization and
yielded results with better sharpness and overall qual-
ity than the approaches of Sato et al. On the other
hand, the methods proposed by Sato et al. are easier
to extend to concave surfaces. Finally, Sato et al.SSI9%
proposed the use of two omni-directional stereo images
to construct a geometric model of the scene: extracting
common feature points, generating a triangular mesh
and finally mapping the radiance over the mesh. The
radiance of the whole scene was constructed from a
sequence of omni-directional high dynamic range ra-
diance images®M97 and mapped onto the constructed
geometric model.

3.2. Light Source Positioning Problem
(LSPP)

In this subsection we review the papers which per-
form computations on the position and orientation of
light sources. As mentioned above, these works can
also be classified according to the treatment they give
to Equation 1.

e General formulations. These methods try to find
luminary locations and/or orientations without re-
lying on any particular illumination algorithm. In
general, the luminary position/orientation is cho-
sen as an optimizable variable of a certain objec-
tive function, which, in turn, is optimized with
a problem-independent optimization algorithm like
Stimulated Annealing PTVF92, PT91,

e Radiosity-based formulations. Problems which
try to locate light sources in the context of the
classic radiosity approximation have not been pre-
sented yet, but we believe this is possible. Unfor-
tunately, this case corresponds to purely diffuse
BRDFs, which show themselves as producers of a

severe ill-conditioning in lighting-characterization
problemsRHOla The overall method would assume
small polygonal emitters and use the knowledge
of the illumination they produce to compute their
Form Factors (F;; in Equation 4). From this knowl-
edge we should find the desired vertices as degrees
of freedom of an optimization problem.

e Monte Carlo formulations. Although, to the
best of our knowledge there are no works using
this kind of formulation, we believe that this is
a feasible approach, too. By firing rays from the
illumination-constrained areas of the scene, it is pos-
sible to gather information and qualify areas in the
scene space which may contain the sources, and by
further refinement, either automatic or interactive,
finding their exact location within a certain thresh-
old.

e Local illumination formulations. These formu-
lations are based on the simplification of Equation 1
to take into account only local illumination, and us-
ing the observation of this local illumination (high-
lights and shadows) to position the corresponding
light sources. Thus, instead of Equation 1, we could

introduce the expression for a point light source
cwes

®

L(r,w) = Lo (r,w)+—————
(r;w) (r w)+47r|r— rs|?

fr(r,w,ws) cos Bsdw;
where 6, is the angle between the normal and the
light source direction. When using shadow informa-
tion for positioning the light sources, points on the
shadow boundary must be determined and joined
to their corresponding blocking silhouette in or-
der to get a reliable direction. When enough pairs
are defined, a least squares procedure can be per-
formed. On the other hand, when using highlights
for source locations, points on the desired highlight
maximum and its boundary (defined to be the line
where the highlight falls below a given threshold)
must be given. This procedure strongly depends on
the BRDF chosen, in general a simple Phong BT75
formula.

3.2.1. General LSPP Formulations

Costa et al.CSF99 implemented an automatic method
to search for the best placement of luminaries, as
well as their relative intensities. The method imple-
ments a preprocessing step where the user-defined re-
quirements (called Inverse Luminaries, IL) are consid-
ered as sources of unit importance, which propagate
through the environment as the dual of radiance 61295,
This allows using any global illumination engine to
run the simulation backwards, from the Inverse Lu-
minaries to a user-defined set of surfaces where the
importance distribution is computed. Basically, what
is presented is a validating preprocess step which tries
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to find incompatibilities between design goals and al-
ready placed design elements (light sources), followed
by a calculation step which attempts to find the best
placement and orientation for the light sources by op-
timizing a user-defined objective function. The mini-
mization of the objective function is performed with
the Simulated Annealing algorithm PTVF92, PT91 The
objective function is given to the system by means of a
script language specially developed, which allows the
specialized user to define the lighting goals to achieve
(positive ILs), the illumination constraints to avoid
(negative ILs, like having too much glare into a vir-
tual character’s face), and the geometric constraints
the user might impose on the location or direction of
the sources. Although this method of scripting the de-
sign goals seems very promising, a higher abstraction
level should be achieved in order to allow the non-
programming-skilled designers to be able to use the
presented tools.

Instead, Shacked and LichinskiSL0! presented an ap-
proach to lighting design based on the optimization of
an objective function which is a perception-based im-
age quality function. This function was designed to
yield compressible images of 3D scenes, trying to ef-
fectively communicate information about shapes, ma-
terials and spatial relationships. Their current imple-
mentation was based in an OpenGL rendering engine
and a local steepest descent optimization scheme, al-
though the authors stated that local minima were
found to be quite satisfactory if initial values were cho-
sen wiselySh201. The main difference with ©5F99 is the
choice of the perception-based optimization function,
as well as the use of a local optimization method vs.
the global algorithm used before.

An entirely different approach for exploring the
space of lighting designs was presented by Marks et
al MABT97 I 3 framework named Design Galleries,
they try to optimally disperse the space of solution
images in terms of perceptual quality, and allow the
user to browse and combine them to achieve a desired
solution.This is clearly not an automatic process, since
user input is required.

3.2.2. Local Illumination LSPP Formulations

One of the first works on inverse problems in the con-
text of local illumination was done by Poulin and
Fournier, P¥92, They proposed using the highlights
and shadows on the scene’s objects in the modeling of
the light sources. In the case of highlights, the authors
considered the specular term of Phong BT75 shading
as expressed by Blinn Bli77. By letting the user man-
ually point at the desired maximum intensity of this
highlight, they were able to analytically optimize this
expression and determine the light direction. By de-
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termining another point on the surface, the user speci-
fies where the specular term reaches a fixed threshold,
and thus the roughness exponent can be computed.
The use of further restrictions, like the light being on
a given plane, is suggested for other cases. Observe
that this method gives only directional light sources,
that is, point light sources at infinity. For a general
point light source, the shadow volume FvPFH0 gep-
erated by it must be used Pou93. In order to specify
the direction of a directional light one simply chooses
two arbitrary distinct points in the scene, the second
being along the shadow cast by the first one. For ex-
tended linear or polygonal (planar) light sources, new
point light sources that define the vertices of the light
source are needed. For general extended light sources
a divide and conquer strategy was presented: if both
the light and the object being shaded are divided into
convex elements, the whole shadow is the union in 3D
of all the shadow convex hulls.

Poulin, Ratib, and Jacques PRJI97 find the posi-
tion of point light sources by sketches of shadows or
highlights, and extended light sources are positioned
by sketches of umbra or penumbra. The user intro-
duces the sketches as continuous strokes of points that
are immediately transformed to 3D HH90 where the
sketched points are considered to be all enclosed by the
real shadow of the object, and similarly for a highlight.
The method starts by considering each point forming
the sketch of the shadow and defining for it the cone of
possible positions for the light (Figure 2). The volume
where the light can be is the intersection of all these
cones: if the volume is infinite, a directional light is
computed; otherwise a point light is used. The prob-
lem is presented as a constrained optimization prob-
lem by defining as an objective function the distance
between the sketched points and the light source, and
maximizing it. The constraints defined are that the
point light source must lie inside all cones, that the
light must stay on the same side as the normal vec-
tor at the sketched point, and that the light position
is on the right side of the half-cone for this sketched
point, oriented along the axis that joins this point and
the center of the occluder. The initial position for the
solver is chosen as a small distance above the occluder
surface aligned with the center of mass of the sketched
points. For extended light sources, the user sketches
the umbra or penumbra, relaxing the inclusion condi-
tion to force all points to lie within all cones simul-
taneously in the case of umbras, and for penumbras
the condition is that at least one point of the light
must belong to each cone (a test that the intersection
of the cone and the light is not null must be made).
When sketching highlights, a point on a surface is con-
sidered within a highlight if the evaluation of Phong
specular function at this point is higher than a certain
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Valid positions
for light source

Sketched poi

Figure 2: Elements for the computation of the posi-
tion of a light source from a sketch of a shadow.

threshold 7. It could be that the cones do not intersect
at all, due to the curvature of the surface. Then, the
roughness coefficient n (the exponent in Phong spec-
ular term) is lowered, broadening the cone, until an
intersection is possible. The main difference with the
previously mentioned researchP¥92 is that the input
method, sketching shadows and highlights, is far supe-
rior in terms of user interaction and greatly improves
upon the design of simple illumination in a computer
graphics scene.

A different approach was taken by GuillouGui00 who
developed a local illumination-based method to de-
termine the position of n light sources. His method
starts by computing m directional light sources from
user-defined regions of a known, purely diffuse scene.
Then, these m directional sources are grouped into
sets and each set is used to estimate the position of a
point light source by trying to optimize an intersection
point from the directions of the distant light sources.
Finally, the light position and photometric parame-
ters are found by minimizing (Levenberg-Marquardt
numerical minimization method) a least squares error,
using the previous estimations as a starting point. As
can be seen, this method is strongly local-illumination-
based, since it relies on an estimation step that closely
follows this assumption. Also, this distant light esti-
mation step can only serve as a reference as long as the
user-defined regions are cleverly chosen, since it does
not take into account the superposition of illumina-
tion from the different sources at the points where the
estimations are computed. With respect to the pre-
vious works mentioned, it has the clear advantage of
working simultaneously with n point light sources in
a diffuse environment.

3.3. Conclusions on ILP

Analyzing the problems concerning EP (Subsection
3.1), we see that:

e Most of the papers deal with perfectly diffuse

BRDFs. The more relevant exceptions to this rule
are SDS+93’ MGO7  Mar98 and RHOIb that deal with
linear combinations of photographs and present al-
gorithms that are independent of the BRDF used
because they only depend on the obtained image,
not on the method to compute it. (RHOIP agsumes
a local illumination model to deconvolute illumina-
tion from the known BRDF.)

e The assumption that the BRDF is constant on the
patch surface is found in most of the papers, too.
The exceptions to this rule are OH9 apd SDST93,
MG97 Mar98 mainly because the first paper presents
an algorithm that samples on the surfaces pointwise
and the others are BRDF independent.

e Only Franca et al.FOH9 and Morales et al.MMOH97
solved the inverse problem of source emissivities
in the presence of participating media. The rest of
the reviewed works only deal with non-participating
media. It is important to note the added cost: in
this case, the problem requires the introduction of
a system of equations resulting from the discretiza-
tion into volume elements of the medium in order
to solve the corresponding partial differential equa-
tions (PDE).

e Among the reviewed papers, only SPST93 MGo7
Mar98 gnd KPO93 present viewing-dependent goals,
especially the first three because they deal with in-
put given by photographs, while the last one can
also be used with view-independent goals.

e It is also important to point out that, although
the method proposed by Schoeneman et al.SPS*93
achieved interactivity by accounting only for di-
rect illumination in their final implementation, it
is independent of the illumination algorithm used.
The same happens with Marschner and Greenberg’s
approachMG97, Mar98 'which has the advantage of us-
ing a photograph as objective, rather than manu-
ally user-defined objectives as before, and of using a
generic scene-independent set of basis light sources.
Unfortunately, this leads to a more ill-conditioned
system than the system that comes from a set of fo-
cused light sources, thus requiring a regularization
procedure.

e Sato et al.SS199¢, SS199b required the introduction of
regularization using user-weighted penalty terms,
and the computational complexity limited their for-
mulations to a coarse discretization of the sphere.
Instead, the method proposed by Ramamoorthi and
HanrahanRHO1b required no explicit regularization
and yielded results with better sharpness and over-
all quality than the approaches of Sato et al. On the
other hand, the methods proposed by Sato et al. are
easier to extend to concave surfaces.

With respect to LSPP (Subsection 3.2), it is very
evident that two ways of attacking this problem, that
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is Radiosity-based formulations and Monte Carlo for-
mulations, have not been studied in the literature.
Nevertheless, in our opinion, these ways are feasible
in spite of the possible ill-conditioning they might
present (which would surely be alleviated by the use
of some sort of regularization procedure).

In the reviewed articles we can also notice that:

It is remarkable that OSF99 SLO1 gnd MABY97 g6 the
only global illumination-based approaches among
all the reviewed papers for this kind of problem.
Contrary to what happens in Inverse Reflectome-
try problems, all studied approaches rely on some
sort of optimization procedure to achieve their re-
sults. This is so because of the high complexity of
the problem faced, since finding absolute locations
of light sources or types (and other characteristics)
of luminaries involves using indirectly measured in-
formation. The choice of the optimization method
is, to our knowledge, quite arbitrary and the papers
present several different approaches to this point. It
is clear that the best optimization method to use is
still an open research area.

Although the method by Costa et al. ©SF99 for script-
ing the design of goals seems very promising, a
higher abstraction level should be achieved in or-
der to allow the non-programming-skilled designers
to be able to use the presented tools.

On the other hand, the main difference between
Shacked and LichinsgkiSL0! and Costa et al.CSF99 jg
the choice in the first case of the perception-based
optimization function, as well as the usage of a local
optimization method vs. the global algorithm used
before.

With respect to the work done by Marks et
al. MABT97 it can be clearly seen that this process
does not involve an automatic optimization at all,
the user being responsible for all the decisions to-
wards the final result.

The main difference of the work done by Poulin,
Ratib and Jacques PRJ97 with the work by Pouin
and FournierPF92 is that the input method, sketch-
ing shadows and highlights, is far superior in terms
of user interaction and greatly improves upon the
design of simple illumination in a computer graph-
ics scene.

Finally, for GuillouGui% we can say that it has the
clear advantage of working simultaneously with n
point light sources in a diffuse environment, whilst
the other methods presented in the same subsection
do not.

4. Inverse Reflectometry Problems (IRP)

Inverse reflectometry problems are those where K in
equation 2 is unknown, and G, L. and part of L are
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General Deb98  BGO1

FGR93 DRB97 YDMH99
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Texture- 1591 KC94 POF987 OSRW97,
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+
based DvGNK99, LKGTO01
. +
Local Angular- Pou93, PF95, Maj—QS, MWL 99,
based 5196’ SW197, DHTT00

General YM98 Mar98 "RHOIb

Table 3: Classification of Inverse Reflectometry Prob-
lems organized with respect the treatment they give to
Equation 1: General, Radiosity, Monte Carlo and Lo-
cal.

known (Figure 3). Thus, we must solve for informa-
tion about K. The methods studied in this section can
be classified according to the illumination approach
used. As above, this can be either local-based, general
global illumination, Monte Carlo-based or radiosity-
based, see Table 3.

e General formulations. These methods try to find
reflectance properties without relying on any par-
ticular illumination algorithm.

e Radiosity-based formulations. As stated in sec-
tion 3.1, here the general problem is reduced to a
radiosity setting by making the following approxi-
mation to Equation 1: a purely diffuse BRDF for
the surfaces (patches), that is constant all over each
one. In this case, Equation 1 is reduced to the form:

B; = Le; + p; ZFiij

J
where B; is the i-th patch radiosity, Le; its emit-
tance, p; its reflectivity (diffuse BRDF) and Fj; is
the form factor from element 4 to element j. If we
know B; and Le; for every surface, and with form
factors F;; known if the geometry is known, finding
the reflectances is reduced to:

pi=(Bi— Lei)/ Y Fi;B;
i

The most common way of knowing B; and Le; is by
using an image of each surface taken by a camera,
and retrieving the information from there. But if
we work without an image for each surface, some
heuristics must be used. The most common ap-
proach is to start from an initial estimate of the
average reflectivity p* and estimating the surface
reflectance as

*

7 *

By, *F

pi =
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Radiosity
Distribution

>

Figure 3: Diagram for Inverse Reflectometry Prob-
lems.

where B; is the average intensity of the pixels re-
covered from the camera observation and B} is the
ambient radiosity defined as

— Ewy Pey

=Ny
where the sum is performed over the £ x y = N
pixels of the image with intensities p;,. The proce-
dure is iterated until some satisfactory threshold is
achieved.

e Monte Carlo formulations. To the best of our
knowledge, there is no research using this kind of
formulation, but we strongly believe that this is a
feasible and sensible approach: Simply fire rays from
the camera or the surfaces with known properties
and continue its path until hitting a surface with
unknown BRDF. Then, using the gathered informa-
tion we could estimate the reflectance parameters.
Also, a bidirectional approach could be used, given
known lighting conditions. In any case, it is clear
that BRDF recovery is feasible, but certainly will
have to deal with the inherent variance problems
Monte Carlo methods present, which can only get
worse for an inverse problem of this kind.

e Local Illumination formulations. These formu-
lations are based on the simplification of Equation
1 to take into account only local illumination, and
using the observation of this local illumination to
obtain values for the f, (BRDF) coefficients.

Bi

Ramamoorthi and Hanrahan®HOIb have studied the
Inverse Reflectometry Problem under a signal pro-
cessing framework and arrived at the conclusion that
BRDF recovery is feasible (well-conditioned in the
mathematical sense) when the known lighting con-
tains high frequencies like directional sources, and is
ill-conditioned for soft lighting.

4.1. General Global Illumination based IRP

Paul Debevec, in PeP98  introduces the concept of a
light-based model, a representation of a scene that con-
sists of radiance information, possibly with specific ref-
erence to light leaving the surfaces, but not necessarily
containing BRDF information. He presents a method
that uses the measured scene’s radiances and global il-
lumination in order to add new objects to light-based
models with correct lighting. The light-based model is
constructed from an approximate geometric model of
the scene and by using a light probe to measure the
incident illumination at the location of the synthetic
objects. To do that he divides the scene into three
main regions: the distant scene, represented with an
environment map; the local (or near) scene which is
going to photometrically interact with the synthetic
objects and whose geometry must be well known; and
synthetic objects. To estimate the local scene BRDF,
he assumes a reflectance model (e.g. diffuse, specu-
lar, ...) with approximate initial values, and iteratively
computes the global illumination solution for the lo-
cal scene with the current parameters with respect
to the observed lighting configurations. By compar-
ing the appearance of the rendered local scene to the
actual appearance, he decides whether to continue it-
erating with adjusted parameters, or not. In the case
of purely diffuse reflectors, the next estimate of the
reflectances is the ratio from the resulting radiance
to the observed value. Any other case is left as future
work, manually estimating the specular coefficients for
the non-diffuse objects in his test scenes.

Boivin and Gagalowicz developedBGO0! a reflectance
recovery algorithm that starts with a pure Lamber-
tian model and successively tries more complex BRDF
models until a fit between the original image and its
synthetic reproduction is achieved. For the simpler
models (diffuse, perfect and almost-perfect specular),
an iterative correction is applied based on the object
image to synthetic image ratio of the previous iter-
ation, while in more sophisticated models a Simplex
method is used. If the whole hierarchy of models fails
to provide a good fit, the method proceeds to a plain
texture extraction, using methods from any of the ex-
amples in section 4.2. This method has the clear ad-
vantage over the previous one of being able to work
with non-diffuse BRDFs without requiring a manual
user intervention.

4.2. Radiosity-based IRP

Computer augmented reality also requires the compu-
tation of reflectances from images. All research works
have a preprocess stage were the scene geometry is
approximately reconstructed with photogrammetric
techniques. The work from Fournier et al. FGR93  ag-
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sumes reflectance is constant across each patch and
uses a heuristic method that assigns each patch a re-
flectance that is an average reflectivity multiplied by
the ratio between the element radiosity (computed as
the average of all the visible pixels it contains) and
an average radiosity. Average values are computed di-
rectly from the images, weighting the obtained values
with the respective areas of the patches. In DRB97
textures of arbitrary resolution are extracted by de-
warping (extracting the textures from the images by
reversing the perspective-introduced distortion) the
original image and bringing it back to the plane of the
previously built polygon. Unfortunately, their method
sacrifices the usage of dynamic cameras and real scenes
to gain speed, and the quality of the obtained images
is slightly degradated due to the use of a polygon-
projection method instead of ray tracing.

Yu et al. YDMH99 have presented an inverse radiosity
method to account for mutual illumination in estimat-
ing spatially varying diffuse and piecewise constant
specular properties within a room from a sparse set
of photographs. Their technique is based on the us-
age of a low-parameter reflectance model (metals and
plastics treated differently, see below), allowing the
diffuse component to vary freely over surfaces while
assuming non-diffuse characteristics remain constant
across particular regions. As input the method re-
ceives a geometric model of the scene and a set of cal-
ibrated, high dynamic range photographs PM97 taken
with known direct illumination. The algorithm pro-
ceeds by hierarchically partitioning the scene into a
polygonal mesh and, by using image-based rendering
techniques, it computes an estimate of both the radi-
ance and irradiance of each patch. Using the known
geometry and light source positions, it computes the
estimate placement of the specular highlights falling
inside the radiance images, and runs an iterative opti-
mization procedure to recover the diffuse and specular
reflectance parameters of each region. These results
are used to update the hierarchical system. Then, the
estimation-update procedure for the BRDF parame-
ters is repeated. The iteration is performed several
times to obtain the final solution of the BRDFs for all
surfaces. Two different formulas are used for isotropic
or anisotropic BRDFs (Ward’s model), and it is sug-
gested that metals be treated differently from plas-
tics: for plastics, they consider the specular coefficient
constant and the diffuse one variable, while for met-
als they do the opposite. The selection between both
models was performed through a simple test: a metal-
lic surface has its specular reflectance larger than the
estimated diffuse component.

In LFPY99 Toscos et al. a different approach for re-
flectance recovery is presented: a set of images from
a fixed viewpoint but with controlled, varying illu-
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mination (no shadows) is combined with confidence
weight factors that represent the visibility with re-
spect to the light source for each pixel in the images.
The resulting textures are de-warped as before. Later,
this was extended"PR00 and an algorithm for interac-
tive re-lighting was introduced, based on a preprocess-
ing step that reconstructs geometry and creates un-
occluded illumination textures (thus taking into ac-
count the effect of shadows). Unfortunately, only dif-
fuse surfaces can be considered. The creation of these
un-occluded textures has two steps: firstly they add
the light that was blocked in a hierarchical radiosity
solution, and then a heuristic correction is applied.
This correction is computed by finding an appropriate
un-occluded reference patch which will give an indica-
tion of the desired color, and computing a modulation
factor consisting of the ratio of form-factors of each
patch to the light source. In P00 this method was
improved by adding a low-cost photometric calibra-
tion method which improves the reflectance estimate
of real scenes. This was achieved by adapting a high-
dynamic range image creation to a low-cost camera,
and an iterative approach to correct reflectance esti-
mation using a radiosity algorithm for indirect light
calculation. Unlike previous work, it allows for a re-
stricted set of BRDFs (purely diffuse) to be recovered,
but works with the simplest capture process since it
doesn’t need user-controlled specific lighting. Most im-
portant, this last piece of research does not attempt to
perform a reflectance estimation, since it uses a simple
texture modulation for display. Also, when compared
with the work by Yu et al. YPMH99 we see that the last
one is far from interactive, due basically to the gener-
ality of the algorithm used for the light propagation
(despite the fact that their method is specifically tai-
lored to the radiosity setting), but has the advantage
of handling any viewpoint in the environment.

4.3. Local Illumination Based IRP

Although a BRDF is a function f,(r,w,w;) where r
is a point on a surface and w and w; the outgoing
and incoming directions, for classification purposes it
is convenient to subdivide the different methods that
attempt to recover f, as texture-based, angular-based
and general BRDF-based. Texture-based are those
that only consider spatial variations in r disregard-
ing angular variations and assuming a constant an-
gular behavior, generally purely Lambertian. Instead,
Angular-based methods consider the BRDF as a func-
tion of w and w; only, disregarding spatial variations.

4.3.1. Texture-based BRDF Recovery

In 1991, Ikeuchi and Sato'S9! using one intensity
and one range map (z-buffer), and assuming constant
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material regions over an object, were able to obtain
estimates of diffuse and specular parameters for a
specifically tailored version of the Torrance-Sparrow
BRDF (by means of an iterative least-squares fit-
ting algorithm). Later, Kay and Caelli¥C9 extended
this approach without requiring BRDF to be constant
over object regions, estimating the parameters at each
point on the object. They applied a photometric stereo
method to a range map and a number of intensity
maps, and inverted the illumination model at each
point on the object. (For non-highlighted regions, they
used a linear least-squares method while for highlight
regions a nonlinear separable least-squares method
with regularization was used.) They were able to re-
cover highly textured surfaces by using enough inten-
sity maps to recover diffuse and specular parameters
at each point. If enough intensity maps were not avail-
able, they showed how to recover the BRDF when the
specular component is assumed to vary smoothly over
the material.

Poulin et al.POF98 describe an interactive system to
reconstruct 3D geometry and extract textures from a
set of photographs. The authors describe a three step
process: A least-squares problem is first solved for the
camera parameters, and then for the 3D geometry.
Once a satisfying 3D model is recovered, its color tex-
tures are extracted by sampling the re-projected texels
in the corresponding images. All the textures associ-
ated with a polygon are fitted to each other, and the
corresponding colors are combined according to a set
of custom criteria in order to form a unique texture.
For each texel, the size in pixels of its projection in
the images is used as an indication of the quality of
the extracted color.

Ofek et al.OSRW97 present a method which deals
with the problem of recovering and blending tex-
tures from different images, but also discusses the
problem of removing highlights and reflections. Multi-
resolution textures are stored in a quad-tree data
structure, which is filled by a recursive level-of-detail
projection algorithm of the image to the texture space,
followed by a push-pull procedure to propagate infor-
mation all along the tree. The algorithm thus calcu-
lates an approximation of the view-independent color
for each texel, and calculates the average of the pro-
jected texture area for every texture pixel that is near
the mentioned estimation. The main advantage of this
algorithm is its ability to account for the different sam-
pling rates that result from different views of the sur-
face. Unfortunately, they do not attempt to model the
surface reflectance, but use texture maps to record the
diffuse component of the radiance reflected under the
lighting conditions at the time the photographs were
taken.

Dana et al.PvGNK99 applied reflectometry tech-
niques to the domain of textured objects by using
a spectrophotometer to carefully measure spectral
BRDFs without separating diffuse or specular compo-
nents. Of course, this becomes impractical for complex
BRDFs due to the high storage costs, and requires the
lighting to be totally known for the images.

Lensch et al.LXG¥ 01 presented an image-based mea-
suring method that robustly detects the different ma-
terials of objects, organizes them in clusters of sim-
ilar materials and fits an average BRDF to each of
them (Levenberg-Marquardt method initialized by an
average BRDF). Although their method is BRDF-
independent, they used a Lafortunel*TG97 model as
target BRDF. In order to model local changes, they
projected the measured data for each surface point
into a basis formed by the recovered BRDFs, leading
to a spatially varying representation. To do this they
introduced the concept of a lumiterel, a data struc-
ture that stores all geometric and photometric infor-
mation for a surface point. The general idea behind
the BRDF classification algorithm is to start with a
cluster containing all the samples and recursively sub-
divide it, classifying the lumitexels according to the
error they have with respect to each cluster-computed
BRDF. This method has the advantage of not requir-
ing a specific BRDF or a homogeneous material, as
most of the previously mentioned approaches, but re-
quires full knowledge of the object geometry, lights
and camera.

4.3.2. Angular-based BRDF Recovery

Poulin and Forunier Pouf3, PF95 deal with the prob-
lem of determining the characteristics of surface ma-
terials (some parameters of their BRDF) by using a
painting paradigm where the user simply paints color
points on a surface. The system attempts to find the
best values for the surface characteristics such that the
points will retain their assigned color in the final ren-
dering. Depending on the number of constraints (color
points) given by the user, the problem can either be a
non-linear constrained optimization one (when there
are less color points than variables to find out) or a
weighted least-squares fitting problem with penalty
functions to constrain the values of surface parameters
(otherwise). For the former, each color point is consid-
ered as a volume in the 3D-color space of acceptable
colors, introducing two inequality constraints in each
direction (and no value can be negative). For the non-
linear, least-squares fitting problem, the authors use
penalty functions to introduce the constraints. Also,
the system is modified to assign different weights de-
pending on the location of the color points, e.g. at the
dark side of an object the ambient term dominates.

Another inverse reflectometry problem posed by
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Marschner Mar98, MWLF99  wag  called image-based
BRDF measurement, which presents a system that
measures reflectance quickly without special equip-
ment. The method works by taking a series of pho-
tographs of a curved object, each image capturing light
reflected by differently oriented parts of the surface.
The photographs are analyzed to determine the BRDF
by using a curved test sample with known shape, an
imaging detector and automated photogrammetry to
measure the camera position, light source location and
sample placement. At first, the geometric calibration
stage uses machine-readable targets with embedded
identification codes placed near the sample to allow
photogrammetric techniques Mar98 to be able to lo-
cate those samples. The information derived in this
stage is the position of the light source, the camera
location for each measurement and the location of the
sample. The next step, radiometric calibration, obtains
the relationship between the radiance reflected to the
camera and the irradiance due to the source. An im-
portant assumption done in those measurements is the
approximation of the source as a single point, which
is correct when the source is small compared to the
distance to the sample. To get the absolute magni-
tude of the BRDF correctly, they measured the inten-
sity of the light source relative to the camera sensitiv-
ity by photographing a diffuse white reference sample
in a known position. The last step, data processing,
is performed by the de-renderer, which uses standard
rendering techniques MWLT99 to find the intersection
point of each pixel’s viewing ray with the sample sur-
face and to compute the radiance from the source. To
obtain the desired BRDF value, the de-renderer di-
vides the pixel’s measured radiance by the irradiance.
The de-renderer’s output is a list of BRDF samples,
each including the incident direction, the exitant di-
rection and the value for that configuration.

Debevec et al.PHTT00 recovered a two-parameter
BRDF model for the human skin with color space
analysis techniques from a set of photographs with
varying illumination. To do that, they assumed that
the specular component was the same color as the in-
cident light, while the diffuse one was obtained in a
two-step manner: first, by fitting a Lambertian lobe
to obtain the surface normal, and then finding the pa-
rameters in their model by fitting them to the observed
chromaticities in the original un-separated reflectance
function. Previously, Sato et al.SWI97 had presented a
similar algorithm to retrieve the shape and the BRDF
of convex objects by using a turntable and a single
point source. The main difference between these algo-
rithms for BRDF recovery is that, in the second step in
Sato et al., the diffuse lobe is fitted to the diffuse term
in a modified Torrance-Sparrow model. Their method
required 120 color images and 12 range maps to com-
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pute the BRDF parameters. This work is an extension
of a methodS™®¢ that recovered a simplified Torrance-
Sparrow reflection model for an isolated object from
a sequence of range images and a reconstructed 3D
model, constraining the camera parameters and light
source position. (They used the Levenberg-Marquardt
numerical minimization method.) This way, they were
able to separate the diffuse and specular components
and recover the uniform reflectance of the surface. Un-
like Marschner et al.Mar98, MWL¥99 Qatg et al. sacri-
ficed the generality of measuring a full BRDF at each
surface point and instead used a single-formula model
of specular and diffuse reflectance to extrapolate the
appearance at novel viewpoints.

4.3.3. General BRDF Recovery

Yu and MalikYM98 presented an approach to produce
photo-realistic computer renderings of real outdoor ar-
chitectural scenes (building facades) under novel light-
ing conditions. Their system uses a small set of pho-
tographs as input, along with a geometric model of
the scene generated with photogrammetric techniques.
The input photographs are taken with a hand-held
CCD camera and converted into radiance imagesPM97.
They defined two pseudo-BRDFs, one corresponding
to the spectral distribution of the sun (modeled as a
parallel light source) and one corresponding to the in-
tegrated light from sky (they fit a sky model to a set
of calibrated photographs) and the environment (mod-
eled through a low-resolution Spherical Environment
Map). The incident radiance is obtained from the sun,
sky and environment, while the outgoing diffuse radi-
ance is taken from the photographs in directions away
from specular reflection. Each face of a building must
appear in at least two photographs, one with direct
illumination from the sun and the other without it.
Each polygon in the original geometric model is first
triangulated and a dense grid is set up on each tri-
angle in order to capture the spatial variations in the
pseudo-BRDF. The specular lobes are recovered with
an empirical model LFTG97, The sky and environment
are divided into small pieces and the vector flux is
plugged from each piece into the specular model, thus
resulting in a least-square minimization problem. The
authors assume that each visibility-blocking surface
in the model has the same specular lobe (except for
windows which are left for further investigation).

Together with the re-lighting system MG97 described
in section 3, Marschner’s thesis presents two inverse re-
flectometry problems, the first one being Photographic
Texture Measurement Mar98  Tts purpose is to con-
struct a representation of the spatially-varying pa-
rameters of the BRDF in equation 2, based on sam-
ples provided by a set of photographs of the object
(each with known lighting and camera position). For



Gustavo Patow and Xavier Pueyo / Inverse Rendering Problems

that reason, a BRDF with a small number of param-
eters is chosen. In particular, for many of the exam-
ples, they choose a pure lambertian BRDF. The al-
gorithm first gathers all the observations of radiance
reflected from a particular surface point by sampling
all the user-provided photographs in which the surface
point is visible and illuminated. From these measure-
ments, and using the known geometry of the surface,
the incident and exitant directions and the reflectance
value are computed for each observation. These sam-
ples are used at that point to estimate parameters of
the BRDF model. To obtain an estimate of the Lam-
bertian component of surface reflection, for example,
it requires a least-squares fitting of the values, with
weights that depend on the incident and exitant di-
rections, i.e. values with view or illumination direc-
tions near the surface normal are more reliable than
samples that are near-grazing, and samples that in-
clude significant contribution from specular reflection
are less reliable than those that do not. The specular
part of the BRDF is handled by combining measure-
ments from different points, based on the supposition
that some parameters of the BRDF are spatially con-
stant while others may vary. Sample points are chosen
at the vertices of an optimized triangulation of the ob-
ject’s surface, performing a linear interpolation for the
points in between.

Ramamoorthi and HanrahanRHOlb estimate low-
parameter BRDFs using a three-component model of
the reflected light field: a diffuse component, specu-
larities from the slowly-varying lighting and specu-
lar highlights from the fast-varying lighting compo-
nent (obtained from a Spherical Harmonics decompo-
sition). It is shown that two loops estimate the pa-
rameters of a simplified Torrance-Sparrow BRDEF': the
outer one, through a simplex algorithm adjusts the
non-linear parameters, while the inner loop performs a
linear optimization of the diffuse and specular weights
of the formula. For spatially varying BRDFs, a loop
over the different surface points is added and the men-
tioned algorithm is repeated for each location. The
main difference with previous work, and especially the
ones able to work with outdoor scenes, is that it does
not assume a simple parametric model for skylight
like Yu and MalikYM98 nor does it requires highly
controlled lighting conditions (generally by careful ac-
tive positioning of a single source) like Marschner et
al.MG97_ Also, Ramamoorthi and Hanrahan were the
first to solve the IRP for general illumination (irradi-
ance), without requiring simple BRDFs or low resolu-
tion textures, as in the previously mentioned work.

4.4. Conclusions on IRP

The first important thing to notice is that, to the best
of our knowledge, there are no efforts to solve these
problems with Monte Carlo-based methods, although
they could be well suited for this kind of problem.

In general, we can make a few observations:

e In the category of General Inverse Reflectometry
Problems, we can observe that the method used
by Boivin and GagalowiczBGO! presents the clear
advantage over other image-based methods (like
Debevec et al.Deb98 Yu et al.YDMH99  Toscos et
al. LFD199  Fournier et al. FOR93 and Drettakis et al.
DRB97) in that it uses the area covered by the pro-
jection of an object in the real image or images to
determine its reflectance, and thus avoids produc-
ing large errors for small objects, since this method
uses a feedback through the comparison between
real and synthetic images (significatively reducing
bias). Also, it does not need a specular highlight
for each surface to appear in at least one image,
as Yu et al. YPMH99 do. On the other hand, observe
that the method by Yu et al. YPMH and the one
by Boivin and GagalowiczBG0! work on full scenes,
while DebevecPeP98 only estimated material prop-
erties on a part of the scene.

e With respect to radiosity-based approaches, it is

important to note that in DRB97 textures of arbi-
trary resolution are extracted, but unfortunately,
their method sacrifices the usage of dynamic cam-
eras and real scenes to gain speed, and the quality
of the obtained images is slightly de-gradated due
to the use of a polygon-projection method instead
of ray tracing.
Unlike other previous research, Loscos et al.LFD99
allow for a restricted set of BRDFs (purely diffuse)
to be recovered, but work with the simplest capture
process since user-controlled specific lighting is not
needed. Most important, this last work does not at-
tempt to perform a reflectance estimation, since it
uses a simple texture modulation for display. Also,
in comparison, the work by Yu et al. YDMH9 g far
from interactive, basically because of the general-
ity of the algorithm used for the light propagation
(RADIANCE) despite the fact that the method is
specifically tailored to the radiosity setting. How-
ever, it has instead the clear advantage of handling
any viewpoint in the environment.

e In the Local-based approaches subsection, we ob-
serve that the method by Poulin et al.POF98 and the
one by Poulin and Fournier?¥92? are the only inter-
active methods that allow some sort of texture re-
covery. Instead, Ofek et al. ©SRW97 do not attempt to
do real-time processing, but to compute high qual-
ity multi-resolution textures from image sequences.

© The Eurographics Association and Blackwell Publishers 2003.
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The work by Dana et al.PvGNK99 hag the problem of
becoming impractical for complex BRDFs due to its
high storage costs, and requires the lighting to be to-
tally known for the images. On the other hand, the
method by Lensch et al. 'KGT 01 has the advantage of
not requiring a particular BRDF or a homogeneous
material, like most of the previously mentioned ap-
proaches, but requires full knowledge of the object
geometry, lights and camera.

The main difference between the works by Debevec
et al. PHTT00 and Sato et al.SW197 for BRDF re-
covery is that, in the second step in the Sato et
al.SWI97 work, the diffuse part is fitted to the diffuse
term in a modified Torrance-Sparrow model. Unlike
Marschner et al.Mar98, MWL¥99 Qat et al. sacrificed
the generality of measuring a full BRDF at each sur-
face point and used a model of specular and diffuse
reflectance to extrapolate the appearance of novel
viewpoints.

Finally, the main advantage over previous methods
of the work by Ramamoorthi and HanrahanRHO1b jg
that it does not assume a simple parametric model
for skylight, nor does it require highly controlled
lighting conditions. Also, Ramamoorthi and Han-
rahan were the first to solve the IRP for general
illumination (irradiance), without requiring simple
BRDFs or low resolution textures, as in the previ-
ously mentioned work. Thus, we see that they pre-
sented a general solution based on a convolution
principle that enables a reasonably easy method for
BRDF, texture and/or lighting recovery.

Also, we can make some further comparisons on
methods on different sections by noticing that:

e We can see that Deb98 BGO1 YDMH99 FGR93 DRB97

BGO1 LFD¥99 LD00 LDROO are papers that use the full
global illumination equations, while the rest of the
reviewed papers in this section use only the simpli-
fied local versions.

e We also see that POF98, DHT00, SWI97 and the works
on Computer Augmented Reality present an ap-
proach that does not rely on any optimization pro-
cedure, taking the measurements directly from the
user’s input.

e The same happens with Mar98, MWLT99 which take
the information directly from the user-provided
photographs, without needing an intermediate op-
timization process to get the results.

o Instead, YPMH99 yges a hybrid approach, measuring
the diffuse component of the BRDF and resorting
to another approach for the other parameters in the
BRDF used.

e One of the most important things to notice is that
most of the papers are based on small-parameter
BRDFs, in general of two main types:
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Several PoV Single PoV
S196 SWI97  1S91  PF95 Pou93
Local , , , , Poudd

OSRW97 KC94 Mar98 MWLt99
b b) b b)
YMo98 DvGNK99 POF98 RHOlb
b) b b
DHTT00 LKGTO01
)

General Debos BGO1

.. +
Rad10s1ty YDMHQQ, LFD 99, DRB97’ FGR93
LDROO

Table 4: Inverse reflectometry papers that use images
from different Points of View (PoV) as input.

— The scene can be decomposed in regions with
arbitrary variation of the diffuse reflectance.

— The scene must be decomposed in regions with-
out spatial variation of the reflectance, but with
the possibility of using a BRDF function with
higher dimensionality (more complex glossi be-
haviour).

The papers that solve this sort of problems and use
images as input can be further classifiedBG0! accord-
ing to whether they used multiple points of view or
a single point of view for the images in their com-
putations. This classification can be found in Table
4.

5. Combined Inverse Lighting and Inverse

Reflectometry Problems (CILRP)

Combined problems are those where K and L. are un-
known in equation 2, but G and part of L are known.
The methods studied in this section also can be further
classified according to the illumination approach used:
As in Sections 3 and 4, this can be either local-based,
General Global Illumination, Monte Carlo-based or
radiosity-based.

General formulations. These methods try to find
reflectance properties and lighting conditions with-
out relying on any particular illumination algo-
rithm. There are no works using this sort of ap-
proach, probably due to the high complexity of the
optimization of both problems at the same time.
Radiosity-based formulations. Here the general
problem is reduced to a radiosity setting by making
the same approximations to Equation 1 as the ones
described in Section 3: a purely diffuse BRDF for
the surfaces (patches), that is constant all over each
one.



Gustavo Patow and Xavier Pueyo / Inverse Rendering Problems

e Monte Carlo formulations. Once again and to
the best of our knowledge, there are no works using
this kind of formulation, but the solution would be
to simply fire rays from the camera or the surfaces
with known properties and continue its path until
hitting a surface with unknown BRDF or emittance,
and using the gathered information to estimate the
parameters. Also, a bidirectional approach could be
thought of, too, where rays are fired as before and
from the light sources with unknown emittance, and
using the gathered information to recover the miss-
ing information. In any case, it is clear that simul-
taneous recovery of both BRDF and lighting condi-
tions is feasible, but certainly the inherent variance
problems presented by the Monte Carlo methods
will have to be dealt with.

e Local Illumination formulations. These formu-
lations are based on a local illumination formulation
to obtain values for the lighting parameters and the
BRDF coefficients.

In the work by Ramamoorthi and HanrahanRHO1b,
the combined problem was studied: Inverse Lighting
and Inverse Reflectometry Problem in a signal pro-
cessing framework, and it was concluded that, up to a
global scale, the reflected light field can be separated
into the lighting and the BRDF, provided that the
appropriate coefficients of the reflected light field, in
a Spherical Harmonics representation, do not vanish.
It is important to notice that this factorization can be
done up to a global scaling factor.

5.1. Radiosity-based CILRP

John Kawai, James Painter and Michael Cohen KPC93
use the radiosity to minimize the global energy of the
scene, instead of the mean-squared difference between
the desired radiosity values and current values at the
patches as before. This global energy is given by the
area-weighted sum of the element radiosities, plus a
user-defined weighted sum of Physical Terms and Hu-
man Perception Based Terms. The Physical Terms in-
clude:

o radiosities

® emissions

e directionality and distribution of the light sources
e patch reflectances

while the Human Perception Based Terms are a quan-
tification of the subjective impression of clearness,
pleasantness or privacy based on the scene’s bright-
ness. Constraints are imposed by the user to the ob-
jective function as explicit weighted penalty terms.
The resulting unconstrained problem is solved by the
Broyden-Fletcher-Goldfarb-Shanno (BFGS) method.
In order to speed up computations, a Hierarchical

Radiosity (HR) solution was used HSA9! to compute
the initial baseline rendering and they reuse the com-
puted links to propagate the increments used by a fi-
nite difference scheme to find an approximation to the
derivatives of the radiosities with respect to the un-
knowns. This is possible since these derivatives obey
the same equation as the ordinary radiosity problem.
In the mentioned user-defined weighted sum of Phys-
tcal Terms, they were able to include a variable el-
ement reflectivity term (constant over the patch sur-
face), thus allowing the combined optimization of both
emissivities and reflectivities in the same process. The
partial derivative of the radiosities with respect to the
reflectivities was computed by “shooting” the un-shot
radiosity Ap due to the change in reflectivity, B; Ap.

5.2. Local Illumination-based CILRP

Sato et al.SS199¢ yge the radiance information inside
shadows to derive the illumination distribution of a
real scene when the BRDF is Lambertian, recovering
the diffuse coefficient up to a scaling factor, which is
obtained from the camera calibration (see Section 4).
This work was later improvedSS!99 by using a non-
uniform, adaptive discretization of the directions of
illumination. Also, the need to know the reflectance
properties of the shaded surface was not longer re-
quired, but the limitations of using only distant light-
ing, no intereflections, uniform reflectance and known
camera and object shape remain unchanged. The algo-
rithm proceeds by two nested loops, the outer one es-
timating radiance values of imaginary directional light
sources (a linearized set of equations of the influences
of the light sources vs. the pixels of the shadow sur-
face) and the inner one estimating the reflectance pa-
rameters of the surface in shadows (Powell’s method
on the RMS difference of the actual pixel value and
the estimated, local-illumination only value).

Ramamoorthi and HanrahanRHO1b presented a re-
markable work from the perspective of signal process-
ing, requiring a single manually specified directional
source to recover the roughness of the surface. Abso-
lute reflectance cannot be found from this method, so
an ad-hoc relationship between the diffuse and spec-
ular weights is established. The algorithm consists
of two nested loops, the outer one being an inverse
BRDF-problem (see above, section 4) while the inner
one is an estimation of the lighting with known BRDF
parameters (see section 3). This work can be consid-
ered an extension of the previous oneSSI99  since it
does not require shadow information and presents im-
proved methods for estimating the illumination. It also
addresses a more general setting, being able to work
with spatially varying materials.
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5.3. Conclusions on CILRP

One of the most important things to notice in this sec-
tion is that there are only a few approaches that deal
with both problems, illumination and BRDF recovery
at the same time. In particular, Radiosity-based so-
lutions only include the work by John Kawai, James
Painter and Michael Cohen KPC93 but it is impor-
tant to notice that their work presents a fairly efficient
solution given the diffuse-surface and constant-patch-
radiosity approximations involved.

On the other hand, Local Illumination-based
CILRP is included in two works, with the one by Ra-
mamoorthi and Hanrahan RHOIb heing able to be con-
sidered as an extension of Sato et al.SS199¢, SSI99b fe.
cause it does not require a classification of the scene
into shadow regions and it works in a more general
setting, and is even able to deal with spatially varying
materials.

Finally, it is important to note that no General
CILRP and no Monte Carlo-based CILRP were pre-
sented, mostly because of the inherent high complexity
involved, of special importance in the former. How-
ever, we think that Monte Carlo-based solutions are a
sensible way of trying to solve these combined prob-
lems, despite the high variance inherent in the appli-
cation of those methods to inverse problems.

6. Conclusions and Open Problems

Here we will summarize the conclusions of the sur-
veyed work, to show common problems, characterize
approaches to solutions and suggest open issues. We
can organize the studied methods depending on the
type of illumination model (general, radiosity, Monte
Carlo and local) they use and according to the sort of
problem they solve (Tables 2 and 2).

In Tables 5 and 6 we summarize the papers on In-
verse Emittance and Inverse Reflectance respectively.
We then show the main features of each method: type
of approach used to solve it (direct or indirect) and nu-
merical methods to implement it. These mathematical
aspects are summarized in the Appendix.

As we can see in the tables, there are three kinds of
approaches used to solve the different problems faced:

o Indirect-solving approaches, or optimization-based
approaches, where the solution is obtained by find-
ing the minimum (or maximum) of an adequately
defined objective function. These methods gener-

ally require solving the direct problem at least once
. . +
per iterationSDS'98 KPC93 MGOT7, Mard8 PF95 Mar08

YDMH99

e Direct-solving approaches, where the goal is to
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find methods to invert the equation without solv-
ing the direct problem at any time. Among
those, we can mention the matrix-based ap-
proaches, where the goal is to invert a highly ill-
conditioned algebraic system of equations result-
ing from a finite element approximation of the un-
derlying equationsHMH95, FOH98, MMOH97  Another
approach©H9 jmplements an Inverse Monte Carlo
method to find the emissivities for a set of surfaces.
o Mized, that use a combination of the two above-
mentioned approaches. The only examples reviewed
with this kind of approach are S196 SWI97 and YM98,

Analyzing the Inverse Emittance problems, with the
aid of Table 5, we see that most of the papers that
work on global illumination formulations deal with
purely lambertian BRDFs, with only a few exceptions.
(MG97 Mar98 gnd RHO1b that deal with combinations of
photographs and present algorithms that are indepen-
dent of the BRDF used). Only two works pay any at-

tention to the problem of Participating Media, HMH95
and MMOHOT7

With respect to the Inverse Reflectometry problems,
we see in Table 3 that Deb98 and BGO1 are papers
that present an illumination-independent formulation,
while the rest of the reviewed papers in this section
use only radiosity or the simplified local version. We
also see that POF98 presents a direct approach, and
together with Mar98 MWL+99’ FGR93 DRBOT7 LFD+99,
OSRW9T7 and PvGNK99 gre the purely direct approaches
among those surveyed. On the other hand, YPMH99
SI96 and SWI97 yse hybrid approaches, using a direct
measurement for one of the BRDF components (gen-
erally the diffuse component of the BRDF) and resort-
ing to an indirect approach for the other parameters in
the BRDF used. This assumes that the BRDF is sep-
arable into different parts. The most important thing
to notice is that all papers are based on BRDFs of two
main types:

e The scene can be decomposed into regions with
arbitrary variation of the diffuse reflectance (di-
rectional reflectance properties remain constant on
each area).

e The scene must be decomposed into regions with-
out spatial variation of the reflectance while using
a BRDF function with higher dimensionality.

In general, we see that indirect methods use some sort
of least squares for the optimization process, with the
exception being YPMH that uses the Nelder-Mead
with Simulated Annealing for this part. From the re-
viewed results, it seems that the Levenberg-Marquardt
numerical minimization method is one of the best
suited for non-linear BRDF fitting.

Of the reviewed papers that deal with Inverse
Emittance or combined problems, only MG97, Mar98
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and KPC9 present view-dependent goals, especially
the first one because it deals with input given by pho-
tographs, while the second can also be used with view-
independent goals.

From our survey we may derive that several inverse
problems remain open:

e The application of Monte Carlo methods to In-
verse Rendering problems has remained a vastly un-
touched topic with only one exception, and is an
option that should be thoroughly researched and
exploited in the future.

e The problem of Inverse Emittance in the presence
of participating media has only been superficially
touched. More research and development is needed.

e General, illumination-independent, Inverse Reflec-
tometry approaches were also barely touched, both
in the single-image and in the multiple-image vari-
ants.

e Combined problems, especially those with non-local
illumination models, remain vastly untouched be-
yond the initial efforts analyzed in section 5. This
is especially true for non-lambertian environments,
since the seminal work by Kawai, Painter and
CohenKPC93 covers the radiosity problem in a quite
satisfactory way. We can also see that studying com-
bined inverse reflectometry and lighting problems in
the context of the full-radiance equation is a very
promising and open line of research, since local illu-
mination entails a rough approximation.

e Combining lighting reconstruction for different
pointsRHOIb across a scene, and performing correla-
tions of the obtained information (a generalization
of the work by Sato et al.S8199c) seems an efficient
and unexplored way to obtain the complete lighting
of the scene, which could be very efficiently stored
in some sort of lighting texturesHec90, This would al-
low the absolute positioning of light sources in the
scene to be obtained.

e Choosing the luminaries’ shapes among a small set
of possible shapes is another option that is suggested
by the results of Costa et al.CSF98,

e Letting an algorithm automatically choose among
several possibilities the more suited material for a
reflector to get a given illumination at a given posi-
tion in the scene.
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Appendix A: Appendix

In this appendix we analyze, for each surveyed paper
the mathematical aspects of its solution method. Ta-
bles 7 and 8 explain, for Inverse Emittance and Reflec-
tometry respectively, the constraints imposed either
on the solution method (for optimization approaches)
or on the system of equations for direct inversion based
approaches. In the first case the restrictions are in-
corporated into the optimization algorithm, while in
the second the constraints are used in the system’s
building process, generally in a manual way. The third
column presents the starting point used by the differ-
ent methods when the used technique requires it. The
fourth column presents either the objective function to
optimize in the case of optimization approaches, or the
method used to solve the direct problem presented.
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Abstract

A mixed reality (MR) represents an environment composed both by real and virtual objects. MR applications are
used more and more, for instance in surgery, architecture, cultural heritage, entertainment, etc. For some of these
applications it is important to merge the real and virtual elements using consistent illumination. This report pro-
poses a classification of illumination methods for MR applications that aim at generating a merged environment
in which illumination and shadows are consistent. Three different illumination methods can be identified: common
illumination, relighting and methods based on inverse illumination. In this report a classification of the illumina-
tion methods for MR is given based on their input requirements: the amount of geometry and radiance known of
the real environment. This led us to define four categories of methods that vary depending on the type of geometric
model used for representing the real scene, and the different radiance information available for each point of the
real scene. Various methods are described within their category.

The classification points out that in general the quality of the illumination interactions increases with the amount of
input information available. On the other hand, the accessibility of the method decreases since its pre-processing
time increases to gather the extra information. Recent developed techniques managed to compensate unknown
data with clever techniques using an iterative algorithm, hardware illumination or recent progress in stereovision.
Finally a review of illumination techniques for MR is given with a discussion on important properties such as the
possibility of interactivity or the amount of complexity in the simulated illumination.

Categories and Subject Descriptors (according to ACM CCS): 1.3.7 [Computer Graphics]: augmented reality, mixed
reality, common illumination, relighting, inverse illumination

1. Introduction

To understand the concept mixed reality it is necessary to
classify the different types of environments that can be
generated with a computer. Milgram et al. [MK94, OT99]
present such classification based on the amount and type of
virtual and real elements that constitute the resulting world.
In their classification, all possible environments form one
continuum called reality-virtuality continuum (RV), see Fig-
ure 1. In this continuum, four worlds can be identified that
have an outspoken character. These four worlds lie next to
each other in the RV continuum and might even overlap.
The first and most straightforward of these is the real world
without any addition of virtual elements; it will be referred
to as reality and it lies on the left end of the RV contin-
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uum. In the second This world is referred to with the term
augmented reality (AR)[Azu95][ABB*01][BKM99]. In an
opposite scenario, the world consists of a virtual environ-
ment, augmented with real elements. This world is conse-
quently called an augmented virtuality (AV). The last and
fourth world doesn’t contain any real elements and is there-
fore labelled as a virtual environment (VE); it lies on the
right end of the RV continuum. The term Mixed Reality (MR)
refers to those worlds that are a mix of virtual and real ele-
ments, or, MR spans the RV continuum. In general methods
that are developed for AR focus on real-time applications.
Therefore they usually differ from methods that are specif-
ically designed for MR applications whose focus can be on
non real-time applications. This report will discuss the var-
ious existing illumination methods for MR applications in
general.

Two different classes of AR exist; they differ in the reali-
sation of the AR [MK94]. The first class groups the methods
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Figure 1: Simplified representation of a Reality-Continuum
[MK94][OT99]. Courtesy of Milgram et al.

for semi-transparent or see-through displays, examples are
[SCT*94][BGWKO3]. This first class contains two different
see-through display methods. The first method (optical AR
method [Azu95]) projects the virtual objects on a transparent
background, most likely the glasses of goggles. The second
method (video AR method [Azu95]) uses a head-mounted
display: a head-mounted camera records the environment
and this image is projected inside the display together with
the virtual objects. The second class of AR replaces the ex-
pensive see-through devices with a non-immersive display; it
is usually called a computer-augmented reality (CAR). The
quality of the immersion is higher for the first class than for
the second. Nevertheless see-through devices are not always
required by the application: urban planning, architecture and
some applications in the entertainment industry are satisfied
with the second type of CAR display methods. In earlier ap-
proaches of AR, virtual objects were positioned on top of
a real environment. Calibration and registration are difficult
processes and for long the focus lied upon taking into ac-
count the possible occlusion and collision effects, while no
further adaptations on real and virtual objects were carried
out. In other words, after the inclusion, no resulting shadows
were generated and no lighting changes were put through.
An AR system of such kind does not yield a high level of
realism, consistency between objects is restricted to geomet-
ric aspects. Nowadays three illumination techniques can be
identified that attempt to raise the quality of AR and in gen-
eral MR: common illumination, relighting and inverse illu-
mination for relighting or common illumination. These tech-
niques vary in the quality of the illumination and in the con-
sistency obtained between the illumination of the real and
virtual objects.

The most straightforward method of these three results in
the addition of shadows in the MR environments. Generat-
ing shadows is just as important as taking into account oc-
clusions, since they help situating the objects in the scene
and give information about the distance between different
objects [SUC95]. A higher level of realism can also be ob-
tained when the local light interaction between real and vir-
tual objects is incorporated in the MR scene. Simulating
such effects results in common illumination. An example
of an application that uses common illumination to improve
the MR can be found in the movie industry. Special effects
in movies make an effort to mix lighting effects and reflec-
tions as realistic as possible, resulting in brilliant graphical

effects in recent movies such as Jurassic Park, Harry Potter
and The Lord of the Rings trilogy. In these movies computer-
generated effects are blended entirely with the real footage;
usually this is carried out by hand.

Some methods allow to change the original illumination,
hereby influencing the appearance of virtual and real objects.
An example of an application domain for this method is ar-
chitecture. Being able to virtually change the lighting condi-
tions in the real scene makes it possible to see the impact of
a new building in a street under different lighting conditions
without the need of recording the real environment under all
these different conditions. Another application area is crime
investigation [HGMOO0]: a recording of a scene at a certain
time can be changed to the illumination at a different day-
time, making it possible to visualise the perception of the
criminal at the time of the crime. Techniques that focus on
virtually changing the illumination of an existing scene are
simply known as relighting techniques.

The techniques brought together in a third category are
based on more complex estimations of the reflectances in
the environment in order to provide more accurate results.
The process of estimating the reflectances (bidirectional re-
flectance distribution function or BRDFs) from an existing
lighting system is called inverse illumination. It was origi-
nally developed to give more realism in computer graphics.
Reflectance properties of objects were estimated in order to
reproduce a more realistic simulation of virtual scenes. In the
context of MR, inverse illumination techniques aim at mak-
ing a correct estimate of the photometric properties of the
objects in the scene. While other techniques search for ac-
ceptable solutions for the new illumination problem, inverse
illumination makes it possible to produce relit images that
aim to be an exact replica of the real conditions. A full dis-
cussion of the current state of the art of inverse illumination
techniques can be found in [PP03], while Ramamoorthi and
Marschner [RMO02] present a tutorial on some of the leading
research work in this area.

At the moment, fairly good techniques exist that can re-
light an augmented scene with a different illumination. It is
getting more difficult to differentiate between virtual objects
and real objects. The main limitation of most techniques is
the tedious pre-processing time and the slow update rate,
which excludes real-time applications. When a geometric
model of the scene is required, the user will have to create
one, usually in a semi-manual and error-prone manner. The
scene update rate is often too slow to allow real-time user in-
teraction, even with the current progress in computer hard-
ware and software. The research focus is moving towards
using hardware for the calculation instead of software to ac-
celerate computation. Early results are promising, but more
research needs to be carried out in this area. This report does
not review all existing work. Instead it concentrates on il-
lumination techniques in MR that are meant for large envi-
ronments. When optimized and extended, these techniques
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will be widely applicable in real-time applications, for in-
stance see-through display in AR. Several techniques exist
for relighting human faces [Mar98][DHT*00], or that focus
on local objects or simple scenes [ALCS03][SWI197]. These
techniques are classified mainly in the domain of inverse il-
lumination as the emphasis was placed on this aspect in the
referenced papers. Although these techniques are designed
for small objects they can be used to build extremely useful
and strong methods for illumination in MR but they will not
be further discussed in this paper.

This report discusses the state of the art of those tech-
niques that strive to solve the problem of illumination in MR
environments and gives an objective evaluation of their qual-
ity. Section 2 describes in more detail the context of this re-
view and the assessment of the criteria on which the clas-
sification is based. Section 3 gives a structured overview of
all the illumination methods that were developed for MR.
A further qualitative evaluation and discussion of the differ-
ent techniques is given in section 4. Finally section 5 gives
conclusions and presents the necessary future work for illu-
mination methods for MR.

2. Problem Assessment
2.1. Objective and difficulties

The classes described above are not necessarily designed to
lure the users into believing that what they see is real. For
instance VR often aims at trying to create the perception of
a real world, without necessarily using convincing real im-
agery. Some AR systems merely add data displays to real
scenes, making no attempt to mix the two seamlessly. This
report considers MR scenes that do try to convince the users
of believing that a real world is surrounding them and will
use this as a measure to assess the quality of the method.

An MR is convincingly real when it is impossible to sepa-
rate the virtual elements from the real elements in the result-
ing environment. Four critical success factors were identified
that need to be present in the MR in order to be convincingly
real:

e After including the virtual object(s), the resulting
scene needs to have a consistent shadow configura-
tion[SUC95]. The main difficulty to obeye this require-
ment is to find the correct appearance of the new shadows:
their position in the scene, shape and colour. Sometimes
these are estimated, but they can be calculated exactly if
the geometry of the scene, the illumination characteristics
and the material properties of all objects in the scene are
known.

e Thevirtual object(s) must look natural. A cartoon-like
virtual object is easily detectable and therefore efforts
have been made to model objects that look realistic. One
successful technique is image-based modelling, in which
objects are rendered with textures based on real images.
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e The illumination of the virtual object(s) needs to re-
semble the illumination of the real objects. There are
two possible methodologies to achieve this requirement.
Either the illumination pattern of the real scene is known,
which in turn is used to illuminate the virtual object or all
material properties of all objects in the scene are known
or estimated, which allows the entire scene to be relighted
with a consistent known illumination pattern.

e |ftheuser can interact with the MR environment, it is
clearly important that all update computations occur
in real-time. Any delay in the interaction will remind the
user of the fact that what is seen is unreal [MW93]. The
requirement of a real-time system is one of the most diffi-
cult to achieve, especially when no pre-processing time is
allowed.

2.2. Assessment of existing techniques

The ultimate objective of the aforementioned techniques is
defined by the amount of realism perceived by the user. This
inherent subjectivity complicates an objective assessment of
the various techniques. In this section a few quality criteria
are listed that will be used in section 4 to assess the presented
methods:

e Amount of realism. In some cases it is impossible to eval-
uate the amount of realism without using a statistical mea-
sure. For instance, a test audience can evaluate the tech-
nique, if the test group is large enough, a statistical value
can be derived from the group evaluation. Alternatively,
if the inserted virtual object is an exact replica of an ex-
isting real object, it is possible to give an exact value of
the amount of realism in the produced scene. It suffices
to compare the generated scene with an image of the real
object in the same scene. The difference between the two
gives a measure of the level of realism.

e Input requirements. It is expected that the more input
data is available, the higher the quality of the end result
will be. On the other hand, the usability of the system
reduces with the complexity of the input data. Possible
input data are: the geometry, the light position, the illu-
mination pattern and the material properties. This report
gives a classification of the various techniques based on
their input requirement.

e Processing time. the time needed to create the end re-
sult is another important characteristic of the method. To
offer the user a highly realistic interactive environment,
the computations need to be done in real-time. Unfortu-
nately, this is very hard to achieve. If geometric and mate-
rial properties of a scene need to be known, it is unavoid-
able that some pre-processing time needs to be incorpo-
rated. In general the usability of the proposed techniques
depends on the amount of pre-processing time needed and
the computation speed of the illumination technique.

e Leve of automation: if the technique under considera-
tion requires a considerable amount of manual interaction
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Figure 2: Results for Sato et al. [SSI99]. The top row shows results for an indoor scene, the bottom row for an outdoor scene.
The images on the left are the input images, the images on the right illustrate the resulting MR. Soft shadows are produced using

local common illumination. Courtesy of Sato et al.

while processing the input data, the technique is less in-
teresting than one that is automated.

e Leve of interaction: a technique can be judged based on
its dynamic character: the possibility to change the view-
point of the camera, or the possibility to let the user inter-
act with the environment for instance by moving around
objects. A higher degree of interaction gives a greater us-
ability of the method.

2.3. Methodology

The various existing techniques can be grouped into three
different classes, based on the methodology used to solve the
problem. They were already listed in the introduction and are
further discussed in this section:

1. Common illumination: to this category belong all meth-
ods that provide a certain level of illumination blending,
like the addition of shadows projected from real objects
on virtual objects and shadows cast by virtual objects on
real objects. These techniques do not allow any modifi-
cation of the current illumination of the scene. Two dif-
ferent types of common illumination can be considered:
local and global common illumination, referring to the
type of illumination simulated. For local common illu-
mination, there is usually no requirement of any BRDF
information. For global illumination, it is often important
to have an estimate of the material properties of the real

objects. The accuracy of this type of techniques depends
on the accuracy of the known geometric model of the real
scene. In Figure 2 an example is given of a rendering us-
ing global common illumination [SS199].

. Relighting after light removal: relighting techniques

make it possible to change the illumination of the scene
in two steps. Firstly, the current illumination effects of the
real scene are analysed and possibly removed. Secondly,
new illumination effects (shadows, intensity changes, ad-
dition of a new light, indirect lighting effects, etc.) are
generated based on a new illumination pattern. These
methods do not necessarily require an exact knowledge
of the BRDF values of the real scene objects as for
some methods the focus lies on generating a scene that
looks realistic. These techniques require in general a de-
tailed geometric model of the real scene. An example
of a relighted scene using global illumination techniques
[LDROO] is given in Figure 3.

. Physically based illumination: this last category en-

closes those methods that make an attempt to retrieve
the photometric properties of all objects in the scene of-
ten referred to by the term inverse illumination. These
methods estimate BRDF values as correctly as possible
as well as the emittance and positions of the light sources
in the real scene. The BRDF values can be estimated us-
ing a goniometer [War92] or can be calculated based on
the photometric equilibrium equations [Mar98] [SWI197].
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Figure 3: Results for Loscos et al. [LDR00]. The image on the left hand side represents the real scene. The image on the right
hand side shows the relighted synthetic scene for which real light sources have been virtually turned off and a virtual light
source is inserted. Global common illumination updates are performed at interactive rates using an adapted version of [DS97].

Courtesy of Loscos et al.

Figure 4: Results for Yu et al. [YDMH99]. Left: the original input scene. Right: the result of illuminating the original scene
using a different illumination pattern. The specular and diffuse parameters of the real objects are calculated. Courtesy of Yu et

al.

The BRDF information can be used for both common il-
lumination or relighting methods. The accurate BRDF es-
timation often permits to perform a complete and realistic
relighting, which takes both reflections and global illumi-
nation techniques into account. Patow et al. [PP03] give
an in-depth overview of inverse illumination techniques.
An example of inverse global illumination [YDMH99] is
illustrated in Figure 4.

3. Classification of Illumination Methods for Mixed
Reality

MR brings together those applications that create a new en-
vironment, around or in front of a user, containing both real
and virtual elements. Sections 2.1 and 2.2 formulated the
objectives, the difficulties encountered and the assessment
criteria of the MR systems. One of these criteria, the type
of input requirements, regulates the accessibility and accu-
racy of the technique. This criteria will be used to classify
the different methods. An overview of the input information
needed to calculate a common illumination, relighting or in-
verse illumination solution is given in Figure 5.
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The classification put forward firstly takes into account
the required geometric model of the real scene, starting with
the techniques that require no geometric model and ending
with techniques that require a precise geometric model. In
this report a geometric model is defined as a reconstruction
of a part of the (or the entire) real scene with significant de-
tail. The pre-processing workload for techniques that extract
a basic geometric model, e.g. the depth at a low resolution,
is significantly lower than those methods that do require a
high-level geometric model. Therefore techniques using ba-
sic geometric information are classified under that group of
methods that do not require a geometric model, as this will
give a better indication of the amount of pre-processing time
required for each different class.

Two different approaches exist to reconstruct a geometric
model of the real scene. Either the scene is scanned with a
scanning device [Nyl] [MNP*99] [3Ds] or it is reconstructed
using stereovision [HGC92][Har97][Fau92][Fau93]. The
first option of using a scanning device gives a precise geo-
metric model but is expensive and tedious. Often the model
will capture too much detail, which is not always necessary
and is difficult to manage for real-time applications. Ob-
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Geometry

Geometry information is needed to
calculate a correct inclusion of the virtual
objects inside the real objects or vice versa.
This information can be very coarse or very
accurate. The accuracy of the inclusion is
dependent on the amount of geometric
information available. The accuracy of the
geometry also affects the accuracy of the
calculation of the global illumination

Radiance information

The radiance distribution in the
scene can be captured with HDR
images. These can be rectangle

images or light probe images
(omni-directional images or
environment maps). The images can
be captured from one or multiple
viewpoints. The radiance information
is used in the calculation of the

To be inserted objects

The position of the newly inserted
objects is known. Usually its
geometry and material properties
are known as well.

effects. local or global illumination effects
after inluding the virtual object in
the real scene.

Mixer

-

Object Inclusion
Based on the position of the to be
inserted object(s) and the scene geometry
occlusion effects can be calculated.

\

Common lllumination

Local and global illumination
effects are calculated using
the geometry and radiance
information available. Local
effects only take into account
primary light sources, global
effects take secundary light
sources into account as well.
The illumination of the inserted

Relighting
A new illumination pattern
is applied to the scene and
its inserted object(s).

In general global illumination
effects are calculated.
The new illumination pattern
can be described in an
environment map or with a set

of light sources. <

Inverse lllumination
The material properties of the
objects in the scene is estimated
based on the radiance
information, the known geometry
and the current radiance
distrbution in the scene.
Once geometry and material
properties of the objects are
known, it is straightforward to
to calulate a common

object(s) is conform to that of
K the rest of the scene. <

illumination or relighting solution/

MIXED REALITY

Figure 5: An overview of the dataflow in illumination calculation for MR. Three input sources are considered: the scene
geometry, the scene radiance and information about the to be inserted object(s). These are used to calculate the illumination
solution. The accuracy of the integration depends on the amount of input information available.

jects such as trees and objects with a highly specular surface
are for some scanning techniques difficult to model accu-
rately. Instead of using a scanning device, modelling tech-
niques based on stereovision can be used to reconstruct the
geometry of a scene. Most methods described in this sur-
vey requiring a 3D model of the scene make use of this
low cost solution. In general, the 3D reconstruction requires
at least two images from two different viewpoints. How-
ever, the entire geometry of a scene cannot be captured
with one image pair only, this would create gaps in the
known geometry. Usually more than one image pair is re-
quired for a complete geometric reconstruction. The ease

at which this reconstruction can take place depends on the
amount of information that is available for the camera(s)
used. If the internal and external camera parameters are
known, the reconstruction is easier. Internal parameters can
be estimated in a relatively simple way. Recording the exter-
nal parameters is more difficult and involves a precise and
tedious capture process. Fortunately, the fundamental ma-
trix of the stereovision system can be estimated based on
the internal parameters only, if at least eight corresponding
points are known [HGC92][Har97]. This was reduced to six
known points [Fau92][Fau93] for a calibration relative to a
scale factor, which is often sufficient. Having the fundamen-
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tal matrix can ease the reconstruction but does not make
it trivial. Research led to different types of systems: non
constraint systems [FRL*98][SWI97] and constraint sys-
tems [POF98][DTM96][DBY98][MYTG94]. Good com-
mercial reconstruction software [Rea][Met][Eos][Int] exists,
but most of them lack the option of reconstructing complex
shapes and large environments. In general, we can conclude
that systems requiring geometric information demand a long
pre-processing time, and are not guaranteed to get an ac-
curate geometric model. It is really important to recognize
the geometric acquisition as a difficult problem, that still re-
quires much more research efforts.

Our classification of methods is, parallel with the classi-
fication based on the geometric information, based on this
amount of image data needed to reconstruct a MR environ-
ment. Hereby excluding the image data needed for retriev-
ing geometric information. More precisely, the classification
will use the amount of different input images used for the
rendering or calculation process. These processes might use
more than one image (or texture containing radiance infor-
mation) for the same point in the real scene, for instance for
the BRDF estimation.

Some projects adopted the concepts of High Dynamic
Range Images (HDR images) [Lar91] which can be com-
puted using techniques such as [DM97][MN99]. Each HDR
image is generated based on a set of images taken from the
same viewpoint of the same scene, but with a different expo-
sure. The end-result is one image containing radiance values
instead of ordinary RGB values. In other words, radiance
values are not clamped in the RGB space. It may be argued
that methods using HDR images should be classified under
that class with methods that use more than one image for
each point of the scene. However, this report considers that
a HDR image provides one radiance value per point, and
methods that use only one HDR image for a certain point of
the scene, are therefore classified as methods requiring only
one input image. Similarly, techniques that require a few or
many HDR images are classified as methods using respec-
tively a few or many images.

The following classification is used throughout the rest of
this section:

1. Model of the real scene unknown, one image known
(section 3.1): this category lists those techniques that do
not require any model of the real scene, except for some
low-level geometry like depth information. Any neces-
sary radiance information of a certain point in the real
scene is extracted from one single image.

2. Modd of thereal sceneknown, oneimage known (sec-
tion 3.2): a geometric model of the real scene is available.
Any necessary radiance information is extracted from
one image only.

3. Modéd of the real scene known, few images known
(section 3.3): again a geometric model of the scene is re-
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quired. For a certain point in the scene, radiance informa-
tion is available from a few different images.

4. Model of the real scene known, many images known
(section 3.4): this class groups those techniques that re-
quire both a detailed geometric model of the real scene
and radiance information from a large set of different im-
ages.

The rest of this section lists the most significant meth-
ods based on the above mentioned classification and briefly
discusses their methodology. A discussion of the techniques
based on the assessment criteria mentioned in section 2.2 is
given in section 4.

3.1. Mode of real scene unknown, oneimage known

To this challenging category, in terms of output quality, be-
long those methods that require very little relevant informa-
tion about the real scene. Since no geometric model of the
scene is available it might be necessary to calculate depth
information of the scene, to allow a correct inclusion of the
virtual objects, or some lighting information. For this group,
all radiance information is extracted from one single image.

Nakamae et al. [NHIN86] were the first to propose a
method for composing photographs with virtual elements.
Input photographs are calibrated and a very simple geomet-
ric model of the real scene is extracted. The viewpoints of
the photograph and the virtual scene are aligned to ensure an
appropriate registration of the virtual objects within the pho-
tographed elements. The sun is positioned within the system
according to the time and date when the picture was taken.
The sun intensity and an ambient term are estimated from
two polygons in the image. The illumination on the virtual
elements is estimated and adjusted to satisfy the illumination
in the original photograph. The composition is done pixel by
pixel and at that stage it is possible to add fog. All parame-
ters are very inaccurate and therefore the results are limited
in accuracy. However, they were one of the first to mention
the importance of using a radiometric model to improve the
image composition. Figure 6 displays gives an example of
the obtained results.

Techniques exist in computer graphics that use envi-
ronment maps to render objects in a scene. They were
introduced to approximate reflections for interactive ren-
dering [BN76][Gre86][VF94]. These techniques can also
be used to assist the rendering of glossy reflections
[CON99][HS99][KMO0] by pre-filtering a map with a fixed
reflection model or a BRDF. At this moment, graphics cards
extensions support the real-time use of environment maps,
this encourages its use even more. Graphics cards now
support cube maps [NVi]; ATI [ATI02] presented at SIG-
GRAPH 2003 a demonstration of a real-time application for
high resolution. Environment maps can be used to represent
the real scene in a MR environment as a panorama and the
information from these images can be used to simulate re-
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Figure 6: Results for Nakamae et al. [NHIN86]. The first image depicts the background scene, the second image shows the
augmented scene where the illumination of the augmented objects are matched to their surroundings and the shadows are cast

accordingly. Courtesy of Nakamae et al.

flections on a vertical object positioned at the center of the
environment map [Che95].

Agusanto et al. [ALCS03] exploited the idea of environ-
ment maps to provide reflections in AR. They use HDR im-
ages of the environment captured by a light probe to cre-
ate the environment map. These maps are filtered off-line
to decompose the diffuse from the glossy components. The
rendering is then performed with a multi-pass rendering al-
gorithm that exploits hardware capabilities. After some pre-
processing, like the inclusion of shadows, they present re-
sults for MR environments rendered on a desktop. An im-
pressive aspect of their work is that the method also works
for real-time AR. The implementation of their method works
with ARToolKit [KBBM99] and the results show interactive
reflections from the real scene on virtual objects at interac-
tive frame rate. An example of such a projection is given in
Figure 7. Although it should be feasible, they have not yet
provided a shadow algorithm for the AR application.

Sato et al. [SSI99] adopt a technique that extends the use
of environment maps to perform common illumination. In
their method, it is assumed that no geometry is known a-
priori. However, at least a few images are known from dif-
ferent but very restricted and known viewpoints, which can
be used to estimate a very simple geometry of the scene and
the position of the light sources. The obtained geometry does
not offer a reliable occlusion detection and the positions of
the virtual object are therefore restricted to lie in front of
all real objects in the real scene. After this low-level geo-
metric reconstruction, a set of omni-directional images are
captured with varying shutter speed. From these images, a
radiance distribution is calculated, which in turn is mapped
onto the geometry. To calculate the shadows and the local il-
lumination a ray casting technique is adopted. The radiance
values of the virtual objects are calculated using the informa-
tion known about the light sources, the radiance values of the
real scene, the geometry and the BRDF values of the virtual

Figure 7: Results for Agusanto et al. [ALCS03]. The vir-
tual objects are rendered with skin textures. The left object
is blended with a diffuse map and no soft shadows. The right
objects is blended with a glossy map and with soft shadows.
Courtesy of Agusanto et al.

objects. To simulate the shadows cast by virtual objects on
real objects, the radiance values of those points in the scene
that lie in shadow are scaled. The simulated soft shadows
look realistic, see Figure 2. Their geometric estimate is poor
and therefore usability of the method is limited and the po-
sitions of the virtual objects are restricted. Nevertheless the
method produces convincing local common illumination.

3.2. Mode of real scene known, oneimage known

Most of the existing illumination methods assume that a geo-
metric model of the scene is available. The more detailed the
geometric model is, the more reliable the occlusion detec-
tion will be. Although not all techniques explain where this
model should come from, it is doubtful that a perfect geo-
metric model can ever be acquired and this should be taken
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into account when evaluating a specific method. In this sec-
tion a discussion is given of those methods that take a certain
3D geometric model of the real scene as input and extract ra-
diance information from one single image. All methods that
belong to this category are further divided into three groups
based on the type of illumination they produce:

e local illumination for AR applications: 3.2.2
e common illumination: 3.2.1
e relighting: 3.2.3

3.2.1. Local illumination for AR

As mentioned before, AR has long been an area wherein
people focused on registration and calibration as these are
still difficult problems to solve in that area. However, a few
papers tried to introduce shadows in their systems, to show
how well the registration was done and to improve the ren-
dering quality. Recent improvements in graphics hardware
for rendering shadows made it possible to perform real-time
rendering of shadows on well-registered systems where the
geometry is known. Early work was presented by State et
al. [SHC*94] in which virtual objects are inserted in the
see-through real scene. A real light source is moved around
and tracked, and shadows of the virtual object due to this
real light source are virtually cast onto real objects by us-
ing the shadow mapping technique [BIi88]. In this case, the
light source is assumed to be a point light source. It was
very promising that some researchers in AR were interested
in using local common illumination in their systems, but it
was followed by a long period in which no innovative ma-
terial emerged. Only recently, additional work of Haller et
al. [HDHO03] and Jacobs et al. [JAL*05] was carried out to
add shadows from a virtual object onto real objects. Both
methods use shadow volumes, and in order to get good qual-
ity results knowledge about the scene geometry is essen-
tial. However, Jacobs et al. start from a rough approxima-
tion of the geometry and use image processing techniques to
compensate for approximation errors. Other methods exist
[BGWKO03] that we will not discuss here, since they will not
be applicable in general MR systems because these systems
would require the capture of a large environment.

3.2.2. Common illumination

Jancene et al. [JNP*95] use a different approach to illumi-
nate the virtual objects, they base their method, called RES
(Reality Enriched by Synthesis), on the principle of com-
position. The objective is to add virtual animated objects in
a calibrated video sequence. The final video is a composi-
tion of the original video sequence with a virtual video se-
quence that contains both virtual objects and a representa-
tion of the real objects. The geometry of the real object is
reconstructed a-priori so that for each frame in the video the
geometry is known. The rendering in the virtual sequence is
performed using ray tracing. It is possible to modify the re-
flectance properties of real objects. Shadows are simulated
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in the virtual sequence, the impact of the shadows in the fi-
nal video is acquired by modifying the original video with an
attenuation factor. An occlusion mask is created to reflect oc-
clusion between virtual and real objects. This method came
quite early in the history of common illumination and video
composition. Even though it is not applicable for real-time
applications, it allows local common illumination and virtual
modification of the reflectance properties of real objects. The
images on the left in Figure 8 illustrate the original scene, the
images on the right illustrate the composition.

Gibson and Murta [GMO00] present a common illumina-
tion method, using images taken from one viewpoint that
succeeds in producing MR images at interactive rates, by us-
ing hardware accelerated rendering techniques. Apart from
constructing the geometry of the scene, the pre-processing
involves creating a set of radiance maps based on an omni-
directional HDR image of the entire scene. New virtual ob-
jects are rendered via a spherical mapping algorithm, that
maps the combination of these radiance maps onto the vir-
tual object under consideration. Later shadows are added us-
ing a two step algorithm. To simulate the shadows, a set of
M light sources are identified, which imitate the true, un-
known illumination in the scene. Each light source is as-
signed a position and two parameters o and lj, which define
the colour of the shadow. For each light source, a shadow
map is calculated using efficient hardware calculations (z-
buffer). Shadow mapping is an intensively technique sup-
ported by the graphics hardware that helps to create shad-
ows in a fast and efficient way. The shadows created with
shadow maps are in nature hard shadows and therefore un-
suitable for realistic shadow generation. Gibson and Murta
combine the M shadow maps in a specific way, using the
above-mentioned parameters and now the system succeeds
in simulating soft shadows, looking almost identical to the
solutions obtained with a more computational and tradi-
tional ray-casting algorithm, see Figure 9. The system of
M light sources needs to be defined so that it represents a
close replica to the current illumination system, an increase
in number of light sources affects the rendering time. To
demonstrate their method, Gibson and Murta used eight light
sources to simulate an indoor environment. The position and
the parameters of the light sources are defined via an optimi-
sation algorithm, which needs to be executed only once for
each different scene.

Debevec [Deb98] presents a more advanced common il-
lumination technique that estimates the BRDF values for a
small part of the scene. It is argued that if a virtual object is
inserted into the scene, only a small fraction of the scene ex-
periences an influence from that inclusion. Relighting tech-
niques using inverse illumination therefore only require the
BRDF values of those points that lie in this fraction. Since
for most applications it is possible to know the position of
the virtual objects, Debevec uses this position to divide the
entire scene into two parts: the local scene and the distant
scene. The local scene is that fraction of the scene whose
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Figure 8: Results for Jancene et al. [JINP*95]. The images on the left hand side show the original scene and the registration
of the cardboard box within this scene. The images on the right hand side show two screen shots from the video sequence in
which a virtual dynamic green ball and static pink cube have been added to the original scene. The reflection of the green ball

is visible on the board behind it. Courtesy of Jancene et al.

Figure9: Results for Gibson et al. [GMO00]. Comparison of a ray-traced (left) and a hardware generated image (right). The ray-
traced image was generated using RADIANCE [War94], the hardware generated image made use of the rendering method
described in [GMOQ]. The generation of the ray-traced image took approximately 2 hours, the generation of the hardware
rendered image took place at nearly 10 frames-per-second. Courtesy of Gibson et al.

appearance might alter after inclusion and the BRDF of the
materials in that part need to be estimated. On the other hand,
the distant scene is that part of the scene that undergoes no
physical alteration after inclusion. A schematic overview of
the division in local and distant scene and their correspond-
ing influences is presented in Figure 10. The local scene is
restricted to be diffuse only; the distant scene has no restric-
tions. An omni-directional HDR image is captured using a
mirrored ball. The resulting light probe image is used to
present the illumination in the real scene. Based on the geo-
metric model, the light probe image and the division into lo-
cal and distant scene, the BRDF values in the local scene are
estimated. The calculations are straightforward, since only
diffuse BRDF values are considered. A differential render-
ing technique was developed to reduce the possible incon-
sistencies in the geometric model and the (specular) error
on the BRDF estimates to an acceptable level. The render-
ing is a two pass mechanism. First, the augmented scene is
rendered using a global illumination technique, the result is

denoted by LSqyj. Next the scene is rendered using the same
global illumination technique, without including the virtual
objects, denoted by LSpqopj. If the input scene is represented
by LSy, than the difference between LSy and LSpoopj is ex-
actly the error that results from an incorrect BRDF estima-
tion. The differential rendering therefore calculates the final
output rendering LSjnas as:

LSfinal = LSp + (Lsobj - I—Snoobj)

This differential rendering technique removes most of the
inaccuracies and in a certain way it is similar to the one of
Jancene et al. [JNP*95] presented above. The results of this
technique are promising, see Figure 10, but it still suffers
from a few deficiencies. Firstly, only diffuse parameters of
the local scene are estimated, this introduces an error that
should be compensated by the differential rendering. Sec-
ondly, the viewpoint can be altered but the technique is too
slow to work at interactive rates. If the rendering could be
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Distant

Synthetic
Objects

Figure 10: Debevec et al. [Deb98]. Left: a diagram illustrating the relation between the different components presented in
[Deb98]. The real scene is divided into a local scene and a distant scene. The illumination from the distant scene influences
the local scene and the virtual objects. The virtual objects influence the local scene. The local scene and the virtual objects do
not have an influence on the distant scene. Middle: an image of the real scene. Right: an example of the differential rendering
technique for an indoor scene after inserting virtual objects. Diffuse effects are simulated. Courtesy of Debevec et al.

accelerated using low cost graphics hardware, it could be
possible to achieve interactive update rates for the MR.

Gibson et al. [GCHHO03] developed a method to create soft
shadows using a set of shadow maps. They created a rapid
shadow generation algorithm to calculate and visualize the
shadows in a scene after the material properties of the scene
are calculated. A proper estimate of both the geometry and
the radiance information in the real scene needs to be avail-
able. It is assumed that the BRDF for all materials is diffuse.
This diffuse BRDF is estimated using geometry and radi-
ance information (one radiance image per 3D point). In their
method, the scene is divided into two parts: one part contains
all patches in a scene that are visible from the camera, called
the receiver patches and another part contains those patches
in the scene that have a significant radiance, called the source
patches. Then they organize these patches to build a shaft hi-
erarchy between the receiver patches and the source patches.
The shaft hierarchy contains information on which patches
block receiver patches from other source patches. Next they
render the scene from a certain viewpoint. This rendering
is a two-pass mechanism. In a first pass, they go through
the shaft hierarchy to see which source patches partially or
completely illuminate a receiver patch. Once these source
patches are identified, they set the radiance of each receiver
patch to the sum of all irradiance coming from these source
patches, without taking occlusions into account. The second
rendering pass, takes the shadows in consideration. To cal-
culate the portion of blocked light, they use the shadow map-
ping technique. In fact, they create a shadow map for each
source patch. At each receiver patch, these maps are then
combined and subtracted from the radiance value that was
rendered in the first pass. This technique is capable of pro-
ducing soft shadows in a fast and efficient way. In Figure 11
examples are given of synthetic scenes rendered using the
above described method. Renderings of the same synthetic
scenes using a ray tracing method are given as well. The im-
ages in the last column are photographic reference images.
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Another set of methods were built to exploit the structure
of a radiosity method. Fournier et al. made pioneering work
in this direction [FGR93]. When this method was developed,
facilities for modelling a geometric model from a real scene
were not available. To overcome this issue, Fournier et al.
decided to replace the geometry of the objects in the real
scene by their bounding box, and an image of the object was
applied on each of the faces of the box. An example of such
a model is shown in Figure 12. To set up the scene for global
common illumination computation, faces of the boxes rep-
resenting the real objects are divided into patches. Using the
information contained in the radiance textures, a diffuse lo-
cal reflectance is computed by averaging pixels covered by
each patch. Light source exitances are estimated and the ra-
diosity of the patches are set as an average of the per pixel
radiance covered by each patch. After insertion of the virtual
objects and the virtual light sources in the model of the real
scene, new radiosity values are computed for the elements in
the scene using progressive radiosity [CCWG88]. The ren-
dering is carried out by modifying the intensity of each patch
with the ratio obtained by dividing the new radiosity by the
original one. In Figure 12 an illustration of the result of this
method is given. The results of this technique look promising
but it suffers from the lack of a detailed geometry. This leads
to misaligned shadows and other types of mismatching be-
tween real and virtual objects. The technique is slow and will
not allow real-time interaction. Nevertheless, this pioneering
method has influenced subsequent research work, e.g. Dret-
takis et al. [DRB97] and Loscos et al. [LDR00] as presented
in the remainder of this section.

Drettakis et al. [DRB97] present a method that builds
on Fournier et al. [FGR93], but uses a finer model of the
real scene. The same equations are used to estimate the
light sources emittance, the reflectance of the patches and
the original radiosity. Drettakis et al. make use of the more
recent hierarchical radiosity method hierarchical [HSA91]
accelerated by using clustering [RPV93][Sil95][SAG94].
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Figure 11: Results for Gibson et al. [GCHHO03]. A comparison of the rendering quality for three different scenes. The images
in the left column are produced using the system presented in [GCHHO03]. The images in the middle column are rendered using
ray tracing. The images in the right column are photographic reference images. Courtesy of Gibson et al.

Based on [DS97] a hierarchy of shafts is built from the real
scene model, which allows a local understanding when vir-
tual objects are added. This permits an easy identification
of all patches that need to undergo a radiosity alteration due
to the influence of the newly added object. The advantage
of this shaft hierarchy is that it permits interactive updates of
the illumination in the augmented scene when virtual objects
move. The final display is made similarly to the method of
Fournier et al. [FGR93]: the intensity of the patches is mod-
ified with the ratio defined by the modified radiosity divided
by the original radiosity. This type of rendering is fast, com-
pared to a ray tracing method, as it uses the hardware ca-
pability to render textured polygons. This method provides
global common illumination with possible interaction. Un-
fortunately, the technique does not allow changing either the
current illumination or the current viewpoint. In Figure 13 a

screen shot is given of the 3D reconstruction and an example
of the resulting MR using the above explained method.

3.2.3. Relighting

In Loscos et al. [LDRO00], relighting is made possible, while
keeping the framework set by Fournier et al. [FGR93] and
Drettakis et al. [DRB97]. The scene parameters are extracted
in the same way but all calculations are extended to the use
of HDR images [L0s99] as well. Since this technique fo-
cuses on relighting, a specific subdivision of the real scene
is made to detect as much direct shadows as possible. The ra-
diosity of each element is modified to simulate non-blocked
radiosity, in other words, to erase the shadows from the tex-
tures. A factor is computed using the radiosity method with-
out taking the visibility in consideration. Then the new ra-
diosity value is used to update the texture. Approximations
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Figure 12: Results for Fournier et al. [FGR93]. Left: wire-frame image, all objects in the scene are represented by a box, that
narrowly fits the object. Middle: Image information is mapped on the boxes (note that for the ball, a more complex shape was
used). Right: an example of a MR, the book on top of another book, lying on a table is virtual. Also a virtual light source is
added. The global common illumination effects are generated with an adaptive progressive radiosity algorithm. Courtesy of

Fournier et al.

Figure 13: Results for Drettakis et al. [DRB97]. In the left image a screen shot is given of the 3D reconstruction of the real
scene. The right image gives an example of the MR, the floating box is the virtual object. The virtual objects can be moved at
interactive rate while keeping the global illumination effects. This is carried out by using an adaptation of hierarchical shafts

for hierarchical radiosity [DS97]. Courtesy of Drettakis et al.

of the estimation and of the input data lead to an inexact
modification of the texture. In a second step, another fac-
tor is applied to automatically correct the imprecisions. This
is done by using a reference patch that reflects the desired
result. Once this is done, the new textures are used instead
of the original ones, and reflectance and original radiosity
values are updated accordingly. Shadows can be simulated
using the factor of the newly computed radiosity solution
divided by the original radiosity (without shadows). This
technique also extends the method presented in [DS97] for
the insertion of virtual lights. In the system of Loscos et al.
[LDROO], it is possible to virtually modify the intensity of
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real light sources, to insert virtual objects that can be dynam-
ically moved and to insert virtual light sources. The prob-
lem that comes with inserting new lights or increasing light
source intensity is that the value of the factor computed be-
tween the new radiosity value, divided by the original radios-
ity, may be greater than one. In that case, multi-pass render-
ing is used to enable the visualisation of brighter illumina-
tion. This method allows interactivity and is fairly rapid in
the pre-processing computation. However, the obtained re-
sults are inaccurate as the illumination of the real scene is
not fully estimated. Firstly, because lit areas are not altered
at all, and secondly, because it concentrates on the diffuse
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Figure 14: Results for Boivin et al. [BG01]. The top left image illustrates the original scene. The top right image is a relighted
synthetic image. Diffuse and specular effects are simulated using an optimisation algorithm. The bottom left image illustrates
the possibility of changing the viewpoint by grouping objects with similar properties. The bottom right image illustrates the
relighting of the original scene with a different illumination pattern. Courtesy of Boivin et al.

component only. An example of the results is shown in Fig-
ure 3 using HDR images as an input.

Although it doesn’t seem feasible to estimate specular
components of the BRDF from one single image, Boivin et
al. [BGO1] present a technique that re-renders diffuse and
specular effects based on radiance information from one sin-
gle image and a full geometric model of the scene, includ-
ing the light source positioning and the camera properties.
With a hierarchical and iterative technique they estimate the
reflectance parameters in the scene. In this method, the re-
flectance model of Ward [War92] is used, which presents
the entire BRDF with either 3 (isotropic materials) or 5
(anisotropic materials) different parameters. The BRDF esti-
mation process starts by assuming that the BRDF values are
all diffuse. A synthetic scene is rendered using the geome-
try, the current BRDF estimate and global illumination tech-
niques. If the difference between the real scene and the syn-

thetic scene is too large, the BRDF values are re-estimated
using a more complex BRDF model. First specular effects
are added and a roughness factor is estimated using an time-
consuming optimisation process. Later anisotropic effects
are introduced and the optimisation continues until a reason-
able synthetic scene is acquired. This is very similar to the
way parameters are estimated in [YDMH99]. However, in
this case, only one input image is used, and anisotropic pa-
rameters are estimated as well. The method of Boivin et al.
relies on one single image to capture all photometric infor-
mation. The advantage of such an approach is that the image
capturing is relatively easy; the disadvantage is that only par-
tial geometric information is available: there is no informa-
tion for those surfaces that are not visible in the image. Nev-
ertheless,the proposed technique allows changing the view-
point. If a sufficiently large portion of a certain object is
visible in the image, the reflectance properties of the miss-
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ing parts of the object are calculated based on this portion.
Grouping objects with similar reflectance properties makes
this process more robust. On the other hand, this requires
that not only the geometry needs to be known, but also a
partitioning of the scene into objects with similar reflectance
properties, which greatly compromises the operatability of
this technique. Although optimised, the rendering algorithm
is computationally expensive and therefore only a non real-
time solution can be obtained. In Figure 14 an illustration is
given of the output results of the described method.

3.3. Model of real scene known, few images known

If more information about the radiance of the points in the
scene is available, a better BRDF estimate can be acquired.
The radiance perceived at a certain point depends on the
viewing angle, on the angle of incident light and the BRDF.
Hence, it is possible to gain more information about the
BRDF of a certain point in the scene if radiance information
is available from images captured from a different viewing
angle. Alternatively, if the viewpoint is kept the same but the
position of the light sources is changed, extra BRDF infor-
mation is captured as well. In this section, the methods are
discussed that make use of this extra information.

Loscos et al. [LFD*99] developed a system that allows
relighting, as well as virtual light source insertion, dynamic
virtual objects inclusion and real object removal. They iden-
tified that it is difficult to estimate reflectance values in
shadow regions due to saturation and because this estimate
depends on the quality of the indirect light estimation. This
is compensated for by adding extra photographs captured
under different lighting. The geometry of the real scene is
modelled from photographs. This geometric model is tex-
tured using one of the images, taken from the different view-
points. A set of pictures is then taken from this chosen view-
point while a light source is moved around the scene to mod-
ify the illumination. These pictures can be HDR images as
used in [Los99]. Loscos et al. decided to mix a ray-casting
approach to compute the local illumination and a radiosity
approach to compute the indirect lighting. Two sets of re-
flectances are thus computed. First diffuse reflectance values
are computed for each pixel of the viewing window. This is
done with a weighted average of the reflectance evaluated
with each input image differently lit. The applied weight is
based on whether the 3D point associated to the pixel is in
shadow relative to the light source position, and also whether
the radiance value captured is saturated. The reflectance val-
ues are then used to initialise a radiosity system similar to
those in [DRB97][LDRO00]. This reflectance can be refined
by an iterative algorithm [LFD*99]. With this reflectance,
Loscos et al. are able to relight the scene using global il-
lumination. Pixel values are updated by adding the local il-
lumination value, computed by ray casting, to the indirect
illumination value, computed by hierarchical radiosity using
a rough subdivision of the scene. Local modifications are
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made after the insertion or moving of virtual objects by se-
lecting the area of the window where local illumination will
be affected. Indirect illumination is modified by adapting the
technique of [DS97]. Similarly, virtual light sources can be
added, and intensity of real light sources can be modified. A
very interesting application of this method is the removal of
real objects. The unknown information previously masked
by the object is filled using automatic texture synthesis of a
sample of the image of the reflectance values of the previ-
ously hidden object. The results show that the relighting and
the interaction with virtual objects can be achieved in an in-
teractive time. Image examples of the results are shown in
Figure 15. The produced results are good but could be im-
proved by considering specular effects. Due to the nature of
the image capture process, it would be very difficult to apply
this technique on real outdoor scenes.

A different approach taken by Gibson et al. [GHHO1] re-
sults in another relighting method, in which the reflectance
of the material is roughly estimated based on a restricted
amount of geometry and radiance information of the scene.
In theory, only geometry and radiance information is needed
for those parts of the scene that will be visible in the final
relighted MR. In their approach a photometric reconstruc-
tion algorithm is put forward, that is capable of estimating
reflectance and illumination for a scene if only incomplete
information is available. To achieve this the direct illumi-
nation is modeled as coming from unknown light sources
using virtual light sources, see Figure 16. The aim is not to
produce an accurate illumination model, but rather a model
that produces a similar illumination as in the original scene.
The model used is a spherical illumination surface: a set of
small area light sources that surrounds the known geometry.
The parameters of this surface, the position and emission of
the light sources, are estimated using an iterative minimiza-
tion algorithm. Based on this model, the reflectance of the
materials in the scene are estimated. The MR scene is ren-
dered using a ray tracing algorithm. User interaction is im-
possible at real-time update rate but nevertheless the method
illustrates the possibility of getting fairly realistic mixed re-
alities, without limiting input requirements. This method is
original, interesting and very practical to adapt to many situ-
ations where information on a real scene is partially known.
Imprecisions and ambiguities are compensated for, result-
ing in a more accurate simulation of the existing illumina-
tion. An example of a rendered scene and its comparable
real scene are given in Figure 17.

3.4. Mode of real scene known, many images known

This category collects those techniques that require the most
input information. Not only the geometry is known but also
radiance information under many different geometric set-
ups. Two significant methods could be identified that belong
to this category of MR methods. They were selected from
a broad set of techniques on inverse illumination because
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Figure 15: Results for Loscos et al. [LFD*99]. The left image is one of the input images of the real scene. The middle image is
a relighted image of the real scene, using the calculated BRDF values. The left image illustrates the removal of an object (the
door), the insertion of a new virtual object (the chair) and the insertion of a virtual light source. All manipulations are carried
out at interactive update rates. The illumination is updated locally with ray casting. The consistency of the indirect illumination

is kept using an adaptation of [DS97]. Courtesy of Loscos et al.

Figure 17: Results for Gibson et al. [GHHO1]. The left images illustrates the reconstructed scene from a novel viewpoint. The
image in the middle is a synthetic image illuminated with virtual light sources. The right image illustrates the addition of virtual
objects. Both specular and diffuse effects are simulated. Courtesy of Gibson et al.

they provide a solution for a large group of objects, which
is essential for MR. The first inverse illumination method
[YDMH99] focuses on the BRDF estimation, using many
HDR images from different viewpoints. The second [YM98]
allows to relight outdoor scenes. The remainder of this sec-
tion briefly discusses these two techniques.

Yu et al. [YDMH99] use a low parametric reflectance
model, which allows the diffuse reflectance to vary arbitrar-
ily across the surface while non-diffuse characteristics re-
main constant across a certain region. The input to their sys-
tem is the geometry of the scene, a set of HDR images and
the position of the direct light sources. An inverse radiosity
method is applied to recover the diffuse albedo. The other
two parameters in the reflectance model of Ward [War92],
the roughness and the specular component, are estimated by
a non-linear optimisation. For the estimation of the specular
BRDF, it is assumed that many HDR images are available
from a different set of viewpoints. The estimation makes use
of the position of the light sources and the possible high-
lights they may produce on a surface due to specular effects.
It is therefore helpful to capture images of the scene with a
various number of light sources, since this might increase the
number of specular highlights. This precise estimate of the

BRDF values in the scene allows to remove all illumination
in the scene and a new illumination pattern can be applied.
To render the scene they make use of Ward’s RADIANCE sys-
tem [War94]. No further steps were taken to speed up the
rendering process. Figure 4 illustrates the results obtained
for augmented images compared to photographs of the real
scene. This technique is interesting for MR because it pro-
vides an algorithm to estimate an accurate complex BRDF of
a complex real scene, resulting in an accurate representation
of the illumination.

Yu and Malik [YMO98] present a technique that allows re-
lighting for outdoor scenes based on inverse illumination. As
it is impossible to retrieve the geometry of the entire scene,
they separate the scene into four parts: the local model, the
sun, the sky and the surrounding environment. The illumina-
tion sources are the sun, the sky, and the surrounding envi-
ronment. Luminance due to the sun and the sky are estimated
based on a set of input images. At least two photographs per
surface of the local model are captured, which should show
two different lighting conditions (directly and not directly lit
by the sun). The local model is subdivided into small sur-
faces. Based on these two photographs, two pseudo-BRDF
values are estimated per surface. One relates to the illumina-
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Virtual
Source

Figure 16: Technique Gibson et al. [GHHO01]. The real il-
lumination is approximated by a illumination surface. This
illumination surface is covered by a set of virtual light
sources. The parameters of these virtual light sources are
estimated such that its effect resembles the real illumination.
Courtesy of Gibson et al.

tion from the sun, the other relates to the illumination from
the integrated environment (sky plus surrounding environ-
ment). A least square solution is then used to approximate
the specular term for each surface and for each lighting con-
ditions (from the integrated environment and from the sun).
This approach uses an approximation of the inverse illumi-
nation equation. It illustrates the difficulty of setting up a
parameterised MR system for outdoor scenes. At rendering
time, different positions of the sun are simulated. After ex-
tracting the sun and the local model from the background,
sky regions are identified and they are mapped on a mesh
supported by a hemisphere. Three parameters control the sky
intensity. A first scale factor is applied when simulating sun-
rise and sunset; it is constant otherwise. The second para-
meter adjusts the intensity of the sky depending on the posi-
tion of the mesh on the dome. A last parameter controls the
sky intensity depending on the sun’s position. Next, the ra-
diance values and the pseudo-BRDFs are used to reproduce
the global illumination on the local scene. This method is the
first to present the possibility of relighting outdoor scenes.
Results of these relighted scenes and a comparison image
are shown in Figure 18. Although it is difficult to evaluate
the quality of the relighting from the images provided by the
authors, the images resemble the real conditions, and this
can satisfy most of the MR applications for outdoor environ-
ments.

4. Discussion

In section 2.2 we pointed out that the assessment of the vari-
ous illumination techniques for MR comes with a certain de-
gree of subjectivity. Fortunately there are some aspects that
can be evaluated in a rather objective way. Some of these
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measures will be used in this section to assess the meth-
ods from section 3. Section 4.1 discusses the amount of pre-
processing required. In section 4.2 an evaluation of the de-
gree of interactivity is given and in section 4.3, the methods
will be evaluated based on the quality of the results. Section
4.4 explains which methods are suitable for outdoor scenes.
Finally an overview of the discussed methods is given in sec-
tion 4.5.

4.1. Pre-processing time

The term pre-processes refers to those steps, carried out
once, that are required by the method before the merging
of real and virtual objects takes place. The geometry recon-
struction, image capturing and BRDF estimation, are con-
sidered as pre-processing steps.

A few methods do not require a full geometric model of
the real scene: Sato et al. [SS199], Nakamae et al. [NHIN86]
and Haller et al. [HDHO3]. All other methods require a geo-
metric model. Some of these methods do not explain how
this model can be constructed, others assume that it is con-
structed using semi-manual 3D reconstruction software, ex-
amples of such software were given in section 3. Using
reconstruction software usually results in a low resolution
model and is in general error prone, this is due to the fact
that no automatic, accurate 3D reconstruction software is yet
commercially available. Scanning devices give a better res-
olution, but these devices are expensive and while the scan-
ning of a small object might be straightforward, the scanning
of a larger scene is tedious. As a summary we can say that
a perfect geometric model is difficult to acquire and that re-
construction is always a tedious work.

Some methods require radiance information captured
from several viewpoints [YDMH99] [GHHO01] or under dif-
ferent types of illumination [LFD*99] [YM98]. Taking sev-
eral HDR images from different viewpoints and under dif-
ferent illumination delays the image capture time.

Many methods calculate a BRDF estimate, some use
a diffuse model, some allow a more complex model.
Often the calculation of the BRDF needs to be carried out
off-line, due to timing issues and is therefore considered as
pre-processing work. Methods that calculate a diffuse-only
BRDF are: [Deb98][FGR93][DRB97][LDROC][LFD*99],
methods  that allow specular components are:
[GHHO1][YDMH99][YM98][BGO1].

4.2. Level of interactivity
Interactivity means:

o the possibility of navigating objects or viewpoints in the
scene,

o the effort made to get an interactive rendering,

o the possibility to modify reflectance properties of real ob-
jects in the scene,
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Figure 18: Results for Yu et al. [YM98]. The top row images illustrates the original tower from different viewpoints. The bottom
row are synthetic images of the tower from approximately the same viewpoint. The real images were not used to generate the
synthetic images, nevertheless the synthetic and real images look very similar. Courtesy of Yu and Malik.

e the possibility to modify the illumination sources in the
real scene.

A few methods allow to navigate the virtual objects or
the viewpoints. These techniques have either enough BRDF
information [BG01][YDMH99][FGR93], enough geometry
and illumination information [SSI99][YM98] or use a dif-
ferent approach [ALCS03][SHC*94][IJNP*95].

Only a few of the methods operate in true real-time (RT)
[ALCS03][SHC*94][GCHHO3], others are near real-time
(near RT) [LDROO][LFD*99][DRB97] but most of them are
non real-time (NRT). However, it should be noted that some
methods were developed years ago, when computer hard-
ware and software were much slower than nowadays. Also,
it should be pointed out that some methods did not made a
special attempt in producing interactive systems. With a few
modifications, it should be possible to speed up most of the
described systems.

Some methods that specifically tried to speed up the com-
putations are worth mentioning. Agusanto et al. [ALCS03]
exploited the idea of environment mapping while State et al.
[SHC*94] used shadow mapping and Haller et al. [HDHO3]
shadow volumes. Gibson et al. [GMO00] developed a new
technique to simulate soft shadows at interactive rates and
Drettakis et al. [DRB97], Loscos et al. [LDR00] and Loscos
et al. [LFD*99] made use of a hierarchical radiosity algo-

rithm, that decreased the computation time to interactive
rates as well. Gibson et al. [GCHHO03] used shadow volumes.

Most methods that calculate the BRDF values are in prin-
ciple capable of changing the BRDF values into something
new. This can be used to modify the appearances of real ob-
jects in the scene. Relighting methods can use this BRDF
information to relight a scene using a different illumination
pattern. Table 1 gives an overview of the various different
types of illumination the discussed methods allow.

4.3. Evaluation of the quality

Some of the described methods evaluated the quality of their
method using one or more of the following evaluation meth-
ods:

e a comparison is made between a photograph reference of
the real scene and a synthetic version of the same scene,

o the BRDF is measured using a device and these results are
compared with the calculated BRDF values.

Gibson et al. [GCHHO03] compare their shadow rendering
technique with a ray traced rendering and an image of the
real scene, see Figure 11. They are capable of producing re-
alistic and similar shadows as in the real image and at a faster
time than the ray traced rendering. In [GMOQ] the presented
extended shadow mapping is compared with a ray traced ver-
sion using the same input parameters, see Figure 9. There are

submitted to COMPUTER GRAPHICS Forum (8/2005).



Katrien Jacobs and Céline Loscos / Classification of illumination methods for mixed reality 19

some differences between the two synthetic scenes, but the
generated shadows look realistic.

Boivin et al. [BG01] extract a full BRDF model and com-
pare their rendering with an original image of the real scene,
see Figure 14. In [YM98] the diffuse and specular com-
ponents are calculated; the resulting rendering is compared
with an original image of the real scene. Likewise, [LDRO0O]
[LFD*99] estimate the diffuse BRDF and compare a syn-
thetic rendering with a original image of the real scene (see
Figures 3 and 15). In both methods, the rendering occurs at
interactive update rates.

Similarly, Gibson et al. [GHHO01], see Figure 17, compare
an original and synthetic image and find that the error be-
tween the two images decreases drastically in the first three
iterations. Both diffuse and specular reflectances are mod-
elled.

Yu et al. [YDMH99], see Figure 4, estimate diffuse and
specular BRDF values and compare these with measured
BRDF values of objects in the scene. The estimates and the
true values are similar.

We can also compare methods that use both specular and
diffuse BRDF values for the rendering with those that have
a more restrictive understanding of the BRDF. It is under-
stood that systems based on a more complete BRDF model
result in an MR of a higher quality than those based on dif-
fuse BRDF values only or those that do not estimate BRDF
values at all. For some methods, only a subjective user per-
ceptive assessment can be made.

4.4. Usability on indoor and outdoor scenes

The reader may have noticed that most techniques were
tested on indoor scenes. Outdoor scenes are more complex
than indoor scenes. Not only is the geometry more difficult
to model, the illumination is difficult to extract as well. Out-
door illumination is time and weather dependent and diffi-
cult to model and simulate. Only three methods from sec-
tion 3 explicitly used an outdoor scene to test their method
[Deb98][GCHHO3][SS199][YM98] but this does not imply
that the other methods are not suitable for outdoor scenes.
For instance one might argue that all methods that use envi-
ronment maps are capable of capturing the outdoor illumi-
nation. But some caution is in place when interpreting this
statement [JLO4]. If HDR images are used to capture the en-
vironment map, which is in general the case, one needs to
bare two things in mind. Firstly, the intensity of the sun is
in general too bright to be captured in a HDR image with-
out saturation, even at very fast shutter speeds. Secondly, if
the sky is clouded and the clouds drift in the sky, there will
inevitable be some movement in the low dynamic images
used to compile the HDR image, making them worthless. It
should be clear, that the extension from indoor to outdoor
scenery is not straightforward. The current state of the art of
MR shows no good solutions for the outdoor scenes.
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4.5. Overview

Table 1 gives an overview of all methods discussed in section
3. For each method, the overview discusses the following
aspects:

e Geometric model of the scene: whether or not the
method requires a geometric model of the scene.

e Number of different images: the number of different im-
ages needed per point in the scene, to calculate the MR.

e Methodology: the methodology used to create the MR. In
section 2.3 three different approaches were discussed:

1. common illumination,
2. relighting,
3. inverse lllumination.

Further to this division, a distinction is made between lo-
cal and global illumination techniques.

e Rendering: the rendering method used to compose the
MR. Possible answers are: ray-casting, ray-tracing, ra-
diosity, etc.

e Computation time: the update time of the method is real-
time (RT), non real-time (NRT) or near real-time (near
RT).
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5. Conclusions and Future work

In the past few years research has been motivated to con-
sider a new type of simulation: the simulation of a new real-
ity called mixed reality which refers to the concept of mixing
a real scene with virtual elements. Mixed reality has now be-
come very important for various applications ranging from
entertainment with movie post-production and games, archi-
tecture, cultural heritage, education and training, etc. Sev-
eral problems arise when composing reality with virtual ele-
ments. A first problem is how to automatically calibrate the
relative position and the occlusion of virtual objects with
virtual ones. As mentioned in this report, this has been ad-
dressed successfully in two different ways. One can use a
scanning device or one can use real-time stereovision to ex-
tract depth and shape information. A second problem is how
to illuminate the virtual objects consistently with the original
light conditions in the real scene. Research papers appeared
already in the late eighties to answer this last need of the in-
dustry, but it is only recently, within the last ten years, that
the international community made a more significant effort
to provide more automated solutions for computing the illu-
mination in mixed reality.

Although it is tempting to compare techniques relatively
to the quality of the results achieved, this report classifies
them depending on the context and the goal of the method.
Firstly, it is of course easier to compute illumination for
mixed reality if a 3D model is available. Secondly, it may
be that only a few images of the real scene are available
from different viewpoints, and some available with differ-
ent lighting conditions. The more images are available for
the illumination extraction, the easier the computation pro-
cedure becomes. On the contrary, the fewer images are avail-
able the more difficult it is to perform an accurate estimation
and therefore simulation. Consequently it was decided that it
would be fairer and more interesting to compare techniques
using similar types of data. Four different categories were
identified based on the amount of geometric detail and ra-
diance information available. Different manners to compare
the illumination techniques used for mixed reality were pre-
sented as well. For example, the methods were compared
based on the type of the illumination achieved: local or
global, diffuse or complex illumination effects. It was also
pointed out if relighting was possible and if the user could
interact with the scene.

An ideal conclusion of this report would state which tech-
nique is the most perfect one. However it is impossible to
assess the methods without knowing the application at hand.
It is therefore very difficult to describe the ideal method. It
should be a real-time and automatic method with no pre-
processing requirements. It would allow any type of vir-
tual interaction: modification of lighting, removal of real
objects, modification of material properties of real objects
and addition of virtual elements. And the rendering quality
would perfectly match with the real one. Research is head-
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ing towards this, and it is likely that this technology will be-
come more accessible in future years. Progress in stereovi-
sion techniques, in automatic calibration, registration and in
computer graphics will help in the progression in illumina-
tion for mixed reality. More automatic reconstruction meth-
ods of the geometry are needed, that will also model more
complex details. Progress in augmented reality is heading to-
wards systems being able to recognise shape and depth with-
out markers. Computer graphics research needs to provide
more precise description of reflection models and rendering
software needs to be adapted to these more complex materi-
als. Little work has been done in modelling the behaviour of
light sources, which are often assumed diffuse. It will be im-
portant for future work to consider more complex lighting in
order to find a better estimate for the illumination in mixed
reality. Finally, most of the methods have been designed for
indoor environments that are easier to control. Outdoor en-
vironments present a real challenge, both in the capture and
in the simulation. It is expected that more work for outdoor
environments will appear in the near future.
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Abstract

Inverse surface design problems from light transport behavior specification usually represent extremely
complez and costly processes, but their importance is well known. In particular, they are very interesting
for lighting and luminaire design, in which it is usually difficult to test design decisions on a physical
model in order to avoid costly mistakes. In this survey we present the main ideas behind these kinds of
problems, characterize them, and summarize existing work in the area, revealing problems that remain

open and possible areas of further research.

Categories and Subject Descriptors (according to ACM CCS): 1.3.6 [Computer Graphics|: Methodology
and Techniques 1.3.7 [Computer Graphics]: Three-Dimensional Graphics and Realism I1.4.1 [Image Pro-
cessing and Computer Vision|: Digitization and Image Capture 1.4.7 [Image Processing and Computer

Vision|: Feature Measurement

1. Introduction

Inverse problems are emerging as an important re-
search topic for the graphics community due to their
importance in a wide range of application fields in-
cluding lighting engineering and lighting design. These
problems are usually of extreme complexity. Although
progress in rendering to date has mainly focused on
improving the accuracy of the physical simulation of
light transport and developing algorithms with bet-
ter performance, some attention has been given to the
problems related to inverse analysis, leading to inter-
esting results. Other interesting results come from Ap-
plied Mathematics as well as Optical and Thermal En-
gineering.

Traditional direct problems in rendering involve
computing the radiance distribution in an environ-
ment that is completely known a priori (geometry and
materials). Inverse Rendering Problems refer to all the
problems in which, as opposed to what happens in tra-

submitted to COMPUTER GRAPHICS Forum (7/2005).

ditional direct rendering problems, several aspects of
the scene are unknown. Some aspects that might be
unknown are light source positions and/or their orien-
tations, luminaries’ emittances, surfaces reflectances
and the shape or position and orientation of the sur-
faces (and other reflective/refractive elements) of the
luminaries in the scene. The Rendering Inverse Prob-
lems are not well-posed: the solution does not depend
continuously on the data, which means that small er-
rors in measurements (input data) may cause large
errors in the solution (see [HMH95]).

As proposed by Marschner [Mar98| and described in
section 2.1, Inverse Rendering Problems can be clas-
sified into three classes: Inverse Emittance, Inverse
Reflectometry and Inverse Geometry. In the present
paper we study the contributions for Inverse Surface
Design and characterize them in the class of Inverse
Geometry Problems. It is important to note that, al-
though the problem is often generically called Inverse
Reflector Design, it encompasses the design of both re-



flective and refractive elements in an optical system.
For a survey of Inverse Emittance and Inverse Reflec-
tometry the reader can refer to [PP03].

The problem of Inverse Surface Design from light
transport behavior specification, as focused in this
survey, can be stated as follows: given a light source
(bulb) with a known light intensity distribution, a
surface should be constructed in such a way that a
prescribed illumination intensity is obtained on a pre-
scribed region in space, after reflection/refraction at
the surface, see Figure 1. This prescribed distribution
can be given either as a near- or a far-field distribution:
the first given is directional and spatial distribution
(although generally it is defined only as irradiance on
a certain plane), and the second given is only in purely
directional distribution terms. This later case can be
thought of as a limiting case when the plane to be illu-
minated moves “infinitely” far away from the source.
In general, radiance distributions are not defined in
the continuum, but in some set of directions (far-field)
or points in space (near-field), although they are later
extended to the continuum by interpolation.

There are works found in the literature that present
important problems and results, which have so many
similarities that can generically be enclosed within the
problem studied here. Among them we find works on
the measurement of the human cornea (which acts as
a reflector) and luminaire design (street lamps, car
headlights, etc.). In addition, it is important to review
the works on Inverse Design of Refractors, where the
surface to be found is refractive instead of reflective.
For this case, the design of progressive lenses repre-
sents a very important application.

The paper is organized as follows: In Section 2 the
theoretical background is given, related problems are
briefly commented, and a classification based on the
rendering equation is presented. Next, in Section 3,
analytical methods for surface design are explained,
followed in Section 4 by the numerical solutions to the
problem. In both cases, the methods presented are or-
ganized according to the treatment of the light trans-
port problem they use, and then according to the type
of surface used. Finally, in Section 5 the conclusions
and open lines of research are presented.

2. Inverse Geometry Problems: Surface
Design

2.1. Theoretical Background

The behavior of light transport is characterized by the
properties of the particles (photons) when traversing
the environment. The most fundamental quantity in
global illumination is radiance L(r,w) which is defined
as the power radiated at a given point r in a given

direction w per unit of projected area perpendicular to
that direction per unit solid angle for a given frequency
(Wattm ™2 sr1).

The boundary conditions of the integral form of the
transport equation are expressed as:

L(r,w) = Le(r, w)+/s- fr(r,wi = w)L(x',w;) cos Odw;
’ (1)

for points r in surfaces, f, being the bidirectional
reflection (and/or transmission) distribution function
(BRDF), 6 the angle between the normal at r and w;,
r’ the point that is visible to r in the direction w;, S;
the hemisphere of incoming directions with respect to
r and w; an incoming direction.

This classical governing equation can be ex-
pressed concisely as a linear operator equa-
tion [Arv95a, Arv95b]. First, define the local reflection
operator K by

(KR (r,w) = /S (0 = )b, ) du(w)

which accounts for the scattering of incident radiant
energy. The measures dw; and du(w;) are related by
dp(w;) = cos fdw;. Here h is a field radiance function,
that corresponds to all incident light. Next, we can de-
fine the field radiance operator é, that transforms an
exiting light distribution into the incident light dis-
tribution that results from surfaces illuminating one
another:

(Gh)(r,w) = {

h(p(r; —w),w) when v(r,w) < co

0 otherwise

where v(r,w) is the visible surface function and is de-
fined [Arv95b] as v(r,w) = inf{zr > 0 : r+ 2w €
Surfaces in the environment, oo}, and p(r;w) = r +
v(r,w)w the ray casting function.

Defining these operators we can factor out the im-
plicit function r'(r,w) from the integral Equation 1
and we may write:

L=L.+KGL (2)

Following the outlines in Stephen Marschner’s PhD.
thesis introduction [Mar98], we can classify the differ-
ent papers on inverse lighting problems according to
which quantities of the above equation are unknown:

e If L. is unknown, and K’, G and L or part of it, are
known, we have a problem of inverse lighting.

o If K is unknown, and é, L. and part of L are
known, we must solve for information about K.
This problem can, in general, be called inverse re-
flectometry, and a particular case is the one called
image-based reflectometry in [Mar98], where images
are used as input to the information about L.
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Figure 1: Ezample of an Inverse Surface Design Problem: The desired light distribution is shown on the left, and
the algorithm should produce the surface shown in the middle, which generates (in this case by reflection) the light

distribution shown on the right.

e If G is unknown, we have an inverse geometry prob-
lem, which encompasses the long-studied computer
vision shape from shading problem, the reflector de-
sign inverse problem and the recovering objects from
photographs problem. See Figure 1.

On the other hand, direct problems are those which,
given known values for L., K and G, solve for L.

2.2. Related Problems

In this survey we will review the work done on the
family of problems enclosed in the last item of the
previous section, when elements of the geometry are
unknown, i.e. an inverse geometry problem, we will
deal with the Inverse Surface Design problem. Other
closely related problems are:

e The shape from shading problem, although similar
in nature to the problem presented here, it is fun-
damentally different in that at each sampling posi-
tion on the image (at the observer location) we can
safely assume that only a small subset of points on
the surface project onto it, and thus only a small
subset of the surface contributes to its value (often,
it is considered that only a single point contributes).
Instead, in the problem treated here, there is usu-
ally a very important influence from all the points
on the surface and the sampling positions (both in
the far- and near-field problems), giving us a strong
correlation between surface control points and sam-
pling positions. A review of the shape from shading
problem is beyond the scope of the present work,
but the interested reader is referred to [HB89] or
[SL97] for a description of the field.

e Another field closely related to the one reviewed

numerical aperture, and field of view. Other require-
ments may include tolerances, size, weight, and cost.
The result of an optical design project is typically
a prescription or database that lists the materials
and shapes of the optical elements required. This is
different from the problem treated in our survey,
baceause in Optical Design problems the generic
shape of the surfaces is generally known in advance,
and can only be modified by global parameters such
as lens thickness or radii, but not its shape. For
more information on the subject, please refer to
[KMOO] [S0i02] [Sha97] and [Smi90]. To the best
of our knowledge, most of the existing commercial
software belong to this field, using either the design-
direct simulation-restart principle [Jen01] [Org02a],
or based on a local optimization [Org02b] [Cor]
[Eng], or a global optimization approach [Vas98]
[SO]. A comprehensive list of commercial software
can be found in [Opt].

Although the Design of Reflector Antennas is
closely related to the problem treated here, most
of the works in the field have unique features that
make it quite difficult to generalize their results
to incoherent radiation as produced by most light
sources, like coherent radiation, which implies tak-
ing into account aspects such as phase cancellation
and other interference effects [Kil00].

It is also important to note the difference between
computations of the shape of a source (see [PP03]),
and the problem of surface design. The latter com-
putes the shape of a reflecting or transmitting sur-
face from light transport behavior, while the former
computes the shape of the emitting surface itself
(the bulb).

here is Optical Design, which is the process of de-
scribing the refracting or reflecting elements in an
optical system so that they meet a set of per-
formance specifications. Typically, the performance
specifications concern the imaging characteristics of
the system, such as the resolution, magnification,

2.3. Inverse Surface Design Problems

We are interested in constructing of reflec-
tive/refractive surface shapes from prescribed optical
properties of the luminaries and/or bulbs (far-field
or near-field radiance distributions) and geometrical
constraints. See Figure 3. From a mathematical
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Figure 3: An optical set for reflector design.

point of view, the problem to solve belongs to the
category of non-linear inverse problems. In the case
of manufacturing design problems, restrictions on the
shape imposed by the needs of the manufacturing
process (Figure 3) should also be taken into account,
which generally results in adding constraints to the
problem.

The basic problem is building a surface shape from
the description of the optical properties of the emit-
ting light bulb and the desired light distribution the
optical set (surface plus bulb) must provide. A user-
provided tolerance is also given. Comparison of outgo-
ing light distributions (the ideal desired one and the
computed one) requires establishing a distance mea-
sure, which in turn will provide a logical target func-
tion for any optimization procedure: minimize the dis-
tance between the light distribution given by the cur-
rent calculation surface (in general, a reflective sur-
face) and the ideal, user-provided desired light distri-
bution. The theoretical formulation of this problem
leads to a non-linear partial differential equation of
the Monge-Ampére type, as described in the litera-
ture [WN75] [Wes83] [EN91].

In general, we can say that all the works are based
on the same scheme, which is illustrated in Figure 4:
Finding the minimum of the function that describes
the error in the outgoing light distribution for the
optical set in the space of possible surfaces, with re-
spect to the prescribed, user-given light distribution.
As is known, optimization procedures require an iter-

ative procedure that repeatedly evaluates the objec-
tive function and determines the minimum from those
measurements. In our case, the function to be evalu-
ated always consists of two parts: the simulation of the
light propagation from the light bulb to the registra-
tion area (as mentioned above, far-field or near-field),
and finally an evaluation of the distance between the
calculated outgoing light distribution and the user-
provided desired distribution. The initial surface for
the optimization must be, in general, manually pro-
vided.

Reflectorg
Bulb

Iterator

Reflector

S

Light Distr; Light Distrg, i.cq
Figure 4: Overall scheme of numerical Inverse Sur-

face Design methods.

In general, we can say that the works reviewed here
share the same elements which may be used to build
an initial characterization (See Table 1). In partic-
ular, the different works studied can be character-
ized according to the treatment they give to the light
transport from the light bulb to the evaluation re-
gion, the shape representation chosen, the optimiza-
tion method, the type of BRDF used for the surface,
the representation of the light emitter, the distance
measure used and the nature of the problem focused
on (far-field vs. near-field problems)

e The function mapping light from the bulb to
the evaluation space, usually represented by
the light propagation algorithm. Basically, the
purpose of this step is to compute the light trans-
port from the light bulb, reflecting or refracting on
the surface, and arriving to the final, desired regis-
tration region. Although most of the studied algo-
rithms use a local illumination-based scheme (light
from the source bounces/refracts once on the sur-
face and “goes” directly to the receiving region),
inter-reflections are an important part of the simu-
lation and should be considered. In general, we can
observe that there are three main approaches to this
particular aspect:

—  “One-to-one incoming-to-outgoing rays” local il-
lumination: This is a severe approximation that



Figure 5: The one-to-one assumption: The left reflec-
tor satisfies the condition, since each ray that arrives
on the reflector bounces in a different, primed direc-
tion, but the reflector on the right does not since rays
labeled A and B bounce in the same direction (A’ =
B’).

assumes there is a one-to-one relation between
incident rays and outgoing rays: no two rays can
be reflected in the same outgoing direction (see
Figure 5). This is an approximation mostly used
for analytical works as it greatly simplifies the
calculations needed for the convergence demon-
strations.

— Local illumination: An illumination scheme in
which rays from the light bulb bounce once,
accordingly to the surface BRDF, towards the
measurement region. This implies that no inter-
reflections are computed, and in general, visibil-
ity issues (generated by the bulb and support-
ing elements or by the reflector itself) are disre-
garded.

—  Global illumination: In this computation scheme,
irradiance is followed as it bounces in its way out
of the optical system. In general, this requires
both computing multi-reflections as well as tak-
ing into account the visibility problem, as rays
might be blocked by the surface itself, the bulb
and/or supporting elements. Now, depending on
the surface BRDF, many options can be consid-
ered, from radiosity solutions to a full treatment
of Equation 1.

e The shape definition for the surface, and if
applicable, the restrictions imposed on the
space of possible achievable shapes. Different
articles use different kinds of models for the surface
representation, ranging from simple geometric prim-
itives (for example, pieces of quadrics) or combina-
tions of them, up to polygonal-based or NURBS-
based definitions. Different choices have a direct im-
pact on the number and type of the optimizable
degrees of freedom, as well as modifying the light
propagation algorithm to some extent.

e The surface material used. In most reviewed
works it is a perfect specular BRDF. Other mod-
els could be used, but with a significant impact on

Figure 6: The C — v coordinate system.

accuracy as the BRDF goes diffuse. This clearly in-
fluences the light propagation method.
Representation of the light emitter (bulb).
The light emitter can be represented either as a
point source or as an emitting surface (closer to real-
ity). It can be an isotropic source that emits equally
in every direction (in general an approximation that
is too simplistic) or anisotropic, which is the com-
mon choice. Once again, this mainly affects the light
propagation algorithm through the system.

The definition of the distance between the
desired outgoing light distribution and the
corresponding one for a given surface. Light
distributions are usually represented in some sort of
discrete set of directions and positions, so all works
use the #2 norm to define the distance between radi-
ance distributions. See [CW93] Section 10.1.4, Gen-
eral Luminaries. An example of such a distribution
can be found in Figure 7.

The optimization method used. Here is where
the papers discussed differ most, because the non-
linear inverse problem faced can be solved in dif-
ferent ways: by a global approach or by starting
the algorithms close enough to the desired solution
in such a way that a local optimization algorithm
would lead to the correct solution. Other approaches
impose restrictions on the achievable shape in order
to guarantee local convergence.

The problem faced can be in its far-field or
near-field form, although some works deal
with both kinds of approaches. As mentioned
above, this affects the way the light propagation is
evaluated and, of course, the error measure being
used. Although most of the papers found in the lit-
erature make a clear distinction between both prob-
lems, the resulting algorithms/methods can, in gen-
eral, be easily adapted to solve any one of the two
types, thus blurring the importance of the distinc-
tion from a practical point of view (See Tables 3 and
5).

In general, when dealing with the far-field problem,



Figure 7: An example of a real outgoing radiance dis-
tribution used in industry.

Theoretical Numerical
Local [WN75] [CKO99]
Tllum [Wes83] [KO03] [EN91]
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[Oli02] [KO97] [KO98] [EN91]
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[Hal96] [LSS98]
Global [DCC99b]
Ilum [DCCo1]
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[PPV04]

Table 1: Initial classification of the studied papers.

it is a very common choice to use a spherical coor-
dinates system as a discrete representation for the
outgoing radiance distributions, like the well known
C — ~ system|CM97], that represents a standard in
the lighting engineering industry (see Figure 6).

In this survey we will build our classification around
three main aspects from among those mentioned
above: the analytical vs. numerical nature of the pa-
pers, the light propagating algorithm /method used to
compute the outgoing radiance distributions and the
shape definition used for the different computations.

3. Analytical Methods for Inverse Surface
Design

This section deals with the theoretical analysis works
done on the problem of Inverse Surface Design. Ba-
sically, they formulate the problem in precise math-
ematic terms using differential geometry, although
adding important constraints on the formulation in or-
der to make the problem theoretically tractable. For
example, all of the reviewed works assume that the
surface is perfectly specular, and many assume that

Non-rotational
Symm Approx

Rotational
Symm Approx

11 into- [WN75]

out rays [Wes83]

Local Ilu- [BW78] [Oli89] [Wan96]

mination [KO97]
[KOvT98]

[O1i02] [O1i03]

Table 2: Sub-classification of analytical papers on In-
verse Surface Design.

near-field far-field
1-1  in-to- [WN75]
out Local [Wes83]
Illumina-
tion
Local Illu- [BW78] [Oli89] [Wan96]
mination [KO97]

[KOvT98]

[01i02] [O1i03]

Table 3: Alternative classification of analytical papers
on Inverse Surface Design.

there is a one-to-one relation between incident rays
and outgoing directions, as mentioned above.

Below, we present the classification of theoretical
papers according to the type of treatment given to
the light propagation step: either they use a 1-to-1
correspondence between incoming and outgoing rays
or alocal illumination approach, vs. the type of surface
they consider in their approaches. A summary can be
found in Table 2.

However, it is also possible to present an alternative
sub-classification of those works with respect to a far-
field treatment vs. a near-field approach, as shown in
Table 3, a distinction often made by the authors of
the reviewed works.

3.1. “One-to-one incoming-to-outgoing rays”
local illumination

In this section we will review the contributions that
treat the 1-to-1 approximation for local illumination
as described above, in Section 2.1. This means that
no two outgoing rays have the same orientation, a
constraint usually referred to as the “one-to-one corre-
spondence between incoming and outgoing rays” ap-
proximation (See Figure 5). To our understanding,
this is too restrictive in practice. In general, these pa-
pers are based on the requirement of a rotational sym-
metric approximation for the studied surfaces, thus
greatly reducing the space of the studied surfaces.



One of the first papers that dealt with this problem
in its far-field approach is by Wescott et al. [WN75].
The authors presented an analytical formulation of the
problem under the assumptions that the reflector sur-
face is perfectly specular and rotationally symmetric.
The authors studied the solutions for the case of fields
with even azimuthal symmetry by using a spherical co-
ordinate representation for them, and they also gave
proof of existence and uniqueness.

Numerical solutions for these rotationally
symmetric-restricted surfaces were also studied
by Wescott [Wes83]. Both works, [WN75] and
[Wes83], are focused on the design of reflector anten-
nas in the particular case where incoherent light is
reflected.

3.2. Local Illumination

The papers reviewed here treat the local illumination
problem where rays are fired from the source, bounced
once on the surface and reach their destination with-
out any visibility or inter-reflection calculations. In ad-
dition, all of them use a perfect specular surface for
their computations.

3.2.1. Rotational Symmetric Surfaces

As mentioned above, many works impose the restric-
tion that the surfaces used must be rotationally sym-
metric, thus reducing demonstrations to a simpler 2D
problem.

In [BW78], Brickell et al. study the problem for the
near-field distribution. In this case the distribution
was considered on a flat object, arriving to a differen-
tial equation in complex form of Monge-Ampére type.

Oliker, in 1989 [Oli89] [Oli03], reformulated the
same problem for rotationally symmetric reflectors in
simpler differential geometry terms and without re-
sorting to using complex structures. This resulted in a
more general expression valid for the case of curved ob-
jects being illuminated in a prescribed way (near-field
problem). He also proved the existence and uniqueness
of the rotationally symmetric solution for the radially
symmetric case.

3.2.2. Non-Rotational Symmetric Surfaces

All the analytical works studied here are able to gen-
eralize the sort of surfaces they use for their studies
to be non-rotationally symmetric, thus showing a sig-
nificantimprovement in the generality of the solutions
found.

Following almost the same assumptions as Wescott
[WNT75] (i.e. perfect specular surfaces) Xu-Jia Wang
[Wan96] studied the existence, uniqueness and

smoothness of the solution for the general problem
in the far-field approximation. His presentation was
based on a differential geometry formulation of the
problem, which resulted in a clearer expression to work
with. The author also showed that the regularity of the
solutions fails in even the simplest cases.

In [KO97], Kochengin and Oliker considered the
general problem with near-field scattering data with-
out a priort assumptions regarding any rotational
symmetry. Thus, they formulated the problems in dif-
ferential geometry terms and established the existence
of a weak solution. See also [0li02] and [Oli03].

In another work, Kochengin, Oliker and von Temp-
ski [KOvT98] studied the problem of finding a convex
surface R which refracts a given anisotropic bundle of
rays from a source in such a way that the refracted rays
are incident on a specified set of points in space and
produce a specified intensity distribution there. The
refracting surface was found by taking the boundary
of families of intersecting hyperboloids, each charac-
terized by its polar radius. The light source is placed at
the common focus of all hyperboloids, it is subdivided
and rays are counted if they arrive at an objective
point or direction [Koc].

4. Numerical Methods for Inverse Surface
Design

The works reviewed in this section deal with nu-
merical solutions of the proposed problem. We can
sub-classify them according to how they treat the
light propagation problem, showing results with both
local-illumination and global-illumination algorithms.
Then, we will characterize them based on the type of
representation chosen for the surface (See table 4).

An alternative classification can be found in Table
5, according to the type of problem faced (far-field or
near-field) vs. the type of light propagation method
used, a classification often made in the literature.

4.1. Local Illumination

As stated previously, the works presented in this sec-
tion share the common approximation of dealing with
a simplified form of local illumination light propaga-
tion algorithms, where no inter-reflections or visibility
issues are considered. They can be further classified
according to the sort of representation chosen for the
surface: the first set uses the intersection of simple
primitives to define a convex surface, while the second
one defines the surface with a spline-based represen-
tation.
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Table 4: Further classification of numerical papers on
Inverse Surface Design.
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mination [DCC99a)
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Table 5: Alternative classification of numerical papers
on Inverse Surface Design.

4.1.1. Convex Surfaces

In general, we can say that this section includes the
works where a convex surface resulting from the inter-
section of a set of primitives is found. As we will see,
these primitives are usually paraboloids, ellipsoids or
hyperboloids depending on the type of problem faced:
reflective far-field or near-field problems, or refractive
ones.

In [KO98] Kochengin and Oliker continued their
previous theoretical work [KO97] by presenting a nu-
merical solution for a discrete version of the problem
based on the demonstrations in [KO97]. By using the
geometric optics property that any ray starting at one
focal point of an ellipsoid arrives at the other after
one bounce, they build a reflector as the convex body
formed by the boundary of the intersection of ellip-
soids sharing one foci and with their other foci on a
point of the surface where a prescribed intensity is

Points with
prescribed intensit

Figure 8: Reflector construction as the boundary of
the intersection of confocal ellipsoids [KO98]. Notice
that the other foci of each ellipsoid lies on a point with
prescribed intensity on the illuminated object. Com-
pare with Figure 9.

specified (Figure 8). The light source is placed at the
common focal point, which results in a light propaga-
tion scheme that maps families of rays that impinge
on an ellipsoidal piece onto a given destination foci.
There are as many ellipsoids as points on the pre-
scribed intensity distribution. As each ellipsoid can be
described by its polar radius, the algorithm presents
an iterative scheme that minimizes the difference be-
tween light arriving at each ellipsoid foci and the light
prescribed there. In each iteration a new reflector is
built from the previous one until there is no change
from one reflector to the next one. Each reflector is
built by decreasing each polar radius in turn from its
previous value until the light difference for that pre-
scribed point is below a certain threshold. If a polar
radius already satisfies that condition, the old value
is used instead. The authors show that the algorithm
presents a time complexity of O(K*InK), with K as
the number of points with prescribed illumination on
the target object, and of course, the number of ellip-
soids to work with. A detailed study of the mathemat-
ical properties of such a resulting surface can be found
in [01i02], [01i03].

For the discrete far-field problem, Caffarelli et al.
[CKO99] present a very similar approach to the one
presented by Kochengin and Oliker [KO98] for the
near-field problem, but this time based on using
paraboloids [Oli02] [Oli03]. They exploit the optical
property of perfect paraboloidal reflectors that the
light which starts at the focal point leaves the re-
flector in a direction parallel to its axis. Therefore,
by having one paraboloid for each prescribed direc-
tion in the far-field region, they can build the final
reflector as the boundary surface of the intersection
of all confocal paraboloids (Figure 9). As in [KO98],
the light source is placed at the focal point, thus map-
ping families of light rays that arrive at a paraboloidal
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Figure 9: Reflector construction as the boundary of
the intersection of confocal paraboloids [CK099]. No-
tice that the axis of each paraboloid lies on a direction
with prescribed intensity in the far-field region. Com-
pare with Figure 8.

region onto a given direction in the far-field distribu-
tion. The algorithm is the same as described for that
paper, but switching at the end to a final Newton-type
method for faster convergence. Since the paper deals
with the far-field problem, the global size of the reflec-
tor is unimportant, so it fixes the focal radius of one
paraboloid and optimizes the remaining ones. The au-
thors show that the algorithm converges and it does
so at least linearly and, with a proper starting point,
the Newton step gives super-linear behavior. Never-
theless, the same authors later [KO03] showed that
their algorithm has three disadvantages with respect
to its convergence: The last iterations show a signif-
icant decrease in their convergence, the convergence
becomes worse as the number of paraboloids increases
and the error for the paraboloid with a fixed focal ra-
dius is much bigger than the error for the remaining
directions.

In [KOO03] the above mentioned “brute force”
method [CKO99] is compared with the Nelder-Mead
simplex method [PTVF92]. The main disadvantage of
the Nelder-Mead algorithm is that it does not guar-
antee convergence to a solution, but its convergence
depends on how “nicely” the initial reflector is built.
They conclude that using their original algorithm to
find a first approximation (with only one iteration)
and then using it as input to the Nelder-Mead method,
reduces all the convergence shortcomings of the for-
mer method, providing faster and better convergence
behavior. The fact that the error distribution is now
much more uniform than in [KO98] is particularly
noteworthy.

4.1.2. Surfaces defined as splines

Defining surfaces as splines provides several advan-
tages, like a good tradeoff between global control and
good flexibility in the range of achievable shapes, but
of course, there are also some drawbacks if the designer
is interested in non-smooth surfaces, as points/lines of
C° continuity are hard to generate in an automated
way.

In [EN91]|, Engl and Neubauer face both sorts of
problems (far-field and near-field) without the need to
map areas on the reflector to points on the near-field
plane as the previous article did, although they also
use perfect reflectors without any visibility or inter-
reflection computations. They also assumed that the
starting reflector would satisfy the constraint that no
points/directions in the target region would be met
by more than one light ray, a condition that is very
difficult to satisfy for a real industry problem. In this
context and for the near-field case, they derive the as-
sociated Monge-Ampére equation. The paper reports
a first unsuccessful numerical attempt by using New-
ton’s method with line search for the non-linear partial
differential equation, which leads to a sequence of lin-
ear elliptic boundary value problems. Unfortunately,
this approach does not work well because, as soon as
the non-linear problem is unsolvable in the finite ele-
ment space used, Newton’s method becomes useless.
Thus, they resort to an optimization approach: they
represent the reflector as cubic tensor product splines
with a given boundary curve, which is appropriate
for the manufacturing process (compare this with the
ellipsoid-based representation in [KO98]). They per-
formed a conjugate gradient minimization (Powell’s
method) of the L?-error in the non-linear equation,
taking constraints into account. Side conditions in-
clude that the boundary of the reflector can be fixed
or variable within prescribed bounds, box constraints
on the B-spline coefficients were imposed and a non-
unattainable points condition on the reflector was im-
posed. Finally, the problem of finding an initial reflec-
tor to start their algorithm was left to further research,
since it is very difficult to find a good starting reflec-
tor.

Later, Neubauer presented [Neu94| [Neu97| a solu-
tion for the far-field problem without the assumption
that parallel outgoing rays will not occur for the start-
ing reflector. Again, a bicubic B-spline representation
is used and the spline coefficients are determined to
be the best in the least squares sense. The sphere of
outgoing directions is divided into 3200 subdomains
and the solution is formulated as the minimization of
the MS error between the obtained irradiances on the
far-field sphere and the user-prescribed irradiances.
The light propagation step is computed by Gaussian



quadrature based on 4 x4 nodes in the reflector param-
eterization domain. For each node the incoming and
outgoing directions are computed, and each outgoing
ray is assigned the corresponding value divided by 16.
Since the distribution of light is required to be differ-
entiable (to be able to analytically compute the deriva-
tives), each outgoing ray has its energy “distributed”
on the next four neighboring subdomains. Weights are
added to the least squares formulation to influence
accuracy in different subregions. The side conditions
used are that the boundary curve of the reflector can
either be fixed or free, box constraints on the B-spline
coefficients and the inner product between the incom-
ing ray direction and the surface normal are not al-
lowed to change sign on the whole reflector surface.
The minimization is solved iteratively by a projected
conjugate gradient method developed by Powell, and
the line search is performed via quadratic interpola-
tion. Stability questions are briefly commented. As an
example, a reflector generating uniform distribution
on an infinitely distant plane is used with 169 spline
coefficients (507 variables) and the deviation from the
desired light distribution is reduced by a factor of 3
(take into account that this problem has many local
minima).

In [KN96| [Neu97| the near-field problem is faced,
which has a similar derivation of the integro-
differential equation as the previous work [EN9I].
Again, as in their earlier work[Neu94] for the far-field
problem, a bicubic B-spline representation is used for
the reflector surface, and the light propagation step is
computed by tracing rays from the source to vertices
on the surface, which were obtained from a regular
grid in the spline parametric space. To achieve differ-
entiability of the algorithm with respect to the spline
coefficients, the light values are distributed onto the
neighboring subregions defined in the near-field object
in a differentiable way. The minimization procedure
seeks to optimize a weighted least squares error with
an extra added term that accounts for the light falling
outside the near-field region. The optimization algo-
rithm chosen is the same as in [Neu94].

In [HBKM95a| [Hal96] Halstead presents a different
problem: The reconstruction of a three-dimensional
surface model from an image of this surface illumi-
nated with a structured pattern of light. The sur-
face is ideally specular. The authors apply their al-
gorithm to the measurements of the human cornea,
which are made by a device called a videokeratograph
(Figure 10a). The input to the algorithm is the set of
feature positions (important features located on the
image plane) extracted from a single image (Figure
10b). These positions are in the coordinate system of
the image plane, and each feature must already be
linked to an identifiable feature in the source pattern.
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The algorithm is expected to output the reconstructed
cornea in the form of a continuous function describing
the surface’s position. For this function a biquintic B-
spline is used, and its coefficients have to be found by
the algorithm. The algorithm uses constrained opti-
mization (Levengerg-Marquardt method) to solve the
non-linear least squares problem and the objective is
a function of the surface variables which measure the
error between the surface and the original cornea. Its
formulation greatly affects the efficiency of the solu-
tion process. The authors discovered that using the
comparison of the real image to the image generated
synthetically as the error measure is not a good option
since useful error information is gained only around
the boundaries between the structured regions. How-
ever, since each feature is associated with a corre-
sponding point or set of points in the source pattern, a
good error definition could be the square of the short-
est distance between the intersection point of a ray
from the image (reflected at the cornea surface) with
the source pattern and the set of corresponding source
points (Figure 11), the objective function is the sum
of errors of all the image features.

Later, in [HBKM95b] [HBKM96] [Hal96], the error
was computed differently: To evaluate the error of a
single feature they again trace a ray from the feature
(in the real image) through the nodal point (the cam-
era acts as pinhole camera) to the surface. Then, they
compute at which point they would like the reflected
ray to intersect the source pattern. Finally, they keep
the closest point in the set of corresponding features,
and compute the normal that would reflect the in-
coming ray to the desired source point. The error is
measured in terms of the difference between this nor-
mal and the current surface normal. The sum of the
error terms of all features gives the objective function.
This last definition reduced the error evaluation cost
from hours to minutes. Each time the variation of the
mean angle between normals changes a little in suc-
cessive iterations, the surface is refined doubling the
number of patches to optimize. Note that the above
backward ray-tracing computations are done without
any visibility or inter-reflection computations, but the
extra evaluations are not needed due to the particu-
lar geometric setting used. Thus, the main difference
from the previously mentioned approaches depends on
the backwards ray tracing algorithm used, mainly due
to the geometric nature of the stated problem. An-
other difference concerns error definition, based on a
feature-match difference measurement.

In [LSS98], Loos, Slusallek and Seidel deal with a
similar problem: designing Progressive Lenses for de-
fects of the human visual system (a refraction prob-
lem). They use the results of wavefront tracing for
re-focusing the eye while rendering and for deriving
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Figure 10: a) Videokeratograph system and b) Cap-
tured image [HBKMY96, Hal96]. Reprinted with the
permission of Brian A. Barsky, UC Berkeley.

an accurate error functional that describes the desired
properties and optical error across the lens. The algo-
rithm performs a minimization of this error, yielding
an optimal free-form refractive lens surface. The ren-
dering algorithm finds, at first, the point in the envi-
ronment the eye should focus on by tracing a single ray
from the center of the pupil to the center of the pixel.
Then, wavefront tracing is performed and the accom-
modation required to get a sharp image is computed.
Finally, distribution ray tracing is used to compute
the final pixel color. The error functional for describ-
ing the optimal progressive lens is based on wavefront
tracing and the effective astigmatism, a generalization
of traditional error measures used in optics. The lens
is represented only as the front surface, with a fixed
toroidal or spherical back surface. This back surface is
discretized in about 100 x 100 sample points. The op-
timization is performed by a variant of the well-known
Newton-iteration method, showing that no more than
two iterations were needed. The main difference with
the other works reviewed in this section concerns the
new error definition, which is an extremely specific,
optics-based error measure.

4.2. Global Illumination

The papers studied in this section share the impor-
tant feature of facing the Surface Design Problem in
the context of global illumination treatment of light
propagation. They can be classified according to the
representation chosen for the surface: splines or simple
polygons.

11

| mage edge

Ray i

/'\

Figure 11: By ray-tracing,
in [HBKM96, Hal96] the authors determine the
error in surface shape for a given image sample point.
Reprinted with the permission of Brian A. Barsky,
UC Berkeley.

using backward

4.2.1. Surfaces defined as splines

As mentioned above, splines show several good charac-
teristics for global optimization, and the works studied
in this section share the common approach of simulat-
ing global light propagation in a two-dimensional set-
ting, thus only requiring 2D splines to represent the
surfaces to optimize.

Doyle, Corcoran and Connell present [DCC99b]
[DCC99a] [DCCO1] an evolution strategy (a varia-
tion on the Genetic Algorithm) for 2D luminary de-
sign with point[DCC99b| and extended[DCC99a] light
sources, later completed with a careful analysis of the
objective function[DCCO01]| (called Merit Function in
the papers). As such, they defined a three term ob-
jective function consisting of a term that represents
the absolute element-wise difference between the tar-
get and resultant distributions in an objective region,
and a term representing a penalty for the rays that
lie outside the desired region, plus a third term that
represents a measure of the difference between the re-
flected and the desired light power. The 2D surface
definition is a cubic Bézier curve whose four control
points are the genes of the chromosomes for the op-
timization evolution algorithm. Light propagation is
performed by a recursive ray tracer with the num-
ber of bounces used as a stopping criterion (rays with
more bounces than allowed are “lost”). Extended light
sources were defined as a set of Lambertian-like (cosine
distribution) point sources located at regular intervals
on the perimeter of an arbitrarily sized circle. Each
point source has its main axis in the circle radial di-
rection. In this case, a penalty for the total light power
re-intercepted by the extended source was added to
the objective function. It is important to note that the
main difference from all the other works mentioned is
the usage of both a global 2D illumination algorithm
and a global optimization technique like genetic pro-
gramming for finding the surface-defining coefficients.



4.2.2. Polygonal Surfaces

In the work by Patow et al.[PPV04], the problem of
the far-field case taking into account multiple bounces
of light inside a reflector with occlusion and a generic
BRDF was studied. They use a Monte-Carlo based
light propagation algorithm that traces rays from the
light source (punctual in their studies, but the pre-
sented algorithm easily accommodates extended light
sources as well) and follows them until they get out of
the optical system. The optimization algorithm used
is a global “brute force method”, that conducts tests of
the performance of each member of a family of polyg-
onal reflectors obtained by iteratively combining the
addition of an increment to each of the vertices. For
this to be useful, the size of this generated family of re-
flectors has to be kept manageable. Obviously, the de-
sired accuracy given by these increments added to the
vertices (trying to ensure that the family contains at
least one reflector close to the desired target), and the
size of such a family are closely related. The vertices
are sorted according to the contribution they make
to the overall illumination error, and more effort (i.e.
more samples) is put into the vertices with worst error.
The results show good convergence of the algorithm,
but the reported times are slow.

5. Discussion

Here we will summarize the conclusions of the sur-
veyed work, to underline common problems, charac-
terize solution approaches and present the open issues.

As seen, Inverse Surface Design papers can be
grouped into two sets: analytical and numerical works.
In Table 7 we see that the analytical works re-
viewed can in turn be grouped into methods that
deal with the rotationally symmetric approximation
([WN75], |[BW78] and [Oli89]) and those that don’t
([Wan96], [KO97] and [KOvT98]). The former works
present the equation formulation for the problem of
reflector design in the rotationally symmetric simpli-
fication, and show existence and uniqueness of the
solution. The latter present a more general equa-
tion formulation, showing existence, uniqueness and
smoothness of the solution. In particular, [KO97] and
[KOvT98| present a constructive demonstration in
terms of weak convergence to the solution. It is also
possible to group of the studied works according to the
type of assumption they make, far-field or near-field,
which is often found in the literature.

Papers on numerical methods, summarized in Table
6, can be characterized by:

o Shape definition: [KO98], [CKO99] and [KOO03] use
the boundary of the intersection of a series of simple
primitives (ellipsoids or paraboloids) to define the
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surface. [EN91], [Neu94, Neu97|, [KN96, Neu97],
[HBKM95a, Hal96], [HBKM95b, HBKM96, Halo6]
and [LSS98] use tensor product of splines (bicubic or
biquintic). A simple polygon-based shape definition
was used in [PPV04].

Light  Propagation method: We see that
almost all the reviewed papers, with
the exceptions of [HBKM95a, Hal96]
and [HBKM95b, HBKM96, Hal96],  basically

use light ray tracing [Arv86] to compute the light
propagation at each iteration of their optimization
method. The mentioned exceptions use traditional
ray tracing [Whi80], basically because they are
computing the shape of the human cornea and
working with a convex surface shape, and all the
reflected rays reach the wideokeratograph. To the
best of our knowledge, almost all works which study
the far-field problem only use local illumination
schema to solve the light propagation step, with
the only exception being [PPV04].

Type of problem faced: It can be either a near-field
formulation of the problem or a far-field one. In the
former, the desired light distribution is defined on a
registration area with distances comparable to the
ones involved in the optical set, while in the later it
is defined at a region infinitely far away from it.

- mnear-field distribution: [EN91], [KO98], [KN96],
[Neu97], [HBKMO5a], [Hal96], [HBKMO95b],
[HBKM96], [Hal96], [LSS98], [DCC99b],
[DCCY99a] and [DCCO1].

— far-field distribution:[EN91], [CKO99], [KO03],
[Neu94], [Neu97] and [PPV04].

Surface material assumptions: We see that almost
all the reviewed works only use the perfect specular
BRDF; in addition [KO98], [CK0O99] and [KOO03|
and [EN91] assume that there are no two outgoing
rays with the same orientation. This basically im-
plies that every two different points on the reflector
surface will reflect light in two different directions.
The other papers surveyed do not use this highly
restrictive assumption. To the best of our knowl-
edge, the only paper that uses a generic BRDF is
[PPV04], sampled by a Monte Carlo scheme.

Optimization method: [KO98], [CK099] and [KOO03|
use and compare their own custom method
(named “Brute Force Method”) with traditional
methods like Newton or Nelder-Mead. [EN91],
[Neu94], [Neu97] and [KN96] [Neu97| use the Pro-
jected Conjugate Gradient method; [HBKM95a],
[Hal96] use the Levengerg-Marquardt method, and
[HBKM95b], [HBKM96]|, [Hal96] use Least Squares
as the chosen optimization method. [LSS98| uses a
modified Newton-iteration method. On the other
hand, Doyle et al. [DCC99b] [DCC99a] [DCCO01]
use a Genetic Algorithm for the optimization, and



[PPV04] uses a custom global “Brute Force” algo-
rithm. To the authors knowledge, choosing one op-
timization method or another is quite arbitrary, and
no method has proven to be the best for this sort of
optimization problem.

We have also seen that almost all works use a lo-
cal illumination approach, with the further restric-
tions of using pure specular surfaces and the highly
restrictive condition that no inter-reflections occur,
with the only exception in the works by Doyle et
al.[DCC99b] [DCCY99a| [DCCO1], which use global il-
lumination with a perfect specular BRDF model with
a threshold based stopping criteria, and [PPV04], in
which a more generic global illumination algorithm is
used.

o Inter-reflections: The fact that almost no article
inter-reflections are computed is especially impor-
tant when the reflector is highly specular and its
surface concave, as in most papers reviewed, since
a very important contribution to the final light dis-
tribution may be underestimated. This is not ap-
plicable to [HBKM95a] [Hal96] and [HBKM95b]
[HBKM96] [Hal96] due to the convexity of the sur-
face used to approximate the human cornea, and to
[LSS98] which computed the refractive surface of a
lens.

e BRDF: As mentioned, most of the commented
works deal only with pure specular surfaces. To un-
derstand what happens if other BRDFs are used,
we can consider that Equation 1 can be regarded
in a signal processing framework [RH01| under the
restrictions of no inter-reflections (as most of the
papers assume), isotropic BRDFs, known geome-
try (besides the reflector) and camera parameters.
Then, the reflected light field integral is regarded as
the convolution of two signals: the bidirectional re-
flectance function and the incident lighting; i.e. by
filtering the illumination using the BRDF. Then, in-
verse rendering can be simply viewed as a deconvo-
lution of the two signals. This framework [RH01] led
the authors to conclude that BRDF recovery is well-
conditioned (in a mathematical sense) when lighting
contains high frequencies (e.g. directional sources)
and is ill-conditioned for soft lighting. Counterwise,
inverse lighting is well-conditioned for BRDFs with
high-frequency components (specular peaks) and ill-
conditioned for diffuse surfaces. The same analysis
can be carried on for the inverse problem of Surface
Design, leading to the conclusion that convergence
of the algorithms would become worse as the BRDF
gets more diffuse: this is one of the main limitations
for solving a generic-BRDF problem. Experimental
results [PPV04] confirm this analysis.

o Local vs. Global Illumination: Another factor to take
into account is that almost none of the different

papers treat the full global illumination equation,
Equation 2, limiting themselves to using of a sim-
pler local-illumination version based on a simplifi-
cation of the equation being used by considering
only point light sources and without considering
inter-reflections. As most of the reviewed papers
omit the treatment of inter-reflections, the result-
ing algorithms provide solutions that are not read-
ily applicable in real-life situations. Multiple reflec-
tions would not only introduce more complexity in
the light propagation method evaluation (requir-
ing more computing time to get accurate results),
but would also severely increase the associated vari-
ance for non-specular surfaces, thus lowering con-
vergence, as can be seen in [PPV04]. Other studies
that take into account global illumination effects are
presented in [DCC99b] [DCC99a] [DCCO1], but, as
they use a perfect specular surface, the results do
not show any serious increase in the associated vari-
ance, and thus do not affect the way their algorithms
converge.

o Visibility: It is also important to mention the treat-
ment of the visibility in the different approaches
reviewed: when computing the radiance with the
above equations, the visibility problem consists of
detecting if there are any blockers between the
source and the surface being illuminated, and not
adding their contribution in that case. The same
is true for the paths from the surface to the eye
or the region where the final radiance computa-
tions are needed. In general, this would be solved
by adding visibility calculations to most approaches,
simply by not accounting for occluded light. This
would affect the error measure and steer the opti-
mization, adding a strong non-linearity which would
cause serious convergence problems for local opti-
mization based algorithms. In those cases, a stim-
ulated annealing approach ([PTVF92]), a genetic
algorithm ([DCC01] [DCC99b] [DCC99a]) or even
a brute force approach would be needed [PPV04].
This can be seen in the work by Doyle, Corcoran
and Connell [DCC99a], where the occlusion intro-
duced by the extended light source is introduced.
This resulted in a restriction of the search space of
possible reflectors, which forced the authors to in-
troduce several changes to the reflector shape and
size in order to compensate for this.

From our survey we can derive that several inverse
problems remain open:

o Letting an algorithm automatically choose between
some possibilities the more suited material for a sur-
face to get a given illumination.

e Another open problem can be found in determin-
ing the shape of surfaces by using the full rendering
equation, since all treatments up to now deal with



highly simplified versions of the problem. Addition-
ally, more general BRDFs should be considered.

e One promising line of research is the one introduced
by Costa et al. [CSF98|, in which they show that
the potential equation can be used to simplify the
problem from considering the whole environment to
only a small subset of it, thus reducing the num-
ber of possible degrees of freedom to be taken into
account. In spite of this, the general problem of ob-
taining inverse surface shapes from general shading
in an environment remains untouched.

e Determining scene shapes other than sources and
surfaces from direct illumination information could
be an interesting problem to solve, in spite of its
inherent high complexity. For example, it would be
interesting to find the shape needed in a room to
get a desired illumination effect, both by its direct
contribution as a light-blocking element, and by the
distortions introduced by its presence in the light
propagation through the environment.

e (Calculating shapes in the presence of participating
media has never been considered, despite their im-
portance for design in any given adverse conditions.
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Appendix A: Appendix

In this appendix we analyze the mathematical aspects
of each surveyed paper’s solution method. Table 8 ex-
plains the constraints imposed on the solution method
(for optimization approaches) for Inverse Geometry
problems. In this case the restrictions are incorporated
into the optimization algorithm. The third column
shows the starting point used by the different meth-
ods. Finally, the fourth column presents the objective
function to be optimized in the case of optimization
approaches.
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