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Figure 1: Our method computes analytic shading and soft shadows for physically based BRDFs from arbitrary area lights. The scene shown
here has two area lights (Quad at the top, lamp at the left). Our result is completely noise free and has lesser MAE (Mean Absolute Error)
and RMSE (Root Mean Squared Error) as compared to direct illumination ray tracing and the Ratio Estimator [HHM18]. The reference is
rendered for a large number of samples per pixel (∼ 400 spp).

Abstract
In this paper, we present the first method to analytically compute shading and soft shadows for physically based BRDFs from
arbitrary area lights. We observe that for a given shading point, shadowed radiance can be computed by analytically integrating
over the visible portion of the light source using Linearly Transformed Cosines (LTCs). We present a structured approach to
project, re-order and horizon-clip spherical polygons of arbitrary lights and occluders. The visible portion is then computed by
multiple repetitive set difference operations. Our method produces noise-free shading and soft-shadows and outperforms ray-
tracing within the same compute budget. We further optimize our algorithm for convex light and occluder meshes by projecting
the silhouette edges as viewed from the shading point to a spherical polygon, and performing one set difference operation
thereby achieving a speedup of more than 2×. We analyze the run-time performance of our method and show rendering results
on several scenes with multiple light sources and complex occluders. We demonstrate superior results compared to prior work
that uses analytic shading with stochastic shadow computation for area lights.

CCS Concepts
• Computing methodologies → Visibility; Ray tracing;

1. Introduction

Achieving photorealism in rendered images requires intricate geo-
metric objects, rich material models, and versatile lighting. Com-
puter graphics has come a long way in rendering detailed 3D scenes
with rich and complex material and lighting models. Accurate ren-
dering of lighting effects, including accurate soft shadows is possi-
ble using ray tracing but requires huge computational effort. This

has spurred further research in reducing computational complexity
by tracing those rays to light sources that contribute the most to the
rendered image. In this paper, we address the problem of analyti-
cally computing shading and soft shadows with emissive 3D shapes
as area lights.

Ray tracing area light sources involves shooting multiple light
rays for each shading point. It would be convenient if the light-
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ing effects at a scene point can be computed analytically from the
geometry of the light source. Analytic solutions for direct lighting
from specific area light sources have been proposed before. Re-
cently, Heitz et al. 2016[HDHN16] proposed a method to analyti-
cally compute shading from a polygonal light source and later ex-
tended it to spherical lights [DHB17]. These methods, however, do
not directly handle general emissive 3D meshes for lights. They
also do not consider occlusions and shadows. Other work such
as [HHM18] incorporates soft shadows computed from stochas-
tic Monte Carlo (MC) techniques with analytic solutions. To our
knowledge, no prior work exists that analytically computes soft
shadows from area lights for physically based materials.

We propose a structured approach to analytically compute shad-
ing and soft shadows from light sources with arbitrary geome-
try. We extend the method of Heitz et al. 2016[HDHN16] to light
sources of arbitrary 3D shapes. We compute a spherical polygon of
the visible part of the light source by performing a set difference op-
eration on spherical polygons of light sources and occluders. This
polygon can be directly integrated over to compute the occluded ir-
radiance using Linearly Transformed Cosines (LTCs) [HDHN16].
Since we always integrate over polygonal domains that are visible,
our method can compute soft shadows. Finding the visible spher-
ical polygon of an arbitrary light source is a non-trivial operation.
We consider individual triangles of lights and occluders to find vis-
ible regions. Since this is computationally expensive, we further
propose an optimization for the case of convex lights and occlud-
ers. The contributions of this paper are: (a) A structured approach
to analytically compute soft shadows from spherical projections of
lights and occluders with any 3D shape and (b) A method to ef-
ficiently obtain spherical polygons of arbitrary convex geometry,
resulting in a speedup of more than 2×.

2. Related Work

Polygonal Area Light Shading. An analytical formula for inte-
grating clamped-cosine distributions over spherical polygons was
given by Lambert[Lam60] and Baum et al.[BRW89]. This was later
extended by Arvo[Arv95] to Phong distributions [Pho75], which
provide control over the sharpness using an exponent. Heitz et al.
2016[HDHN16] proposed a method to analytically integrate spher-
ical polygons over GGX microfacet distributions [WMLT07] using
Linearly Transformed Cosines (LTCs). Their method transforms ar-
bitrary GGX distributions to the clamped cosine distribution using
a pre-computed transformation matrix. They show that the same
matrix can be applied to the direction vectors of spherical polygons
to obtain a transformed spherical domain of integration. The ren-
dering equation can be analytically integrated over the transformed
domain to obtain shading. Concurrently, Lecocq et al.[LDSM16]
proposed an approximation for Phong-polygon integration with
O(n) complexity instead of O(e · n) as proposed by Arvo[Arv95]
(n being the number of polygon vertices and e the phong expo-
nent). A similar approach using 4D Möbius transformations for the
specific case of spherical area lights was proposed by Dupuy et al.
2017[DHB17]. In this work, we extend the method of Heitz et al.
2016[HDHN16] in two directions: (1) Analytically compute soft
shadows from general 3D lights and occluders, and (2) Efficient
computation for the case of convex meshes.

PRT with Polygonal Area lights. Recent research has enabled
real-time polygonal area lighting in Pre-computed Radiance Trans-
fer (PRT) [SKS02] frameworks. Specifically, the work of Wang
et al.[WR18] and Belcour et al.[BXH*18] propose methods based
on zonal harmonic decomposition to compute spherical harmon-
ics (SH) coefficients for polygonal area lights. As is the norm,
the Light Transport Function (LTF) is pre-computed and projected
to SH and is combined at run-time with the SH computed for
area lighting. These methods were extended to efficiently handle
many lights in real-time [WCZR20]. PRT methods produce real-
time shading and soft-shadows from area lights but require pre-
computation and storage. Further, the PRT framework is limited by
the representational power of SH and performs poorly on specu-
lar materials. Our method in contrast requires no pre-computation
and produces soft shadows on the fly and can handle glossy and
specular materials correctly.

On the fly soft shadows. Dupuy et al. 2017[DHB17] use a pre-
computed representation of visibility (bent cones) to incorporate
soft shadows with an analytic solution for the specific case of spher-
ical lights. Such pre-computation based methods however do not
produce soft-shadows on the fly. Mora et al.[MAAG12] propose
to use the Plücker space to analytically represent visible and non-
visible portions of an area light source, which is then used to analyt-
ically compute soft shadows. Note that their method works only for
diffuse materials, and its extension for general materials or LTCs is
non-trivial. Heitz et al. 2018[HHM18] proposed to combine ana-
lytic solutions with stochastic methods using a ratio estimator for
shadow computation. Their ratio estimator uses Monte Carlo (MC)
estimation and combines it with the analytical solution of Heitz et
al. 2016[HDHN16]. The stochastic ratio estimator represents shad-
owed regions, which are independently denoised to preserve texture
and high frequency details. They focus on real-time applications
and hence only a few samples can be used. In contrast, we compute
shadows analytically, not stochastically and produce higher quality
shadows in equal compute budgets.

The concurrent work of Zhou et al. [ZWRY21] presents a similar
approach of using polygon operations for visibility computation.
They demonstrate that such exact visibility computations along
with LTC can not only be used to obtain analytic and noise free soft-
shadows but also noise-free gradients for differentiable rendering.
We note that their approach works on individual triangles (similar
to our per-triangle approach, Sect. 4.4). In this work, in addition to
the per-triangle approach, we also present an efficient algorithm for
convex meshes and demonstrate a 2× speedup in rendering.

3. Fast Analytic Soft Shadows

We first give a brief overview of the method of Heitz et al.
2016[HDHN16] to analytically compute shading from polygonal
light sources. Note that their method does not take occlusions
into account. Given a 3D point x to be shaded, the spatially con-
stant radiance L emitted by a diffuse area light source and the Bi-
directional Reflectance Distribution Function (BRDF) ρ, the radi-
ance I at x towards the viewing direction ωv is defined as an integral
over the spherical polygon P of the light source as [Kaj86]:

I = L
∫

P
ρ(ωv,ωl ,x)cosθldωl , (1)
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Analytic shading and soft shadows (a) Spherical Polygons with
silhouette edges (b) Clip to Horizon (c) Difference Polygon (d) Apply LTC
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Figure 2: High-level steps of our algorithm to compute shading and soft shadows from area lights. Unit spheres at an unoccluded shading
point (yellow) and at a shading point in the penumbra (purple) are visualized with the corresponding spherical polygons of the light source
(icosphere, marked as blue polygon) and occluder (cube, marked as red polygon). (a) Obtain spherical polygons from silhouette edges,
(b) Clip the spherical polygons to the horizon, (c) Compute difference of the light source and the occluder polygon, (d) Apply Linearly
Transformed Cosines (LTC) [HDHN16], clip the result to the horizon and compute shading with analytic formula [BRW89].

where cosθl = ωl ·n, n being the surface normal and ωl being out-
going direction. Heitz et al. 2016[HDHN16] showed that given a
linear transformation matrix M that transforms the direction vec-
tors of the clamped cosine distribution to the direction vectors of
the a microfacet GGX BRDF ρ, the integral in Eq. 1 can be written
as:

I = L
∫

Po

1
π

cosθodωo = L E(Po), (2)

where Po = M−1P is the transformed spherical polygon, cosθo =

ωo ·n and ωo =
M−1

ωl
||M−1ωl || are the transformed direction vectors. The

irradiance integral E can be analytically computed using the closed
form expression given by Baum et al.[BRW89]. The matrix M is
precomputed and stored for a fixed number of samples of ωv and
α (roughness of the BRDF ρ). Heitz et al. 2016[HDHN16] then
use Eq. 2 with the precomputed matrix M to analytically compute
shading from diffuse polygonal light sources with no occlusion.

We consider generalizing the light source to an arbitrary 3D
shape given by a polygonal mesh. We observe that the radiance
I at a point x due to such a mesh can be computed by replacing P in
Eq. 1 with the spherical polygon P′ which is the projection of the
light source object on the unit sphere centered at x. The problem
thus reduces to finding the projected area represented as a spherical
polygon P′ for a given arbitrary light source. Our second obser-
vation concerns the impact on I of an arbitrary 3D mesh occluder
O, which also has a corresponding projected spherical polygon O′.
The light source is occluded in regions where O′ overlaps with the
light’s projection P′. Thus, P̂ = P′−O′ defines the projected area
of the visible portion of the light source. Transforming P̂ with M
and applying Eq. 2 yields the correct radiance at the shading point
x due to the light source.

Directly obtaining the projected area for a non-convex polygo-
nal mesh is non-trivial. We can instead treat individual triangles of

the mesh as its own separate object and project them to the unit
sphere. This can be done for both light sources and occluders one
polygon at a time to obtain P̂. This produces correct results but is in-
efficient if larger objects are used (per-triangle method, Sect. 4.4).
Estimating the projection of a shape onto the sphere can be effi-
ciently done for convex shapes, achieving more than 2× speedup
from the per-triangle method. Therefore, for most of this paper, we
assume both light sources and occluders to be convex 3D meshes.
As mentioned earlier, simple non-convex meshes can still be repre-
sented by a combination of independent convex parts, for example
the chair in Fig. 1 is made up of four rectangular cuboids. We dis-
cuss the per-triangle method in Sect. 4.4.

3.1. Overview

We now present an overview of our method for convex area light
and convex occluder meshes. Note that the steps outlined below
can also be used on non-convex meshes by iterating over individual
triangles of the mesh (Sect. 4.4). Fig. 2 and Alg. 1 show high-level
steps of our algorithm. The key observation is that for a convex 3D
light source, the spherical polygon P in Eq. 1 can be obtained using
its silhouette edges as viewed from x. The silhouette edges can be
efficiently computed using front and back facing polygon detection
[IFH*03]. They are then projected to the unit sphere to obtain a
spherical polygon of the silhouette (Fig. 2(a) blue polygon, Alg. 1
line 4). We then clip the spherical polygon to the horizon (Fig. 2(b),
Alg. 1 line 5). Further, to obtain a polygon P that represents only the
visible region of the light source, we first compute silhouette edges
and corresponding spherical polygons for all potential occluders,
clip them to the horizon (Fig. 2(a) red polygon). The clipped light
and occluder polygons are then projected to a plane (Alg 1 line 6,
lines 8-11). The set difference between the light occluder polygon
represents the visible region of the light source from the point x
(Fig. 2(c), Alg 1 line 12). We perform this set difference for each
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ALGORITHM 1: Overview of our algorithm.
Input: L, B, x, n, ρ: List of light sources L, list of occluders B,

shading point x, normal vector n, BRDF ρ

Output: I: Outgoing radiance (Eq. 1)
1 I← Rgb(0.0) // Init. with black col.
2 p← vec3(0,0,1) // LookAt for plane proj.
/* Consider each light source separately */

3 for l in L do
4 l′ = SphPolySilhouette(l, x, n) // Light sph. poly
5 lclip

′ = ClipToHorizon(l′)
6 lxy

′ = project(lclip
′, p) // Project to plane

7 Bbw = GetBetween(x, l, B) // Occluders b/w x & l
/* Set diff. b/w light and occluders */

8 for b in Bbw do
9 b′ = SphPolySilhouette(b, x, n)

10 bclip
′ = ClipToHorizon(b′)

11 bxy
′ = project(bclip

′, p)
12 lxy

′ = SetDifference(lxy
′, bxy

′)

/* Apply LTC and integrate */
13 l′ = reproject(lxy

′, p) // Project back to sphere
14 lltc = ApplyLTC(l′, ρ)
15 lltc = ClipToHorizon(lltc)
16 I = I + AnalyticIntegrate(lltc, ρ)

occluder polygon. Finally, we reproject the resultant polygon to the
unit sphere, apply LTC and clip the result to the horizon, to obtain
Po for analytic evaluation of Eq. 2 (Fig. 2(d), Alg. 1 lines 13-16).
These steps are repeated for each light source in the scene (Alg. 1
line 3).

We elaborate on the following functions in the next sections:
project and reproject to project spherical polygons to a plane and
repreoject planar polygons to the unit sphere (Sect. 3.2), Sph-
PolySilhouette to obtain ordered spherical polygons (Sect. 3.3),
ClipToHorizon to clip spherical polygons to the horizon (Sect. 3.4),
GetBetween to prune objects that do not occlude the light source
(Sect. 3.5), SetDifference to obtain a polygon representing the visi-
ble area of the light (Sect. 3.6).

3.2. Projecting spherical polygons to a plane

Ordering edges and performing set operations on spherical poly-
gons have, to our knowledge, not been explored in the literature
and are non-trivial. Our purpose, however, is served by perform-
ing the ordering and set operations on a plane to which we project
spherical polygons. The modified polygon is then reprojected back
to the unit sphere. In the project function, the projection is done
using an appropriate look-at camera matrixM. The look-at vector
needs to be carefully chosen to avoid transformed vertices having
negative z-coordinates. We then apply perspective division to ob-
tain a correct planar projection and discard the z-coordinate. We
visualize this process in Fig. 3(a), for an arbitrary look-at vector
p. To reproject polygon vertices to the unit sphere, we first apply
the inverse camera matrixM−1, and then normalize the vectors of
each polygon vertex.

Projecting a sphere on to a plane has been previously explored,
in the context of map projections or sphere mapping. The closest

mapping operation to ours is the Gnomonic projection [Sny87].
However, for simplicity and ease of implementation, we opt for
the look-at transform with perspective camera projection.

ALGORITHM 2: SphPolySilhouette.
Input: G, x: Convex geometry G, shading point x
Output: Gsil : Ordered silhouette edges

1 G′ = ComputeSilhouette(G, x)
2 G′ = G′− x // Shift edges to x as origin
3 G′ = LocalShadingFrame(G′, x) // Normal vec aligned

with z-axis
4 G′ = ToUnitSphere(G′) // Spherical Poly
5 c = centroid(G′)
6 Gxy = project(G′, c)
/* Order edges clockwise or anti-clockwise */

7 Gord ← []
8 Gord .append(Gxy[0])
9 for e in Gord do

10 E = [{Len(e.v2− e′.v1),Len(e.v2− e′.v2)} ∀e′ ∈ Gxy−Gord ]
11 next = min(E)
12 nextEdge = argmin(E)
13 if next[0] < next[1] then
14 Gord .append(nextEdge)

15 else if next[0] > next[1] then
16 Gord .append(nextEdge.reverse)

17 Gsil = reproject(Gord , c)

3.3. Spherical Polygons of Convex Shapes

We now describe SphPolySilhouette function from Alg. 1 which
performs two tasks: (1) Compute the spherical polygon of the sil-
houette in the local shading frame and (2) order the spherical poly-
gon (clockwise or anti-clockwise). The second task is important for
the correct functioning of the ClipToHorizon algorithm, SetDiffer-
ence operation and analytic LTC integration.

Lines 1-4 of Alg. 2 compute and project the silhouette edges to
the unit sphere to get a spherical polygon. They also shift the ori-
gin to the shading point x and transform them to the local shading
frame. In lines 4-6, we use the centroid of the geometry G as the
look-at vector for the project function. This projection results in
X-Y co-ordinates for all edges, which we order by finding consec-
utive edges and adding them to a list (lines 7-16). For each edge
e, we find another edge which has either of its two vertices clos-
est to the second vertex of e (line 10). Note that since edges may
not have vertices in the same direction, we reverse edges based on
which vertex follows the second vertex of e (lines 13-16). Finally,
we re-project the ordered edges to the unit sphere (line 17).

3.4. Clipping to Horizon

Heitz et al. 2016[HDHN16] assumed a four sided spherical poly-
gon, which on clipping results in either three or five edges. We need
a more general clipping algorithm since silhouette edge projections
could result in an N sided spherical polygon. We present a gen-
eral algorithm to clip arbitrary spherical polygons to the horizon
ClipToHorizon in Alg. 3. This algorithm takes as input a spherical
polygon with ordered edges and outputs a horizon clipped spherical
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ALGORITHM 3: Clip to Horizon.
Input: S: Spherical polygon S
Output: Sclip: Spherical polygon clipped to horizon

1 Sclip← []
2 n← vec3(0,0,1) // Normal vec (local shad. fra.)
/* Iterate over edges of sph. poly */

3 for e in S do
4 d p1 = Dot(e.v1, n)
5 d p2 = Dot(e.v2, n)
6 if d p1 > 0.0 and d p2 > 0.0 then
7 Sclip.append(e)

8 else if d p1 <= 0.0 and d p2 <= 0.0 then
9 continue

10 else
11 newEdge← Edge()

/* Intersect. of edge & horizon arc */
12 i = IntersectHorizon(e)
13 if d p1 < 0.0 then
14 newEdge.v1 = i
15 newEdge.v2 = e.v2

16 else
17 newEdge.v1 = e.v1
18 newEdge.v2 = i

19 Sclip.append(newEdge)

20 Sclip = CloseVertices(Sclip) // Add edges on horizon

polygon while preserving the edge order. For each edge that crosses
the horizon, we check whether it’s vertices are above or below the
horizon. If the edge is completely above the horizon (line 6), we
add it to the final list (line 7) and if it is completely below (line
8), we ignore it (line 9). For an edge intersecting with the horizon
(line 10), we find the intersection point using standard algorithms
for intersection of spherical arcs (line 12). Note that we find inter-
section between the edge arc (defined by its two vertices) and the
full horizon arc. We then replace one vertex of this edge with the
intersection point. Which vertex gets replaced depends on which
one of the two vertices are below the horizon (lines 13-18). In the
final step on line 20, we close vertex pairs that are consecutively
on the horizon, which in effect adds missing edges on the horizon.
The algorithm preserves the order of edges and results in a spheri-
cal polygon clipped to the horizon.

3.5. Pruning Non-Occluding Objects

In this section, we describe the GetBetween function of Alg 1 to
prune out objects that cannot occlude the radiance from the light
source. This avoids extra processing for objects that have no contri-
bution to the occluded radiance. As shown in Fig. 3(b), we discard
objects that are outside the frustum defined by the shading point
and the light source. Note that in our implementation, we use frus-
tum culling with spherical bounding boxes and a tetrahedral conic
frustum, but any other suitable method could be used for this step.

p

Projection plane

Spherical polygon

Projected polygon
n

x

Occluders

Light source

(a) (b)

x

Figure 3: (a) Projection of a spherical polygon (dotted) to a cam-
era plane defined by the look-at vector p. The camera origin is at
the shading point x. (b) Pruning objects that do not occlude the
light source (green box) using a tetrahedral frustum defined by the
shading point x and a plane at the light source (yellow).

3.6. Set operations on spherical polygons

We apply SetDifference operation after projecting spherical poly-
gons to a plane, using the projection function defined in Sect. 3.2.
Note that we use the z-axis as the look-at vector for this projec-
tion. The reason for this is that all spherical polygons are clipped
to the horizon before projection, and using z-axis as the look-at
vector ensures that no vertex has a negative z-coordinate after the
look-at camera transform. Choosing any other look-at vector could
potentially result in negative z-coordinates for either the light or oc-
cluder polygon. Negative z-coordinates result in wrong projections
which distort the polygon shape, thus affecting the set operations.
After projection, we take the set difference between the light poly-
gon and each occluder polygon, progressiely modifying the same
light polygon. The result of these operations is a polygon, which
represents the region of the light source which is visible.

4. Results, Evaluation and Comparisons

The entire approach presented in this paper is implemented as an in-
tegrator plugin in PBRT-v3 [PJH16]. We use the publicly available
pre-computed LTC matrices M from [HDHN16]. Our implementa-
tion requires that light sources and occluders are marked appropri-
ately, which is done with a flag in the scene description file. This is
necessary since it avoids wasteful computations, for example, the
walls in a room scene are not occluders for light sources within the
room. We use standard frustum culling to get occluders that lie be-
tween the shading point and the light source (Alg. 1 line 5). The
frustum is a five sided tetrahedral cone, with the apex being the
shading point and the bottom face at the light source (Fig. 3 (b)).
To compute the set difference operation on polygons, we use the
Greiner-Hormann polygon clipping algorithm [GH98]. The main
advantage of this algorithm over other algorithms such as [Vat92]
is the ease of implementation, fast run-time and out-of-the-box sup-
port for set operations. Note that although we use Greiner-Hormann
in our implementation, our method is independent of the choice of
the polygon clipping algorithm. We plan to release the full source
code and scenes used in this paper.

To study the run-time of our method, we first analyze its be-
haviour with varying number of light and occluder vertices. We
then provide a comparison of our results with direct illumination
ray tracing and the control variate ratio estimator of Heitz et al.
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Figure 4: Test scenes with varying number and geometric complex-
ity of light sources and occluders. Each image is rendered at a res-
olution of 1000×1000 using our method. Run-times are reported
at the top right. We use three kinds of light sources: Plane (four
vertices), Cylinder and Truncated cone (20 vertices each). We sim-
ilarly use three kinds of occluders:Cube (eight vertices), Icosphere
(16 vertices) and Ellipsoid (154 vertices)

2018[HHM18] on four realistic scenes having varying complexity.
In addition, we compare our method to a naïve extension of Heitz et
al. 2016[HDHN16] for general 3D meshes to highlight the need for
silhouette edge computation. Lastly, we compare to a variation of
our method that can handle non-convex 3D meshes. All scenes are
rendered on a workstation with a AMD Ryzen 5 CPU having eight
cores. PBRT correspondingly utilizes all eight cores for rendering.

4.1. Run-time Analysis

We first demonstrate results and analyze our method’s run-time on
simple test scenes, as shown in Fig. 4. We vary the number and geo-
metric complexity of light sources along the columns, starting from
one to three (first to third column). We use three 3D meshes with
varying complexity for light sources: Plane (four vertices), Cylin-
der and Truncated cone (20 vertices each). We follow the same
variation for occluders along the rows, starting from zero to three
(first to fourth row). We use three occluders: Cube (eight vertices),
Icosphere (16 vertices) and Ellipsoid (154 vertices). Thus, the bot-

(a) Run-time  v/s No. of light vertices

(b) Run-time  v/s No. of occluder vertices

Figure 5: Plot of #vertices vs. runtime for light sources (a) and
occluders (b), for scenes like in Fig. 4. Our method is roughly linear
in the #vertices of light sources and occluders.

tom right scene of Fig. 4 has the maximal complexity (three light
sources and three occluders). We render 1000×1000 images for
each variation. Note that the shadows become softer on addition
of new light sources, and in the penumbra region on the ground
and on occluders. Our method is able to produce plausible, realistic
and accurate soft-shadows in presence of multiple area lights and
occluders.

We further plot the run-times for each of the test scenes against
the total number of vertices of the light sources and occluders. Fig.
5(a) shows the plot of number of light source vertices against the
run-time and 5(b) shows the plot of number of occluder vertices
against the run-time. To obtain more data points for the plot, we
duplicate each light source and occluder and place them at a new
location in the scene. Both plots show that our method is linear in
the number of light source and occluder vertices.

4.2. Comparisons

We now show results of our method and compare with direct il-
lumination ray tracing (RT) and the control variate ratio estimator
(Ratio est.) of Heitz et al. 2018[HHM18]. We implement the Heitz
et al. 2018 method as an integrator plugin in PBRT. Specifically, we
use three integrators which separately compute SN , UN and U . We
then denoise SN and UN separately with a bilateral filter, and com-
bine all three terms. The run-time is a summation of the time taken
to render SN plus the time taken to render U and denoising. Note
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Figure 6: Roughly equal time comparison of our method with direct illumination Ray Tracing (RT) and the ratio estimator (Ratio est.) of
Heitz et al. 2018[HHM18]. Run-times and quantitative values of MAE (Mean Absolute Error) and RMSE (Root Mean Squared Error) are
shown in insets. Each scene is rendered at a resolution of 1920×1080. Our method outperforms RT and and Ratio est. in terms of both
quality and quantitative metrics.
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Figure 7: Run-time comparison of our method with a naïve exten-
sion of Heitz et al. 2016[HDHN16], for a simple scene having only
one icosahedral light source, a specular ground plane and no oc-
cluders. We progressively sub-divide the light source geometry to
plot run-time.

that we ignore the time taken to render UN , since it could poten-
tially use the same rays that are used for SN . We request the reader
to refer to their paper for the explanation of these terms.

We use four realistic scenes for this comparison: Dining Room,
Living Room, Outdoor Bench and Table. We render each scene at a
resolution of 1920×1080. Note that we set the number of samples
for RT and Ratio est. such that their rendering time is roughly equal
to ours. The results and comparisons are shown in Fig. 6. The Table
scene has a circular planar light source with a circular occluder just
in front, which our method is correctly able to handle. The quan-
titative metrics along with roughly equal run-times are shown in
the insets. Since our method analytically computes soft shadows,
our renderings have no noise or blurring artefacts caused due to
denoising. Our method thus also achieves lower MAE (Mean ab-
solute error) and RMSE (Root mean squared error) as compared
to RT and Ratio est. The attached video shows more renderings of
these scenes.

4.3. Naïve extension of Heitz et al. 2016

In this section we highlight the necessity of computing silhouette
edges for obtaining spherical polygons. The method proposed by
Heitz et al. 2016[HDHN16] can be naïvely extended to arbitrary
emissive meshes, by iterating over individual faces of the geometry.
Each face can be treated as an independent polygonal light source
for which shading can be obtained with their method. Note that
in this case, a per triangle check to determine whether its normal
vector points towards the shading point is necessary. We also need
to sort each polygon’s edges either clock-wise or anti-clockwise for
correctness of the LTC integration.

This strategy is however inefficient with a run-time linear in the
number of faces of the light source. In comparison, the run-time
of our method which obtains one spherical polygon for the light
source using silhouette edges is linear in the number of silhouette
edges of the light source, which are expected to be small (around√

e, where e is the total number of edges [OZ06]). Note that our

Time: 12 s Time: 13.5 s

Time: 2.5 sTime: 2.2 s

Ours (Silhouette)

Ours (Per Polygon)

Direct illumination RT

Direct illumination RT

Figure 8: Comparison of the per-triangle method (Sect. 4.4) with
direct illumination GT (top) and our method (silhouette edges) with
direct illumination GT, run for equal time in both cases. Note that
the per-triangle method exhibits instability due to degeneracies
caused by vertices at the same location.

method incurs an additional fixed cost of silhouette edge computa-
tion for each shading point. We demonstrate this in Fig. 7, with a
simple scene having only one icosahedral light source, a specular
ground plane and no occluders. We repeatedly subdivide the icosa-
hedral light source to increase the number of vertices and plot the
run-time against it. Both methods are linear in the number of ver-
tices, however, the rate of increase of naïve method is more than
twice to ours.

4.4. Variation of our method for non-convex meshes

Fig. 9 shows the possible problems that occur when using silhou-
ette edges for non-convex meshes. The silhouette edges are esti-
mated wrongly, resulting in incorrect shading and shadows. To han-
dle simple non-convex meshes, we can decompose them into a set
of convex parts, as shown in Fig. 6 for the table in the Dining Room
scene and bench in the Outdoor Bench scene. For direct handling of
arbitrary non-convex meshes, we can modify our approach in Alg.
1, where the listLwill instead be a list containing all triangles of all
light sources and B will be a list containing all triangles of all oc-
cluders. Note that in this case, the function SphPolySilhouette will
only shift the origin and transform the triangle to the local shad-
ing frame and exit. We refer to this approach as the per-triangle
method.

We compare the per-triangle approach with ours and with equal
time direct illumination ray tracing. The result is shown in Fig. 8,
for a scene having a chair like object and a four sided polygonal
light. Note that for the bottom left rendering of our method, the ob-
ject is decomposed into two convex shapes (the bottom portion and
the top portion). The per-triangle method takes much more time
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(a) Reference

(c) Obtained silhouette

(d) Ideal silhouette(b) Our output (silhouette edge)

Figure 9: (a) Reference image rendered with direct illumination
ray tracing. (b) Output of our method with silhouette edges. (c)
shows the silhouette edges at a shading point (marked in purple)
and (d) shows the ideal/expected silhouette. Due to the definition
of silhouette edges, we get extra edges (marked in green and yel-
low), which results in incorrect outputs of our algorithm and in-
correct LTC integration. Also note the missing shadow in the blue
insets. Non-convex meshes result in self-occlusions, which need to
be projected and handled separately, since direct silhouette edge
projection will result in wrong shading.

than our method, for which equal time direct illumination (shown
in the left column) is almost noise free. Furthermore, we would like
to note that the per-triangle approach in unstable, mainly due to de-
generacies arising from vertices at the same location (for example
two triangles sharing a common edge). This ultimately leads to a
failure case for the setDifference and other geometric operations.
Thus, there is a trade-off between using our per-triangle approach
with arbitrary meshes, at the cost of high run-time versus our ap-
proach for convex meshes at a lower run-time.

5. Discussion and Conclusions

We presented a method to analytically compute shading and soft
shadows from light sources with general 3D shapes. We futher
demonstrated several examples of efficiently rendering high-quality
scenes with realistic soft-shadows when light source and occluders
are convex meshes. One limitation of our method is its inability to
directly handle non-convex shapes, though a simple variation can
handle them at much reduced speeds. Another limitation is that our
approach has a memory footprint that is not predictable, especially
for the setDifference and the clipToHorizon functions, which poses
a challenge for efficient GPU implementation. Finally, since we use
LTCs which are itself an approximation to the true BRDF, our result
may not exactly match the ground truth rendered with ray-tracing.

An interesting future direction of our work is to obtain proper sil-
houettes even for non-convex shapes. This would lead to increase
in generality of our algorithm at acceptable run-time. Another area
of future work is to improve the speed of computation of each step
of our algorithm. It is also possible to obtain and exploit reason-
able upper bounds on the memory required for each step of our
algorithm for an efficient GPU implementation. We would further
like to investigate and exploit the continuity of spherical projections
between adjacent shading points to improve efficiency. Lastly, we
would like to investigate the integration of analytic solutions like
ours with methods like [BWP*20], which re-use spatial and tem-
poral information to drastically reduce variance.
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while unprocessed intersecting points in subject polygon
  current = first unprocessed intersecting point of subject polygon
  newPolygon
  newVertex(current)
  repeat
    if current->entry
      repeat
        current = current->next
        newVertex(current)
      until current->intersect
    else
      repeat
        current = current->prev
        newVertex(current)
      until current->intersect
    end if
    current = current->neighbor
  until PolygonClosed
end while

for both polygons P do
  if P0 inside other polygon
    status = exit
  else
    status = entry
  end if
  for each vertex Pi of polygon do
    if Pi->intersect then
      Pi->entry_exit = status
      toggle status
    end if
  end for
end for

Phase Three

Phase Two

for each vertex Si of subject polygon do
  for each vertex Cj of clip polygon do
    if intersect(Si,Si+1,Cj,Cj+1,a,b)
      I1 = CreateVertex(Si,Si+1,a)
      I2 = CreateVertex(Cj,Cj+1,b)
      link intersection points I1 and I2
      sort I1 into subject polygon
      sort I2 into clip polygon
    end if
  end for
end for

Phase One

C1 C2 C3 I1
entry

I2
exit

I3
entry

I4
exit C4

S1 I1
entry S2 I2

exit S3 I3
entry S4 I4

exit S5

neighbour
neighbour

neighbour
neighbour

subject polygon S

clip polygon C

I1 S2 I2

I3 S4 I4

nextPoly

clipped polygon I

S4 S2

I4 I3
S3

I2 I1

S5 S1

C4

C1 C2

C3

struct Vertex {
    float x, y;
    Vertex *next, *prev;
    Vertex *nextPoly;
    bool intersect;
    bool entry_exit;
    Vertex *neighbour;
    float alpha;
};

Vertex datastructure

Figure 10: Left: Pseudocode for the three phases of Greiner-Hormann polygon clipping algorithm along with the vertex datastructure.
Right: Example of a doubly linked list of the Vertex datastructure, representing the clip and subject polygons. The intersection points (I1,
I2..) are generated by phase one, entry and exit is marked by phase two and the final clipped polygon (top right) is generated by phase three.
The algorithms and the example are directly adapted from [GH98].
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A. Appendix

We provide the implementation details of the setDifference function
using the Greiner-Hormann polygon clipping algorithm for com-
pleteness. This algorithm relies on a doubly linked list of vertices to
represent polygons. Consecutive nodes in the list point to the next
vertex, defining an implicit order, which is used in the algorithm.
It considers two polygons, which are denoted as the subject and
the clip polygon (the subject polygon is clipped) and proceeds in
three phases. Detailed steps and the vertex datastructure are given
in Fig. 10. The first phase is responsible for the determination and
storage of edge intersection points of the subject and the clip poly-
gon. The algorithm terminates if no-intersection points are found.
Note that, the subject polygon could also be completely inside the
clip polygon and vice-versa, which can be easily determined. The
second phase is responsible for marking entry and exit points of in-
tersection vertices of each polygon, which is done by looping over
each vertex of a polygon and testing whether it enters or leaves.
Note that this assumes contiguous ordering of polygon vertices,
which we perform in the SphPolySilhouette function (Alg. 2). In
the final phase, the previous computations are used to filter out the
clipped polygon. This is done by jumping to the other polygon’s
vertex at each entry or exit vertex, starting from a random vertex
of the clip polygon, effectively tracing the clipped polygon edges
(Fig. 10, right). For more details, please refer to the original paper
[GH98].
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