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## Introduction

- 4D-Var is based on minimization of a cost function which measures the distance between the model with respect to the observations and with respect to the background state
- The cost function and its gradient are needed in the minimization.
- The tangent linear model provides a computationally efficient (although approximate) way to calculate the model trajectory, and from it the cost function. The adjoint model is a very efficient tool to compute the gradient of the cost function.
- Overview:
- 4D-VAR cost function
- Definition of TL and AD operators
- Writing TL and AD examples and testing them
- Brief mention of automatic differentiation software
- Practical exercises


## 4D-Var

In 4D-Var the cost function can be expressed as follows:

$$
J=\underbrace{\frac{1}{2}\left(\mathbf{x}_{0}-\mathbf{x}_{b}\right)^{T} \mathbf{B}^{-1}\left(\mathbf{x}_{0}-\mathbf{x}_{b}\right)}_{J_{b}}+\underbrace{\frac{1}{2} \sum_{i=0}^{n}\left(H_{i} M_{i}\left[\mathbf{x}_{0}\right]-\mathbf{y}_{i}\right)^{T} \mathbf{R}_{i}^{-1}\left(H_{i} M_{i}\left[\mathbf{x}_{0}\right]-\mathbf{y}_{i}\right)}_{J}
$$

B background error covariance matrix,
R observation error covariance matrix (instrumental + interpolation + observation operator error),
y_i observations
x_o initial model state
x_b background state
$M$ forward nonlinear forecast model (time evolution of the model state, index i), $H$ observation operator (model space $\rightarrow$ observation space).

$$
\min J \Leftrightarrow \nabla_{\mathrm{x}_{0}} J=\mathbf{B}^{-1}\left(\mathbf{x}_{0}-\mathbf{x}_{b}\right)+\sum_{i=0}^{n} \mathbf{M}^{\prime T}\left[t_{i}, t_{0}\right] \mathbf{H}_{i}^{\prime T} \mathbf{R}_{i}^{-1}\left(H_{i} M_{i}\left[\mathbf{x}_{0}\right]-\mathbf{y}_{i}\right)=0
$$

$\mathbf{H}^{\mathbf{\top}}=$ adjoint of observation operator and $\mathbf{M}^{\mathbf{\top}}=$ adjoint of forecast model.

## Definition of adjoint operator

For any linear operator $M^{\prime}$ there exist an adjoint operator $M^{*}$ such as:

$$
\left\langle x, M^{\prime} y\right\rangle=\left\langle M^{*} x, y\right\rangle
$$

where $\langle$,$\rangle is an inner scalar product and \mathrm{x}, \mathrm{y}$ are vectors (or functions) of the space where this product is defined.

It can be shown that for the inner product defined in the Euclidean space :

$$
M^{*}=M^{T}
$$

It can be shown that the gradient of the cost function at time $\mathrm{t}=0$ is provided by the solution of the adjoint equations at the same time:

$$
\nabla_{\delta x_{0}} J=-x_{0}^{*}
$$

## TL and AD models

- TANGENT LINEAR MODEL

If $M$ is a model such as:

$$
\mathbf{x}\left(t_{i+1}\right)=M\left[\mathbf{x}\left(t_{i}\right)\right]
$$

then the tangent linear model of $M$, called $M^{\prime}$, is:

$$
\delta \mathbf{x}\left(t_{i+1}\right)=M^{\prime}\left[\mathbf{x}\left(t_{i}\right)\right] \delta \mathbf{x}\left(t_{i}\right)=\frac{\partial M\left[\mathbf{x}\left(t_{i}\right)\right]}{\partial \mathbf{x}} \delta \mathbf{x}\left(t_{i}\right)
$$

- ADJOINT MODEL

The adjoint of a linear operator $M^{\prime}$ is the linear operator $\mathbf{M}^{*}$ such that, for the inner product $<,>$,

$$
\forall \mathbf{x}, \forall \mathbf{y} \quad<M^{\prime} \mathbf{x}, \mathbf{y}>=<\mathbf{x}, \mathbf{M}^{*} \mathbf{y}>
$$

Remarks:

- with the euclidian inner product, $\mathbf{M}^{*}=M^{\prime T}$.
- in variational assimilation, $\nabla_{x} \mathcal{J}=\mathbf{M}^{*} \nabla_{y} \mathcal{J}$, where $\mathcal{J}$ is the cost function.


## Simple example of adjoint writing

- non-linear statement

$$
\begin{aligned}
& x=y+z^{2} \\
& z=z \\
& y=y \\
& x=y+z^{2}
\end{aligned}
$$

- tangent linear statement

$$
\begin{aligned}
\delta z & =\delta z \\
\delta y & =\delta y \\
\delta x & =\delta y+2 z \delta z
\end{aligned}
$$

or in a matrix form:

$$
\left(\begin{array}{l}
\delta z \\
\delta y \\
\delta x
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
2 z & 1 & 0
\end{array}\right) \cdot\left(\begin{array}{l}
\delta z \\
\delta y \\
\delta x
\end{array}\right)
$$

## Simple example of adjoint writing (cnt.)

Often the adjoint variables in mathematical formulations are indicated with an asterisk

- adjoint statement
- transpose matrix

$$
\left(\begin{array}{l}
\delta z^{*} \\
\delta y^{*} \\
\delta x^{*}
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & 2 z \\
0 & 1 & 1 \\
0 & 0 & 0
\end{array}\right) \cdot\left(\begin{array}{l}
\delta z^{*} \\
\delta y^{*} \\
\delta x^{*}
\end{array}\right)
$$

or in the form of equation set:

$$
\begin{aligned}
\delta z^{*} & =\delta z^{*}+2 z \delta x^{*} \\
\delta y^{*} & =\delta y^{*}+\delta x^{*} \\
\delta x^{*} & =0
\end{aligned}
$$

Do not forget the last equation!!! That too is part of the adjoint!

As an alternative to the matrix method, adjoint coding can be carried out using a line-by-line approach.

## Summary of basic rules for line-by-line adjoint coding (1)

Adjoint statements are derived from tangent linear ones in a reversed order

| Tangent linear code | Adjoint code |
| :---: | :---: |
| $\delta \mathrm{x}=0$ | $\delta \mathrm{x}^{*}=0$ |
| $\delta \mathrm{x}=\mathrm{A} \delta \mathrm{y}+\mathrm{B} \delta \mathrm{z}$ | $\begin{aligned} & \delta y^{*}=\delta y^{*}+\mathrm{A} \delta \mathrm{x}^{*} \\ & \delta \mathrm{z}^{*}=\delta \mathrm{z}^{*}+\mathrm{B} \delta \mathrm{x}^{*} \\ & \delta \mathrm{x}^{*}=0 \end{aligned}$ |
| $\delta \mathrm{x}=\mathrm{A} \delta \mathrm{x}+\mathrm{B} \delta \mathrm{z}$ | $\begin{aligned} & \delta \mathrm{z}^{*}=\delta \mathrm{z}^{*}+\mathrm{B} \delta \mathrm{x}^{*} \\ & \delta \mathrm{x}^{*}=\mathrm{A} \delta \mathrm{x}^{*} \end{aligned}$ |
| $\begin{aligned} & \begin{array}{l} \text { do } \mathrm{k}=1, \mathrm{~N} \\ \delta \mathrm{x}(\mathrm{k})=\mathrm{A} \delta \mathrm{x}(\mathrm{k}-1)+\mathrm{B} \delta \mathrm{y}(\mathrm{k}) \\ \text { end do } \\ \qquad \begin{array}{l} \text { Order of operations is importan } \\ \text { when variable is updated! } \end{array} \end{array} \end{aligned}$ | $\begin{aligned} & \text { do } \mathrm{k}=\mathrm{N}, 1,-1 \text { (Reverse the loop!) } \\ & \delta \mathrm{x}^{*}(\mathrm{k}-1)=\delta \mathrm{x}^{*}(\mathrm{k}-1)+\mathrm{A} \delta \mathrm{x}^{*}(\mathrm{k}) \\ & \delta \mathrm{y}^{*}(\mathrm{k})=\delta \mathrm{y}^{*}(\mathrm{k})+\mathrm{B} \delta \mathrm{x}^{*}(\mathrm{k}) \\ & \delta \mathrm{x}^{*}(\mathrm{k})=0 \\ & \text { end do } \end{aligned}$ |
| if (condition) tangent linear code | if (condition) adjoint code |

And do not forget to initialize local adjoint variables to zero!

## Summary of basic rules for line-by-line adjoint coding (2)

To save memory, the trajectory can be recomputed just before the adjoint calculations (again it depends on the complexity of the model).

| Tangent linear code | Trajectory and adjoint code |
| :---: | :---: |
|  | $\qquad$ Trajectory $\qquad$ <br> $\mathrm{x}_{\text {store }}=\mathrm{x} \quad$ (storage for use in adjoint) <br> if $(x>x 0)$ then $x=A \log (x)$ <br> end if $\qquad$ Adjoint $\qquad$ <br> if $\left(\mathrm{x}_{\text {store }}>\mathrm{x} 0\right)$ then $\delta x^{*}=\mathrm{A} \delta \mathrm{x}^{*} / \mathrm{x}_{\text {store }}$ <br> end if |

The most common sources of error in adjoint coding are:

1) Pure coding errors
2) Forgotten initialization of local adjoint variables to zero
3) Mismatching trajectories in tangent linear and adjoint (even slightly)
4) Bad identification of trajectory updates

## Test for tangent linear model

- Taylor formula:

$$
\lim _{\lambda \rightarrow 0} \frac{M(\mathbf{x}+\lambda \delta \mathbf{x})-M(\mathbf{x})}{M^{\prime}(\lambda \delta \mathbf{x})}=1
$$



## Test for adjoint model

- adjoint identity:

$$
\forall \mathbf{x}, \forall \mathbf{y} \quad<M^{\prime} \cdot \mathbf{x}, \mathbf{y}>=<\mathbf{x}, \mathbf{M}^{*} \cdot \mathbf{y}>
$$

$<\mathrm{F}(\mathrm{X}), \mathrm{Y}>=-.13765102625251640000 \mathrm{E}-01$
$<\mathrm{X}, \mathrm{F}^{*}(\mathrm{Y})>=-.13765102625251680000 \mathrm{E}-01$
ratio of norms $=1.00000000000000005$
THE DIFFERENCE IS 11.351 TIMES THE ZERO OF THE MACHINE

The adjoint test is truly unforgiving. If you do not have a ratio of the norm close to 1 within the precision of the machine, you know there is a bug in your adjoint. At the end of your debugging you will have a perfect adjoint. If properly tested, the adjoint is the only piece of code on Earth to be entirely bug-free (although you may still have an imperfect tangent linear)!

## Automatic differentiation

- Because of the strict rules of tangent linear and adjoint coding, automatic differentiation is possible.
- Existing tools: TAF (TAMC), TAPENADE (Odyssée), ...
- Reverse the order of instructions,
- Transpose instructions instantly without typos !!!
- Especially good in deriving tangent linear codes!
- There are still unresolved issues:
- It is NOT a black box tool,
- Cannot handle non-differentiable instructions (TL is wrong),
- Can create huge arrays to store the trajectory,
- The codes often need to be cleaned-up and optimised.
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## Practical exercises

## 1. Find the adjoint of this linear statement

$$
\frac{d y}{d t}=-\lambda y
$$

2. Find the adjoint of this nonlinear statement

$$
x=A x+y+z^{2}
$$

## 1. Solution

$$
\text { Set: } \quad Z=d y / d t
$$

Non-linear statement:
Tangent linear statement:

$$
\begin{aligned}
& y=y \\
& z=-\lambda y
\end{aligned}
$$

$$
\begin{aligned}
& \delta y=\delta y \\
& \delta z=-\lambda \delta y
\end{aligned}
$$

Tangent linear statement in matrix form:

$$
\binom{\delta y}{\delta z}=\left(\begin{array}{cc}
1 & 0 \\
-\lambda & 0
\end{array}\right)\binom{\delta y}{\delta z}
$$

Adjoint statement in matrix form (matrix transposition):

$$
\binom{\delta y^{*}}{\delta z^{*}}=\left(\begin{array}{cc}
1 & -\lambda \\
0 & 0
\end{array}\right)\binom{\delta y^{*}}{\delta z^{*}}
$$

Adjoint statement:

$$
\begin{aligned}
& \delta y^{*}=\delta y^{*}-\lambda \delta z^{*} \\
& \delta z^{*}=0
\end{aligned}
$$

## 2. Solution

Non-linear statement:

$$
\begin{aligned}
& z=z \\
& y=y \\
& x=A x+y+z^{2}
\end{aligned}
$$

Tangent linear statement:

$$
\begin{aligned}
& \delta z=\delta z \\
& \delta y=\delta y \\
& \delta x=A \delta x+\delta y+2 z \delta z
\end{aligned}
$$

Tangent linear statement in matrix form:

$$
\left(\begin{array}{l}
\delta z \\
\delta y \\
\delta x
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
2 z & 1 & A
\end{array}\right)\left(\begin{array}{l}
\delta z \\
\delta y \\
\delta x
\end{array}\right)
$$

Adjoint statement in matrix form (note the matrix transposition):

$$
\left(\begin{array}{l}
\delta z^{*} \\
\delta y^{*} \\
\delta x^{*}
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & 2 z \\
0 & 1 & 1 \\
0 & 0 & A
\end{array}\right)\left(\begin{array}{l}
\delta z^{*} \\
\delta y^{*} \\
\delta x^{*}
\end{array}\right)
$$

Adjoint statement:

$$
\begin{aligned}
& \delta z^{*}=\delta z^{*}+2 z \delta x^{*} \\
& \delta y^{*}=\delta y^{*}+\delta x^{*} \\
& \delta x^{*}=A \delta x^{*}
\end{aligned}
$$

