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Magazine Roundup

The IEEE Computer Society’s lineup of 12 peer-reviewed technical magazines covers cutting-edge topics rang-

ing from software design and computer graphics to Internet computing and security, from scientific appli-

cations and machine intelligence to visualization and microchip design. Here are highlights from recent issues.

There Is Truth in Legends: 
Lessons for Team Performance 
From Hackathons

In this article from the August 2023 

issue of Computer, the authors 

present quantitative research of 

281 online hackathon participants. 

They analyze the hackathon’s 

mechanisms in depth and broaden 

an understanding of how its ele-

ments affect the participants’ per-

formance. They offer insights that 

may improve invention develop-

ment methods in general.

Science Gateways and the 
Humanities: An Exploratory 
Study of Their Rare Partnership

Researchers and educators in 

humanities such as computational 

linguists, digital humanists, and 

those doing historical reconstruc-

tions are increasingly heavy users 

of computational and/or data 

resources. Many know about activ-

ities, working groups, and initia-

tives around the findable, accessi-

ble, interoperable, reusable (FAIR) 

principles and are a driving force 

for improving the sharing of data 

and software. However, it seems 

that humanities researchers are 

less aware of the science gateways 

community and the end-to-end 

solutions that science gateways 

could provide and are therefore 

lacking a driving force for adoption 

of this technology. This article from 

the January/February 2023 issue of 

Computing in Science & Engineer-

ing clarifies some of the challenges 

and needs faced by computational 

researchers in the humanities that 

may explain their relatively low par-

ticipation in the science gateways 

community.

 

Promoting Computing in the 
Postwar United States—The 
Case of UCLA

In the mid-1940s, a differential ana-

lyzer and an electronic digital com-

puter acquired by the University 

of California-Los Angeles (UCLA) 

made large-scale computing avail-

able to staff and students there 

and in surrounding industries. To 

serve these users, the university 

fostered both new professional 

organizations and pioneering cur-

ricula in what would later be called 

computer science. Read more in 

this article from the April–June 

2023 issue of IEEE Annals of the 

History of Computing.

Presenting Morphing Shape 
Illusion: Enhanced Sense of 
Morphing Virtual Object  
With Weight Shifting VR 
Controller by Computational 
Perception Model

Haptic sensation is crucial for vir-

tual reality, as it gives the pres-

ence of objects in a virtual world 

and thus gives a greater sense of 

immersion. To provide a sense of 

the shape of handheld objects, 

a haptic device that changes 

weight distribution is proposed. 

It is known that visual feedback 

enhances the haptic sensation of 

shape, and it is also known that it 

does for morphing shape as well. 

The authors’ previous publication 

presented a perception model 

for the static shape of a virtual 

object. In this article from the July/

August 2023 issue of IEEE Com-

puter Graphics and Applications, 

they extend the model to produce 

a plausible sense of the morphing 

shape of handheld objects. 
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DCAT: Combining 
Multisemantic Dual- 
Channel Attention Fusion  
for Text Classification

Text classification is a fundamen-

tal and central position in natu-

ral language processing. There are 

many solutions to the text classi-

fication problem, but few use the 

semantic combination of multiple 

perspectives to improve the clas-

sification performance. This article 

from the IEEE Intelligent Systems 

July/August 2023 issue proposes 

a dual-channel attention network 

model called DCAT, which uses the 

complementarity between seman-

tics to refine the understanding 

deficit. Specifically, DCAT first cap-

tures the logical semantics of the 

text through transductive learn-

ing and graph structure. Then, at 

the attention fusion layer (chan-

nel), logical semantics are used 

to perform joint semantic training 

on other semantics to correct the 

predictions of unlabeled test data 

incrementally. 

Serverless Vehicular Edge 
Computing for the Internet  
of Vehicles

Rapid growth in the popularity 

of smart vehicles and increasing 

demand for vehicle autonomy brings 

new opportunities for vehicular 

edge computing (VEC). VEC aims at 

offloading the time-sensitive com-

putational load of connected vehi-

cles to edge devices. However, VEC 

offloading raises complex resource 

management challenges and, thus, 

remains largely inaccessible to 

automotive companies. Recently, 

serverless computing emerged as 

a convenient approach to the exe-

cution of functions without the 

hassle of infrastructure manage-

ment. In this article from IEEE Inter-

net Computing’s July/August 2023 

issue, the authors propose the idea 

of serverless VEC as the execution 

paradigm for Internet of Vehicles 

applications. 

There’s Always a Bigger Fish: 
A Clarifying Analysis of a 
Machine-Learning-Assisted 
Side-Channel Attack

Machine learning has made it pos-

sible to mount powerful attacks 

through side channels that are oth-

erwise challenging to exploit. How-

ever, due to the black-box nature 

of machine learning models, these 

attacks can be difficult to inter-

pret correctly. Models that simply 

find correlations cannot be used 

to analyze the various sources of 

information leakage behind an 

attack. This article from the July/

August 2023 IEEE Micro issue high-

lights the limitations of relying on 

machine learning for side-chan-

nel attacks without completing a 

comprehensive security analysis. 

Edge-Assisted Virtual 
Viewpoint Generation for 
Immersive Light Field

Light field (LF), which describes 

the light rays that emanate at each 

point in a scene, can be used as a 

six-degrees-of-freedom (6DOF) 

immersive media. Similar to the 

traditional multiview video, LF is 

also captured by an array of cam-

eras, leading to a large data vol-

ume that needs to be streamed 

from a server to users. When a 

user wishes to watch the scene 

from a viewpoint that no cam-

era has captured directly, a vir-

tual viewpoint must be rendered 

in real time from the directly cap-

tured viewpoints. This places high 

requirements on both the comput-

ing and caching capabilities of the 

infrastructure. Edge computing 

(EC), which brings computation 

resources closer to users, can be 

a promising enabler for real-time 

LF viewpoint rendering. In this arti-

cle from IEEE MultiMedia’s April–

June 2023 issue, the authors pres-

ent a novel EC-assisted mobile LF 

delivery framework that can cache 

parts of LF viewpoints in advance 
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and render the requested virtual 

viewpoints on demand at the edge 

node or user’s device. Numerical 

results demonstrate that the pro-

posed framework can reduce the 

average service response latency 

by 45% and the energy consump-

tion of user equipment by 60% at 

the cost of 55% additional caching 

consumption of edge nodes.

Linguistic and Vocal Markers 
of Microbehaviors Between 
Team Members During Analog 
Space Exploration Missions

The authors of this article from IEEE 

Pervasive Computing’s April–June 

2023 issue used machine learning 

classifiers and dialog state track-

ing models, combined with natural 

language processing techniques 

relying on lexicon-based meth-

ods and data-driven methods, to 

automatically detect positive and 

negative microbehaviors between 

team members in nine four-per-

son teams in a simulated space 

habitat. Their findings indicate 

that the psycholinguistic mark-

ers extracted using the linguistic 

inquiry and word count, STRESS-

net dictionaries, and acoustic fea-

tures can achieve an f1-score up 

to 54.87% in a three-class classifi-

cation problem. The findings sug-

gest that modeling turns between 

the sender and target of microbe-

haviors is significantly more effec-

tive in detecting microbehavior 

than only modeling the sender’s 

information. Finally, they demon-

strate the effect of introducing 

context for detection purposes. 

Dialog state tracking approaches 

that model the linguistic inter-

action between team members 

and incorporate contextual infor-

mation about the task and senti-

ment of the conversation can fur-

ther yield improved performance, 

depicting an f1-score of 57.73%.

In Pursuit of Aviation 
Cybersecurity:  
Experiences and Lessons 
From a Competitive Approach

The passive and independent 

localization of aircraft has been 

the subject of much cyberphysical 

security research. The authors of 

this IEEE Security & Privacy article 

from the July/August 2023 issue 

designed a multistage open com-

petition focusing on the offline 

batch localization problem using 

opportunistic data sources. They 

discuss setup, results, and lessons 

learned. 

Toward a Free and Open 
Source-Driven Public Sector: 
An Italian Journey

The authors of this article from 

the July/August 2023 issue of IEEE 

Software focus on the Italian free 

and open source software (FOSS) 

strategy, consisting of three key 

pillars: norms, tools, and commu-

nity. The Italian approach seeks 

to develop a public sector that 

can not only use but also produce 

FOSS.

Using Internet of Things 
Application for Energy-
Efficient and Lightweight 
Internet of Drones Networks

The Internet of Drones (IoD) is a 

rapidly growing technology with 

the potential to revolutionize var-

ious industries, but it also raises 

concerns about security and effi-

ciency in communication between 

drones. Blockchain technology has 

the potential to solve these issues, 

but conventional blockchains face 

performance, computation, and 

scalability issues. This article from 

the July/August 2023 issue of IT Pro-

fessional proposes using Internet 

of Things Application (IOTA) dis-

tributed ledger technology (DLT) to 

address these concerns in the IoD. 

IOTA offers a highly energy-efficient 

alternative to major DLTs such as 

Bitcoin and Ethereum while provid-

ing fast and secure solutions. The 

results show that IOTA outperforms 

not only Bitcoin but also low-energy 

DLTs like Ethereum by a huge mar-

gin. The use of IOTA DLTs in large-

scale systems including the IoD can 

improve the efficiency and speed 

of tasks such as surveillance, deliv-

ery, and inspection. The article also 

discusses the potential challenges 

and future work for integrating IOTA 

DLTs in the IoD. 

Join the IEEE 
Computer Society
computer.org/join
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Editor’s Note

Big Data: Then and Now

Data isn’t what it used to be. 

Over the years, the amount 

of data that humanity generates 

has increased exponentially. How 

did computer scientists grapple 

with increasing amounts of data 

decades ago? And what are the 

most difficult challenges in man-

aging big data today? This Com-

putingEdge issue examines the 

fascinating past and present of 

big data.  

“Challenges of Large-Scale 

Data Processing in the 1990s: The 

IPUMS Experience,” from IEEE 

Annals of the History of Com-

puting, describes a historically 

important project that improved 

dataset interoperability, acces-

sibility, and preservation in the 

late 20th century. “Technology 

Trends and Challenges for Large-

Scale Scientific Visualization,” 

from IEEE Computer Graphics 

and Applications, discusses mod-

ern data storage, processing, and 

visualization techniques with an 

emphasis on large and complex 

scientific datasets.

With the growth of big data, 

data scientists are now highly val-

ued across industries. The authors 

of Computer’s “Data Science: Hype 

and Reality” present the current 

state of data science as a career. In 

“Careers in STEM: A Latina Perspec-

tive,” from Computing in Science & 

Engineering, three computing pro-

fessionals recount their career 

paths and their efforts to broaden 

Latina participation in the field.

When used for good, artificial 

intelligence (AI) can be revolution-

ary; but in the wrong hands, it can 

be equally harmful. The authors of 

Computer’s “Is It Live, or Is It Deep-

fake?” argue that we need reliable 

tools for detecting AI-produced 

deepfakes—in part so that we can 

fully realize legitimate use cases. 

IT Professional ’s “The AI-Cyber-

security Nexus: The Good and the 

Evil” explains how AI can be uti-

lized by both attackers and cyber-

security professionals. 

This ComputingEdge issue 

closes with some cloud computing 

insights. The authors of IEEE Inter-

net Computing’s “Serverless Com-

puting for Scientific Applications” 

propose an architecture for a pop-

ular cloud computing model. IEEE 

Software’s “Randy Shoup on Evolv-

ing Architecture and Organization 

at eBay” features an interview with 

an expert who advises new com-

panies to use a public cloud. 

WWW.COMPUTER.ORG 
/COMPUTINGEDGE
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ANECDOTES

Challenges of Large-Scale Data Processing
in the 1990s: The IPUMS Experience
Diana L. Magnuson and Steven Ruggles, Institute for Social Research and Data Innovation, University of
Minnesota, Minneapolis, MN, 55455, USA

When it was launched in 1991, the Integrated Public Use Microdata Series (IPUMS)
project faced a challenging environment and limited resources. Few datasets were
interoperable and much data collected at great public expense was inaccessible to
most researchers. Documentation of datasets was nonstandardized, incomplete,
and inadequate for automated processing. With insufficient attention to
preservation, valuable scientific data were disappearing (see Bogue et al., 1976).
IPUMS was established to address these critical issues. At the outset, IPUMS faced
daunting barriers of inadequate data processing, storage, and network capacity.
This anecdote describes the improvised computational infrastructure developed in
the decade from 1989 to 1999 to process, manage, and disseminate the world’s
largest population datasets. We use a combination of archival sources, interviews,
and our own memories to trace the development of the IPUMS computing
environment during a period of explosive technical innovation. The development of
IPUMS is part of a larger story of the development of social science infrastructure in
the late 20th century and its contribution to democratizing data access.

The U.S. Census Bureau played a key role in the
development of computing technology. The
two leading computer companies of the middle

decades of the 20th century—IBM and Remington
Rand’s UNIVAC division—had roots as data process-
ing companies that built equipment for the Census
Bureau, and the Bureau indirectly funded the develop-
ment of the first commercial computer beginning in
1946 [26].

The 1960 census was fully computerized, and the
Census Bureau began to publish data in machine-
readable form. In 1962, the Census Bureau introduced
the first machine-readable microdata file, a one-in-
1000 sample of households drawn from the 1960 cen-
sus. Following the 1970 census, the Census Bureau
greatly expanded the quantity of microdata, providing

six 1% samples from the 1970 census—a 60-fold
increase compared with 1960.

After the 1970 samples were released, the Census
Bureau contracted to produce a new version of the
1960 microdata, expanded from 1-in-1000 sample den-
sity to 1-in-100. The 1960 work was carried out by the
Data Use and Access Laboratories (DUALabs), another
Census Bureau spin-off, which made the decision to
adopt the coding schemes and record layout that had
been used for the 1970 samples [24].

The availability of two compatible census years led
to an explosion of research in the 1970s on social and
economic changes over the course of the 1960s. The
pair of microdata samples became essential tools of
American social scientists. It was in this climate that
two demographers proposed extending the data
series backward by digitizing census microdata from
earlier years. The enumeration manuscripts for the
1900 census were made accessible to scholars by the
National Archives and Records Administration in 1972.
Between 1976 and 1980, demographer Samuel Preston
of the University of Washington directed a project
funded by the National Science Foundation (NSF) to

1058-6180 � 2022 IEEE
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create a one-in-750 sample of the 1900 census. Halli-
man Winsborough, a demographer at the University of
Wisconsin, independently came up with the idea for
creating samples of the 1940 and 1950 censuses. The
1940 and 1950 censuses were still protected by census
confidentiality rules, so the samples were created
within the Census Bureau between 1978 and 1984 with
funding from an NSF grant. Preston moved to the Uni-
versity of Pennsylvania in 1979 and, with the release of
the 1910 census manuscripts in 1982, he led a project
between 1983 and 1989 to create a sample of the 1910
census with funding from both NSF and the National
Institute of Child Health and Human Development
(NICHD) [8], [10], [30], [34], [38], [39].

At the University of Minnesota, the use of com-
puter technology to understand historical transforma-
tions through quantitative methods began in the
decade between 1976 and 1985, the same period that
the first historical microdata samples were being cre-
ated. During this era, academic computing at the Uni-
versity was centralized on a mainframe computer in
the nearby suburb of Lauderdale, Minnesota. Although
punch cards remained the primary means of creating
datasets, interactive computing through teletype
machines became available in the mid-1970s [17], [36].

Historical demographers Robert McCaa (hired in
1974), Russell R. Menard (hired in 1976), and Steven
Ruggles (hired in 1984) undertook collaborative work
that contributed to the expansion and redefinition of
social science data infrastructure. All three had been
working with historical census microdata since the
mid-1970s, using card punches to digitize historical
enumeration manuscripts from Ramsey County, Min-
nesota (Menard) [4], Parral, Mexico (McCaa) [15], and
Lancashire, England (Ruggles) [19].

By the mid-1980s, the limitations of the mainframe
computing system for large-scale historical datasets
were apparent. Shortly after he arrived at Minnesota,
Ruggles began working on the Control Data Corporation
CYBER mainframe computer using the newly created
1940 Public UseMicrodata Sample. He used theNetwork
Operating System “COPY” command to transfer the data
files from a temporary disk to a permanent one. The
charge for executing that single command was $500,
using up half of his annual allocation of computer time.1

To avoid the high cost of the centralized computer
system, the historians turned to microcomputers.
McCaa had been a microcomputer enthusiast since
they were introduced in the 1970s and by the early

1980s was using microcomputers for census data
entry in Mexico [15], [16].2 In 1985, Menard and Ruggles
established the History Micro-Computer Lab—later
known as the Social History Research Laboratory
(SHRL)—with a grant from IBM. The lab initially had
two IBM computers, but soon expanded to five, includ-
ing the latest model, the IBM PC/AT. SHRL obtained
and made available a wide range of historical datasets
for teaching and research.

During the 1985–1986 academic year, wemade
available for classroom use: a large national
sample from the 1900 federal population
census; data from the population and
agricultural census schedules for rural Ramsey
County, Minnesota, for 1860 through 1880;
biographical information on 1500 graduates of
Yale College in the eighteenth century; and
information on basic demographic parameters
of early America that permits exploration of how
migration and vital rates interacted to shape the
growth of population. During 1986-87, we
developed additional data sets, particularly
censusmaterial from northernMexico during
the late eighteenth and early nineteenth
centuries; European family reconstitution data
from 1600 to 1800; and evidence on the family
budgets of industrial workers in Germany and
the United States during the 1890s; national
samples of the federal census for the years 1910,
1960, 1970, and 1980; and census returns for the
Red Lake, Minnesota Indian Reservation for
1900 and 1910 [35, pp. 70–71].

The 1900, 1910, 1960, 1970, and 1980 census samples
made available in the SHRL were not the full samples,
since the full datasets were far too large to be used on
a microcomputer. Rather, they were tiny subsamples,
with 2100 households (6000 to 10,000 persons) from
each census. The earliest complete microdata sample
was transferred to a microcomputer in 1987, when
graduate student Ron Goeken was assigned the task
of breaking the 1900 public use sample into pieces
small enough to fit on floppy disks. Goeken then copied
the files to Ruggles’ microcomputer and reassembled
them. The full sample was just under 10MB, consuming
half the computer’s available disk space.3

1Steven Ruggles, interviewed by D. L. Magnuson, University of
Minnesota, Jan. 9, 2014.

2Robert McCaa, interviewed by D. L. Magnuson and S. Rug-
gles, University of Minnesota, Dec. 6, 2021.
3Ronald Goeken, interviewed by D. L. Magnuson, University of
Minnesota, Oct. 3, 2013; Ronald Goeken, interviewed by D. L.
Magnuson and S. Ruggles, University of Minnesota, Oct. 6,
2021.
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ment of the first commercial computer beginning in
1946 [26].

The 1960 census was fully computerized, and the
Census Bureau began to publish data in machine-
readable form. In 1962, the Census Bureau introduced
the first machine-readable microdata file, a one-in-
1000 sample of households drawn from the 1960 cen-
sus. Following the 1970 census, the Census Bureau
greatly expanded the quantity of microdata, providing

six 1% samples from the 1970 census—a 60-fold
increase compared with 1960.

After the 1970 samples were released, the Census
Bureau contracted to produce a new version of the
1960 microdata, expanded from 1-in-1000 sample den-
sity to 1-in-100. The 1960 work was carried out by the
Data Use and Access Laboratories (DUALabs), another
Census Bureau spin-off, which made the decision to
adopt the coding schemes and record layout that had
been used for the 1970 samples [24].
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pair of microdata samples became essential tools of
American social scientists. It was in this climate that
two demographers proposed extending the data
series backward by digitizing census microdata from
earlier years. The enumeration manuscripts for the
1900 census were made accessible to scholars by the
National Archives and Records Administration in 1972.
Between 1976 and 1980, demographer Samuel Preston
of the University of Washington directed a project
funded by the National Science Foundation (NSF) to
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Ruggles had close connections to the Preston and
Winsborough census projects. He was an undergradu-
ate at the University of Wisconsin in 1978 when the
1940–1950 project was launched, and he was a post-
doc there in 1984 when it was completed. In between,
he was a graduate student at the University of Penn-
sylvania during the creation of the 1910 project, and he
was among the earliest users of the 1900 microdata
sample, which formed the basis for much of his disser-
tation research.

By 1989, Preston and Winsborough had both
decided that they were done with census digitization
projects, and they were happy to share their grant
proposals. Borrowing the strongest parts of those,
Ruggles and Menard sought NICHD funding to create
a 1-in-500 public use microdata sample of the 1880
U.S. census [12], [27], [29].

The 1880 census was the first to collect data on
marital status, family relationships, and parental
birthplaces, making it especially useful for studies of
household composition, fertility, and nuptiality [27].
Ruggles’ research focused on long-run changes in
family and household composition, including multi-
generational households, boarding and lodging, single
parenthood, and living alone. Even though the Census
Office began collecting full information on family and
household composition in 1880, it did not publish any
statistics on the topic until 1940, and only a few rudi-
mentary measures thereafter. The series of microdata
files, therefore, offered unprecedented opportunities
to examine changes in families and households for
the country as a whole. Since the 1880 Census was
the first to identify family relationships and marital
status, it made a natural starting point for studies of
long-run family change.

The 1880 proposal earned a priority score in the top
1%. The reviewers had one major reservation: They felt
that the sample size was too small. Accordingly, the
panel recommended funding only if the proposal were
revised from the proposed 1-in-500 density to 1-in-100,
with an appropriate adjustment of the budget. Ruggles
andMenard enthusiastically agreed tomake the change.

According to Ruggles, he and Menard did not know
if “the first one [1880] would fly,” but once it did, they
were confident that they could secure funding and “fill
in the rest.”4 Their confidence was not misplaced: Fed-
eral funding for the creation and dissemination of new
samples for the 1850, 1860, 1870, 1900, 1910, 1920, and
1930 censuses came to the University of Minnesota
between 1992 and 2002.

TECHNOLOGICAL ENVIRONMENT,
1989–1994

The University of Minnesota history department
shared access to the Social Science Research Facili-
ties Center (SSRFC) with other social science depart-
ments at the university. Located on the West Bank in
the basement of Blegen Hall, SSRFC was organized in
the 1964–1966 biennium and designed to facilitate
and support research at the university [37]. SSRFC
was designed to provide access to the mainframe
computer in Lauderdale (approximately 5 mi/8 km
from Blegen Hall), and housed keypunch machines, a
card reader, a line printer, and a punch card sorting
machine. As interactive computing became feasible in
the later 1970s, SSRFC installed computer terminals;
in the 1980s, SSRFC added a PDP-10 minicomputer
and nine-track tape drive.5

SSRFC staff provided essential technical comput-
ing support for the 1880 census project (and subse-
quent census projects) and the Integrated Public Use
Microdata Series (IPUMS) during the 1990s.6 To com-
plement the microcomputers in the History Depart-
ment’s SHRL, Ruggles and Menard began to assemble
the computational infrastructure necessary to sup-
port the 1880 PUMS project.

The 1880 Public UseMicrodata Sample grant (1989–
1994) provided funding to purchase motorized Dukane
35-mm microfilm readers, data entry equipment, data
processing equipment, and software. Computer Mar-
keting Corporation 80386 microcomputers for data
entry were selected through a competitive bidding pro-
cess. Workstations were connected by a 2-Mb Ethernet
to a Sun SPARCstation file server and a 9-track tape
unit. Microcomputers configured as data entry termi-
nals were directly networked with the Sun, which elimi-
nated file transfers via modem or floppy disk. Graduate
research assistant Bill Block owned a drill and came in
one evening to drill holes through the concrete-block
walls of four adjacent offices to connect the data entry
terminals with the SPARCstation [11].7

Office space was provided by the History Depart-
ment at the University of Minnesota, where the proj-
ect was initially located. The 1880 project was

4Ruggles interview, Jan. 9, 2014.

5Phil Voxland, interviewed by D. L. Magnuson and S. Ruggles,
University of Minnesota, Oct. 21, 2021. John Easton, inter-
viewed by D. L. Magnuson and S. Ruggles, University of Min-
nesota, Oct. 21, 2021.
6Phil Voxland, interviewed by D. L. Magnuson and S. Ruggles,
University of Minnesota, Oct. 21, 2021. John Easton, inter-
viewed by D. L. Magnuson and S. Ruggles, University of Min-
nesota, Oct. 21, 2021.
7William Block, interviewed by D. L. Magnuson, University of
Minnesota, Dec. 19, 2013.
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allocated a corner office to start. Graduate research
assistants also made use of Ruggles’ office, conve-
niently adjacent to the corner office. As the project
work expanded in the early 1990s to include 1850 and
1920 PUMS and IPUMS, a second office was allocated
by the department at the opposite corner of the same
hallway; this space was used exclusively by graduate
research assistants. The space was extremely tight
(see Figure 1). The first SPARCstation server was
named “legohead” because space was so crowded
that graduate students should have had Legos on
their heads so they could sit on top of one another
[13], [14]. There was no funding for office furniture, so
project personnel obtained old furnishings from the
university’s warehouse, with most items dating back
to the 1940s or 1950s. Graduate research assistant
Dan Kallgren remembered,

“We ended up getting stone-lined fireproof
cabinets that were designed to hold index
cards, but they were perfect for holding boxes
of microfilm reels. The cabinets weighed
hundreds of pounds apiece. We somehow
manhandled them onto the back of my pickup
truck and brought them over to the Social
Science Tower... and we ended up with this
weird collection of desks and stuff for the
research assistants’ office.”8

In the 1990s era of computing technology, one
could not separate the room from the technology.9

The data entry operators (DEOs) were civil servants,
and each had a designated desk with a desktop com-
puter and microfilm reader. Because office space was
tight, DEOs shared their workspace with graduate
research assistants associated with the historical cen-
sus projects. The workstations for graduate research
assistants (RAs) were undesignated spaces that were
used at all hours of the day and night for their work to
verify the data and research procedural histories. It
was understood that anyone could use any worksta-
tion, but in practice, grad RAs tended to make use of a
favorite spot based on the time of day they were in
the office. Shared office space created a productive
synergy between and among DEOs and graduate
research assistants (shown in Figure 2).

With a couple of exceptions, most graduate stu-
dents arriving in the history department had limited
computer experience. Lisa Dillon, Diana Magnuson,
and Dave Ryden remember a supportive office culture
of shared learning around computing skills and data
construction. Graduate research assistants learned
how to use the software from each other. Lisa Dillon
recalled,

“I learned what I learned by sitting next to
people and people showing me... it was [Matt]

FIGURE 1. Graduate Research Assistant Office, 1993.

8Daniel Kallgren, interviewed by D. L. Magnuson, University of
Minnesota, Oct. 31, 2013.

9Lisa Dillon, interviewed by D. L. Magnuson and S. Ruggles,
University of Minnesota, Feb. 4, 2022.

74 IEEE Annals of the History of Computing October-December 2022

ANECDOTES

44mahc04-magnuson-3214736.3d (Style 7) 23-11-2022 16:6

Ruggles had close connections to the Preston and
Winsborough census projects. He was an undergradu-
ate at the University of Wisconsin in 1978 when the
1940–1950 project was launched, and he was a post-
doc there in 1984 when it was completed. In between,
he was a graduate student at the University of Penn-
sylvania during the creation of the 1910 project, and he
was among the earliest users of the 1900 microdata
sample, which formed the basis for much of his disser-
tation research.

By 1989, Preston and Winsborough had both
decided that they were done with census digitization
projects, and they were happy to share their grant
proposals. Borrowing the strongest parts of those,
Ruggles and Menard sought NICHD funding to create
a 1-in-500 public use microdata sample of the 1880
U.S. census [12], [27], [29].

The 1880 census was the first to collect data on
marital status, family relationships, and parental
birthplaces, making it especially useful for studies of
household composition, fertility, and nuptiality [27].
Ruggles’ research focused on long-run changes in
family and household composition, including multi-
generational households, boarding and lodging, single
parenthood, and living alone. Even though the Census
Office began collecting full information on family and
household composition in 1880, it did not publish any
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According to Ruggles, he and Menard did not know
if “the first one [1880] would fly,” but once it did, they
were confident that they could secure funding and “fill
in the rest.”4 Their confidence was not misplaced: Fed-
eral funding for the creation and dissemination of new
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1930 censuses came to the University of Minnesota
between 1992 and 2002.

TECHNOLOGICAL ENVIRONMENT,
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The University of Minnesota history department
shared access to the Social Science Research Facili-
ties Center (SSRFC) with other social science depart-
ments at the university. Located on the West Bank in
the basement of Blegen Hall, SSRFC was organized in
the 1964–1966 biennium and designed to facilitate
and support research at the university [37]. SSRFC
was designed to provide access to the mainframe
computer in Lauderdale (approximately 5 mi/8 km
from Blegen Hall), and housed keypunch machines, a
card reader, a line printer, and a punch card sorting
machine. As interactive computing became feasible in
the later 1970s, SSRFC installed computer terminals;
in the 1980s, SSRFC added a PDP-10 minicomputer
and nine-track tape drive.5

SSRFC staff provided essential technical comput-
ing support for the 1880 census project (and subse-
quent census projects) and the Integrated Public Use
Microdata Series (IPUMS) during the 1990s.6 To com-
plement the microcomputers in the History Depart-
ment’s SHRL, Ruggles and Menard began to assemble
the computational infrastructure necessary to sup-
port the 1880 PUMS project.

The 1880 Public UseMicrodata Sample grant (1989–
1994) provided funding to purchase motorized Dukane
35-mm microfilm readers, data entry equipment, data
processing equipment, and software. Computer Mar-
keting Corporation 80386 microcomputers for data
entry were selected through a competitive bidding pro-
cess. Workstations were connected by a 2-Mb Ethernet
to a Sun SPARCstation file server and a 9-track tape
unit. Microcomputers configured as data entry termi-
nals were directly networked with the Sun, which elimi-
nated file transfers via modem or floppy disk. Graduate
research assistant Bill Block owned a drill and came in
one evening to drill holes through the concrete-block
walls of four adjacent offices to connect the data entry
terminals with the SPARCstation [11].7

Office space was provided by the History Depart-
ment at the University of Minnesota, where the proj-
ect was initially located. The 1880 project was

4Ruggles interview, Jan. 9, 2014.

5Phil Voxland, interviewed by D. L. Magnuson and S. Ruggles,
University of Minnesota, Oct. 21, 2021. John Easton, inter-
viewed by D. L. Magnuson and S. Ruggles, University of Min-
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6Phil Voxland, interviewed by D. L. Magnuson and S. Ruggles,
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Sobek who showed me what a spreadsheet
was and how it worked.”

Todd Gardner trained Diana Magnuson in the use
of Norton Commander, a file-managing tool. Being “in
the room where it happens” was critical to quickly skil-
ling up and becoming a productive and creative mem-
ber of the historical census projects and IPUMS. As
evidence of this early era of computing technology,
several members distinctly remember the very first
electronic mail they saw and sent; an email exchange
with Steve Ruggles, checking in on the grad RAs while
he was on sabbatical in England in the spring of 1990.10

In addition to their data production tasks, graduate
research assistants carried much of the administrative
load in the early years of the 1880 project through the
launch of IPUMS in the early 1990s. The history depart-
ment was not accustomed to grant administration and
did not have adequate capacity to meet the growing
administrative needs of the projects. History depart-
ment personnel were available for guidance and trou-
bleshooting, but day-to-day administrative details were
carried out by graduate research assistants in consul-
tation with Ruggles and Menard. At the startup of the
1880 PUMS project, Dan Kallgren managed administra-
tive duties that included coordinating purchasing
most hardware and software assets for the project.

Additionally, he researched used commercial coffee
makers, made his purchase from a restaurant supply
company in St. Paul, and transported the large coffee
maker, strapped to the back of his bicycle, back to the
Social Science Tower on the West Bank. Coffee fueled
DEOs, graduate students, and faculty alike, and the
machine served as the locus of a community building
and gathering space. David Ryden administered tasks
related to the 1920 PUMS project, which began in 1993.
Ryden also had a bicycle, and this came in handy for
the many trips he made back and forth across campus
to obtain signatures and drop off forms related to his-
torical census project contracts. Beginning in the fall of
1995, Cathy Fitch gradually assumed a variety of IPUMS
project administrative responsibilities. The procedural
history was largely researched by graduate research
assistants Diana Magnuson and Miriam King, a post-
doc at the university’s Hubert H. Humphrey Center for
Public Affairs. Thus, the computational and procedural
infrastructure that developed in the 1990s was admin-
istered by graduate research assistants taking on a
variety of responsibilities necessary to processing,
managing, and disseminating what would become the
world’s largest population data collection.11

Software development for the 1880 PUMS was the
top priority as the project got underway. Microcom-
puters were used for data entry, post-entry data con-
sistency checking, and verification. The data entry
software was the Integrated System for Survey

FIGURE 2. IPUMS Staff, 1996.

10Kallgren interview, Oct. 31, 2013; David Ryden, interviewed
by D. L. Magnuson and S. Ruggles, University of Minnesota,
Jan. 24, 2022; Catherine Fitch, interviewed by D. L. Magnuson,
University of Minnesota, Jun. 16, 2015; Dillon interview, Feb. 4,
2022.

11Kallgren interview, Oct. 31, 2013; Ryden interview, Jan. 24,
2022; Fitch interview, Jun. 16, 2015.
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Analysis (ISSA), which had been developed by West-
inghouse for processing the Demographic and Health
Surveys [6]. Unlike competing data-entry software, all
the individual-level information for a dwelling could be
included on the screen simultaneously. This meant
that the DEOs could see the individual-level informa-
tion for the entire dwelling while entering the data for
each individual. The software had extensive capabili-
ties for real-time consistency checks between fields;
for example, it could be set up to require that married,
divorced, or widowed persons were of marriageable
age.

The ISSA software had significant drawbacks. The
system required extensive programming. It was awk-
ward to navigate between data entry fields except in a
fixed sequence. The 1880 project sought to capture
long alphanumeric strings verbatim to ensure minimal
information loss, and ISSA did not handle long strings
well. There were few string handling functions, and
forms with many long strings were unstable and fre-
quently crashed [3], [6].

As work progressed, it became apparent that
microcomputer memory capacity was insufficient to
carry out the final recoding of string variables into
numeric codes. Post-entry data processing was thus
shifted to the Sun UNIX workstation, which was
faster and had more memory and storage capacity
[6]. This operation relied on FORTRAN-77 programs
and data dictionaries containing all the alphabetic
entries transcribed by DEOs and their corresponding
numeric codes as classified by graduate research
assistants [6].

As the 1880 project was underway, Ruggles and
Menard obtained additional funding to launch proj-
ects to create samples of the 1850 census in 1992
and the newly released 1920 census in 1993 [23],
[28]. The 1850 project continued to use the ISSA
data-entry software, but ISSA could not accommo-
date the expanded length of the 1920 records. After
an extensive search for appropriate commercial
software, the 1920 investigators decided to develop
customized data-entry software using Microsoft C
and Liant Software’s C-scape. This approach allowed
design of screen forms that mirrored the manuscript
enumeration form. In addition to developing an intu-
itive screen layout, interactive data consistency
checking for string and numeric data was built into
the program [6].

FIRST IPUMS PROJECT 1992–1995
By 1991, 10 machine-readable public use microdata
samples covering the decennial censuses from 1880

and 1990 (1850, 1880, 1900, 1910, 1940, 1950, 1960, 1970,
1980, and 1990) were publicly available or under devel-
opment. Use of the PUMS as a time series was
impeded by incompatibilities: They were created at
different times by different investigative teams, result-
ing in different formats, different documentation, dif-
ferent record layouts, and different coding schemes.
The only exception was the 1960 and 1970 samples,
because the new version of the 1960 sample created
in 1973 had been redesigned to share the same coding
and layout as the 1970 samples.

To enable an analysis of long-run family change,
between 1985 and 1989, Ruggles developed a set of
FORTRAN programs that recoded selected variables
into a common format across the available census
samples, created subsets of the samples that were of
manageable size, and pooled multiple censuses into a
single file [33].12 This first effort at making variables
compatible across data sets had liabilities. Initially,
the guiding principle when combining the samples
was a “lowest common denominator” approach [24,
p. 1405]. Only a small subset of variables was con-
verted into the common codes. The result of this
method was a significant loss of information, which
meant that customization of the programs was usually
necessary to meet the requirements of any specific
research project [24].

Despite the limitations, there was considerable
demand for custom-designed, consistent-format cen-
sus microdata to meet the research and teaching
needs of the university’s graduate students and fac-
ulty, as well as a few researchers from other institu-
tions. By 1991, SHRL had a server dedicated to
common format extracts that ran nearly continuously
to meet researcher demand. The source data were
stored on a set of Write-Once Read Many disks read
by an IBM 3363 optical drive. Extracts for a subpopula-
tion across all eight existing census samples required
up to a day to process, and the SHRL was preparing
about 25 such extracts per month [24].13

In 1991, Ruggles proposed to the NSF to create a
single integrated series that would “maximize compa-
rability and minimize information loss” across the
eight public use microdata samples [20], [21], [22], [33,
p. 103]. Ruggles also anticipated adding data for the
remaining publicly available census years (1860, 1870,
and 1930), thus “constitut[ing] a resource of unprece-
dented power for the study of long-term social

12Todd Gardner, interviewed by D. L. Magnuson, University of
Minnesota, Oct. 24, 2013; Matthew Sobek, interviewed by D.
L. Magnuson, University of Minnesota, Oct. 10, 2013.
13Sobek interview, Oct. 10, 2013.
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FIGURE 2. IPUMS Staff, 1996.

10Kallgren interview, Oct. 31, 2013; David Ryden, interviewed
by D. L. Magnuson and S. Ruggles, University of Minnesota,
Jan. 24, 2022; Catherine Fitch, interviewed by D. L. Magnuson,
University of Minnesota, Jun. 16, 2015; Dillon interview, Feb. 4,
2022.

11Kallgren interview, Oct. 31, 2013; Ryden interview, Jan. 24,
2022; Fitch interview, Jun. 16, 2015.
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change” [22]. Ruggles remembers the moment he went
into the History Department lounge on the sixth floor
of the Social Science Tower and said, “IPUMS! Inte-
grated Public Use Microdata Series! Isn’t that a great
idea?” The response from the graduate research assis-
tants was not enthusiastic.

“What a terrible name! You can’t call it that!”
According to Ruggles, “It was universal;
everyone thought it was just a horrible name. . .
It wasn’t a bad idea to propose, just a terrible
thing to call it.”14

The 1991 NSF IPUMS grant proposal outlined four
steps for

“convert[ing] the public use sample series into
a single coherent form: 1) planning and design
of record layouts, coding schemes, and
constructed variables that maximize
comparability and minimize information loss;
2) software development for reformatting,
recording, constructing new variables,
consistency checking, and allocation of missing
and inconsistent data; 3) data processing of
approximately 65 million records; and
4) preparation of an integrated set of
documentation for the entire series of
datasets, including a general user’s guide, a
volume of procedural histories, and a volume
on technical characteristics and error
estimation” [22].

IPUMS succeeded because of two key technical
innovations of the early 1990s: 1) In 1991, IPUMS intro-
duced the first structured metadata system for data
integration; and 2) in 1995, IPUMS produced the first
interactive web-based system for creating customized
pooled datasets.

The IPUMS software was designed to be driven
entirely bymachine-processablemetadata. The project
adopted what is now known as a data warehousing
approach, which transforms data from heterogeneous
sources into a single schema. The key metadata ele-
ment underlying the process was called a “translation
table.” A separate translation table was prepared for
each variable in the system; an excerpt of the transla-
tion table for the “Relationship” variable appears in
Figure 3. The top of the translation table provides the
input column locations for variables for each source
dataset. For example, in the original 1880 dataset, the
relationship variable was on the person record and ran

from column 21 to column 23. The additional input field
refers to the location of data quality flags in the original
data, which provide information about missing or
inconsistent responses.

The rest of the table has a row for each relation-
ship code. On the left are the IPUMS labels for each
category and the standardized IPUMS code. The
IPUMS code comes in two parts: The first two digits
are a lowest common denominator designed to be
consistent across all samples, and the second two dig-
its provide additional detail available in a subset of
censuses. This composite coding system provides
interoperability without losing information. The input
codes are on the right of the table, with separate
codes for each census year. For example, the Head/
Householder category was coded 100 in the 1880–1910
censuses, 0199 in 1940, and 000 in 1980. In addition to
the translation tables, other machine-processable
metadata components specified the order in which
variables were to be processed, the names and loca-
tions of input and output data files, and the record lay-
out of output files [9].

Metadata-driven data integration was amajor inno-
vation. Prior data harmonization efforts used statistical
packages or software code to recodemultiple datasets
into a common coding scheme. Such systems were
cumbersome to program and difficult to maintain. The
translation table provided a visual representation of
recodes across all datasets simultaneously that greatly
simplified the design of integrated codes. The system
made it simple to develop tests of internal consistency

FIGURE 3. Translation table.

14Ruggles interview, Jan. 9, 2014.
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of the recodes (e.g., each input code must correspond
to just one output code) and to ensure that all values
encountered in the data appear in the translation
tables. Without structured machine processable meta-
data, it would have been far more expensive to build
the initial IPUMS or to expand it to cover additional
data sources.

The second major IPUMS innovation was the inter-
active web-based data extract system. The extract
system was made possible by the timing of the IPUMS
project coinciding with the rapidly changing comput-
ing environment of the early 1990s. When IPUMS was
proposed, few social scientists had access to the
Internet, and the World Wide Web existed only on a
single computer in Switzerland [5]. Data transfers in
that period were accomplished by sending physical
media through the mail, usually 10.5-in (26.67 cm) 9-
track reel-to-reel tapes.

The original IPUMS proposal called for the pur-
chase of 450 of these tapes. A third of the tapes were
needed to hold one copy of the full set of census
microdata in its original format. Another 150 tapes
were needed to hold the transformed data in IPUMS
format. Finally, the last 150 tapes were needed to send
one copy of the IPUMS-format data to the Inter-uni-
versity Consortium for Political and Social Research
(ICPSR) at the University of Michigan, which would
handle the dissemination by sending copies on 9-track
tapes to institutions around the country [22].

In the end, the IPUMS project purchased no tapes.
In 1992 and 1993, data archivist Ann Gray at the Cor-
nell Institute for Social and Economic Research made
the Census Bureau microdata samples available for
download through an anonymous file transfer protocol
(FTP) server, a program that made it possible for out-
siders to log on and download data. The IPUMS team
was able to directly download the files over the Inter-
net without using any tapes.

When it came time to disseminate the IPUMS data,
the same technology was used. Instead of sending the
data to ICPSR on 9-track tables, IPUMS set up an
anonymous FTP site to disseminate the data [1], [33];
the first IPUMS dataset was downloaded on Novem-
ber 19, 1993.

On November 11, 1993, eight days before the first
IPUMS Internet download, an undergraduate from the
University of Illinois released the first successful web
browser for a PC: NCSA Mosaic 1.0, thus opening
broad access to the World Wide Web [18]. The first
IPUMS website (see Figure 4) appeared 16 months
later, one of the first 15,000 websites created. The
initial IPUMS website offered the same functionality
as the IPUMS FTP site: Users were able to

download data and documentation files by clicking
on them.

The largest file available in the 1993 version of
IPUMS—the 1990 1% sample—was 163 MB. Files of
that size were difficult to reliably transfer over the
Internet and most social scientists found that scale of
data challenging or impossible to store or process. To
analyze changes over the entire period from 1850 to
1990—which was after all the point of the IPUMS—
one would have to download the entire data series,
775 MB, and subset and merge the files to analyze
change over time. Only investigators at major universi-
ties had the infrastructure to handle data on this scale
[31], [32].

As noted, the SHRL had been creating customized
harmonized data extracts for five years prior to the
development of IPUMS. These extracts used a FOR-
TRAN program to select specific variables and popula-
tion subgroups needed to conduct a particular analysis
and read the data from multiple files to produce a
pooled extract with data from multiple censuses. Few
users had the storage capacity or processing power
needed to handle the very large public use microdata
samples in their original form, so the process of

FIGURE 4. First IPUMS website, March 1995.
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change” [22]. Ruggles remembers the moment he went
into the History Department lounge on the sixth floor
of the Social Science Tower and said, “IPUMS! Inte-
grated Public Use Microdata Series! Isn’t that a great
idea?” The response from the graduate research assis-
tants was not enthusiastic.

“What a terrible name! You can’t call it that!”
According to Ruggles, “It was universal;
everyone thought it was just a horrible name. . .
It wasn’t a bad idea to propose, just a terrible
thing to call it.”14

The 1991 NSF IPUMS grant proposal outlined four
steps for

“convert[ing] the public use sample series into
a single coherent form: 1) planning and design
of record layouts, coding schemes, and
constructed variables that maximize
comparability and minimize information loss;
2) software development for reformatting,
recording, constructing new variables,
consistency checking, and allocation of missing
and inconsistent data; 3) data processing of
approximately 65 million records; and
4) preparation of an integrated set of
documentation for the entire series of
datasets, including a general user’s guide, a
volume of procedural histories, and a volume
on technical characteristics and error
estimation” [22].

IPUMS succeeded because of two key technical
innovations of the early 1990s: 1) In 1991, IPUMS intro-
duced the first structured metadata system for data
integration; and 2) in 1995, IPUMS produced the first
interactive web-based system for creating customized
pooled datasets.

The IPUMS software was designed to be driven
entirely bymachine-processablemetadata. The project
adopted what is now known as a data warehousing
approach, which transforms data from heterogeneous
sources into a single schema. The key metadata ele-
ment underlying the process was called a “translation
table.” A separate translation table was prepared for
each variable in the system; an excerpt of the transla-
tion table for the “Relationship” variable appears in
Figure 3. The top of the translation table provides the
input column locations for variables for each source
dataset. For example, in the original 1880 dataset, the
relationship variable was on the person record and ran

from column 21 to column 23. The additional input field
refers to the location of data quality flags in the original
data, which provide information about missing or
inconsistent responses.

The rest of the table has a row for each relation-
ship code. On the left are the IPUMS labels for each
category and the standardized IPUMS code. The
IPUMS code comes in two parts: The first two digits
are a lowest common denominator designed to be
consistent across all samples, and the second two dig-
its provide additional detail available in a subset of
censuses. This composite coding system provides
interoperability without losing information. The input
codes are on the right of the table, with separate
codes for each census year. For example, the Head/
Householder category was coded 100 in the 1880–1910
censuses, 0199 in 1940, and 000 in 1980. In addition to
the translation tables, other machine-processable
metadata components specified the order in which
variables were to be processed, the names and loca-
tions of input and output data files, and the record lay-
out of output files [9].

Metadata-driven data integration was amajor inno-
vation. Prior data harmonization efforts used statistical
packages or software code to recodemultiple datasets
into a common coding scheme. Such systems were
cumbersome to program and difficult to maintain. The
translation table provided a visual representation of
recodes across all datasets simultaneously that greatly
simplified the design of integrated codes. The system
made it simple to develop tests of internal consistency

FIGURE 3. Translation table.

14Ruggles interview, Jan. 9, 2014.
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selecting variables, subsetting, andmergingwas essen-
tial tomake the data usable.

The unlikely catalyst that broke this bottleneck
was fantasy football. Graduate research assistant
Todd Gardner, whose responsibilities were primarily
coding and software development, was also commis-
sioner of the graduate research assistants’ office fan-
tasy football league. Gardner was learning to use the
Perl language to develop a Web application that pro-
duced box scores and fantasy football standings in a
web output.15 Unlike virtually all websites of the era,
Gardner’s fantasy football system was truly interac-
tive: Users made a series of selections on a web form
and the software then constructed a new customized
web page based on those selections. When Gardner
showed Ruggles his fantasy football website, they rec-
ognized the potential to adapt the system to create a
web-based interactive front end that could operate
the FORTRAN data extract program, allowing outside
users to design their own customized datasets.

FIGURE 5. IPUMS data access system, 1995. Step 1. FIGURE 6. IPUMS data access system, 1995. Step 2.

FIGURE 7. IPUMS data access system, 1995. Step 3.15Gardner interview, Oct. 24, 2013; Sobek interview, Oct. 10,
2013.
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Gardner initially estimated that it would take him “a
couple of weeks” to transform his fantasy football pro-
gram into the front end of a data extract system, but
the task was harder than he anticipated. It took Gard-
ner approximately six months before the inaugural
launch of the website in November 1995, and thereaf-
ter, the system was in a continuous cycle of refine-
ment for the next few years [31]. Unlike the early FTP
dissemination system and the early IPUMS website,
which required a download of entire census samples,
the data extraction system allowed researchers to
customize their data request to meet their research
questions and computing capacity. Researchers fol-
lowed prompts to select only those subpopulations
and variables needed for their analysis and the output
was a single data file containing multiple census years
with identical custom record layouts [7], [31], [32]. A
key element of the extraction system was the user
interface that was developed using Perl and Java-
Script. The expertise of SSRFC staff member John
Easton was the key to untangling some logistical
snarls in the computing process. The major design
goal was “to make extractions easy while retaining
maximum flexibility for users.”16 At the IPUMS landing
page, users were guided through a step-by-step pro-
cess to make selections about sample, variable, and
case characteristics (see Figures 5–7). In 1996, the web-
site was refined to accommodate fully automated
online registration and dynamic pages generated from
user selections and metadata. Between April 1995
(when the data extract system went live) and 1999, the
system processed 10,000 data extract requests [32].

The convergence of increasingly fast and affordable
personal computers; the expansion of access to UNIX
workstations across universities; and the development of
the Internet and the World Wide Web facilitated the dis-
semination of historical census data. The Internet allowed
IPUMS to bypass physical dissemination of the data and
the World Wide Web made it possible to customize and
automate data extraction in an online environment.

A technological constraint parallel to the dissemi-
nation of historical census data was the creation and
dissemination of integrated documentation. The sheer
volume and inconsistency of the documentation
across public use samples made its use unwieldy at
best. Early IPUMS documentation, approximately 800
pages in length and contained in 61 separate files, was
available in a downloadable Word for DOS 6.0 format.

A printed version of the documentation was available
for purchase at $30 (see Figure 4). In 1996, Ruggles
and Menard obtained funding to convert the docu-
mentation into hypertext format accessible on the
World Wide Web. The hypertext documentation was
integrated into the extract system, enabling research-
ers to make informed choices about the samples they
were requesting [31].

IPUMS 1996–1999
As the decade progressed, steadily expanding funding
from both the NSF and the NICHD continued to sup-
port the creation of samples for additional censuses
to extend IPUMS [24]. The growth of the census proj-
ects stretched the physical space and computing
capacities where the data integration work took place.

During this period, the projects occupied three sep-
arate spaces on theWest Bank of the University ofMin-
nesota. As noted above, the Social History Research
Lab began in space provided by the History Depart-
ment. As the number of census project expanded, the
department ran out of space. Desperate, and finding
no on-campus solutions from the College of Liberal
Arts, Ruggles recalled discovering that

“you can convert grants from on-campus to off-
campus. . .If I had money, I could rent space. So,
I arranged to rent space and then I just
transformed three grants from being on-
campus to being off-campus. . .Because we
[had] just moved, we were able to shift money
from indirect cost to direct costs. And so, we
had more money available, and we were
allowed to spend it on rent.”17

The projects thus rented space in theCedar-Riverside
People’s Center, a block from the campus. In addition to
the census projects, the building housed a free medical
clinic, a veterinary clinic, a gymnasium featuring nude vol-
leyball, community theater instruction in theatrical com-
bat, anda variety of “alternative”organizations. According
to DEO Dianne Star, working at the People’s Center was
“interesting, to say the least,” with “all sorts of people
going in and out” of the building.18 The project also found
space in scattered on-campus locations. Data entry, data
cleaning, processing, dissemination, and administrative
functions were simultaneously carried out in buildings
basedonphysicalfit rather than function.

16Todd Gardner, interviewed by D. L. Magnuson and S. Rug-
gles, University of Minnesota, Oct. 7, 2021; Easton interview,
Oct. 21, 2021.

17Steven Ruggles, interviewed by D. L. Magnuson, University
of Minnesota, Jan. 9, 2014.
18Dianne Star, interviewed by D. L. Magnuson, University of
Minnesota, Sep. 26, 2013.
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selecting variables, subsetting, andmergingwas essen-
tial tomake the data usable.

The unlikely catalyst that broke this bottleneck
was fantasy football. Graduate research assistant
Todd Gardner, whose responsibilities were primarily
coding and software development, was also commis-
sioner of the graduate research assistants’ office fan-
tasy football league. Gardner was learning to use the
Perl language to develop a Web application that pro-
duced box scores and fantasy football standings in a
web output.15 Unlike virtually all websites of the era,
Gardner’s fantasy football system was truly interac-
tive: Users made a series of selections on a web form
and the software then constructed a new customized
web page based on those selections. When Gardner
showed Ruggles his fantasy football website, they rec-
ognized the potential to adapt the system to create a
web-based interactive front end that could operate
the FORTRAN data extract program, allowing outside
users to design their own customized datasets.

FIGURE 5. IPUMS data access system, 1995. Step 1. FIGURE 6. IPUMS data access system, 1995. Step 2.

FIGURE 7. IPUMS data access system, 1995. Step 3.15Gardner interview, Oct. 24, 2013; Sobek interview, Oct. 10,
2013.
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The People’s Center was a particularly challenging
work environment for technical rather than social rea-
sons. Initially, even basic phone service was problematic
[13].19 Dial-up modems were used to transfer data, but
they were frustratingly slow and unreliable. A thinnet net-
work connection was explored, but the $80,000 cost was
prohibitive.20 The solution was a wireless link connected
by point-to-pointmicrowave antennas. One antenna dish
was located on the 12th floor of the Social Science Tower
in the Political Science Department’s computer lab; the
other was positioned on the roof of the People’s Center
(0.2 mi/0.3 km away). Tom Lindsay, a graduate student
liaison between SSRFC and the Social History Research
Lab, had a table saw in his garage and built the frame to
support the antenna mounted on the People’s Center. A
six-foot copper spike was buried next to the building with
a copper wire run up the side of the building to ground
the antenna. The Ethernet connection was threaded
down through a skylight into theworkspace.21

With the success and enthusiastic response by social
scientists to the 1995 release of IPUMS, federal funding
was obtained to launch a “comprehensive revision” of
the database in 1998. Numerous variables were added,
coding schemes were “improved and rationalized,” and
“virtually” all missing and illegible data were allocated
through logical editing and “hot deck” probabilistic edit-
ing procedures. Furthermore, preliminary samples of
1860 and 1870 and an “expanded and improved” version
of the 1920 sample were integrated into the IPUMS data-
base. The extent of available documentation exploded
from an 800-page guide to 3000 pages in a five-volume
set [33]. As computing capacity increased and storage
costs decreased across the decade of the 1990s, what
once seemed out of reachwas becoming normal.

CONCLUSION
The IPUMSmodel provedhighly scalable. In 1999, IPUMS
expanded to incorporate data from censuses and sur-
veys covering 102 countries, providing information on
over a billion additional individuals. The North Atlantic
Population Project provided access to international his-
torical census data, including full-count census data
from six countries. IPUMS now covers U.S. and

international labor force surveys, time-use surveys,
healthmicrodata, and spatial population data.

IPUMS is now the world’s largest population data-
base, providing information describing more than three
billion persons as well as billions of data points describ-
ing the characteristics of places. The size of the data
collection is currently about four terabytes. When the
project was proposed in 1991, much disk storage would
have cost about $19.5 million in 2021 dollars. A decade
earlier in 1981, the same storage would have cost some
$2.6 billion, based on the cheapest prices for hard disk
space advertised in Byte Magazine. By 2001, the cost of
4 TB of the disk had declined to less than $14,000, and
today (in 2022) one can buy it for $69.99.

A convergence of technological advances over the
past four decadesmade IPUMS possible. Throughout the
1990s, IPUMSpushed the limits of whatwas possible with
the available computing resources. This involved impro-
vising workarounds of the constraints of data storage,
processing, and networking. IPUMS developed key inno-
vations around structured metadata for data integration
and web-based data access software. These innovations
made large-scale data integration feasible and allowed
users with limited computer capabilities to take advan-
tage of an enormous (for the time) data resource.

IPUMS was initially conceived primarily as a resource
for historical demography. The audience is now much
broader, with over 200,000 registered users from dozens
of academic disciplines. The largest contingent of users,
accounting for some40% of the total, are economists, fol-
lowed by sociologists, demographers, geographers, and
public health researchers. The availability of historical
and contemporary data in consistent format has contrib-
uted to a dramatic increase in qualitative historical
research across multiple disciplines [25]. Google Scholar
lists 26,700 books, articles, working papers, and disserta-
tions citing IPUMS data, and a new paper appears
approximately every 3 h. Beyond the academy, IPUMS
has found substantial audiences in policy, planning, and
news organizations. By democratizing data access,
reducing redundant effort, and enabling investigators to
construct customized demographic datasets, IPUMS has
opened new research opportunities and stimulated new
discoveries.
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The People’s Center was a particularly challenging
work environment for technical rather than social rea-
sons. Initially, even basic phone service was problematic
[13].19 Dial-up modems were used to transfer data, but
they were frustratingly slow and unreliable. A thinnet net-
work connection was explored, but the $80,000 cost was
prohibitive.20 The solution was a wireless link connected
by point-to-pointmicrowave antennas. One antenna dish
was located on the 12th floor of the Social Science Tower
in the Political Science Department’s computer lab; the
other was positioned on the roof of the People’s Center
(0.2 mi/0.3 km away). Tom Lindsay, a graduate student
liaison between SSRFC and the Social History Research
Lab, had a table saw in his garage and built the frame to
support the antenna mounted on the People’s Center. A
six-foot copper spike was buried next to the building with
a copper wire run up the side of the building to ground
the antenna. The Ethernet connection was threaded
down through a skylight into theworkspace.21

With the success and enthusiastic response by social
scientists to the 1995 release of IPUMS, federal funding
was obtained to launch a “comprehensive revision” of
the database in 1998. Numerous variables were added,
coding schemes were “improved and rationalized,” and
“virtually” all missing and illegible data were allocated
through logical editing and “hot deck” probabilistic edit-
ing procedures. Furthermore, preliminary samples of
1860 and 1870 and an “expanded and improved” version
of the 1920 sample were integrated into the IPUMS data-
base. The extent of available documentation exploded
from an 800-page guide to 3000 pages in a five-volume
set [33]. As computing capacity increased and storage
costs decreased across the decade of the 1990s, what
once seemed out of reachwas becoming normal.

CONCLUSION
The IPUMSmodel provedhighly scalable. In 1999, IPUMS
expanded to incorporate data from censuses and sur-
veys covering 102 countries, providing information on
over a billion additional individuals. The North Atlantic
Population Project provided access to international his-
torical census data, including full-count census data
from six countries. IPUMS now covers U.S. and

international labor force surveys, time-use surveys,
healthmicrodata, and spatial population data.

IPUMS is now the world’s largest population data-
base, providing information describing more than three
billion persons as well as billions of data points describ-
ing the characteristics of places. The size of the data
collection is currently about four terabytes. When the
project was proposed in 1991, much disk storage would
have cost about $19.5 million in 2021 dollars. A decade
earlier in 1981, the same storage would have cost some
$2.6 billion, based on the cheapest prices for hard disk
space advertised in Byte Magazine. By 2001, the cost of
4 TB of the disk had declined to less than $14,000, and
today (in 2022) one can buy it for $69.99.

A convergence of technological advances over the
past four decadesmade IPUMS possible. Throughout the
1990s, IPUMSpushed the limits of whatwas possible with
the available computing resources. This involved impro-
vising workarounds of the constraints of data storage,
processing, and networking. IPUMS developed key inno-
vations around structured metadata for data integration
and web-based data access software. These innovations
made large-scale data integration feasible and allowed
users with limited computer capabilities to take advan-
tage of an enormous (for the time) data resource.

IPUMS was initially conceived primarily as a resource
for historical demography. The audience is now much
broader, with over 200,000 registered users from dozens
of academic disciplines. The largest contingent of users,
accounting for some40% of the total, are economists, fol-
lowed by sociologists, demographers, geographers, and
public health researchers. The availability of historical
and contemporary data in consistent format has contrib-
uted to a dramatic increase in qualitative historical
research across multiple disciplines [25]. Google Scholar
lists 26,700 books, articles, working papers, and disserta-
tions citing IPUMS data, and a new paper appears
approximately every 3 h. Beyond the academy, IPUMS
has found substantial audiences in policy, planning, and
news organizations. By democratizing data access,
reducing redundant effort, and enabling investigators to
construct customized demographic datasets, IPUMS has
opened new research opportunities and stimulated new
discoveries.
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Technology Trends and Challenges for
Large-Scale Scientific Visualization
James Ahrens, Los Alamos National Laboratory, NM, 87545, USA

Scientific visualization is a key approach to understanding the growing massive
streams of data from scientific simulations and experiments. In this article, I review
technology trends including the positive effects of Moore’s law on science, the
significant gap between processing and data storage speeds, the emergence of
hardware accelerators for ray-tracing, and the availability of robust machine
learning techniques. These trends represent changes to the status quo and present
the scientific visualization community with a new set of challenges. A major
challenge involves extending our approaches to visualize the modern scientific
process, which includes scientific verification and validation. Another key challenge
to the community is the growing number, size, and complexity of scientific datasets.
A final challenge is to take advantage of emerging technology trends in custom
hardware and machine learning to significantly improve the large-scale data
visualization process.

Visually understanding the growing massive vol-
ume of scientific data from sensors and super-
computers is an ongoing challenge. In this

Visualization Viewpoints article, I will discuss technology
trends and challenges for large-scale scientific visualiza-
tion. I was inspired towrite the column by Chris Johnson’s
Visualization Viewpoints article titled “Top Scientific Visu-
alization Research Problems.”1 I believe it is a good time
for an evaluation of large-scale scientific visualization
challengesdue to the expecteddelivery of exascale super-
computers in the next fewyears and the explosionof high-
resolution scientific sensors and instruments. As Johnson
writes in his article, “it is important to refresh . . . regularly
and to add new viewpoints. . ..” This article fundamentally
differs from the list offered by Johnson in that this article
does not attempt to make a complete list but focuses
only on what I consider the most important key trends
and challenges. I focus on trends, that is, software or hard-
ware advances that originate from outside the field of
large-scale visualization but have a significant impact on
the field. Trends I address include the effects of Moore’s

law on the scientific process, the order of magnitude dif-
ferencesbetweenprocessor and storage speeds, and cus-
tom hardware and machine learning advances. I also
discuss challenges, that is, problems to overcome. Note
that challenges can be reframed as opportunities espe-
cially when one finds an exemplary solution.

THE POSITIVE EFFECT OF MOORE’s
LAW ON SCIENCE

The first technology trend is our ability to quickly gener-
ate and process massive scientific data due to Moore’s
law. Moore’s law states that the number of transistors
on a microchip doubles approximately every 18 to 24
months. This doubling effect has translated into faster
processors that can simulate and process data
extremely quickly. Moore’s law has also driven a revolu-
tion in sensor technology, with sensors achieving higher
resolution and better dynamic range over time.

The effect of our increasing computational and
data capabilities on science is described in Hey
et al.’s 2009 article, “Jim Gray on eScience.”2 Jim
Gray identified four paradigms of science that
evolved over time:

1) Empirical—thousands of years ago, science was
mostly empirical, describing natural phenomena;
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2) Theoretical—in the last few hundred years, sci-
ence added theoretical approaches, including
the use of models and generalizations;

3) Computational—in the last seven decades, sci-
ence added computational simulations, to simu-
late complex phenomena;

4) Data exploration—recently, data exploration was
added, which unifies (1–3) experiment, theory,
and simulation.

Many scientific advances of the past decades can
be linked to this revolution. Chen et al. describe some
of these advances and identify challenges that can be
addressed by the synergistic use of data intensive sci-
ence and exascale computing.3

Gray’s paradigms provide us a starting point for a
better understanding of the modern scientific process.
Figure 1 presents a hierarchy of scientific data repre-
sentation levels that I believe provides a more com-
plete picture. Relating this model to Gray’s paradigms,
a single experiment or simulation ensemble (repre-
sented by the data element level up to the ensemble
level) utilizes the empirical, theoretical, and computa-
tional paradigms. The ensemble level up to the valida-
tion level encapsulates a unifying data exploration
paradigm.

The modern scientific process is characterized by
the increasing pace of scientific data generation via
automated scientific experimental and simulation pro-
cesses on larger and more capable experimental and
supercomputing facilities. It involves multiple teams of
people across the world. In my opinion, a correspond-
ing modern scientific visualization approach needs to
provide effective techniques for all the levels of the
modern scientific process outlined in Figure 1. I would
further assert that the visual understanding of the vali-
dation and verification process using experimental and
simulation ensembles is central to the future of scien-
tific visualization and scientific advances.

CHALLENGES BASED ON THE
MODERN SCIENTIFIC PROCESS

Our overall challenge is to create visualizations that
quickly increase our understanding of scientific data
for this modern scientific process. In this section, I will
review the levels, describe how the state of the art in
scientific visualization addresses these challenges,
and identify new challenges.

Data element level—Starting at the base level,
each data element in a simulation has a type such as
scalar or vector. Significant effort has gone into suc-
cessfully creating visualization approaches for scalar

and vector visualizations. Simulations are evolving to
incorporate new more complex types of data ele-
ments. Challenges include visual representations for
higher dimensional data element types including ten-
sors and functions.

Data structure and variable level—The spatial data
structure that uses data elements and represents both
the structure and topology of the represented physical
system such as a structured or unstructured meshing
representation. Challenges include full direct visualiza-
tion support for complex simulation data structures
such as adaptive mesh refinement strategies and com-
plex unstructured mesh types including higher order
meshes. As an example, this means for adaptive mesh
refinement strategies, visualizing the adaptive grid
properties, such as grid resolution, knowing how the
boundaries between grids of differing resolutions are
handled (e.g., for correct isosurfacing) and how a data
location is correctly sampled from the adaptive grid.
Direct support for these representations is needed
both to debug simulations as well as create accurate
visualizations of these data structures. At this level,
many variables needed for the simulation are repre-
sented using these data structures.

System level—All data that are needed to repre-
sent a single run of a simulation or experiment. Typi-
cally for a simulation, this consists of an input deck,
associated input scientific databases, the specific ver-
sion of the simulation code, and the resulting data
structure level variable outputs over time. Note that a
simulation can be thought of as a set of independent
variables (the inputs) and the dependent variables
(the outputs). Challenges include visually understand-
ing the multivariate and temporal nature of results,
including visually identifying what variables are most
relevant and what relationships exist between input
and output variables.

Ensemble level—A set of system level input/output
results. Typically, such a set is selected using a statis-
tical experimental design. Statistical experimental
design is used to carefully choose input values to
ensure coverage of the entire input/output space of
simulations or experiments. Starting at this level and
at all higher levels of abstraction, there is not currently
a common data format to represent or visualize data
at these levels. Without these data representations, it
is difficult to build and share needed visualization
methods for these higher level concepts. A challenge
at this level is to develop effective ensemble visualiza-
tion representations and methods.4

Verification level—Verification is the process of
checking whether simulations or experiments meet
their design requirements (e.g., Are they working
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FIGURE 1. A representation of the levels in the modern scientific process. A challenge for the visualization community is to

explore the best visualization approaches for each of these levels as well as to be able to track, connect, and visualize relation-

ships between levels. The levels increase in abstraction and complexity from the lowest level (data element) to the highest level

(validation level). The images in each data row are symbolic. At the data structure and variable level, the images visually repre-

sent the heterogeneity of grid types for simulations, and differing types of sensors for experiments. At the system level, the

images represent different simulation and experiment types that are ready to run. At the ensemble level, the images represent a

collection of ensembles of results from the simulations and experiments. The different colors are meant to represent different

simulation and experiment results.
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correctly?). Debugging a simulation is a verification
process. There is a diverse set of ensemble data at
this level. The diversity derives from differences at the
underlying levels (e.g., different simulations, data
structures, or data elements). These collections form
independent evidence for our scientific knowledge.

Validation level—At this level, there are collections
of ensembles from simulations and experiments. These
data taken collectively provide the current state of our
understanding about the scientific area of study. Inde-
pendently formulated simulations and experiments
reduce the bias of any single one of these activities.
Validation is the process of checking whether simula-
tionsmatch real-world experimental results.

Verification and validation challenges include the
use of high-dimensional visualization techniques to
visualize these simulation and experimental ensembles
and the comparison between ensembles and ensemble
members.5 Research efforts on visualizing uncertainty,
feature extraction, and comparative visualization pro-
vide a good starting point to address these challenges.

To deeply understand the reasons for differences at
the validation level, a modern visualization tool should
be able to seamlessly “move” between different levels
of the scientific process, from the abstract ensemble
levels at the top of the hierarchy to the spatial/tempo-
ral representations at the bottom of the hierarchy. For
example, a high-dimensional information visualization
technique may highlight a major difference between
the output of two simulations in an ensemble. This dif-
ference would likely be best visualized via a spatially
based scientific visualization technique. One idea for a
potential solution to this challenge is a unified pro-
gramming language that encapsulates both informa-
tion and scientific visualization concepts. A good
starting point could be Satyanarayan et al.’s6 interac-
tive programming language based on the grammar of
graphics.

OUR ABILITY TO STORE DATA IS
ORDERS OFMAGNITUDE SLOWER
THAN OUR ABILITY TO GENERATE
DATA

A second technology trend is that since the 1980s,
memory and storage devices improve at a much slower
rate than processors. It takes orders of magnitude lon-
ger to store data than to produce it. This trend moti-
vates reducing data from simulation or observational
sensors as close to the source of data as possible. For
sensors, this challenge has led to the development of
“edge computing” solutions. A related challenge that
arises as a result of the large volumes of data produced

by simulations and experiments is the need to store
and process these results in a timely manner. One
approach is to work to reduce the size of the data
without reducing the data’s usefulness. Numerous
approaches have been applied including compression,
sampling, and multiresolution representations. For
example, approximate solutions derived via sampling
are described byMoritz et al.7 and Biswas et al.8

An important area for consideration is efforts to
quantify how these reduced representations will
affect the visualizations that will be applied to this
data. An additional challenge for scientific data is that
for spatial datasets, preserving topological9 and con-
nectivity relationships can be as important as preserv-
ing data accuracy.

A promising solution for understanding large-scale
scientific simulation data is to immediately visualize
the data on the same supercomputing resource.10

This approach is known as in situ visualization.11

In situ visualization typically occurs without human
intervention during batch runs. Key decisions are
required about what variables to visualize, how to visu-
alize them, and from what viewpoint. A challenge is to
automate the in situ visualization process by selecting
effective parameters. Zhu et al. provide a survey of
automated techniques for information visualization.12

Applying these approaches for scientific visualization
would be a good starting point for work in this area.
An additional challenge is to support visual exploration
after the simulation has finished. Research efforts
have focused on saving visualization extracts such as
a collection of imagery for later exploration.13

NEWTYPESOFCUSTOMHARDWARE
FORRAY-TRACINGANDMACHINE
LEARNING ARE BECOMING
AVAILABLE

A third trend in response to the expected deceleration
in Moore’s law is to optimize the transistors in a chip
design to solve a specific problem, making such a cus-
tom chip more efficient than a general-purpose solu-
tion for the specific problem. Examples of this trend
include the creation of ray-tracing and machine learn-
ing accelerators. Using these hardware accelerators
for large-scale visualization and rendering poses sig-
nificant challenges. For example, traditional visualiza-
tion pipelines have typically generated geometry such
as triangles that are passed to a renderer to render
into an image. Geometry takes up memory space. One
intriguing possibility is to avoid the creation of geome-
try and instead ray-trace imagery directly from the sci-
entific data.14
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TAKINGADVANTAGEOFADVANCES
INMACHINELEARNINGTOSOLVE
SCIENTIFIC VISUALIZATION
PROBLEMS

A fourth trend is the emergence of newmachine learn-
ing techniques and their successful application to a
broad variety of challenges.15

Two challenges arise from this trend. The first chal-
lenge is the use of visualization to explain the results of
machine learning applications. This challenge is closely
related to visualizing ensembles, since machine learn-
ing techniques are strongly data driven, and these
machine learning data are typically ensembles them-
selves. Ideally, the strong interest in visualizing
machine learning results will translate into more effec-
tive ensemble visualization approaches.

The second challenge is the application of machine
learning techniques as part of the scientific visualiza-
tion process. A significant success has been in the
application of supervised learning techniques such as
deep learning. Supervised learning techniques solve a
classification or regression problem using an ensemble
of data with well-defined inputs and outputs, and pro-
duce labeled or numerical outputs. Unsupervised
learning techniques solve a clustering or dimensional-
ity reduction problem using an ensemble of data with
well-defined inputs, and produce a reduced represen-
tation for these inputs.

At a high level, we can think about machine learning
being applied to the scientific data we are visualizing
or the visualization process itself. When supervised
machine learning is applied to the scientific data it can
provide a “surrogate” version of the scientific data. The
surrogate supports interpolation over the space of simu-
lations at unknown input locations. Such a representa-
tion is useful because it supports sampling the scientific
data space with “unknown” inputs in order to create
approximate or reduced representations of the scien-
tific data. For example, this approach might be used in
ensemble analysis for verification and validation to help
understand the space of all possible results from a small
finite set of representative results. Surrogates could be
used to create a shared basis for visually comparing
ensembles.

When unsupervised machine learning is applied to
the scientific data, it can help to identify similarities
between elements on each level of the hierarchy (e.g.,
clustering similar data elements, data structures, and
ensemble members). It can also help identify repre-
sentative but reduced basis functions from the input
variables through dimensionality reduction operations
(such as using Principal Component Analysis to create
a 2-D basis function for plotting data elements).

To apply machine learning techniques to automate
the selection of visualization parameters for the visuali-
zation process, the space of all visualization processes
needs to be defined, as well as a metric to evaluate the
desired property of the visualization process. For exam-
ple, if we want to use machine learning to help select
an “optimal camera” for a visualization, the space is all
possible camera positions (as defined by a set of cam-
era parameters) and a metric for an optimal view could
be a computable value such as image entropy16 or
defined by the results of a user study that evaluates
the effectiveness of different camera positions. One
reason for the success of machine learning in industry
is that companies are able to gather significant
amounts of user choice data via their web interface to
their products. As visualization tools move to web-
based interfaces and more users interact with visuali-
zation tools in this manner, the opportunity to gather
more user visualization choice data will increase. This
in turn will enable visualization researchers to use this
data for machine learning to help automate visualiza-
tion process choices.

CONCLUSION
Best practices in large-scale scientific visualization
include tracking technology trends and identifying how
these trends will affect the scientific process. Ideally
these trends can also be leveraged to help scientists
cope with these changes. Examples include automat-
ing labor-intensive tasks such as running simulations
and experiments, and curating and visualizing the gen-
erated scientific data to support scientific understand-
ing and decision making. Technology trends such as
extremely capable supercomputers and advances in
machine learning offer a bright future for researchers
and practitioners to creatively address the challenges
highlighted in this Visualization Viewpoint.
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Data Science: Hype and Reality
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Data science is considered a young field by many. This column shares the 
growing trends of data science as one of the most sought-after career options 
and as an emerging discipline in almost every industry in the world.

In 2012, the Harvard Business Review caused a stir 
by calling data scientist “the sexiest job of the 
21st century.”1 The denomination “data scientist” 

refers to a profession that makes sense of the vast 
amount of big data. However, scientists, statisticians, 
computer scientists, librarians, and other professions 
have been analyzing and“ making sense” of data for 
ages. As such, the term “data science” is not new 
and can be traced back to 1962 when John W. Tukey 
published a book titled The Future of Data Analysis.2 
In his book, Tukey, one of the most influential statisti-
cians of the 20th century, suggested that statistics is 
“pure mathematics,” but data analysis is “intrinsically 
an empirical science,” and, therefore, it should take 
the characteristics of science rather than mathemat-
ics.2 As such, Tukey acknowledged that the two are 
related but are separate disciplines, and to make 
progress in data analysis, it is important to focus on 
the tools and attitudes.

Today we’re witnessing explosive growth in the 
field. This increase can be attributed to the growing 
amount of data generated by digital activities in our 
lives. According to the International Data Corpora-
tion, more than 59 zettabytes of data were captured 
in 2020, and the number is expected to increase with a 
five-year compound annual growth rate of 26%.3 Data 
science enables companies not only to understand 
data from multiple sources but also to enhance deci-
sion making. As a result, data science is widely used in 
almost every industry, including health care, finance, 
marketing, banking, city planning, and more. With 
advances in technology, new approaches to the field, 
and people’s positive attitudes toward data science, 
there is every reason to believe that the field will con-
tinue to grow in the future.

WHAT IS DATA SCIENCE?
The term data science is so widely used today that its 
definition has become blurry. Some associate it with 
computer science and some with statistics; most 
frequently, it is linked to machine learning (ML) and 
data mining.4 ML deals with algorithms for extract-
ing patterns from data, while data mining pertains to 
the analysis of structured data. Data science takes 
both of these tasks into account in addition to other 
data-related tasks such as capturing, cleaning, and 
transforming unstructured data; the use of big data 
technologies; and handling data ethics and regula-
tion.4 Besides these engineering-oriented fields, data 
science can also be business oriented in the form of 
business intelligence and analytics. Moreover, the data 
science umbrella consists of back-end and front-end 
data science.5 The back-end part is often referred to 
as data engineering and deals with hardware, com-
puting, and data storage infrastructure. The front end 
focuses more on data analysis and ML.

Perhaps a better way of describing this vast topic 
is by describing what it is not.6 Data science is not all 
about using data for prediction or merely about data 
analysis. It is not a discipline confined to science, 
technology, engineering, and mathematics fields, and, 
most importantly, it is not a single discipline at all. Like 
other sciences, it is best understood as a “collection of 
disciplines with complementary foundations, perspec-
tives, approaches, and aims, but with a shared grand 
mission,“ which is to use information and technologies 
to advance human society.6
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THE EVOLUTION OF DATA SCIENCE
Tukey’s work The Future of Data Analysis is known as a 
seminal moment in the history of data science. Tukey’s 
impact on data science is immense. Besides Tukey, 
there are a few other prominent names and events 
that are worth examining.

For example, in 1974, Peter Naur, a well-known 
Danish computer scientist, published a book that was 
based on a survey of contemporary data processing 
methods in Sweden and the United States. Here, he 
defined data science as “the science of dealing with 
data, once they have been established, while the rela-
tion of the data to what they represent is delegated 

to other fields and sciences.”7 Following the success 
of his 1962 work, Tukey published a book in 1977 titled 
Exploratory Data Analysis, another important mile-
stone in the field.8 In the same year, the International 
Association for Statistical Computing was established 
as part of the International Statistical Institute, link-
ing traditional statistical methods with computer 
technology in converting data into information and 
knowledge.

In 1996, the term data science was included for 
the first time in the title of the biennial conference of 
the International Federation of Classification Societ-
ies.9 A year later, in his inaugural lecture for the H.C. 
Carver Chair in Statistics at the University of Michigan, 
Prof. Jeff Wu called for statistics to be renamed data 
science and the statisticians to be called data scien-
tists.10 In 2001, Prof. William Cleveland, a computer 

scientist and professor of statistics at Purdue Uni-
versity, published an article titled “Data Science: An 
Action Plan for Expanding the Technical Areas of the 
Fields of Statistics.” Just like Tukey, Cleveland was 
promoting the idea of merging various fields such as 
computer science and statistics.11

One of the most significant events in the field 
of data science was the launch of the Data Science 
Journal by the Committee on Data for Science and 
Technology of the International Council for Science in 
2002.12 The journal serves as a platform for everyone 
interested in data to present their work and exchange 
ideas. In 2005, the National Science Board published 
a report titled “Long-Lived Digital Data Collections: 
Enabling Research and Education in the 21st Century,” 
which defines data scientists as “the information and 
computer scientists, database and software engi-
neers and programmers, disciplinary experts, curators 
and expert annotators, librarians, archivists, and oth-
ers, who are crucial to the successful management of 
a digital data collection.”13

In January 2009, in an interview with McKinsey 
Quarterly, Hal Varian, Google’s chief economist, said 
that the occupation of statistician would be a sexy 
job in the next 10 years.14 Then, in 2011, D.J. Patil, a 
renowned mathematician and computer scientist, 
wrote an article, “Building Data Science Teams,” which 
many perceived to be the start of data science as the 
distinct professional specification known as data sci-
entist today.15 From there on, data science has been 
covered at length and started to gain more attention 
as businesses recognized the importance of data.

THE EVOLUTION OF THE  
DATA SCIENTIST

We can see that data science is not an entirely new 
field. It was derived from already existing topics. Sta-
tistics and computer science are the most closely 
related to what is now called data science. In fact, 
computer science is the top related query for data 

TUKEY ACKNOWLEDGED THAT 
THE TWO ARE RELATED BUT ARE 
SEPARATE DISCIPLINES, AND TO 
MAKE PROGRESS IN DATA ANALYSIS, 
IT IS IMPORTANT TO FOCUS ON THE 
TOOLS AND ATTITUDES.
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science on Google Trends as of 
2021. Over the past five years, the 
popularity of both fields has also 
risen similarly (see Figure 1). Com-
puter science is also most rele-
vant for data science software 
experts and developers. In early 
data science academic programs, 
most higher education institu-
tions offered data science pro-
grams using existing courses with 
faculty from academic areas such 
as computer science and statis-
tics, with some shifts in teaching and professional 
development.5,16

However, with the growing popularity and 
diversity of data science, institutions have created 
dedicated data science programs. In addition, many 
other fields also infuse data science across their dis-
ciplines to introduce data literacy and data analytics 
as important skills among their students.4,5 One such 
discipline is business. The science of business statis-
tics was virtually nonexistent until Silicon Valley tech 
giants started using big data.17 The field of business 
analytics and intelligence has vastly grown ever since 
businesses started using data in the form of insights 
data science for strategic decision making, product 
data science for product testing and optimization, 
and engineering data science for business. Engineer-
ing data science includes ML engineers, data engi-
neers, and analytical data engineers. These engineers 
are differentiated from other data scientists because 
they produce, rather than synthesize, data.18

DATA SCIENCE EDUCATION  
AND CAREERS

Upon analyzing data from 465 U.S. data science pro-
grams,19 the following conclusions can be drawn. 
Master’s programs, at 63.6%, are the most common 
higher education programs for data science (see Fig-
ure 2). This conclusion also coincides with worldwide 
Google Trends for data science programs (see Figure 
3), where a Master’s degree program is more popu-
lar than any other type. Similarly, results from datas-
cienceprograms.org, which analyzed more than 500 
universities in the United States, also found Master’s 
degrees to be the most popular in the field.20 The high 

demand for Master’s programs could be credited to 
the need for skills that other programs lack, the fact 
that Master’s students already have relevant experi-
ence, and the growing popularity of data science pro-
fessionals within the areas of business.5,21

Popularity within the business field can be seen 
through the high number of business intelligence and 
analytics programs offered, which is the most common 
program category in Rawlings-Goss’s data (21.9%), as 
well as master of business administration programs 
(7.1%), most of which also have concentrations in busi-
ness analytics (see Figure 4).19 Another emerging field 
in data science education, as seen through these data, 
is health-care/biomedical informatics and information 
management. This is one of the fastest growing fields 
in the health-care sector today, requiring the acquisi-
tion, storage, retrieval, and use of medical data.22 The 
data of Rawlings-Goss also show that fields such as 
computer science and statistics, from which data sci-
ence heavily derives, continue to offer data science 
programs as well.19

Degrees in data science often target areas such 
as data wrangling and mining, data visualization, ML, 
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programming (with R and Python being the most 
popular languages), and probability and statistics, 
whether offered as courses/certifications or dedi-
cated degrees in these topic areas.20 It should also 
be noted that, even though a variety of data science 
degrees is offered, there is no single organization that 
accredits data science programs. However, some 
organizations accredit related program areas such as 
the Accreditation Board for Engineering and Technol-
ogy for computer technology, analysis, and engineer-
ing and the Association to Advance Collegiate Schools 
of Business for business analytics.20 The top five uni-
versities for data science by region, based on research 
performance in data science from 14,160 universities 
in 183 countries, are listed in Table 1.23,24

There is a variety of educational approaches 
to data science, but many argue that theoretical 
education is not enough. To become a successful 
data scientist, one requires not only a knowledge 

of theory and tools but also suf-
ficient “real-world” experience to 
know how to reach, and when to 
trust, results.25

In general, data science jobs 
can be divided into either data 
generalists or specialists (see 
Figure 5 for details). Data general-
ists are commonly referred to as 
data scientists because they are 
broadly trained and “wear many 
hats” in the field of data science. 
While many organizations still 
look for generalists, the trend 

toward data specialists is now increasing as compa-
nies use data science more specifically.19 LinkedIn’s 
“Jobs on the Rise” reports from different regions 
around the world indicate that data analytics profes-
sionals, data analysts, and artificial intelligence (AI) 
professionals are the most in-demand roles.26 Figure 
5 also shows countries that listed each type of data 
science role among their top jobs of 2021. By 2026, 
it was reported that 11.5 million new data science 
jobs will be created in the United States alone.27 The 
trends indicate that jobs are expected to continue to 
grow in data science.

THE FUTURE OF DATA SCIENCE 
AND DATA SCIENTISTS

According to the U.S. Bureau of Labor Statistics, the 
average annual salary for a data scientist in 2021 was 
US$103,930 in the United States.27 A 2020 Burtch 
Works study also shows that the median salary for 
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data scientists is US$95,000 at 
entry level, US$130,000 at midlevel 
(US$195,000 for managerial posi-
tions), and US$165,000 for experi-
enced data scientists (US$250,000 
for managerial positions).28 Glass-
door also reports the average 
salary of a data scientist to be 
US$117,212. This is higher than the 
average pay of US$74,239 for pro-
grammers or US$88,989 for statis-
ticians, for example.29–31 The high 
salary amount is attributed to the 
supply of data professionals still 
not catching up with the demand. 
Data scientists also require a 
high level of expertise and often 
acquire advanced degrees, as 
noted earlier with the popularity of 
Master’s degrees.

Given the hype around data 
science, the reality is that most 
companies still fail to use much 
of the data they collect and store 
during business activities. Gartner 
defines these unused data as “dark 
data.”32 According to Splunk’s 
“State of Dark Data Report,” 55%, of 
an organization’s data are dark.33 
Yet, for a Fortune 1000 company, just a 10%, increase in 
data accessibility will lead to more than US$65 million 
additional net income.34 The importance of under-
standing and utilizing data and the science behind it 
is becoming increasingly visible. Big data are now not 
an asset exclusive to big companies. The trend is head-
ing to the “democratization of data,” which essentially 
means the involvement of everyone, data scientist or 
not.35 This will eventually lead to many trends in the 
future. An example includes the use of “small data” for 
analysis of the most vital data in situations where time, 
bandwidth, and energy expenditure are limited.36 A 
closely linked concept is TinyML, which refers to ML 
algorithms that are designed to take little space and 
run on low-powered hardware, in embedded systems/
the Internet of Things (IoT). Data democratization will 
also be driven by AutoML, which will make ML acces-
sible to everyone.36

Another emerging trend will be data-driven cus-
tomer experience. There has been an increase in 

investment and innovation in online retail technology 
in recent years.35 Interactions with businesses are 
also becoming more digital. So, it is realistic to expect 
less hassle in e-commerce, more user-friendly inter-
faces and front ends, quicker and smoother customer 
service, and greater levels of personalization in goods 
and services. Moreover, deep fakes, generative AI, and 
synthetic data are also expected to rise beyond the 
arts and entertainment industries.36 Last, an increas-
ing amount of data science will take place at the 
intersection of transformative technologies such as AI, 
the IoT, cloud computing, and superfast networks like 
5G. These technologies will make new types of data 
transfer commonplace and increase automation to 
create smart homes, factories, and cities.36 With data 
science’s footprint in practically every aspect of our 

Region Top Five Universities

North America 1. Stanford University, United States
2. Harvard University, United States
3. Massachuse�s Institute of Technology, United States
4. University of Illinois at Urbana-Champaign, United States
5. University of Washington, Sea�le, United States

Latin America 1. University of Sao Paulo, Brazil
2. Federal University of Minas Gerais, Brazil
3. National Polytechnic Institute, Mexico
4. State University of Campinas, Brazil
5. National Autonomous University of Mexico, Mexico

Europe 1. University of Oxford, United Kingdom
2. University College London, United Kingdom
3. University of Cambridge, United Kingdom
4. Imperial College London, United Kingdom
5. University of Manchester, United Kingdom

Asia 1. Tsinghua University, China
2. National University of Singapore, Singapore
3. Nanyang Technological University, Singapore
4. Peking University, China
5. Wuhan University, China

Africa 1. University of Pretoria, South Africa
2. Ain Shams University, Egypt
3. University of Stellenbosch, South Africa
4. University of Cape Town, South Africa
5. Mohammed V University, Morocco

Oceania 1. University of Melbourne, Australia
2. University of New South Wales, Australia
3. University of Sydney, Australia
4. University of Technology Sydney, Australia
5. University of Queensland, Australia

TABLE 1. The world‘s top undergraduate and graduate programs for data science,  
according to EduRank.23,24
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everyday lives, there is always something new to learn. 
Technological change is perceived as fast, but data sci-
ence, in particular, has been rising vigorously. 
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Three Latina computing professionals at a large national laboratory reflect on the
circumstances affecting the low representation of this segment of the population in
STEM fields, and computing in particular. The authors share highlights of their path
to STEM careers, and some of the efforts they are involved in for broadening
participation in computing. They consider the roles of minority serving institutions,
representation and mentoring, and advocacy.

The U.S. Hispanic population has been growing
steadily for decades. Last year, nearly 65 million
Hispanic Americans made up 18.5% of the U.S.

population (including Puerto Rico).1 They were 18% of the
overall workforce, but only 8.3% of the STEMprofessional
labor pool.2 Meanwhile, womenmake up 34% of all STEM
occupations, and within the sciences, the proportion of
women in computer science occupations was 26% in
2019, as reported by theNational Science Foundation.3

While statistics describe the proportion of Hispanic
Americans in STEM and women in STEM, the intersec-
tion between these two segments has not been system-
atically tracked. This highlights a significant challenge:
quantifying the underrepresentation ofHispanicwomen
in the workforce, particularly in STEM where fields are
male dominated, including computer science.

A better understanding of this intersecting segment
would be helpful in identifying specific obstacles that
impact Latinas working in STEM fields in the US, which
would be critical to identifying opportunities to improve

the number of Latinas in the field and increase retention
by providingmore prosperous career development paths.

In this article, we highlight some of the challenges
Latinas in STEM face, including those specific to com-
puting-related fields.

LATINAS IN STEM
Although most of the Latinx population in the U.S.
shares Spanish as their common language, different
cultures, and traditions melt to create the Latinxa

identity. Different backgrounds and circumstances
will affect the individual journey into a STEM career
and create a scientific identity. For example, some Lat-
inas in STEM may be first-generation college gradu-
ates, while others may have traveled thousands of
miles to pursue their education and jump-start their
careers. In what follows, the authors reflect on their
journeys as Latinas currently working in STEM.

Three Paths to Stem Careers
One of the authors, now a technical staff member at
Oak Ridge National Laboratory (ORNL), originally from
Ecuador, moved to the U.S. as an exchange student.
After being exposed to the education and opportuni-
ties available in the U.S., she decided to move perma-
nently and complete her degree here due to the fact
that career prospects in the computing field were
more promising. She was able to pursue specialized
education in computing and find a position that would
apply those skills in the world of high-performance
computing (HPC) at the U.S. Department of Energy
national laboratory. Exposure to a wide range of career
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paths and industries in college and graduate school
helped encourage her to remain on the STEM path.

A second author reflects on her journey as a Mexi-
can–American woman born and raised in El Paso,
Texas. Her path into a research scientist position at
ORNL started with an internship opportunity at Texas
A&M University, allowing her to experience research
at one of the top nuclear physics facilities in the coun-
try. She also highlights the importance of representa-
tion and mentoring, two essential resources during
her graduate degree studies in a male-dominated sci-
entific field.

Born and educated in Venezuela, the third author
is a science communicator supporting a research divi-
sion in a national lab. Growing up in a low-income
community meant that she had poor access to educa-
tional opportunities in STEM. She graduated college
with a degree in communications and went on to pur-
sue a career in science writing with the goal of helping
build a bridge between research activity and scientific
literacy in the general public. Her role has low employ-
ment prospects in the Venezuela, which made her
explore other options. Although the U.S. has a strong
job market for professional science communicators,
bilingual ones are still scarce.

THE LEAKY PIPELINE
Despite the different paths that bring Latinas to STEM,
as a collective, they face similar challenges that are
unique to this particular segment of the population. In
addition to dealing with the challenges women in STEM
face, including sexism, insufficient support from parents,
and lack of opportunities for advancement, women of
color also have to combat cultural stereotypes.

One common stereotype that Latinas have to
counter is how they present themselves to others.
Often, people expect Latinas to be extroverted and
loud, and when a person does not fit that mold, they
tend to face judgment. On the flip side, Latinas who
are extroverted can often be labeled as too bold. In
both cases, the result negatively impacts the individu-
al’s professional image, translating to serious setbacks
for their career. As members of an underrepresented
minority in the field, Latinas already struggle to
develop a sense of belonging, but stereotypes like
these compounded by the continuous efforts to pres-
ent one’s image in a way that minimizes judgment,
can be detrimental to one’s career.

Further, Latinas have to face stereotypes prevalent
in popular culture that portray them as one-dimen-
sional and in a narrow set of roles that rarely show-
case them in science, technology, or leadership roles.

Breaking out of those molds can be extremely chal-
lenging and results in additional burden for Latinas
working to advance their careers.

Several studies have shown that many women leave
STEM fields in the first few years of their professional
careers, for several reasons. Most organizations do not
provide adequate policies and benefits to support a
healthy work-life balance. This often leaves primary care
parents with the tough choice of stepping away tempo-
rarily or switching to another field. Unfortunately, taking
a leave for a prolonged period canmake it extremely dif-
ficult for the individual to return to the workforce and it
impacts their long-term earning potential. Traditionally,
especially in Latino households, women have held that
primary care role and, as a result, have a much harder
time rejoining theworkforce.

While no single solution can “plug” the pipeline,
efforts are necessary at each educational level and
career stage to encourage women of color to stay and
thrive in STEM fields.

PLUGGING THE PIPELINE AT
EVERY LEVEL

Given that the number of Latinas continues to
decrease as they advance in educational level and
career stage, it is important to pursue mechanisms to
“plug” the pipeline starting from K-12 but continuing all
the way up to top-level leadership roles.

Many volunteers employed in academic, research,
and government institutions, currently support organi-
zations that promote STEM fields via after-school pro-
grams targeting K-12 students. However, participating
in after-school programs can already be a challenge for
Latinx students who face justifying the value of STEM
programs to their parents. Providing informational ses-
sions directly to parents can have a more significant
impact in broadening participation. As part of commu-
nity engagement goals, staff at research institutions,
including ORNL, are encouraged to participate in local,
national, and international events that promote
careers at national laboratories and in STEM fields.
Recently, ORNL participated as a mentor organization
in the Winter Classic Invitational Student Cluster Com-
petition.4 As a result, ORNL hosted 12 teams from his-
torically Black colleges and universities and Hispanic-
serving institutions (HSIs) in a multiweek competition.
Students were exposed to HPC and AI applications
on different compute resources including Summit, the
U.S. second fastest supercomputer (June 2022). This
and similar competitions provide a unique venue to
prepare students with skills related to careers in spe-
cialized computing fields. This type of outreach can
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Three Latina computing professionals at a large national laboratory reflect on the
circumstances affecting the low representation of this segment of the population in
STEM fields, and computing in particular. The authors share highlights of their path
to STEM careers, and some of the efforts they are involved in for broadening
participation in computing. They consider the roles of minority serving institutions,
representation and mentoring, and advocacy.

The U.S. Hispanic population has been growing
steadily for decades. Last year, nearly 65 million
Hispanic Americans made up 18.5% of the U.S.

population (including Puerto Rico).1 They were 18% of the
overall workforce, but only 8.3% of the STEMprofessional
labor pool.2 Meanwhile, womenmake up 34% of all STEM
occupations, and within the sciences, the proportion of
women in computer science occupations was 26% in
2019, as reported by theNational Science Foundation.3

While statistics describe the proportion of Hispanic
Americans in STEM and women in STEM, the intersec-
tion between these two segments has not been system-
atically tracked. This highlights a significant challenge:
quantifying the underrepresentation ofHispanicwomen
in the workforce, particularly in STEM where fields are
male dominated, including computer science.

A better understanding of this intersecting segment
would be helpful in identifying specific obstacles that
impact Latinas working in STEM fields in the US, which
would be critical to identifying opportunities to improve

the number of Latinas in the field and increase retention
by providingmore prosperous career development paths.

In this article, we highlight some of the challenges
Latinas in STEM face, including those specific to com-
puting-related fields.

LATINAS IN STEM
Although most of the Latinx population in the U.S.
shares Spanish as their common language, different
cultures, and traditions melt to create the Latinxa

identity. Different backgrounds and circumstances
will affect the individual journey into a STEM career
and create a scientific identity. For example, some Lat-
inas in STEM may be first-generation college gradu-
ates, while others may have traveled thousands of
miles to pursue their education and jump-start their
careers. In what follows, the authors reflect on their
journeys as Latinas currently working in STEM.

Three Paths to Stem Careers
One of the authors, now a technical staff member at
Oak Ridge National Laboratory (ORNL), originally from
Ecuador, moved to the U.S. as an exchange student.
After being exposed to the education and opportuni-
ties available in the U.S., she decided to move perma-
nently and complete her degree here due to the fact
that career prospects in the computing field were
more promising. She was able to pursue specialized
education in computing and find a position that would
apply those skills in the world of high-performance
computing (HPC) at the U.S. Department of Energy
national laboratory. Exposure to a wide range of career
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paths and industries in college and graduate school
helped encourage her to remain on the STEM path.

A second author reflects on her journey as a Mexi-
can–American woman born and raised in El Paso,
Texas. Her path into a research scientist position at
ORNL started with an internship opportunity at Texas
A&M University, allowing her to experience research
at one of the top nuclear physics facilities in the coun-
try. She also highlights the importance of representa-
tion and mentoring, two essential resources during
her graduate degree studies in a male-dominated sci-
entific field.

Born and educated in Venezuela, the third author
is a science communicator supporting a research divi-
sion in a national lab. Growing up in a low-income
community meant that she had poor access to educa-
tional opportunities in STEM. She graduated college
with a degree in communications and went on to pur-
sue a career in science writing with the goal of helping
build a bridge between research activity and scientific
literacy in the general public. Her role has low employ-
ment prospects in the Venezuela, which made her
explore other options. Although the U.S. has a strong
job market for professional science communicators,
bilingual ones are still scarce.

THE LEAKY PIPELINE
Despite the different paths that bring Latinas to STEM,
as a collective, they face similar challenges that are
unique to this particular segment of the population. In
addition to dealing with the challenges women in STEM
face, including sexism, insufficient support from parents,
and lack of opportunities for advancement, women of
color also have to combat cultural stereotypes.

One common stereotype that Latinas have to
counter is how they present themselves to others.
Often, people expect Latinas to be extroverted and
loud, and when a person does not fit that mold, they
tend to face judgment. On the flip side, Latinas who
are extroverted can often be labeled as too bold. In
both cases, the result negatively impacts the individu-
al’s professional image, translating to serious setbacks
for their career. As members of an underrepresented
minority in the field, Latinas already struggle to
develop a sense of belonging, but stereotypes like
these compounded by the continuous efforts to pres-
ent one’s image in a way that minimizes judgment,
can be detrimental to one’s career.

Further, Latinas have to face stereotypes prevalent
in popular culture that portray them as one-dimen-
sional and in a narrow set of roles that rarely show-
case them in science, technology, or leadership roles.

Breaking out of those molds can be extremely chal-
lenging and results in additional burden for Latinas
working to advance their careers.

Several studies have shown that many women leave
STEM fields in the first few years of their professional
careers, for several reasons. Most organizations do not
provide adequate policies and benefits to support a
healthy work-life balance. This often leaves primary care
parents with the tough choice of stepping away tempo-
rarily or switching to another field. Unfortunately, taking
a leave for a prolonged period canmake it extremely dif-
ficult for the individual to return to the workforce and it
impacts their long-term earning potential. Traditionally,
especially in Latino households, women have held that
primary care role and, as a result, have a much harder
time rejoining theworkforce.

While no single solution can “plug” the pipeline,
efforts are necessary at each educational level and
career stage to encourage women of color to stay and
thrive in STEM fields.

PLUGGING THE PIPELINE AT
EVERY LEVEL

Given that the number of Latinas continues to
decrease as they advance in educational level and
career stage, it is important to pursue mechanisms to
“plug” the pipeline starting from K-12 but continuing all
the way up to top-level leadership roles.

Many volunteers employed in academic, research,
and government institutions, currently support organi-
zations that promote STEM fields via after-school pro-
grams targeting K-12 students. However, participating
in after-school programs can already be a challenge for
Latinx students who face justifying the value of STEM
programs to their parents. Providing informational ses-
sions directly to parents can have a more significant
impact in broadening participation. As part of commu-
nity engagement goals, staff at research institutions,
including ORNL, are encouraged to participate in local,
national, and international events that promote
careers at national laboratories and in STEM fields.
Recently, ORNL participated as a mentor organization
in the Winter Classic Invitational Student Cluster Com-
petition.4 As a result, ORNL hosted 12 teams from his-
torically Black colleges and universities and Hispanic-
serving institutions (HSIs) in a multiweek competition.
Students were exposed to HPC and AI applications
on different compute resources including Summit, the
U.S. second fastest supercomputer (June 2022). This
and similar competitions provide a unique venue to
prepare students with skills related to careers in spe-
cialized computing fields. This type of outreach can
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also be a great tool for students to connect with staff
from underrepresented groups and begin growing their
network, which is a key step toward retention.

Role of Minority Serving Institutions
HSIs are defined in the Higher Education Act as not-
for-profit institutions of higher learning with a full-time
equivalent undergraduate student enrollment that is
at least 25% Hispanic. This designation is the result of
a grassroots effort in 1980 from a group of college stu-
dents pushing for greater federal support for schools
with a high Hispanic population. In 1986, 18 schools
came together to form the Hispanic Association of
Colleges and Universities,5 which continues to advo-
cate for Hispanic higher education.

HSIs are at the forefront of efforts to increase edu-
cational access and success for the nation’s Hispanic
citizens. They educate the majority of Latinx under-
graduates in the U.S. Two out of three Latinx under-
graduate students attend an HSI.6 Furthermore,
Latinx students at HSIs report higher graduation rates
than the national average,7 which emphasizes the
importance of having a Latinx community as part of
students’ support systems.

Thanks to their designation as an HSI, colleges can
receive grants from the U.S. Department of Education,
enabling them to expand opportunities for Latinx stu-
dents. These funds are awarded based on the HSI’s
student-support programs, community outreach pro-
grams, and efforts to increase the number of Latinx
students. Federal funding also aims to increase the
number of Latinx teachers in elementary and second-
ary education. In addition, HSIs offer several benefits
for students. According to a 2020 report from Excelen-
cia in Education,8 some HSIs incorporate workforce
preparation opportunities in their programs and
emphasize learning from experience. Many HSIs have
also partnered with local employers to help graduates
transition into the workforce.

Furthermore, HSIs partner with local high schools
to increase the number of first-generation Latinx col-
lege students. They also offer tutoring and mentoring
opportunities, and integrate bilingual programs into
their services. Thanks to their specialized programs
and a supportive environment, HSIs help increase the
number of Latinx college graduates.

REPRESENTATION AND
MENTORING

As Latinas advance in their STEM careers, they find
fewer members of underrepresented minorities as
their peers and even fewer in leadership roles. The

lack of diversity in top-level leadership positions can
negatively impact the advancement of women of color
in two ways. First, by discouraging women from pursu-
ing specific roles due to the lack of representation
observed, incorrectly reinforcing the perceived idea
that they do not belong. Second, due to unconscious
biases, people in leadership roles will tend to favor
others most similar to them. This disproportionately
impacts members from underrepresented groups and
reduces their chances for career advancement.

In addition to the issues associated with educa-
tional barriers, such as lack of preparation and skills,
lack of financial support and information on graduate
school, another important aspect is the lack of role
models. This is particularly important for Latinas in
STEM. A recent study9 reports on the findings from a
survey involving nearly 1000 Black and Latinx stu-
dents. Researchers found that thinking outside the
stereotype of who the scientist is, including a scien-
tist’s interests and identity outside of their research,
helps students feel more positive and encouraged in
studying science themselves. Identifying with scien-
tists in STEM can be incredibly important for young
students, indicating that they can pursue and succeed
in the fields that fascinate them.

One way to provide role models is by developing suc-
cessful mentoring relationships. In the context of Latinas
in STEM, mentorship can help combat the leaky pipeline.
Mentorship relationships can have different forms,
depending on the particular needs of the mentee at a
given time in her career. Several studies have found that
one of the essential factors in obtaining a doctoral
degree was a positive mentoring experience, 10 and this
statement is particularly true for early research experien-
ces, such as summer internships. Similar studies have
found that, regardless of the individual’s background, the
desire to pursue a graduate degree is influenced by a
strong mentee–mentor relationship.11 Mentoring has
been linked to enhanced science identity, sense of
belonging, and self efficacy, 12 which are critical aspects
for improving degree attainment in the Latinx commu-
nity. Thus, institutions need to allocate resources for
mentoring programs to develop and target underrepre-
sented groups. Furthermore, mentor training is crucial
for the success of these programs.

ADVOCACY: FROM BYSTANDER
TO UPSTANDER

While individuals and organizations can contribute in
many ways to broadening participation in STEM and
computing, the focus varies depending on career
stage, size and type of organization, and particular
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areas of interest. Organizations and their leadership
teams should ensure that diversity and inclusion goals
are a core part of their mission and values. In addition
to having clearly defined goals, organizations should
commit funding to develop a diverse and inclusive cul-
ture. This includes providing and requiring training in
diversity and inclusion topics, creating professional
development programs to help amplify the voices of
underrepresented minorities, and fostering a welcom-
ing atmosphere where team members feel comfort-
able speaking up.

Efforts to broaden participation must include a
multipronged approach: outreach to identify future
candidates, recruiting at various organizations and
regions, and retention by creating well-defined paths
for career advancement.

We can identify two distinct roles at an individual
level: members of underrepresented groups and allies.
As a member of an underrepresented group, it is vital
to participate in outreach activities both by attending
recruitment events and advocating for participation
at venues that may be unknown to the organization.

On the other hand, allies must be willing to
become active participants in the conversation, be
ready to speak out when they observe microaggres-
sions, and educate themselves and others on diversity
and inclusion topics continuously.

CLOSING THOUGHTS
While overall the number of women in STEM fields is
increasing, the gender STEM gap is still significant, and
without appropriate and intentional action from organiza-
tions, leaders, and communitymembers, it will fail to close
at a fast-enough rate to match population growth. The
factors that drive women away from STEM are exacer-
bated for women of color, who still represent a small frac-
tion of professionals in STEM despite seeing higher
numbers ofK-12 students participating in STEMprograms.

Institutions need to recognize the gap and take
action to help improve recruitment practices and
retention rates. Some specific steps that institutions
can take include but are not limited to:

› encourage staff and students to use profes-
sional societies to develop professionally and
become members of the larger STEM commu-
nity, which will help create a sense of belonging;

› provide learning resources for becoming an
effective mentor for a diverse student and staff
population;

› recognize the value of the diverse contributions
from faculty/staff/students;

› develop and implement a plan to recruit, retain,
and acclimate members of underrepresented
minorities;

› build vertical and horizontal bridges to extend the
resources and community of the department.

Leaders at institutions need to make conscious
efforts and allocate financial and personnel resources
to put inclusive practices in place. Developing an
inclusive and welcoming atmosphere at an organiza-
tion must become a priority and should be highlighted
as a responsibility of all community members.

Finally, one of the most critical actions individuals
can take to help “plug” the pipeline is to educate
themselves on best practices to recognize and call
out biases in themselves and others. Individuals can
become allies in many ways, but the first step is to
become knowledgeable about the challenges under-
represented minorities, including Latinx, face to deter-
mine how to best contribute to the organization’s
diversity and inclusion goals.
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also be a great tool for students to connect with staff
from underrepresented groups and begin growing their
network, which is a key step toward retention.

Role of Minority Serving Institutions
HSIs are defined in the Higher Education Act as not-
for-profit institutions of higher learning with a full-time
equivalent undergraduate student enrollment that is
at least 25% Hispanic. This designation is the result of
a grassroots effort in 1980 from a group of college stu-
dents pushing for greater federal support for schools
with a high Hispanic population. In 1986, 18 schools
came together to form the Hispanic Association of
Colleges and Universities,5 which continues to advo-
cate for Hispanic higher education.

HSIs are at the forefront of efforts to increase edu-
cational access and success for the nation’s Hispanic
citizens. They educate the majority of Latinx under-
graduates in the U.S. Two out of three Latinx under-
graduate students attend an HSI.6 Furthermore,
Latinx students at HSIs report higher graduation rates
than the national average,7 which emphasizes the
importance of having a Latinx community as part of
students’ support systems.

Thanks to their designation as an HSI, colleges can
receive grants from the U.S. Department of Education,
enabling them to expand opportunities for Latinx stu-
dents. These funds are awarded based on the HSI’s
student-support programs, community outreach pro-
grams, and efforts to increase the number of Latinx
students. Federal funding also aims to increase the
number of Latinx teachers in elementary and second-
ary education. In addition, HSIs offer several benefits
for students. According to a 2020 report from Excelen-
cia in Education,8 some HSIs incorporate workforce
preparation opportunities in their programs and
emphasize learning from experience. Many HSIs have
also partnered with local employers to help graduates
transition into the workforce.

Furthermore, HSIs partner with local high schools
to increase the number of first-generation Latinx col-
lege students. They also offer tutoring and mentoring
opportunities, and integrate bilingual programs into
their services. Thanks to their specialized programs
and a supportive environment, HSIs help increase the
number of Latinx college graduates.

REPRESENTATION AND
MENTORING

As Latinas advance in their STEM careers, they find
fewer members of underrepresented minorities as
their peers and even fewer in leadership roles. The

lack of diversity in top-level leadership positions can
negatively impact the advancement of women of color
in two ways. First, by discouraging women from pursu-
ing specific roles due to the lack of representation
observed, incorrectly reinforcing the perceived idea
that they do not belong. Second, due to unconscious
biases, people in leadership roles will tend to favor
others most similar to them. This disproportionately
impacts members from underrepresented groups and
reduces their chances for career advancement.

In addition to the issues associated with educa-
tional barriers, such as lack of preparation and skills,
lack of financial support and information on graduate
school, another important aspect is the lack of role
models. This is particularly important for Latinas in
STEM. A recent study9 reports on the findings from a
survey involving nearly 1000 Black and Latinx stu-
dents. Researchers found that thinking outside the
stereotype of who the scientist is, including a scien-
tist’s interests and identity outside of their research,
helps students feel more positive and encouraged in
studying science themselves. Identifying with scien-
tists in STEM can be incredibly important for young
students, indicating that they can pursue and succeed
in the fields that fascinate them.

One way to provide role models is by developing suc-
cessful mentoring relationships. In the context of Latinas
in STEM, mentorship can help combat the leaky pipeline.
Mentorship relationships can have different forms,
depending on the particular needs of the mentee at a
given time in her career. Several studies have found that
one of the essential factors in obtaining a doctoral
degree was a positive mentoring experience, 10 and this
statement is particularly true for early research experien-
ces, such as summer internships. Similar studies have
found that, regardless of the individual’s background, the
desire to pursue a graduate degree is influenced by a
strong mentee–mentor relationship.11 Mentoring has
been linked to enhanced science identity, sense of
belonging, and self efficacy, 12 which are critical aspects
for improving degree attainment in the Latinx commu-
nity. Thus, institutions need to allocate resources for
mentoring programs to develop and target underrepre-
sented groups. Furthermore, mentor training is crucial
for the success of these programs.

ADVOCACY: FROM BYSTANDER
TO UPSTANDER

While individuals and organizations can contribute in
many ways to broadening participation in STEM and
computing, the focus varies depending on career
stage, size and type of organization, and particular
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areas of interest. Organizations and their leadership
teams should ensure that diversity and inclusion goals
are a core part of their mission and values. In addition
to having clearly defined goals, organizations should
commit funding to develop a diverse and inclusive cul-
ture. This includes providing and requiring training in
diversity and inclusion topics, creating professional
development programs to help amplify the voices of
underrepresented minorities, and fostering a welcom-
ing atmosphere where team members feel comfort-
able speaking up.

Efforts to broaden participation must include a
multipronged approach: outreach to identify future
candidates, recruiting at various organizations and
regions, and retention by creating well-defined paths
for career advancement.

We can identify two distinct roles at an individual
level: members of underrepresented groups and allies.
As a member of an underrepresented group, it is vital
to participate in outreach activities both by attending
recruitment events and advocating for participation
at venues that may be unknown to the organization.

On the other hand, allies must be willing to
become active participants in the conversation, be
ready to speak out when they observe microaggres-
sions, and educate themselves and others on diversity
and inclusion topics continuously.

CLOSING THOUGHTS
While overall the number of women in STEM fields is
increasing, the gender STEM gap is still significant, and
without appropriate and intentional action from organiza-
tions, leaders, and communitymembers, it will fail to close
at a fast-enough rate to match population growth. The
factors that drive women away from STEM are exacer-
bated for women of color, who still represent a small frac-
tion of professionals in STEM despite seeing higher
numbers ofK-12 students participating in STEMprograms.

Institutions need to recognize the gap and take
action to help improve recruitment practices and
retention rates. Some specific steps that institutions
can take include but are not limited to:

› encourage staff and students to use profes-
sional societies to develop professionally and
become members of the larger STEM commu-
nity, which will help create a sense of belonging;

› provide learning resources for becoming an
effective mentor for a diverse student and staff
population;

› recognize the value of the diverse contributions
from faculty/staff/students;

› develop and implement a plan to recruit, retain,
and acclimate members of underrepresented
minorities;

› build vertical and horizontal bridges to extend the
resources and community of the department.

Leaders at institutions need to make conscious
efforts and allocate financial and personnel resources
to put inclusive practices in place. Developing an
inclusive and welcoming atmosphere at an organiza-
tion must become a priority and should be highlighted
as a responsibility of all community members.

Finally, one of the most critical actions individuals
can take to help “plug” the pipeline is to educate
themselves on best practices to recognize and call
out biases in themselves and others. Individuals can
become allies in many ways, but the first step is to
become knowledgeable about the challenges under-
represented minorities, including Latinx, face to deter-
mine how to best contribute to the organization’s
diversity and inclusion goals.
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Is It Live, or Is It Deepfake?
Nir Kshetri , University of North Carolina at Greensboro

Joanna F. DeFranco , The Pennsylvania State University

Jeffrey Voas , IEEE Fellow

Let’s build deepfake ‘trust’ so it can be put to good use.

I t’s been four decades since society was in awe of 
the quality of recordings available from a cassette 
recorder tape. Today we have something new to 

be in awe of: deepfakes. Deepfakes include hyper-
realistic videos that use artificial intelligence (AI) 
to create fake digital content that looks and sounds 
real. The word is a portmanteau of “deep learning” and 
“fake.” Deepfakes are everywhere: from TV news to 
advertising, from national election campaigns to wars 
between states, and from cybercriminals’ phishing 
campaigns to insurance claims that fraudsters file. 
And deepfakes come in all shapes and sizesvideos, 
pictures, audio, text, and any other digital material 
that can be manipulated with AI. One estimate sug-
gests that deepfake content online is growing at the 
rate of 400 annually.1

There appear to be legitimate uses of deepfakes, 
such as in the medical industry to improve the diag-
nostic accuracy of AI algorithms in identifying peri-
odontal disease2 or to help medical professionals cre-
ate artificial patients (from real patient data) to safely 
test new diagnoses and treatments or help physicians 
make medical decisions.3 Deepfakes are also used to 
entertain, as seen recently on America’s Got Talent,4 
and there may be future uses where deepfake could 
help teachers address the personal needs and prefer-
ences of specific students.5

Unfortunately, there is also the obvious downside, 
where the most visible examples represent malicious 
and illegitimate uses. Examples already exist.

Deepfakes also involve voice phishing, also known 
as vishing,6 which has been among the most common 
techniques for cybercriminals. This technique involves 

using cloned voices over the phone to exploit the vic-
tim’s professional or personal relationships by imper-
sonating trusted individuals. In March 2019, cybercrim-
inals were able to use a deepfake to fool the CEO of a 
U.K.-based energy firm into making a US$234,000 wire 
transfer. The British CEO who was victimized thought 
that the person speaking on the phone was the chief 
executive of the firm’s German parent company. The 
deepfake caller asked him to transfer the funds to a 

Hungarian supplier within an hour, emphasizing that 
the matter was extremely urgent. The fraudsters used 
AI-based software to successfully imitate the German 
executive’s voice.7

In a more high-profile case, in January 2020, 
cybercriminals defrauded a bank in the United Arab 
Emirates of more than US$35 million using deepfake 
voice technology. The technology was used to imitate 
a company director who was known to a bank branch 
manager. The manager authorized the transactions.8
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Deepfakes are also being used by nation states to 
spread misinformation and disinformation and pursue 
their national interests. For instance, in the Russo–
Ukrainian war, both Russia and Ukraine have deployed 
deepfake videos against each other.9

What can be done to combat deepfakes? Could we 
create deepfake detectors? Or create laws or a code of 
conduct that probably would be ignored?

There are tools that can analyze the blood flow in a 
subject’s face and then compare it to human blood flow 
activity to detect a fake.10 Also, the European Union is 
working on addressing manipulative behaviors.11

There are downsides to both categories of solu-
tions, but clearly something needs to be done to 

build trust in this emerging and disruptive technology. 
The problem isn’t going away. It is only increasing. 

DISCLAIMER
The authors are completely responsible for the con-
tent in this message. The opinions expressed here are 
their own.
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AI is both good and bad for cybersecurity defenders—and for adversaries. This
article outlines the nexus between AI and cybersecurity and explores how artificial
intelligence (AI) can enhance information systems security. It discusses how threat
actors also could use AI to create sophisticated attacks that evade detection, and
how AI could become a victim of new sophisticated cyberattacks.

Technological advancements are transforming
what once seemed impossible into reality. But
broader use of IT has brought—and will continue

to bring—heightened security risks. Cyberattacks are
more prevalent and harsher than ever and are no longer
confined to businesses and governments as they used
to be; they now stretch across every major sector—
health,1 manufacturing, logistics,2 utilities,3 and educa-
tion,4 for example. Last year was the most disruptive
year with ransomware and other cyberattacks impact-
ing businesses and governments—and critical infra-
structure—as never before.5

The attack surface (threat landscape) is becoming
broader and threat vectors continue to evolve due to
the increasing use of the Internet of Things (IoT), cloud
computing, data analytics, artificial intelligence (AI),
robotics, and automation in a range of applications.
For computer security professionals, businesses, and
governments securing computing and information
systems and protecting networked, computer-con-
trolled critical infrastructure such as electricity gener-
ation, water treatment plants, and supply chain
companies is a major challenge.

Going forward, security threats will grow in num-
ber, severity, and sophistication and cause even more
severe impacts unless we implement effective proac-
tive and reactive protective measures commensurate
with ever-changing threats. Cybersecurity will remain
a perpetual concern and challenge for everyone.

Protecting data, computer systems, and critical
infrastructure calls for continuously updated strategies
and new approaches as traditional approaches tomon-
itoring, threat hunting, and incident response are labor-
intensive and time-consuming, both leading to delayed
remediation and exposure to cyberattacks. But there is

help: we can embrace artificial intelligence (AI) and
machine learning (ML).

AI cybersecurity solutions, or “defensive AI,” can
address problems that cannot be solved or effectively
addressed by traditional cybersecurity solutions. By auto-
mating and improving core security functions, AI can
transform security operations into streamlined, autono-
mous, continuous operations that speed remediation
and offer better protection.6 We can use AI for repetitive
tasks to free up security staff for projects that require
human ingenuity.

On the other hand, adversaries can—and do—use AI
as an effective tool and aid to create intense, harmful
cyberattacks that are more difficult to detect. This is
referred to as “offensive AI” or “malicious AI.”Worse still,
AI can be compromised by cyberattacks (adversarial
attacks) impacting security and other applications of AI.

So, security professionals need to deeply examine
the promise of AI to cybersecurity and security attacks
on AI. Here, we briefly examine the AI-cybersecurity
nexus, setting the scene for further exploration. We
outline how AI can help protect information systems
and networks against traditional cyberattacks and
emergent threats. We also briefly outline two other key
facets of the AI-cybersecurity nexus: how adversaries
can exploit AI to launch sophisticated attacks and the
need to protect AI from cyberattacks. Finally, we out-
line the benefits of using AI to power security solutions
and offer recommendations for an AI-empowered
secure digital future.

CYBERSECURITY: A PERPETUAL
CONCERN AND CHALLENGE

The cybersecurity landscape continues to widen
accompanied by an incredible rise in security
threats. Increased remote work and online activity;
a rise in geopolitical tensions; greater use of cloud,
IoT, wearables, and drones; an increase in network-
connected devices for surveillance and smart
home and building management; and expanding
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networked critical infrastructures such as utilities
have made our cyber and cyber-physical systems
increasingly vulnerable to cyberattacks. Cyber
adversaries are leveraging ongoing digital disruption
and numerous applications that we now depend on
to mount cyberattacks on individuals, organizations,
governments, and critical infrastructure.

A recent report7 by Splunk identifies over 50 top
security threats and briefly outlines for each threat
what we need to know, how the attack happens, and
where the attack comes from. Key threats facing digi-
tal system assets, attack vectors, and threat agents
are discussed in a 2019 publication8 by the author. Var-
ious cybersecurity issues and considerations are indi-
cated in detailed, interactive maps9 available from The
World Economic Forum.

To get an idea on the reality of cyberattacks, look
at a few recent cybersecurity attacks. The last year’s
SolarWinds breach showcased how the supply chain
could be compromised and the serious damage such
an attack could cause globally.10 Attacks last year on
the Colonial Pipeline; a water facility in Oldsmar, Flor-
ida, USA;11 and JBS, the world’s largest meat supplier,12

highlight today’s critical infrastructure risks13 and the
need to better secure our manufacturing, supply
chain, and utilities. Ransomware attacks have
increased causing significant disruption to normal
activities in hospitals, government offices, and busi-
nesses. New threats such as deepfakes14 and others
aided by AI and advanced attack tools are emerging.

The economic, business, and societal impact of
cyberattacks is huge. If it were measured as a country,
cybercrime—estimated to have inflicted damages
totaling USD 6 trillion globally in 2021—would be the
world’s third-largest economy after the U.S. and
China.15 Cybercrime costs are expected to reach
USD 10.5 trillion annually by 2025, which will be more
than the global trade of all major illegal drugs com-
bined. Cyberattack surface will be an order of magni-
tude greater in 2025 than it is today.

Another worrying trend is the increasing number
of threat actors and cyber adversaries, ranging from
amateur hackers and professional hacktivists to
cybercriminals and state-sponsored actors, who are
escalating alliances. These adversaries are widely dis-
seminating insights and critical knowledge and collab-
orating to generate and benefit from coordinated,
sophisticated cyberattacks.

Going forward, we must also address potential new
security threats in the metaverse,16 Web 3, autono-
mous vehicles, driverless cars, farm equipment, and
spaceborne assets.17

Hence, cybersecurity will remain a perpetual con-
cern and posemajor challenges thatweneed to address
satisfactorily. To address unprecedented security risks
that threaten to undermine economic growth and public

trust, we need to adopt new cybersecurity strategies,
approaches, and tools and constantly review and renew
them. AI is a new powerful arsenal and ally in the fight
against current and emergent cyberattacks; but it can
also empower cyber adversaries.

AI-CYBERSECURITY NEXUS
It is vital to examine the AI-cybersecurity nexus (see
Figure 1) and explore its promise and pitfalls. AI and
cybersecurity intersect and impact one another in
three ways:

1) AI can help protect information and control sys-
tems and networks against traditional cyberat-
tacks and emergent threats;

2) adversaries can exploit AI to launch sophisti-
cated attacks;

3) AI is vulnerable to cyberattacks and we need to
secure AI from security threats.

AI-EMPOWERED CYBER DEFENSE
AI security solutions promise to have a significant
impact on defensive operations, making security oper-
ations more effective and autonomous. They can be
applied across each cybersecurity segment such as
monitoring, detection, threat hunting, response, and
proactive prevention and protection.

Operational security personnel are overwhelmed
with security alerts and incidents that they must mon-
itor and analyze. AI/ML technologies can help with
this, searching large volumes of alerts and data con-
cerning events with speed and a degree of accuracy
that humans cannot match. They can also automate
the detection of events that require human analysis,
reducing the number of mundane tasks security per-
sonnel must perform.

AI can play key roles in and empower several
cybersecurity operations, including18:

1) behavioral analytics;
2) threat intelligence;
3) ransomware attack detection;
4) smart identity governance;
5) strengthening cloud security;
6) online fraud detection;
7) defending against deepfakes; and
8) risk assessment.

AI can detect nuanced adversarial attacks,
enhance data-driven decision-making during threat
hunts, uncover previously undetectable tampering in
devices, and quantify the risks associated with current
IT system vulnerabilities. Security companies like
Darktrace and SentinelOne use AI/ML to augment
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more prevalent and harsher than ever and are no longer
confined to businesses and governments as they used
to be; they now stretch across every major sector—
health,1 manufacturing, logistics,2 utilities,3 and educa-
tion,4 for example. Last year was the most disruptive
year with ransomware and other cyberattacks impact-
ing businesses and governments—and critical infra-
structure—as never before.5

The attack surface (threat landscape) is becoming
broader and threat vectors continue to evolve due to
the increasing use of the Internet of Things (IoT), cloud
computing, data analytics, artificial intelligence (AI),
robotics, and automation in a range of applications.
For computer security professionals, businesses, and
governments securing computing and information
systems and protecting networked, computer-con-
trolled critical infrastructure such as electricity gener-
ation, water treatment plants, and supply chain
companies is a major challenge.

Going forward, security threats will grow in num-
ber, severity, and sophistication and cause even more
severe impacts unless we implement effective proac-
tive and reactive protective measures commensurate
with ever-changing threats. Cybersecurity will remain
a perpetual concern and challenge for everyone.

Protecting data, computer systems, and critical
infrastructure calls for continuously updated strategies
and new approaches as traditional approaches tomon-
itoring, threat hunting, and incident response are labor-
intensive and time-consuming, both leading to delayed
remediation and exposure to cyberattacks. But there is

help: we can embrace artificial intelligence (AI) and
machine learning (ML).

AI cybersecurity solutions, or “defensive AI,” can
address problems that cannot be solved or effectively
addressed by traditional cybersecurity solutions. By auto-
mating and improving core security functions, AI can
transform security operations into streamlined, autono-
mous, continuous operations that speed remediation
and offer better protection.6 We can use AI for repetitive
tasks to free up security staff for projects that require
human ingenuity.

On the other hand, adversaries can—and do—use AI
as an effective tool and aid to create intense, harmful
cyberattacks that are more difficult to detect. This is
referred to as “offensive AI” or “malicious AI.”Worse still,
AI can be compromised by cyberattacks (adversarial
attacks) impacting security and other applications of AI.

So, security professionals need to deeply examine
the promise of AI to cybersecurity and security attacks
on AI. Here, we briefly examine the AI-cybersecurity
nexus, setting the scene for further exploration. We
outline how AI can help protect information systems
and networks against traditional cyberattacks and
emergent threats. We also briefly outline two other key
facets of the AI-cybersecurity nexus: how adversaries
can exploit AI to launch sophisticated attacks and the
need to protect AI from cyberattacks. Finally, we out-
line the benefits of using AI to power security solutions
and offer recommendations for an AI-empowered
secure digital future.

CYBERSECURITY: A PERPETUAL
CONCERN AND CHALLENGE

The cybersecurity landscape continues to widen
accompanied by an incredible rise in security
threats. Increased remote work and online activity;
a rise in geopolitical tensions; greater use of cloud,
IoT, wearables, and drones; an increase in network-
connected devices for surveillance and smart
home and building management; and expanding
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threat detection and response and provide autono-
mous endpoint security.

Benefits of Applying AI to Cyber
Defense
The benefits of integrating AI into an organization’s
cybersecurity ecosystem are many and include the
following19:

› Improved cybersecurity protection and effective-
ness due to AI’s ability to detect nuanced attacks,
heighten security, and enhance incident response.

› Expedited detection and response cycle time,
due to AI’s ability to rapidly quantify risks and
accelerate analyst decision making with data-
driven mitigation measures.

› Increased cost savings for organizations due to
enhanced up-front timely protection, prevention,
and mitigation of cybersecurity breaches and
malicious attacks.

› Reduced errors and inconsistencies than manual
and semimanual processes.

› Less time spent shifting through alerts and chas-
ing false positives, freeing security personnel to
focus on potential critical threats.

› Improved workforce satisfaction because cyber-
security professionals can focus on higher level
tasks instead of mundane time-consuming man-
ual actions.

› Enhanced customer satisfaction and brand repu-
tation due to heightened cybersecurity protec-
tion and increased trust in the organization’s
security measures.

› Better defense capabilities, reducing the scope of
potential risks and strengthening security postures.

MALICIOUS AI
Malicious AI, also known as “offensive AI,” refers to the
use of AI and ML to augment cyberattacks, enabling
adversaries to launch highly targeted, sophisticated
attacks more quickly and broadly than ever. AI can
help attackers create stealthier, faster, more effective
attacks that blend into normal background activity.
This makes the attacks almost impossible to counter
using traditional security controls.

AI-driven security threats are not only increasing,
they are changing the character of threats.20,21 They:

› Expand existing threats:With AI tools, even ama-
teurs can quickly and inexpensively generate
attacks, expanding the ability to a broader range
of threat actors.

› Introduce new threats: AI systems can easily
launch complex, intense, sophisticated threats
that would be impractical for humans.

› Change the typical character of threats: AI-pow-
ered attacks can be more effective, more finely
targeted, and more difficult to attribute, easily
exploiting vulnerabilities in complex systems.

To realize how the character of threats is changing
consider, for example, spear-phishing campaigns.
Unlike typical phishing campaigns, spear-phishing
attacks22 are created with a specific audience in mind,
using reconnaissance from social media. Tailoring
attacks to a specific victim produces, on average, 40

FIGURE 1. AI and cybersecurity interact and impact one another along three dimensions.

6 IT Professional September/October 2022

FROM THE EDITORS



www.computer.org/computingedge 45

FROM THE EDITORS

24mitp05-murugesan-3205529.3d (Style 7) 26-11-2022 10:50

times the click-through rate of its boilerplate counter-
part. AI attacks like these require AI-powered defenses
that generate surgical responses to in-progress cyber-
attacks as soon as they appear.

SECURING AI
AI is vulnerable to cyberattacks. The growing use of AI
in cyberdefense and several other applications gives
cyber adversaries greater incentives to attack AI sys-
tems and applications. AI and ML algorithms that are
deployed to protect other systems and help in security
operations can be attacked and controlled by an
adversary. Such attacks could have serious conse-
quences in areas such as industrial control, critical
infrastructure, and autonomous driving.

AI models present new attack surfaces that cur-
rent defenses do not protect against. Potential
attacks on AI include data poisoning, data biasing,
data or model theft, adversarial input attack, and infer-
ence attacks.23,24 Consider the following adversarial
examples and their impacts:25

› Computer vision: Images can be modified by
adding adversarial patches so as to fool image
classification systems (e.g., those used by auton-
omous vehicles).

› Speech recognition: Adding adversarial noise to
a speech waveform may result in wrong textual
translation.

› Social bot detection: Similar to computer vision
and automatic speech recognition, adversarial
attacks can alter the features of social bots,
without impacting their activity, thus allowing
them to evade detection.

› Fake news detection: Tampering with the textual
content of an article, or even with its comments,
may yield wrong article classifications.

These AI attacks are fundamentally different from
traditional cyberattacks. Although AI’s benefits largely
outweigh its security and privacy risks, it is important
to secure AI systems and applications.

CYBERSECURITY: A CAT AND
MOUSE GAME

Cyber threats will become more ubiquitous, more fre-
quent, more severe, and more sophisticated. Like
security professionals, bad actors will use AI and other
advanced tools to intensify and complicate their
attacks and the attack surface will broaden. Essen-
tially, managing cybersecurity will continue to be a
game of cat and mouse.

Organizations need to future-proof their systems
and data by frequently updating their security strategies

and deploying new solutions powered by AI and other
technologies. To do that, they will need people with
knowledge and experience in applying AI and ML to
cybersecurity, along with other cybersecurity skill sets.

Here are a few recommendations for security
professionals18:

› Research how AI has been and can be applied to
secure cybersystems. Stay abreast of emerging
trends at the nexus of cybersecurity and AI.

› Advance your career by taking courses and
earning certifications related to AI/ML and
cybersecurity.

› Develop an AI-enabled cybersecurity strategy and
a roadmap and revisit these regularly. Identify hot
spots, critical blind spots, and tasks that require
significant human effort and find innovative ways
to address them. AI cybersecurity strategy should
augment and be aligned with an organization’s
overall security strategy—it should not be an inde-
pendent, standalone initiative.

› Address adoption barriers such as lack of per-
sonnel with strong AI cybersecurity skills, diffi-
culty in acquiring and retaining such talent, data
complexity, and initial implementation costs.

CONCLUSION
AI is—and will be—a significant ally against intensify-
ing cyber threats. Clearly, there is a compelling busi-
ness case for using AI in cybersecurity. About 70% of
executives surveyed globally said their organization
cannot identify nor respond to cyber threats without
AI.26 AI’s benefits to cybersecurity largely outweigh its
security risks. Nevertheless, it is important to secure
AI systems and applications.

Cybersecurity professionals and businesses should
explore the entire spectrum of AI’s potential security
solutions and choose the AI capabilities that address
the threats and best suit the application’s needs. Of
course, AI is not a silver bullet. Humans and AI must
work together. But AI can support security personnel to
maintain robust security operations around the clock.

We hope you are now inspired to examine further
and adopt the new frontier in digital security, the AI-
cybersecurity nexus.
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Serverless computing has becomean importantmodel in cloud computing and
influenced the design ofmany applications. In this article, we provide our perspective on
what the recent landscape of serverless computing for scientific applications looks like.
We discuss the advantages and problemswith serverless computing for scientific
applicationsand, basedon theanalysis of existing solutionsandapproaches,wepropose
a science-oriented architecture for a serverless computing framework that is based on
the existingdesigns. Finally,weprovideanoutlookof current trendsand future directions.

G iven the increasing role of simulations anddata
analysis in science today, researchers never
have too much computing power. For this rea-

son, various dedicated research computing infrastruc-
tures are built, including high performance computing
(HPC) centers, large-scale computing clusters or grids, or
smaller centers for research computing at universities
and research institutes. On the other hand, distributed
computing in the industry leverages large-scale datacen-
ters, which provide computing resources based on the
cloud computing model. Over the past ten years, these
commercial offerings in the form of public clouds have
been of interest to the scientific community, and the
development of cloud solutions influenced the way tradi-
tional HPC hardware and software have evolved. These
technological trends initially have included virtualization,
containerization, on-demand access to resources, or
object storage services. With increasing cloud adoption,
advanced cloud-native technologies have emerged, with
the Kubernetes container orchestration technology being
their cornerstone.1

Recently, we observed a new trend in cloud technolo-
gies, which is generally called “serverless computing.” In
general, serverless computing allows executing functions
with minimum overhead in server management, combin-
ing developments in microservice-based architectures,
containers, and the new cloud service models, such as

function-as-a-service (FaaS) and container-as-a-service
(CaaS).2,3

The serverless computing model has not been
designed to support scientific computing, rather it has
targeted lightweight event-based applications. Still, as
the research community is very open to exploring new
and alternative ways of accessing computing resources
and building scientific applications, we can see many
attempts to evaluate the applicability of the serverless
model for scientific applications and the desire to repur-
pose it to the requirements of the scientific community.

In this article, we provide examples of using serverless
model for scientific applications, basedonour experience
in this area. This provides our perspective on how the
recent landscape of serverless computing for scientific
applications looks like. We discuss the advantages and
problems with serverless computing for scientific appli-
cations and based on the analysis of existing solutions
and approaches, wepropose a science-oriented architec-
ture for a serverless computing framework that is based
on the existing designs. Finally, we provide an outlook of
current trends and future directions.

STRENGTHS ANDWEAKNESSES
OF SERVERLESS MODEL FOR
SCIENTIFIC APPLICATIONS

There are several benefits of using serverless model or
FaaS.

› Function as a useful abstraction: Functions are
the most fundamental abstractions in mathemat-
ics, which is called the language of science. Func-
tions are also a very powerful abstraction in
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computer science, with theoretical foundations in
the lambda calculus and the functional program-
ming paradigm. Functional programming has
proven to be useful for distributed systems, with
the examples of Erlang and Scala languages and
actor systems implemented in them.4 In scientific
computing, modern programming languages, such
as Julia, are also strongly influenced by the func-
tional programming paradigm. For these reasons,
FaaS offers a natural abstraction for scientific
applications using distributed computing.

› Simplicity facilitating programming: The general
premise of serverless computing is to facilitate
application programming by hiding the complex-
ity of underlying infrastructure and relieving the
programmer or user from managing the infra-
structure. All the intertwined resource manage-
ment issues, such as provisioning, scheduling, or
autoscaling, are in principle handled by the pro-
vider in a much broader scope than in any other
cloud service model or in any distributed pro-
gramming environment.

› Highly elastic resource management model: In
serverless computing, the unit of resource alloca-
tion is a single function call, and the FaaS platforms
are designed for serving large amounts of fine-
grained requests very quickly. Our experiments
have shown that it is possible to request thousands
of concurrent function calls and they are invoked in
parallel within seconds by a cloud provider, such as
AWS or Google.5 The overhead is low as compared
to IaaS clouds (minutes) or in HPC systems (hours).
This opens the possibility of better support for
interactive and dynamic workloads, which are of
interest for scientific applications.

› Deployment model using familiar programming
languages and containers: While FaaS was origi-
nally designed for Web or mobile applications
based on JavaScript, Java, or Python, now it is
possible to add custom language support or con-
tainer images such as Docker. This is fundamen-
tal for scientific computing, where applications
typically require diverse programming languages,
libraries, and tools.

Another highly popular approach for scientific com-
puting in the cloud is using a container orchestration
platform, with Kubernetes being a de facto standard, sup-
ported by all major cloud providers. Kubernetes can be
seen as amiddle ground between plain infrastructure-as-
a-service cloud and FaaS. On the one hand, Kubernetes
hides the complexity of cluster management; on the
other hand, application development in Kubernetes still

requires significant IT engineering skills. In our research,
we have investigated various aspects of scientific work-
flowmanagement in Kubernetes. This perspective lets us
point out a few problems of FaaS in the context of scien-
tific computing and contrast themwith Kubernetes.

› Vendor lock-in: Serverless code usually uses vari-
ous cloud services through vendor APIs which
increases the chance of vendor lock-in. Develop-
ing a portable solution in FaaS is harder than in
Kubernetes.

› Observability: With platform and infrastructure
hidden behind APIs, system observability is out
of control of the developer. However, observabil-
ity is the cornerstone of experimental science.
Diagnosing problems and getting important met-
rics related to performance, energy consump-
tion, etc., can be more difficult in FaaS than in
Kubernetes, where the developer has full control
over the observability stack.

› Economics and performance: The serverless model
is very attractive for production systems that run
24/7 and need to handle variable workload. In such
cases, a possibly higher per-cycle cost of FaaS can
bemitigated by high elasticity. However, for a scien-
tist who runs one-off batch workloads this is not
necessarily the case. It has been shown that for
data-intensive workloads, such as model training,
FaaS is considerably more expensive and slower
than IaaS.6 Performance isolation is another chal-
lenge; For example, Malla and Christensen,7 achi-
eved the best performance on IaaS by allocating
one CPU to one computational task. Such control
over resource management, also possible in Kuber-
netes, is not available on FaaS, where the resources
aremanaged by the underlying platform.8

As we can see, there are numerous potential bene-
fits and challenges of using serverless computing for
scientific applications. In the next section, we show
examples of how these have been addressed in the
specific solutions targeting scientific computing.

EXAMPLES OF SCIENTIFIC
APPLICATIONSANDFRAMEWORKS
USINGFAAS

From the beginning of the serverless model and from
the first releases of FaaS services, they have been
noticed as potential sources of computing for scien-
tific applications. Here, we provide a set of selected
examples, which we think nicely represent typical
scenarios.
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PyWren
Perhaps the first framework for running compute-inten-
sive workloads on serverless platforms that received
wider popularity was PyWren.9 As a simple, yet powerful,
Python library, it allows running stateful functions in par-
allel, using shared cloud storage for input and output,
similarly to a tuple space model proposed in Linda. An
interesting technical solution in PyWren is to use Cloud-
pickle Python library, which allows one to serialize and
execute remotely arbitrary Python code. Cloudpickle
was developed by PiCloud.com, a startup company that
offered simplified computing based on Python functions
invoked on AWS cloud more than five years before FaaS
model was proposed. PyWren has been applied to many
embarrassingly parallel problems, such as MonteCarlo
simulations and parameter sweeps, but also for MapRe-
duce style data processing tasks, video encoding, and
parameter optimization for distributedmachine learning
(ML) or distributed compilation.

FaaSification of Scientific Applications
One of the first discussions of the potential for using
FaaS for scientific computing was presented by
Spillner et al.10 They described four experiments that
compare the performance and resource consumption,
for example, benchmarks or applications: calculation of
p, face detection, password cracking, and precipitation
forecast. The experiments are run using AWS Lambda
and a local testbed using Snafu tool developed by
Spillner et al.10 In addition to performance evaluation,
there is a very interesting discussion about possible stra-
tegies for FaaSification (adaptation of existing software
to FaaS) of monolithic applications, which can be done
at varying levels of granularity: from whole functions to
single lines of code. This discussion brings an important
topic of the effort needed to make use of the serverless
computingmodel to existing applications and thepoten-
tial for using tools for automation.

Serverless ScientificWorkflows
FaaS can be a good fit for scientific workflows (graphs
of tasks), in particular those with large numbers of rel-
atively fine-grained tasks. HyperFlow, our workflow
engine developed at AGH, was extended to FaaS plat-
forms,11 including Google Cloud Functions, AWS
Lambda, and other functions based on HTTP request
interface. In HyperFlow, stateless functions operate in
a download–compute–upload sequence, using cloud
storage for input and output. Initially we had to work
around deployment problems by building custom-
compiled binaries compatible with the operating sys-
tems of the FaaS providers, but recent support for the

Docker images solved this problem. Similarly, CaaS
serverless platforms, such AWS Fargate and Google
Cloud Run, proved to be a viable solution for scientific
workflows.12 Other interesting examples include
Triggerflow,13 an event-driven workflow framework
based on triggers, and abstract function choreography
language (AFCL), which offers high-level notation for
workflows with a rich set of control- and data-flow
constructs.14 In our opinion, support for serverless
backends will become a natural evolution of scientific
workflow engines.

NumPyWren
Seemingly, it is hard to imagine using serverless plat-
forms for dense linear algebra, a domain traditionally
reserved for HPC. Nevertheless, as NumPyWren and
LAmbdaPACK15 tools show algorithms, such as matrix
multiplication or decomposition, can run efficiently in
the cloud. NumPyWren uses cloud object storage for
communication, and while the latency of Amazon S3
is orders of magnitude higher compared to MPI-over-
Infiniband, the aggregate bandwidth and its scalability
allows efficiently decomposing the matrix calculations
into basic operations on tiles of such size that the
high latency is compensated by high bandwidth. While
the experiments show that the performance achieved
does not immediately beat the MPI implementation,
the benefits of serverless approach are scalability,
elasticity, and better resource utilization. Notably, the
framework wisely combines various additional cloud
services: SQS for task queue and Redis or DynamoDB
as key/value store for managing the state.

ROOT Lambda—Serverless Tools for
High Energy Physics
The High Energy Physics community, having a long tradi-
tion of leveraging distributed computing infrastructures,
shows a growing interest in exploring modern frame-
works coming from the big data industry. A notable
example includes Distributed RDataFrame, an extension
to ROOT framework for data analysis adding the high-
level functionality based on the Data Frame model. RDa-
taFrame compiles operations, such as filters and aggre-
gations, into a graph of tasks and supports multiple
backends, including local multiprocessing, Apache Spark,
Dask, and recently AWS Lambda.16 When developing the
AWS backend, we solved many technical problems,
including containerized deployment of ROOT and remote
access to storage at CERN. Despite the relatively large
volume of data transfer between CERN and AWS, this
approach scales to at least hundreds of parallel Lambda
tasks, allowing interactive data analysis. This exemplifies
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computer science, with theoretical foundations in
the lambda calculus and the functional program-
ming paradigm. Functional programming has
proven to be useful for distributed systems, with
the examples of Erlang and Scala languages and
actor systems implemented in them.4 In scientific
computing, modern programming languages, such
as Julia, are also strongly influenced by the func-
tional programming paradigm. For these reasons,
FaaS offers a natural abstraction for scientific
applications using distributed computing.

› Simplicity facilitating programming: The general
premise of serverless computing is to facilitate
application programming by hiding the complex-
ity of underlying infrastructure and relieving the
programmer or user from managing the infra-
structure. All the intertwined resource manage-
ment issues, such as provisioning, scheduling, or
autoscaling, are in principle handled by the pro-
vider in a much broader scope than in any other
cloud service model or in any distributed pro-
gramming environment.

› Highly elastic resource management model: In
serverless computing, the unit of resource alloca-
tion is a single function call, and the FaaS platforms
are designed for serving large amounts of fine-
grained requests very quickly. Our experiments
have shown that it is possible to request thousands
of concurrent function calls and they are invoked in
parallel within seconds by a cloud provider, such as
AWS or Google.5 The overhead is low as compared
to IaaS clouds (minutes) or in HPC systems (hours).
This opens the possibility of better support for
interactive and dynamic workloads, which are of
interest for scientific applications.

› Deployment model using familiar programming
languages and containers: While FaaS was origi-
nally designed for Web or mobile applications
based on JavaScript, Java, or Python, now it is
possible to add custom language support or con-
tainer images such as Docker. This is fundamen-
tal for scientific computing, where applications
typically require diverse programming languages,
libraries, and tools.

Another highly popular approach for scientific com-
puting in the cloud is using a container orchestration
platform, with Kubernetes being a de facto standard, sup-
ported by all major cloud providers. Kubernetes can be
seen as amiddle ground between plain infrastructure-as-
a-service cloud and FaaS. On the one hand, Kubernetes
hides the complexity of cluster management; on the
other hand, application development in Kubernetes still

requires significant IT engineering skills. In our research,
we have investigated various aspects of scientific work-
flowmanagement in Kubernetes. This perspective lets us
point out a few problems of FaaS in the context of scien-
tific computing and contrast themwith Kubernetes.

› Vendor lock-in: Serverless code usually uses vari-
ous cloud services through vendor APIs which
increases the chance of vendor lock-in. Develop-
ing a portable solution in FaaS is harder than in
Kubernetes.

› Observability: With platform and infrastructure
hidden behind APIs, system observability is out
of control of the developer. However, observabil-
ity is the cornerstone of experimental science.
Diagnosing problems and getting important met-
rics related to performance, energy consump-
tion, etc., can be more difficult in FaaS than in
Kubernetes, where the developer has full control
over the observability stack.

› Economics and performance: The serverless model
is very attractive for production systems that run
24/7 and need to handle variable workload. In such
cases, a possibly higher per-cycle cost of FaaS can
bemitigated by high elasticity. However, for a scien-
tist who runs one-off batch workloads this is not
necessarily the case. It has been shown that for
data-intensive workloads, such as model training,
FaaS is considerably more expensive and slower
than IaaS.6 Performance isolation is another chal-
lenge; For example, Malla and Christensen,7 achi-
eved the best performance on IaaS by allocating
one CPU to one computational task. Such control
over resource management, also possible in Kuber-
netes, is not available on FaaS, where the resources
aremanaged by the underlying platform.8

As we can see, there are numerous potential bene-
fits and challenges of using serverless computing for
scientific applications. In the next section, we show
examples of how these have been addressed in the
specific solutions targeting scientific computing.

EXAMPLES OF SCIENTIFIC
APPLICATIONSANDFRAMEWORKS
USINGFAAS

From the beginning of the serverless model and from
the first releases of FaaS services, they have been
noticed as potential sources of computing for scien-
tific applications. Here, we provide a set of selected
examples, which we think nicely represent typical
scenarios.
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the potential of using serverless infrastructures as back-
end to domain-specific scientific tools by providing user
friendly abstractions.

FuncX
A custom-developed solution that aims specifically at
supporting scientific applications using the serverless
model is FuncX.17 It supports running FaaS applications
on federated resources ranging from local computers,
via clusters and clouds, to supercomputers, with focus
on applications with fine grained tasks. Examples of
such applications are scalable metadata extraction,
ML inference, crystallography, neuroscience, correlation
spectroscopy, and high energy physics. The interesting
feature of the approach is that it does not simply provide
access to FaaS platforms, but brings together resources
from multiple sources, including those dedicated to sci-
entific computing and, e.g., equipped with specialized
hardware, such as GPU. The example applications of
FuncX show that scientific computing often relies on
many tasks which do not necessarily require a tradi-
tional supercomputer.

High-Throughput Biomedical
Application Examples
High-throughput computing is often required in bio-
medical applications for screening of large space of
molecular configurations. Examples in proteomics are
replica exchange molecular dynamics (REMD), which
have been successfully ported to serverless comput-
ing.18 The usage of serverless architecture allows for
more dynamic scaling of the workers (executed on
FaaS), while it requires adding a communication layer
using cloud object storage or Redis database. A simi-
lar approach was used in serverless implementation
of Smith–Waterman dynamic programming algorithm
for comparing protein sequences.19 A recent survey20

shows several examples of various applications of
serverless computing to omics data analysis and inte-
gration, all representing high-throughput architecture
with a scalable pool of resources obtained using the
FaaS or CaaS model.

Distributed ML
When discussing scientific or computational applica-
tions, one cannot exclude training and serving of ML
models, which can also be a subject of porting to serv-
erless architectures. One of the early examples21 uses
AWS Lambda for the inference of large neural network
models. SIREN22 is a distributed framework running
compute-intensive batches of ML tasks on FaaS.
Another example is FedLess,23 which is a serverless

framework for secure training of ML models using a
federated learning approach.

LAYERED ECOSYSTEM OF
APPLICATIONS AND GENERIC
ARCHITECTURE OF THE
FRAMEWORKS

Having studied examples of serverless scientific appli-
cations, we can observe an emerging layered architec-
ture of their ecosystem, as shown in Figure 1. From the
bottom-up, we have the basic layer of cloud storage
and communication, which includes cloud object stor-
age, queue systems, or caches. This layer provides
state management for the stateless FaaS/CaaS layer.
Next come various processing models—each of them
relevant for scientific users and software engineers.
Finally, the top layer includes ready to use frameworks
for scientific applications, which typically provide
high-level APIs or user interfaces.

Another general observation is that most of the
frameworks have a very similar common architecture,
as shown in Figure 2. The main component, called Exe-
cution Engine, is responsible for the task orchestra-
tion, and it uses some form of database, typically a
key–value store, for managing the internal state of the
application. The tasks are submitted to a task queue
and then are processed using stateless FaaS or CaaS
services, which use cloud storage for data exchange.
There are possible variations of this architecture,
including more distributed or decentralized orchestra-
tion, some frameworks do not use any queue, but
directly invoke FaaS or CaaS functions using the pub-
lic API, finally there are multiple options regarding
database and cloud storage backends (see Figure 1).
Nevertheless, this typical architecture can be consid-
ered as a standard blueprint for building computing
frameworks using the serverless model.

CONCLUSION
The examples presented here show that the concept
of serverless computing can be applied in scientific
computing, where traditional distributed processing
or high-throughput approaches have been used. The
new capabilities offered by serverless, including sim-
plified programming model based on functions, highly
elastic resource management, and convenient deploy-
ment model, allow not only for repurposing of existing
applications and frameworks (parallel tasks, work-
flows, MapReduce, etc.), but can inspire new classes
of scientific applications, which can be more event
driven, interactive, and highly dynamic in resource
usage, and also take advantage of the whole
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continuum of resources from HPC, cloud, and other
devices located at the edge.

There are of course limitations of serverless com-
puting, such as vendor lock-in, observability issues,
cost-performance tradeoffs, distributed state man-
agement, caching, and lack of tooling—these topics
are now subject of active research.3 Some trends,
such as datacenter disaggregation,15 convergence
between HPC and cloud architectures, and increas-
ingly elastic resource management in clouds, may sug-
gest that some form of “serverless” computing will
become prevalent. The future will show if a “serverless

supercomputer” may become an ultimate solution to
scientific computing problems, but at least we are cer-
tain that the concepts presented here will influence
the future developments in both compute infrastruc-
tures and the architectures of scientific applications.
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Jeremy Jung: Fewer software-as-a-service products 
were available in 2000. What services are available 
today that weren’t available then?

Randy Shoup: There was no cloud until 2006. There 
were a few vendors like Salesforce, but I couldn’t sim-
ply pay them to operate a technological software ser-
vice. There were no monitoring vendors. Today, I would 
instrument everything with OpenTelemetry. For my 
back end, I would choose a distributed-tracing vendor. 
We also didn’t have distributed logging.

We built our own data centers, racked our own 
servers, and installed all the OSS in them. We still do 
all that because it’s cheaper for us at our scale, but the 
software developer in 2022 has this massive menu of 
options and can get a lot done through cloud vendors, 
software-service vendors, and so on.

In software, every year is better than the previous 
year. At that time, we were excited that we had all the 
tools and capabilities that we did have. The big com-
panies rolled their own, and the most you could pay 
anybody else to do was rack your servers, but install-
ing and operating software was your job.

If eBay had started in the last 10 years, would it 
have made sense to start on a public cloud and then 
move to its own infrastructure later? Or did it make 
sense to start with your own infrastructure from the 
start?

No one should ever start by building their own serv-
ers and their own cloud. You might outgrow the cloud 
vendors, but that doesn’t happen often. When it does, 
people write articles about it. Dropbox is a good exam-
ple. By 2010–2012, the cloud had proven itself. Any-
body who started since then should absolutely have 
started in the public cloud. Over time as the cloud 
bill grows, it could make sense to shift toward build-
ing and operating your own data centers, but it’s a big 
investment and takes years to develop the necessary 
internal capabilities. The more common migration is 
from proprietary data centers and colos into the pub-
lic cloud.
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What would you have done differently in your early 
days with eBay with the knowledge you have now, but 
the technology that existed then?

I would have moved us directly to what we would now 
call microservices—individual services that own their 
own data storage and that are only interacted with 
through the public interface. Amazon transitioned 

from a monolith into microservices between 2000 
and 2005. There’s a famous Jeff Bezos memo from 
the early part of that that included the requirement 
that you never talk to anybody else’s database, and 
you interact with other services only through their 
public interfaces. They didn’t standardize around 
CORBA or JavaScript Object Notation (JSON) or 
GRPC, which didn’t exist at the time, or around any 
particular interaction mechanism. But they did need 
to have this kind of microservice capability. That’s 
modern terminology, where services own their own 
data, and nobody can talk in the back door. That is 
the one architectural thing that I wish in hindsight 
that I would have brought in, because that does help 
a lot. Amazon was pioneering in that approach, and a 
lot of people inside and outside Amazon didn’t think 
it would work, but it did, famously.

Microservice to you means having its own data store?

Several of the distinguishing characteristics are size 
and scope of the interface—the micro in microservice. 
You can have a service-oriented architecture with one 
big service, or some small number of large services. It 
may not have only one operation, but it doesn’t have 
1,000. And the handful or the several handfuls of oper-
ations are all about one particular thing. The other 
part of it that is critical is that the service must own 
its own data storage.

When you started your new job at eBay, how did you 
figure out where the problems are or what to do next?

I lead the eBay velocity initiative, which is about deliv-
ering features and bug fixes more quickly to custom-
ers. We produced a value-stream map. That’s a term 
from Lean where you look end to end at all the steps 
in a process and how long those steps take. Each step 
produces some value—a feature, some revenue, or 
something that helps the customer or the business.

Then you look for opportunities to improve—if 
a step takes five days, that is worth optimizing. We 
didn’t talk with all 4,000 engineers or every team we 
had, but we sampled a few. After talking with three 
teams, we were already hearing some of the same 
things. We saw that software delivery was our cur-
rent bottleneck—the amount of time it takes from an 
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engineer committing code to the code showing up as 
a feature on the site. Two years ago, before we started, 
the average was a week and a half. Now, for the teams 
that we’ve been working with, it’s down to two days.

We used a book called Accelerate by Nicole 
Forsgren, Jez Humble, and Gene Kim (2018). If there’s 
one book anybody should read about software engi-
neering, it’s that. It summarizes almost a decade of 
research from the State of DevOps reports. When the 
problem is software delivery, the book tells you all the 
continuous-delivery techniques, trunk-based devel-
opment, and other things you can do to solve those 
problems.

Companies cluster. Organizations that are not 
good at deployment frequency and lead time are also 
not good at the quality metrics of mean time to restore 
and change failure rate. And the companies that are 

excellent at deployment frequency and lead time are 
also excellent at lead time to recover and change fail-
ure rate. Companies or organizations are divided into 
low, medium, high, and elite performers. On average 
at the time and still on average, eBay is solidly in that 
medium-performer category. We’ve been able to move 
teams we worked with to the high category. So, we 
focused on moving the whole set of teams from that 
medium-performer category, where things are mea-
sured in weeks, to the high-performer category, where 
things are measured in days. 

JEREMY JUNG is a technical lead in Califor-

nia, USA. Contact him at https://www.jertype 

.com or contact@jeremyjung.com.
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Quantum computing is a new, hot area of com-
puter science that promises great potential for 
solving problems that are currently intracta-
ble for traditional or classical computers. The 

concept of using quantum mechan-
ics as a basis for computing was first 
introduced around 1980 by Paul Be-
nioff.1 Since that time, researchers 
have been working on developing ac-
tual quantum computers as well as al-
gorithms using quantum computing. 
Algorithms have been developed that 
demonstrate quantum supremacy, that 
is, quantum computers can solve prob-
lems with a super polynomial speedup 
over classical computers.

Until recently, quantum comput-
ing has remained on the fringes of 
computer science research. This is 
primary because there haven’t been 
quantum computers built beyond a 
few qubits (the quantum equivalent 

of a bit), and the algorithms were on problems that were 
quite theoretical and of not much interest to people out-
side of computer science. That is until recently. Quantum 
computing is now gaining speed and moving out of the 
fringe area and toward a more mainstream computer sci-
ence research area. There are two main reasons for the 
surge in interest in quantum computing. First, IBM has 
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Research
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progress in recent years.
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Epidemic Spread Modeling for COVID-19 Using
Cross-Fertilization of Mobility Data

Anna Schmedding , Riccardo Pinciroli , Lishan Yang , Member, IEEE, and Evgenia Smirni , Fellow, IEEE

Abstract—We present an individual-centric model for COVID-
19 spread in an urban setting. We first analyze patient and route
data of infected patients from January 20, 2020, to May 31, 2020,
collected by the Korean Center for Disease Control & Prevention
(KCDC) and discover how infection clusters develop as a function
of time. This analysis offers a statistical characterization of mobility
habits and patterns of individuals at the beginning of the pandemic.
While the KCDC data offer a wealth of information, they are also
by their nature limited. To compensate for their limitations, we
use detailed mobility data from Berlin, Germany after observing
that mobility of individuals is surprisingly similar in both Berlin
and Seoul. Using information from the Berlin mobility data, we
cross-fertilize the KCDC Seoul data set and use it to parameterize
an agent-based simulation that models the spread of the disease in
an urban environment. After validating the simulation predictions
with ground truth infection spread in Seoul, we study the impor-
tance of each input parameter on the prediction accuracy, compare
the performance of our model to state-of-the-art approaches, and
show how to use the proposed model to evaluate different what-if
counter-measure scenarios.

Index Terms—Data analysis, simulation models, individual-
centric models, COVID-19, disease spread modeling, cross-
fertilization.

I. INTRODUCTION

ON MARCH 11, 2020, the WHO1 declared COVID-19
the first pandemic caused by a coronavirus. Since then,

a tremendous amount of data has been collected to help pub-
lic policy decisions that limit the spread of COVID-19. For
example, Google2 provides time-series data of infections at a
coarse granularity (i.e., as a function of the area’s population, no
information is provided at the granularity of single individuals).
Epidemiological simulation and mathematical models have been
used to predict the spread of the disease. Typically, model
effectiveness is tied to its input parameterization.

Manuscript received 8 July 2022; revised 16 January 2023; accepted 14
February 2023. Date of publication 24 February 2023; date of current version 1
September 2023. This work was supported in part by the National Science Foun-
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In this article, we use the data provided by the Korean Center
for Disease Control (KCDC) and local governments during the
first wave of the disease in South Korea. In contrast to the
Google data, the KCDC data focus on individual patients and
allow the development of an individual-centric model of the
COVID-19 epidemic. Infected individuals are monitored3 and
their movements are logged using CCTV, cellphones, and credit
card transactions. The KCDC records patient movements in
plain text (i.e., natural language) without any unified rule. These
logs are parsed through automated code and rule-based methods
to extract keywords that are then used with web mapping service
APIs (e.g., Google Maps) to extract geographical coordinates
(i.e., latitude and longitude) and other data. The parsed logs are
made publicly available [1] and being collected by KCDC are
deemed trustworthy.

To the best of our knowledge, the KCDC logs are the only
publicly available data that contain patient-centric information
in great detail: they report on the patient mobility, i.e., traveled
distance and the sequence of locations visited on a daily basis, the
date of the onset of symptoms, whether and when the patient got
in contact with other patients that are also diagnosed. This leads
to our first research question, RQ1: What statistical information
can be extracted by the KCDC mobility data to parameterize an
agent-based simulation that models the spread of the disease?
The KCDC logs are a valuable resource for studying the spread
of COVID-19, yet they have limitations:� The last version of the KCDC data set contains data col-

lected up to May 31, 2020 (the KCDC data set has not been
updated since then). By that date, approximately 11,500
COVID-19 cases were confirmed in South Korea [2], but
only 35% of them have been logged into the data set.� Some locations visited by patients (e.g., locations where
people live) are not recorded due to privacy concerns.
Consequently, patient infection information and route data
do not always coincide. For example, there are patients that
infect each other even if their routes do not cross. This may
happen when patients belong to the same household.� Patient and route data may be incomplete (i.e., some
attributes are occasionally missing, such as the type of
locations visited by some patients) and require manual
completion before analyzing the data set.� There is route data information for only a portion of the
patients. Patient movement has been logged only for the
15% of all confirmed cases by May 31.

3https://bit.ly/3VMQvVm
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A Flexible Heuristic to Schedule Distributed
Analytic Applications in Compute Clusters

Francesco Pace , Daniele Venzano, Damiano Carra , and Pietro Michiardi

Abstract—This work addresses the problem of scheduling user-defined analytic applications, which we define as high-level

compositions of frameworks, their components, and the logic necessary to carry out work. The key idea in our application definition, is

to distinguish classes of components, including core and elastic types: the first being required for an application to make progress, the

latter contributing to reduced execution times. We show that the problem of scheduling such applications poses new challenges, which

existing approaches address inefficiently. Thus, we present the design and evaluation of a novel, flexible heuristic to schedule analytic

applications, that aims at high system responsiveness, by allocating resources efficiently. Our algorithm is evaluated using trace-driven

simulations and with large-scale real system traces: our flexible scheduler outperforms current alternatives across a variety of metrics,

including application turnaround times, and resource allocation efficiency. We also present the design and evaluation of a full-fledged

system, which we have called Zoe, that incorporates the ideas presented in this paper, and report concrete improvements in terms of

efficiency and performance, with respect to prior generations of our system.

Index Terms—Scheduling, distributed applications, distributed systems

Ç

1 INTRODUCTION

THE last decade has witnessed the proliferation of numer-
ous distributed frameworks to address a variety of

large-scale data analytics and processing tasks. First,MapRe-
duce [1] has been introduced to facilitate the processing of
bulk data. Subsequently, more flexible tools, such as Dryad
[2], Spark [3], Flink [4] and Naiad [5], to name a few, have
been conceived to address the limitations and rigidity of the
MapReduce programming model. Similarly, specialized
libraries such as MLLib [6] and systems like TensorFlow [7]
have seen the light to cope with large-scale machine learning
problems. In addition to a fast growing ecosystem, individ-
ual frameworks are driven by a fast-pace development
model, with new releases every few months, introducing
substantial performance improvements. Since each frame-
work addresses specific needs, users are left with a wide
choice of tools and combination thereof, to address the vari-
ous stages of their data analytics projects.

The context depicted above has driven a lot of research
[8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20],
[21] (see Section 7 for a detailed discussion) in the area of
resource allocation and scheduling, both from academia and
the industry. These efforts materialize in cluster manage-
ment systems that offer simple mechanisms for users to

request the deployment of the framework they need. The
general underlying idea is that of sharing cluster resources
among a heterogeneous set of frameworks, as a response to
static partitioning, which has been dismissed for it entails
low resource allocation [8], [9], [10]. Existing systems divide
the resources at different levels. Some of them, e.g., Mesos
and YARN, target low-level orchestration of distributed com-
puting frameworks: to this aim, they require non-trivial
modifications of such frameworks to operate correctly.
Others, e.g., Kubernetes [22] and Docker Swarm [23], focus
on provisioning and deployment of containers, and are thus
oblivious to the characteristics of the frameworks running in
such containers. To the best of our knowledge, no existing
tool currently addresses the problem of scheduling analytic
applications as a whole, leveraging the intrinsic properties of
the frameworks such applications use.

The endeavor of this paper is to fill the gap that exists in
current approaches, and raise the level of abstraction at which
scheduling works. We introduce a general and flexible defi-
nition of applications, how they are composed, and how to
execute them. For example, a user application addressing
the training of a statistical model involves: a user-defined
program implementing a learning algorithm, a framework
(e.g., Spark) to execute such a program together with infor-
mation about its resource requirements, the location for
input and output data and possibly parameters exposed as
application arguments. Users should be able to express, in a
simple way, how such an application must be packaged and
executed, submit it, and expect results as soon as possible.

We show that scheduling such applications represents a
departure fromwhat has been studied in the scheduling liter-
ature, and we present the design of a new algorithm to
address the problem. A key insight of our approach is to
exploit application properties and distinguish their compo-
nents according to classes, core and elastic, the first being
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Simulation Driven AI: From Artificial
to Actual and Vice Versa
Li Li , Tsinghua University, Beijing, 100084, China

Yilun Lin , Shanghai AI Laboratory, Shanghai, 200232, China

Yutong Wang and Fei-Yue Wang , Chinese Academy of Sciences, Beijing, 100190, China

In this perspective, we discuss the important role of simulations in building state-of-
the-art artificial intelligence (AI) systems. We first explain why simulations become
vital in building complex AI systems. Then, we study some challenges and candidate
solutions related to simulation-based AI systems. Finally, we discuss future
research directions in this field.

Artificial Intelligence (AI) research is embracing
a new age of renaissance due to neural net-
works.1 However, we still do not have a com-

monly accepted definition for AI while researchers
around the world are aggressively addressing various
aspects of AI from different viewpoints.

Reflecting and summarizing the idea of universal
language proposed by Leibniz, the concept of comput-
ability and intelligent machinery proposed by Turing,2

as well as the framework of Cybernetics proposed by
Wiener,3 we arrive at three basic functions of an AI
system4:

› The Representation of AI. First, an AI system
should be able to translate a special task into a
certain computational problem, by using a uni-
versal language.

› The Design of AI. Second, an AI system should
be able to find an algorithm to solve the compu-
tational problem.

› The Test of AI. Third, an AI system should be able
to find an algorithm to validate the answer to the
computational problem.

Reviewing the developing history of AI, we find that
various ideas and methods have been proposed to
implement these three functions during the last eight

decades. For example, reinforcement learning assumes
that AI systems consist of single or multiple agents that
learn to achieve a goal in a complex, potentially uncer-
tain environment via a process of trial-and-error.5 Build-
ing such an intelligent system can be viewed as a series
of tightly correlated trial-and-error actions. The designer
tries an initial setup first, then improves their building
strategy by observing agent behavior in a test environ-
ment until the system is successfully built.

To demonstrate how simulation plays a more criti-
cal role in building AI systems, we will first introduce
how to use simulations to build three functions of
intelligent systems, respectively, and then discuss sev-
eral important issues related to simulation-based AI.

SIMULATIONS FOR AI SYSTEMS
Simulation for AI Representation
Simulation usually refers to the imitation in a virtual
world for the operation of a real-world process/system.
It is a powerful tool to help us understand how a com-
plex process/system really works.6 In many situations,
we do not have an overall analytical formula to describe
the collectivemechanism of a complex process/system.
Instead, we can develop some models to represent the
key characteristics, behaviors, and functions of the
individual components within this process/process.
This allows us to use the simulation to represent the
operation of the process/systemover time.7

When the simulation model is determined, we can
collect lots of simulated data that can then be viewed
as the sampled input–output pairs of the complex pro-
cess/system. We can then use other tools (e.g., logical
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A Blockchain-Based Copyright Protection
Scheme With Proactive Defense

Xiaohu Chen, Anjia Yang , Member, IEEE, Jian Weng , Member, IEEE, Yao Tong,
Cheng Huang , Member, IEEE, and Tao Li

Abstract—Copyright protection, including copyright registra-
tion, copyright transfer and infringement penalty, plays a critical
role in preventing illegal usage of original works. The mainstream
traditional copyright protection schemes need an authority online
all the time to handle copyright issues and face some problems
such as intricate copyright transfer, single point of failure and so
on. To alleviate the burden of the authority, a few blockchain-based
copyright protection schemes are proposed. However, most of them
do not consider copyright transfer, and their infringement penalty
may only happen after copyright owners discover the infringement
behavior (i.e., “ex-post penalty”). In this article, we propose a new
security strategy, called “Proactive Defense” in copyright protec-
tion which can prevent infringement before it occurs. With our
proposed proactive defense strategy, we design a secure copyright
protection scheme which provides advantages of compact copyright
transfer and prior infringement penalty. More concrete, both copy-
right registration and transfer are regarded as transactions and
recorded to the blockchain. Based on the double-authentication-
prevention signature and non-interactive zero-knowledge proof
techniques, illegal copyright transfer can be detected and the in-
fringement penalty can be done automatically with a tailored smart
contract before the completion of the transfer. Our security analysis
shows that the proposed scheme can achieve all desirable security
properties. Moreover, we implement our scheme in Java and eval-
uate the performance experimentally. Experimental results show
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that the proposed scheme has good security and efficiency, which
can be applied for the copyright protection.

Index Terms—Blockchain, copyright protection, double-
authentication-preventing signature.

I. INTRODUCTION

INTERNET technology has greatly promoted the dissemi-
nation of data, but also makes the illegal reproduction and

unauthorized usage of the data extremely rampant. To prevent
data from being illegally used, and to track and punish copyright
violators, it is important that the data owner can prove their own-
ership (i.e., copyright) over the contents. For example, suppose
that a musician composed a piece of music, with the help of the
copyright, he was free to play and disseminate it without fear of
being taken away as creator by others. In addition, the copyright
can be transferred, which can raise incomes of the musician. The
timely and full enforcement of the rights of creators and dissem-
inators can stimulate the vitality of innovation and creation of
the whole society. As a consequence, copyright can promote the
prosperity and development of literature, art and science.

Acting as a kind of digital assets, copyright also faces some
problems. For example, It is easy to duplicate the copyright
across borders illegally, but hard to detect and punish the in-
fringement. Therefore, a set of effective methods are needed to
protect the copyright. Copyright protection, including copyright
registration, copyright transfer and infringement penalty, plays a
critical role in preventing illegal usage of original works. Several
requirements need to be satisfied associated with the copyright
protection: generating a unique label for the copyright in the
registration phase, ensuring the fairness in the transfer phase and
punishing the malicious party and protecting the honest party in
the infringement penalty phase.

The mainstream traditional copyright protection schemes are
based on watermarking and digital fingerprinting technologies
[1], [2], [3], [4], [5], [6]. Most of these schemes implement
copyright protection by adding a watermarking or digital finger-
printing to the file to be protected. By checking the added labels
in the files, data owners can detect illegal data usage and then
protect their rights through other methods, such as reporting to
the authority. Some studies consider secure copyright transfer
that can resist malicious copyright owner (seller) or buyer [7],
[8]. However, these traditional copyright protection schemes
need an authority online all the time to handle copyright issues,
which poses several problems such as intricate copyright transfer
procedure, single point of failure and so on [9].

1939-1374 © 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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CFGNET: A Framework for Tracking Equality-Based
Configuration Dependencies Across

a Software Project
Sebastian Simon , Nicolai Ruckel , and Norbert Siegmund

Abstract—Modern software development incorporates various
technologies, such as containerization, CI/CD pipelines, and build
tools, which have to be jointly configured to enable building, testing,
deployment, and execution of software systems. The vast configura-
tion space spans several different configuration artifacts with their
own syntax and semantics, encoding hundreds of configuration op-
tions and their values. The interplay of these technologies requires
some level of coordination, which is realized by matching configu-
rations. That is, configuration options and their according values
may depend on other options and values from entirely different
technologies and artifacts. This creates non-obvious configuration
dependencies that are hard to track. The missing awareness and
overview of such configuration dependencies across diverse config-
uration artifacts, tools, and frameworks can lead to dependency
conflicts and severe configuration errors. We propose CFGNET, a
framework that models the configuration landscape of a software
project as a configuration network in an extensible and artifact-
independent way. This way, we enable the early detection of possible
dependency violations and proactively prevent misconfigurations
during software development and maintenance. In a literature
study, we found that the most common form of dependencies is
the equality of values of different options. Based on this result,
we developed an equality-based linker to determine dependent
options across different artifacts. To demonstrate the extensibility
of our framework, we also implemented nine plugins for popular
technologies, such as Maven and Docker. To evaluate our approach,
we injected and violated five real-world configuration dependencies
extracted from Stack Overflow, which we support with our tech-
nology plugins, in five subject systems. CFGNET found all injected
dependency violations and four additional ones already present in
these systems. Moreover, we applied CFGNET to the commit history
of 50 repositories selected from GitHub and found dependency
conflicts in about two thirds of these repositories. We manually
inspected 883 conflicts, with about 89 % true positives, demon-
strating the need to reliably track cross-technology configuration
dependencies and prevent their misconfiguration.
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Index Terms—Configuration dependencies, configuration
conflicts, services and components.

I. INTRODUCTION

MODERN software development often incorporates vari-
ous technologies, such as containerization, build tools,

and continuous integration and delivery (CI/CD) pipelines. De-
velopers need to configure these technologies to build, test,
deploy, and execute software systems. On top of that joint
configuration space, software systems are often not singular and
independent entities, but interact with other software systems,
such as databases, operating systems, or external services that all
need to be jointly configured. Therefore, the vast configuration
space spans over different types of configuration artifacts (e.g.,
YAML files, Dockerfiles, and build files) with their own syntax
and semantic [1]. To ensure the interplay and interoperability
of all technologies, configuration options and their according
values may depend on other options and values from entirely
different technologies. These dependencies among different ar-
tifacts, frameworks, and tools create non-obvious and hard to
track configuration dependencies.

The missing awareness of such configuration dependencies
can lead to system failures, security vulnerabilities, or perfor-
mance degradation [2], [3], [4]. Specifically, in the worst case,
a single change of a configuration in the technology stack may
cause another framework, or even another step in the CI/CD
pipeline to fail. Fixing those cross-technology configuration-
dependency errors can be cumbersome and time-consuming.
Instead of fixing configuration bugs, we should concentrate on
avoiding misconfigurations in the first place. However, develop-
ers miss an integrated overview of configuration dependencies
across the diverse configuration artifacts, tools, and frameworks.
Hence, all of these tools, which originally had the purpose of
simplifying the development and delivery process, introduce
further complexity and make it more challenging for developers
instead.

As an example, we consider a typical Java project that is
deployed in a Docker container. The application’s build file is
shown in Listing 1, in which we want to change the version
number from 1.0 to 1.1, since we introduced a security fix. Now,
we deploy the supposedly fixed software using our Dockerfile
in Listing 2, possibly passing all tests of the CI server. Yet, we
are still using the old version of the program in production. In
this small example, it is easy to see that we forgot to change
the version number in the Dockerfile to grab the new JAR file.
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See https://www.ieee.org/publications/rights/index.html for more information.

Publications Seek
2025 Editors in Chief
Application Deadline: 1 March 2024

The IEEE Computer Society seeks applicants for the position of editor in chief for the following 
publications:

• Computer magazine
• IEEE/ACM Transactions on Computational 

Biology and Bioinformatics
• IEEE Computer Architecture Letters
• IEEE Intelligent Systems magazine

• IEEE Open Journal of the Computer Society
• IEEE Transactions on Big Data
• IEEE Transactions on Cloud Computing
• IEEE Transactions on Sustainable Computing

Computer Society publications are the cornerstone of professional activities for our members 
and the community we serve. We seek candidates who are IEEE members in good standing, have 
strong familiarity with our publications, and possess an excellent understanding of the field as 
it relates to academic, industry, and governmental areas. Applicants must also have successful 
experience attracting and developing a diverse team of talented and respected individuals to 
serve key editorial board roles. Demonstrated managerial skills are also required, as they are 
necessary to ensure rich content and issue development, along with timely processing 
of submissions through the editorial cycle. Terms begin 1 January 2025. 

For complete information on how to apply, please go to
www.computer.org/press-room/seeking-2025-editors-in-chief

Apply Today!

I E E E  C O M P U T E R  S O C I E T Y



Software and Cybersecurity ■ Big Data: Privacy Versus Accessibility ■  Resiliency in Cloud Computing

November/December 2018
Vol. 16, No. 6

CYBERSECURITY AND 
PRIVACY ISSUES IN BRAZIL

IEEE SEC
U

RIT
Y &

 PRIVA
C

Y
A

I ETH
IC

S
V

O
LU

M
E 16

N
U

M
BER 3

M
AY/JU

N
E 2018

W
W
W
.CO

M
PU

TER.O
RG

/SEC
U
RIT

Y

E-Currency and Fairness  ■ Ransomware Defense  ■  A National Cybersecurity Policy

May/June 2018
Vol. 16, No. 3

IEEE SEC
U

RIT
Y &

 PRIVA
C

Y
PRIVA

C
Y A

N
D

 A
U

TO
M

ATED
 A

IRPO
RT SC

REEN
IN

G
V

O
LU

M
E 17

N
U

M
BER 2

M
A

RC
H

/A
PRIL 2019 

W
W
W
.CO

M
PU

TER.O
RG

/SEC
U
RIT

Y

March/April 2019
Vol. 17, No. 2

IEEE SEC
U

RIT
Y &

 PRIVA
C

Y
D

IG
ITA

L FO
REN

SIC
S, PA

RT 2
V

O
LU

M
E 17

N
U

M
BER 1

JA
N

U
A

RY/FEBRU
A

RY 2019
W
W
W
.CO

M
PU

TER.O
RG

/SEC
U
RIT

Y

Blockchain Technologies  ■ The Fuzzing Revival  ■  Cybersecurity for the Public Interest

January/February 2019
Vol. 17, No. 1

Resiliency in Cloud Computing

November/December 2018
Vol. 16, No. 6

Join the IEEE Computer Society 
for subscription discounts today!
www.computer.org/product/magazines/security-and-privacy

IEEE Security & Privacy is a bimonthly magazine 
communicating advances in security, privacy, 
and dependability in a way that is useful to a 
broad section of the professional community. 

The magazine provides articles with both a 
practical and research bent by the top thinkers in 
the fi eld of security and privacy, along with case 
studies, surveys, tutorials, columns, and in-depth 
interviews. Topics include:

• Internet, software, hardware, and systems security
• Legal and ethical issues and privacy concerns
• Privacy-enhancing technologies
• Data analytics for security and privacy
• Usable security
• Integrated security design methods
• Security of critical infrastructures
• Pedagogical and curricular issues in security education
• Security issues in wireless and mobile networks
• Real-world cryptography
• Emerging technologies, operational resilience,

and edge computing
• Cybercrime and forensics, and much more

www.computer.org/security



w w w . c o m p u t e r . o r g / i n t e r n e t

IEEE IN
TERN

ET CO
M

PU
TIN

G
 

 
July/August 2018

Evolution of Rack-Scale System
s

Volum
e 22     N

um
ber 4

VOLUME 22, NUMBER 4 JULY/AUGUST 2018

Evolution of Rack-Scale Systems

www.computer .o rg / in te rne t

VOLUME 22, NUMBER 2 MARCH/APRIL 2018

Healthcare Informatics and Privacy

w w w . c o m p u t e r . o r g / i n t e r n e t

IEEE IN
TERN

ET CO
M

PU
TIN

G
 

 
M

ay/June 2018
Connected and Autonom

ous Vehicles
Volum

e 22     N
um

ber 3

VOLUME 22, NUMBER 3 MAY/JUNE 2018

Connected and Autonomous Vehicles

w w w . c o m p u t e r . o r g / i n t e r n e t

IEEE IN
TERN

ET CO
M

PU
TIN

G
 

 
January/February 2018

IoT-Enhanced H
um

an Experience
Volum

e 22     N
um

ber 1

VOLUME 22, NUMBER 1 JANUARY/FEBRUARY 2018

IoT-Enhanced Human Experience

Join the IEEE Computer Society 
for subscription discounts today!
www.computer.org/product/magazines/internet-computing

IEEE Internet Computing delivers novel content 
from academic and industry experts on the 
latest developments and key trends in Internet 
technologies and applications.

Written by and for both users and developers, 
the bimonthly magazine covers a wide range 
of topics, including:

• Applications
• Architectures
• Big data analytics
• Cloud and edge computing
• Information management
• Middleware
• Security and privacy
• Standards
• And much more

In addition to peer-reviewed articles, 
IEEE Internet Computing features industry 
reports, surveys, tutorials, columns, and news. 

www.computer.org/internet

 features industry 
reports, surveys, tutorials, columns, and news. 

 features industry 
reports, surveys, tutorials, columns, and news. 

 features industry 
reports, surveys, tutorials, columns, and news. 

 features industry 
reports, surveys, tutorials, columns, and news. 

 features industry 
reports, surveys, tutorials, columns, and news. reports, surveys, tutorials, columns, and news. reports, surveys, tutorials, columns, and news. 



IEEE Computer Society 
Volunteer Service Awards
Nominations accepted throughout the year.

T. Michael Elliott Distinguished
Service Certifi cate 
Highest service award in recognition for 
distinguished service to the IEEE Computer 
Society at a level of dedication rarely 
demonstrated. i.e., initiating a Society program 
or conference, continuing offi cership, or long-
term and active service on Society committees.

Meritorious Service Certifi cate 
Second highest level service certifi cate for 
meritorious service to an IEEE Computer 
Society-sponsored activity. i.e., signifi cant as 
an editorship, committee, Computer Society 
offi cer, or conference general or program chair.

Outstanding Contribution Certifi cate 
Third highest level service certifi cate for a 
specifi c achievement of major value to the 
IEEE Computer Society, i.e., launching a major 
conference series, a specifi c publication, 
standards and model curricula. 

Continuous Service Certifi cate
Recognize and encourage ongoing involvement 
of volunteers in IEEE Computer Society 
programs. The initial certifi cate may be awarded 
after three years of continuous service.

Certifi cate of Appreciation
Areas of contribution would include service with 
a conference organizing or program committee. 
May be given to subcommittee members in lieu 
of a letter of appreciation.

Nominations
Submit your nomination at 
http://bit.ly/computersocietyawards

Contact us at 
awards@computer.org



Join the IEEE Computer Society 
for subscription discounts today!
www.computer.org/product/journals/cal

IEEE Computer Architecture Letters is a forum for fast 
publication of new, high-quality ideas in the form of 
short, critically refereed technical papers. Submissions 
are accepted on a continuing basis and letters will be 
published shortly after acceptance in IEEE Xplore and in 
the Computer Society Digital Library.

Submissions are welcomed on any topic in computer 
architecture, especially:

• Microprocessor and multiprocessor systems
• Microarchitecture and ILP processors
• Workload characterization
• Performance evaluation and simulation techniques
• Interactions with compilers and operating systems
• Interconnection network architectures
• Memory and cache systems
• Power and thermal issues at the architectural level
• I/O architectures and techniques
• Independent validation of previously published results
• Analysis of unsuccessful techniques
• Domain-specifi c processor architecture

(embedded, graphics, network)
• High-availability architectures
• Reconfi gurable computer architectures

www.computer.org/cal



63  November 2023 Published by the IEEE Computer Society  2469-7087/23 © 2023 IEEE

Conference Calendar

IEEE Computer Society conferences are valuable forums for learning on broad and dynamically shifting top-

ics from within the computing profession. With over 200 conferences featuring leading experts and thought 

leaders, we have an event that is right for you. Questions? Contact conferences@computer.org.

DECEMBER
1 December 

 • ICDM (IEEE Int’l Conf. on Data

Mining), Shanghai, China

4 December 

• CloudCom (IEEE Int’l Conf. on

Cloud Computing Technology

and Science), Napoli, Italy

• CSDE (IEEE Asia-Pacific Conf.

on Computer Science and

Data Eng.), Nadi, Fiji

• ICA (IEEE Int’l Conf. on Agents),

Kyoto, Japan

 • UCC (IEEE/ACM Int’l Conf. on

Utility and Cloud Computing),

Taormina, Italy

5 December 

• BIBM (IEEE Int’l Conf. on Bio-

informatics and Biomedicine),

Istanbul, Turkey

• ICRC (IEEE Int ’ l  Conf. on

Rebooting Computing), San

Diego, CA, USA

• RTSS (IEEE Real-Time Systems

Symposium), Taipei, Taiwan

6 December

• SEC (IEEE/ACM Symp. on Edge

Computing), Wilmington, Del-

aware, USA

11 December 

 • ICAMLDL ( Int ’ l  C onf.  on

Advanced Machine Learning

and Deep Learning), Raipur,

India

 • IRC (IEEE Int’l Conf. on Robotic

Computing), Laguna Hills, CA, 

USA

 • ISM (IEEE Int’l Symposium on

Multimedia), Laguna Hills, USA 

14 December 

• BCD (IEEE/ACIS Int’l Conf. on

Big Data, Cloud Computing,

and Data Science Eng.), Ho Chi

Minh City, Vietnam

15 December 

• BigData (IEEE Int’l Conf. on Big 

Data), Sorrento, Italy

18 December 

 • HiPC (IEEE Int’l Conf. on High-

Per formance C omputing ,

Data, and Analy tics), Goa,

India

 • iSES (IEEE Int’l Symposium on

Smart Electronic Systems),

Ahmedabad, India

2024

JANUARY
3 January 

 • WACV (IEEE/CVF Winter Conf.

on Applications of Computer

Vision), Waikoloa, USA

17 January 

 • AIXVR (IEEE Int’l Conf. on Arti-

ficial Intelligence eXtended

and Virtual Reality), Los Ange-

les, USA

 • ICOIN (Int’l Conf. on Information

Networking), Ho Chi Minh City, 

Vietnam

27 January 

 • ASSIC (Int’l Conf. on Advance-

ments in Smart, Secure and

Intelligent Computing), Bhu-

baneswar, India

FEBRUARY
1 February 

 • BICE (Black Issues in Comput-

ing Education Symposium),

Santo Domingo, Dominican

Republic

5 February 

 • AIMHC (IEEE Int’l Conf. on Arti-

ficial Intelligence for Medicine, 

Health and Care), Laguna Hills, 

USA

 • CDKE (IEEE Int’l Conf. on Con-

versational Data & Knowledge 

Eng.), Laguna Hills, CA, USA

 • ICSC (IEEE Int ’ l  Conf. on

Semantic Computing), Laguna

Hills, USA

MARCH
2 March 

 • CGO (IEEE/ACM Int’l Sympo-

sium on Code Generation and

Optimization), Edinburgh, UK

• HPCA (IEEE Int’l Symposium

on High-Performance Com-

puter Architecture), Edin-

burgh, UK

https://www.hpca-conf.org/2024/
https://conf.researchr.org/home/cgo-2024
https://www.ieeebice.org/
https://www.cdke.org
https://www.aimhc.org/
https://www.ieee-icsc.org/
https://assic.info/index.php
https://www.icoin.org/
https://www.icoin.org/
https://aivr.science.uu.nl/
https://acisinternational.org/conferences/bcd-2023/
https://wacv2024.thecvf.com/
https://ieee-ises.org/2023/
http://bigdataieee.org/BigData2023/index.html
https://hipc.org/
https://www.ieee-ism.org/
https://www.ieee-irc.org/
https://www.ieee-irc.org/
http://2023.rtss.org/
http://www.cloud-conf.net/icdm2023/index.html
https://parsec2.unicampania.it/cloudcom2023/
https://ieee-csde.org/csde2023/
https://sites.google.com/view/ica2023
https://bidma.cpsc.ucalgary.ca/IEEE-BIBM-2023/
https://ucc-conference.org/
http://www.icamldl.com/index.html
https://icrc.ieee.org
https://acm-ieee-sec.org/2023/index.php


11 March 

• PerCom (IEEE Int’l Conf. on Per-

vasive Computing and Commu-

nications), Biarritz, France

12 March 

• SANER (IEEE Int’l Conf. on So� -

ware Analysis, Evolution and

Reengineering), Rovaniemi,

Finland

16 March 

• VR (IEEE Conf. on Virtual Real-

ity and 3D User Interfaces),

Orlando, USA

17 March 

• SSIAI (IEEE Southwest Sym-

posium on Image Analysis and 

Interpretation), Santa Fe, New

Mexico, USA

APRIL
10 April 

• SaTML (IEEE Conf. on Secure

and Trustwor thy Machine

Learning), Toronto, Canada

16 April

• ICDE (IEEE Int’l Conf. on Data

Eng.), Utrecht, The Netherlands

22 April 

• VTS (IEEE VLSI Test Sympo-

sium), Tempe, Arizona, USA

23 April 

• PacificVIS (IEEE Pacific Visu-

alization Symposium), Tokyo,

Japan

29 April 

• DCOSS-IoT (Int’l Conf. on Dis-

tributed Computing in Smart

Systems and the Internet of

Things), Abu Dhabi, United

Arab Emirates

MAY
6 May 

• CCGRID (IEEE Int’l Symposium

on Cluster, Cloud and Inter-

net Computing), Philadelphia,

USA

• HOST (IEEE Int’l Symposium

on Hardware Oriented Secu-

rity and Trust), Tysons Corner,

Virginia, USA 

13 May 

• ICCPS (ACM/IEEE Int’l Conf.

on Cyber-Physical Systems),

Hong Kong

• RTAS (IEEE Real-Time and

Embedded Technology and

Applications Symposium),

Hong Kong

20 May 

• SP (IEEE Symposium on Secu-

rity and Privacy), San Fran-

cisco, USA

21 May 

• ISORC (IEEE Int’l Symposium

on Real-Time Distributed Com-

puting), Tunis, Tunisia

27 May 

• FG (IEEE Int’l Conf. on Auto-

matic Face and Gesture Rec-

ognition), Istanbul, Turkey

• ICST (IEEE Conf. on Software

Testing, Verifi cation and Vali-

dation), Toronto, Canada

• IPDPS (IEEE Int’l Parallel and

Distributed Processing Sym-

posium), San Francisco, USA

28 May 

• ISMVL (IEEE Int’l Symposium

on Multiple-Valued Logic),

Brno, Czech Republic

JUNE
4 June 

• ICSA (IEEE Int’l Conf. on Soft-

ware Architecture), Hyderabad, 

India

16 June

• CVPR (IEEE/CVF Conf. on

Computer Vision and Pattern

Recognition), Seattle, USA

19 June 

• CHASE (IEEE/ACM Conf. on

Connected Health: Applica-

tions, Systems and Eng. Tech-

nologies), Wilmington, Dela-

ware, USA

24 June 

• DSN (IEEE/IFIP Int’l Conf. on

Dependable Systems and Net-

works), Brisbane, Australia

• RE (IEEE Int’l Requirements

Eng. Conf.), Reykjavik, Iceland

25 June 

• CAI (IEEE Conf. on Artificial

Intelligence), Singapore

Learn more 
about IEEE 
Computer 
Society 
conferences

computer.org/conferences

ce11con(all).indd   73ce11con(all).indd   73 10/17/23   4:58 PM10/17/23   4:58 PM

https://cvpr.thecvf.com
https://conf.researchr.org/home/saner-2024
https://pacificvis.github.io/pvis2024/
https://icde2024.github.io/
http://ieeevr.org/
http://ivpcl.unm.edu/SSIAI2024/index.html
https://tttc-vts.org/public_html/new/2024/
https://satml.org/
https://dcoss.org/
https://www.percom.org/
https://conferences.computer.org/chase2024/
https://ieeecai.org/2024/
https://dsn2024uq.github.io/
https://conf.researchr.org/home/RE-2024
https://icsa-conferences.org/series/
https://www.ipdps.org/
https://cis.temple.edu/ccgrid2024/
https://isorc.github.io/2024/
http://www.hostsymposium.org/
https://2024.rtas.org/
https://iccps.acm.org/2024/
https://www.ieee-security.org/TC/SP2024/
https://fg2024.ieee-biometrics.org/
https://conf.researchr.org/home/icst-2024
http://www.computer.org/conferences/
https://mvl.jpn.org/ISMVL2024/


Evolving Career  
Opportunities  
Explore new options—upload your resume today

I E E E  C O M P U T E R  S O C I E T Y  C A R E E R  C E N T E R

Changes in the marketplace shift demands for vital skills 
and talent. The IEEE Computer Society Career Center is a 
valuable resource tool to keep job seekers up to date on 
the dynamic career opportunities offered by employers.

Take advantage of these special resources for job seekers:

No matter what your career level, the IEEE Computer 
Society Career Center keeps you connected to 

workplace trends and exciting career prospects.

JOB ALERTS

CAREER 
ADVICE

WEBINARSTEMPLATES

RESUMES VIEWED 
BY TOP EMPLOYERS

careers.computer.org




