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Abstract—Text classification becomes more and more
challenging due to a scarcity of standardized labeled data in the
Myanmar NLP domain. The majority of the existing Myanmar
research has relied on models of deep learning that significantly
focus on context-independent word embeddings, such as
Word2Vec, GloVe, and fastText, in which each word has a fixed
representation irrespective of its context. Meanwhile,
context-based pre-trained language models such as BERT and
RoBERTa recently revolutionized the state of natural language
processing. In this paper, we conducted the experiments to
enhance the performance of classification in sentiment analysis
by utilizing the transfer learning ability of RoBERTa. Existing
pretrained model based works only utilize the last output layer of
RoBERTa and ignore the semantic knowledge in the
intermediate layers. This research explores the potential of
utilizing RoBERTa intermediate layers to enhance the
performance of fine-tuning of RoBERTa. To show the generality,
we also compared Myanmar pretrained RoBERTa model
(myanBERTa)[1] and multilingual pretrained model
(XLM-roBERTa)[2]. The effectiveness and generality of
intermediate layers were proved and discussed in the
Experimental results.
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1. INTRODUCTION

The success of deep learning relies on the huge amount
of labeled data in many applications. Large quantities of
tagged data are typically difficult or expensive to gather.
Researchers have turned to transfer learning to solve this
problem. Transfer learning takes into account the situation
where we have little labeled data from the target domain for
a particular task but have many relevant tasks with a lot of
data from other domains (also known as out-of-domain
data). The objective is to transfer knowledge from the
high-resource domains to the low-resource target domain.

The lack of resources is the main issue in resolving new
NLP research in the Myanmar language, a low resource
language. Analysis task of classification is labeled by
domain experts and this manual labeling process is
intensively expensive. Pre-trained language models can
leverage large amounts of unlabeled data to learn the
universal language representations, which provide an
effective solution for the above problem. Pre-trained
transformer-based masked language models such as BERT,
RoBERTa and ALBERT had a dramatic impact on the NLP
landscape in recent years. A pre-trained model is often
trained on a supervised downstream dataset for a few
epochs, which is known as fine-tuning, in the common
recipe for using such models.

In this research, we explore the best approach for the
classification using the pre-trained contextualized language
model RoBERTa and compare the results with the language
specific model and multilingual model. The proposed
architecture can be used in any low resource classification
problem to increase the accuracy than the traditional
machine learning and data intensive deep learning approach.

2. RELATED WORK

Many fine-tuning models have been proposed for the
sentiment analysis task. Weibo Text Sentiment Analysis
Based on BERT and Deep Learning[3], this paper used
BERT to represent the text with dynamic word vector,
BiLSTM to extract the contextual feature and CNN
architecture to extract the important local sentiment features
on the COVID-19 weibo text dataset. Another approach
investigated the effectiveness of the BERT embedding
component on the task of End-to-End aspect-Based
Sentiment Analysis (E2E-ABSA)[4] .They explore to
couple the BERT embedding component with various neural
models and conduct extensive experiments on two
benchmark datasets.

3. METHODOLOGY

Main contributions of this research can be summarized as
follows:

I. Two pooling approaches - LSTM pooling and
weighted pooling

II. Two pre-trained models - language specific
MyanBERTa and multilingual xml-RoBERTa-base

The proposed architecture compares with the baseline
approach.

3.1 Baseline approach
The baseline approach utilizes the CLS token of the final

layer.

3.2 LSTM pooling approach
Hidden state representation hCLS is a unique sequence:

an abstract-to-specific sequence. Because the LSTM
network is inherently suitable for processing sequential
information, we use it to connect all intermediate
representations of the [CLS] token, and the output of the last
LSTM cell is used as the final representation.

3.3 Weighted pooling approach
Intuitively, attention operations can learn the contribution

of each CLS. We use a dot-product attention module to
dynamically combine the last four intermediates.



Figure 1: Overview of the proposed RoBERTa weighted Pooling model.
Pooling Module is responsible for connecting the intermediate
representations obtained by Transformers of RoBERTa

4. EXPERIMENTS AND RESULTS

4.1. Dataset Information

The dataset is crawled from the comments of the
Myanmar Celebrity facebook page. After crawling, this
dataset is tagged by humans manually to get the positive,
neutral and negative. The following sample is from the
sentiment dataset. The dataset contains 72K sentences.

Table 1: Visualization of the dataset example after preprocessing

To analyze the nature of the dataset, we used word2vec
and PCA (Principal component analysis). We select 1K
sentences from each class and the amount of information
from word2vec 100 dimension feature space reduces with
PCA components 3. We separate the classes with colors;
yellow as positive, green as negative and purple as neutral.

Figure 2: Visualization with Word2vec
embedding into PCA over the selected
sentiment dataset

4.2. Experiment Setting

All experiments are conducted with MyanBERTa and
xlm-RoBERTa-base with different pooling strategies. In
order to compare the different models, we divided our
dataset 20% on a test set and we used the same training set
and testing set for all experiments. For training parameters,
we set up Adam optimizer and linear learning rate
scheduler.

Table 2: Model parameters setting

4.3. Visualization of the intermediate layers

We use principal component analysis (PCA) to visualize
the intermediate representations of the [CLS] token to show
how the different pooling strategies benefit from sequential
representations of intermediate layers. Because the
task-specific information is primarily extracted from the last
layers of RoBERTa, we only depict the layer that gets from
the pooler. We compare the initial epoch and final epoch to
make it visible the effect of the transfer learning ability with
a small amount of epoch. It is simple to conclude that the
model divides distribution into three sentiment classes.

(a) (b)                                                             (c)
MyanBERTa + baseline , LSTM pooling and weighted pooling (left Side initial epoch and right side final epoch)

(d) (e)                                                             (f)
XLM-RoBERTa-base + baseline , LSTM pooling and weighted pooling (left Side initial epoch and right side final epoch)

Figure 3: Visualization of RoBERTa based three pooling strategies at the end of the first epoch and
fifth epoch. Among PCA results, (b) demonstrates myanBERT+LSTM pooling coverages better than
other myanBERT models, (f) xlm-RoBERTa+weighted pooling cluster each class of data more
dense and discriminative

Table 3: Comparison on the evaluation matrices

5. CONCLUSION
In this work, we compare and contrast the utilization of

the intermediate representation of the RoBERTa model. The
effectiveness of transfer learning and fine-tuning are
analyzed. We explore the effectiveness of the RoBERTa
model in the generalization and the pooling strategies to
make the model perform better. The LSTM pooling method
increases accuracy in the language specific RoBERTa than
the multilingual model. By examining the evaluation table,
the xlm-RoBERTa-base and weighted pooling strategy
outperform the others.
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