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ABSTRACT 

This work investigates the impact of wavelength-selective light trapping on 

photovoltaic efficiency and operating temperature, with a focus on GaAs and Si devices. 

A nanostructure array is designed to optimize the efficiency of a III-V narrow-

band photonic power converter (PPC). Within finite-difference time-domain (FDTD) 

simulations, a nanotextured GaInP window layer yields a 25× path-length enhancement 

when integrated with a rear dielectric-metal reflector. Then, nanotexturing of GaInP is 

experimentally achieved with electron-beam lithography (EBL) and Cl2/Ar plasma 

etching. Time-resolved photoluminescence (TRPL) measurements show that the GaAs 

absorber lifetime does not drop due to the nanotexturing process, thus indicating a path to 

thinner, higher-efficiency PPCs. 

Next, wavelength-selective light management is examined for enhanced radiative 

cooling. It is shown that wavelength-selective optimizations of a module’s emissivity can 

yield 60-65% greater radiative cooling benefits compared to comparative changes across 

a broader wavelength range. State-of-the-art Si modules that utilize microtextured cover 

glass are shown to already achieve 99% of the radiative cooling gains that are possible 

for a photovoltaic device under full sunlight.  

In contrast, the sub-bandgap reflection (SBR) of Si modules is shown to be far 

below ideal. The low SBR of modules with textured Si cells (15%-26%) is shown to be 

the primary reason for their higher operating temperatures than modules with planar 

GaAs cells (SBR measured at 77%). For textured cells, typical of Si modules, light 

trapping amplifies parasitic absorption in the encapsulant and the rear mirror, yielding 
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greater heat generation. Optimization of doping and the rear mirror of a Si module could 

increase the SBR to a maximum of 63%, with further increases available only if parasitic 

absorption in the encapsulation materials can be reduced. For thin films, increased heat 

generation may outweigh the photogeneration benefits that are possible with light 

trapping. 

These investigations motivate a wavelength-selective application of light 

trapping: light trapping for near- to above-bandgap photons to increase photogeneration; 

and out-coupling of light in mid- to far-infrared wavelengths to increase the emission of 

thermal radiation; but light trapping should ideally be avoided at sub-bandgap energies 

where there is substantial solar radiation to limit heat generation and material 

degradation.  
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CHAPTER 1 

INTRODUCTION 

We live in a world rich in solar energy. Solar energy regenerates at 23 PW per 

year, compared to 0.1 for wind [1], as shown in 1, while our global consumption is 

currently at 0.02 PW annually. All other renewable energy sources fall far below this 

need. While gas, oil, uranium, and coal offer 0.2-0.9 PW, these are nonrenewable. Solar 

energy is by far the most plentiful potential source. Solar is growing fast, accounting for 

the largest proposition of electricity additions in the last year, beating natural gas and 

wind energy [2]. This growth in clean solar energy gives hope to limiting the devasting 

consequences of global warming that would occur with unrestrained use of fossil fuels. 

 

 

Fig. 1. Energy sources compared to world energy consumption [1]. The energy resource is 
proportional to the volume of each sphere. 
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Solar cells have versatile applications. Satellites, for instance, use solar cells as a 

sustainable source of energy. There is growing interest in integrating solar cells with 

drones or unmanned aerial vehicles (UAV). Solar can enable UAVs to be more 

autonomous, allowing for more activity before recharging [3]. Solar can also be used to 

power a diverse array of devices, powering what is known as the internet of things (IoT) 

[4]. IoT can link and synchronize sensors across an agricultural farm to expand 

responsive data collection. Beyond solar, photovoltaic (PV) cells can be used in other 

applications. Thermophotovoltaics (TPV) uses PV to convert light from a nearby hot 

source. TPV can be used in conjunction with fuel sources for microgenerators [5].  

Photonic power converters (PPC) use PV for the transmission of energy. They 

convert laser light (or other monochromatic light) into electricity. PPCs can be integrated 

with optical fibers to transmit power alongside data. Energy transmission through an 

optical fiber to a PPC can withstand higher voltage or temperature environments than 

conventional electrical wires [6]. Outside of optical fibers, PPCs could enable wireless 

energy transfer [7]. Aeronautical institutions are interested in using PPCs for an 

automatized, wireless way of repowering drones and UAVs, as depicted in Fig. 2 [8]. 
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Photovoltaics offers multiple uses, all of which can be improved by more careful 

light management. Silicon solar cells are textured to refract light into oblique angles, 

causing light trapping. When combined with a rear mirror, light trapping can drastically 

increase absorption. In a Lambertian light distribution, where light is scattered into 

isotropic directions, a semiconductor will absorb as much as a slab that is 4n� ≈ 50 times 

thicker [9]. Light trapping is critical for Si absorbers due to their indirect bandgap and 

low absorption coefficient. Even with light trapping, it usually must be made over 100 

µm thick to reach near saturation of light. Most other PV materials, including GaAs, 

CdTe, CIGS, and perovskites, are direct bandgap materials. Many such thin films saturate 

in absorption at around 1 µm – even without light trapping. Nevertheless, light trapping 

in thin films would support J�	 while allowing for thinner absorbers – such as 0.1 µm. 

Thinner layers are expected to benefit from increased V�	 due to lower bulk 

recombination.  

 

Fig. 2. Application of photonic power converter [8]. Wireless transmission of energy 
can enable autonomous, ranged repowering of lunar rovers. 
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Light trapping can be made wavelength-selective, as has been shown to give 

benefits for tandem materials [10,11,12]. In this report, the relationship of wavelength-

selective light trapping and the temperature of a photovoltaic material is investigated in 

detail. 

First, the benefits of light trapping (Chapter 4) and its relationship with surface 

and bulk recombination (Chapter 5) are examined before addressing the relatively 

understudied topic of wavelength selective light trapping (WSLT). In subsequent 

sections, WSTL is further categorized into three regions with their associated physical 

phenomena: near and above-bandgap light for enhanced, reflection sub-bandgap light for 

the rejection of heat generation, and enhanced emissivity of low-energy, i.e., longwave 

light for radiative cooling. These spectral regions are presented in Figure 3.  

The strategy of increasing photogeneration by focusing light trapping schemes on 

narrowband wavelength regions is developed in Chapter 6. The last two sections cover 

the thermal effects of WSLT.  
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Fig. 3. Spectral regions for different wavelength-selective light trapping techniques. 

Radiative cooling is a form of passive cooling for photovoltaics. Typically, the 

metric for increasing the radiative cooling is the glass emissivity, which in recent years 

has been brought close to unity through the strategy of texturing the front glass into 

micrometer patterns. In this report, the relative benefit of optimizing the emissivity over a 

narrower region of the wavelength spectra, known as the atmospheric window, will be 

examined within Chapter 7. 

Another form of passive cooling is sub-bandgap reflection. As a significant 

portion of the solar spectrum is below the bandgap for single-junction solar materials 

such as CIGS (bandgap typically around 1.115 eV), crystalline silicon (1.125 eV), GaAs 
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(1.423 eV), CdTe (1.488 eV for polycrystalline or 1.504 eV for monocrystalline), 

perovskites (commonly 1.45-1.65 eV), and amorphous silicon (1.75 eV), maximal sub-

bandgap reflection can yield significant benefits by lowering module for temperature, 

leading to more efficient and reliable devices. As is shown in Chapter 8, light trapping 

dramatically reduces sub-bandgap reflection by amplifying any present parasitic 

absorption. 
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CHAPTER 2 

PREVIOUS WORKS 

As a central material in this dissertation, the background starts with the benefits of 

light trapping, with a specific focus on Si cells where the process of texturing the material 

is particularly well developed. That section is followed by the historical development of 

GaAs cells light management, literature covering detailed-balance theory, light trapping 

fundamentals, surface recombination, photonic power converters, the impact of higher 

temperatures in PV, and the passive cooling mechanisms of radiative cooling and sub-

bandgap reflection, which all have meaningful interactions with the absorption and 

emission of solar cells across the electromagnetic spectrum.  

 

I. TEXTURING OF SI PHOTOVOLTAICS 

While many other photovoltaic devices are direct bandgap and thus manufactured 

to be thin on the order of 1 µm or lower, crystalline Si is an indirect bandgap material and 

thus Si absorbers are made much thicker. Silicon absorbers are typically hundreds of 

microns thick, which enables the option of texturing micrometer features into the silicon 

layer. The textures of monocrystalline silicon are typically etched with alkaline solutions 

into pyramids on the order of 1-10 µm [13], while multicrystalline silicon is commonly 

etched with acidic solutions into micrometer-sized etching pits [14].  

Texturing silicon has multifarious benefits. Front texturing reduces the external 

front reflection of the cells, allowing for more light to enter and be absorbed by the 

absorber layer [15]. Front texturing also scatters incident light into paths that will be 

absorbed closer to the front of the cell; and, as the front of the cell near the p-n junction 
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corresponds to the region of higher collection efficiency for some Si device architectures, 

front texturing can improve current collection [16]. Finally, texturing leads to light 

scattering outside of the material’s escape cone, leading to light trapping through 

enhanced internal reflection at the front surface [17]. These mechanisms can all lead to an 

increase in PV current generation. 

Another reason that silicon cells are typically textured can be seen from a 

manufacturing standpoint. After silicon ingots are sawed down into wafers, they will 

need to undergo saw damage removal to remove surface defects and impurities. For 

monocrystalline Si, an etching in KOH is used for both saw damage removal and the 

texturing of micrometer features [18], thus texturing incurs little to no added cost. In 

contrast, thin PV materials, such as amorphous silicon, copper indium gallium diselenide 

(CIGS), CdTe, and GaAs, are not conventionally cut from ingots and do not need the 

saw-damage removal step, meaning that texturing will likely incur added manufacturing 

steps for thin films. Additionally, thin-film thicknesses are on the order of a micrometer 

and are thus too thin for micrometer texturing features to be directly etched into the 

absorber. As such, thin films require alternative designs for light trapping. 

 

II. HISTORICAL DEVELOPMENT OF GAAS FABRICATION 

The first reported GaAs solar cell was formed in 1956 by Cd diffusion into a 

single-crystal substrate [19]. These materials achieved efficiencies of around just 5%. 

Around 1970, Zhores Alferov developed GaAs into an AlGaAs/GaAs heterostructure, 

yielding up to 20% efficiency as well as a Nobel prize [20]. The heterostructure boosted 

efficiencies primarily by passivation of surface recombination [21]. A double-
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heterostructure was later introduced in 1984, using AlGaAs on the front and back of the 

cell. The rear layer furthered passivated the device, bringing efficiency above 22% [22]. 

This innovation enabled the next development in GaAs cells: integration on a rear back 

mirror. The use of metal back reflectors, however, took until 2008, when it was finally 

achieved with an epitaxial lift-off technique, allowing for the double heterojunction to be 

removed from the substrate and placed on a metal reflector [23]. The rear mirror initially 

increased the efficiency to 26.1%. Further optimizations upon the mirror led to 29.1% 

[24] – a result quite close to the theoretical efficiency limit of 33.77% [25].  

The historical development in GaAs solar cell design is depicted in Fig. 4, as 

adapted from Ref. [26]. Over time, the active region has become increasingly confined, 

both electrically and optically. The next step in this progression (from the author's 

perspective) is light trapping to enable ultra-thin photovoltaics. Light trapping is 

traditionally not used in direct-bandgap materials including GaAs, CdTe, CIGS, and 

perovskites. As a direct-bandgap semiconductor, GaAs can achieve high absorption with 

thickness as thin as 3 µm. The process for texturing Si (anisotropic etching of 1-10 µm 

features into the absorber) becomes challenging for such thin material. 

 

 

Fig. 4. History of GaAs photovoltaic innovation, showing increasingly confined active 
regions. Adapted from Yamaguchi [26]. 



10 

Light trapping has been demonstrated in GaAs (and other thin films) with other 

methods. In 2013, Eyderman et al. simulated 200 nm GaAs cells that could achieve near-

full absorption with a photonic crystal [27]. The following year, Yang et al. demonstrated 

experimental light trapping for a 300 nm GaAs layer, reaching 19.1% efficiency [28]. 

The light trapping there utilized a textured surface that grew naturally during the growth 

of a 5-µm thick AlInP layer. Later, in 2019, Chen et al. achieved a 19.9% efficiency 

GaAs efficiency with a 200-nm absorber on a nanostructured back mirror [29]. That same 

year, Eerden et al. achieved 21.4% at 300 nm with a relatively facile wet chemical 

process for texturing the GaAs back mirror [30]. 

Although light trapping has been demonstrated to boost efficiency at 200-300 nm 

absorber thickness, light trapping did not appear to increase the maximum efficiency of 

the devices. The efficiencies with light trapping in these studies (19-21%) fall far below 

that achieved by cells without light trapping (25-29%). So, higher efficiencies could 

generally have been achieved simply with thicker, planar absorbers. Furthermore, these 

innovations in light trapping have not penetrated commercial manufacturing. The benefits 

of enhanced absorption (and thinner layers) have not yet exceeded the negative impacts 

of light trapping and its processing. So, in this work, the question is not whether light 

trapping can be made in thin films – the question is when – and how – light trapping 

should be done.  

 

III. RADIATIVE RECOMBINATION AND THE PRINCIPLE OF DETAILED BALANCE 

The principle of detailed balance equates light absorption with light emission at 

each energy and angle [31]. Within photovoltaics (PV), detailed balance is used to 
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determine a PV cell’s radiative recombination current density ��� from the difference in 

the photon flux emitted and absorbed by the material. At equilibrium, these fluxes cancel, 

with magnitudes equal to the product of the cell’s absorptance and the blackbody photon 

flux [32,33,34]. Out of equilibrium, the conventional treatment of detailed balance 

considers the emitted flux to scale with the exponential of the applied voltage. 

Specifically, this “volt model” for radiative recombination is 

 ���,���� = � � ����, �� ���� � !"#$%& − 1)*+ , (1) 

where � is the photon energy. The equations for the absorptance of light from the front �� 
and the blackbody photon flux � are detailed in Section 3.I. � is the voltage applied 

across the cell, minus losses to parasitic resistances, which can also be thought of as the 

quasi-Fermi level splitting in the cell absorber, divided by the fundamental charge q.  

���,���� is the current density loss corresponding to photons emitted by radiative 

recombination that are lost due to absorption or transmission at the front of the cell. A 

similar equation can be written for the current loss due to light absorption or transmission 

at the rear of the cell, ���,,�, is given in Section 3.I.B. The sum of ���,���� and ���,,� 

gives the net radiative recombination ���, which incorporates the effect of photon 

recycling to reduce the recombination density.  

Although the volt model incorporates photon recycling, it neglects the 

phenomenon of carrier transport. Technically, the radiative emission from a point in a 

material scales with the quasi-Fermi level splitting – not the applied voltage [35,36,37]. A 

more accurate model for radiative recombination considers the variation of the quasi-

Fermi-level splitting (QFLS) through the absorber. Namely, the “QFLS model” for 

radiative recombination is 
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 ���,���� = � - ���, �� ���� � - 1. /"01�2�34 − 15  6*
+  

(2) 

where Δ8 is the quasi-Fermi-level splitting and . is the absorber thickness. The integral 

over the depth into the absorber 6 averages over the generalized Planck law to account 

for variation in the QFLS. 

The detailed-balance limit published by Shockley and Queisser compares the 

photovoltaic potential of absorber materials based solely on their bandgap [38]. For the 

AM1.5G solar spectrum, these calculations yield a peak theoretical solar cell efficiency 

of 33.6%, with efficiencies above 30% for 0.92 to 1.64 eV. Many materials lie within this 

bandgap range, including Si, GaAs, CdTe, and copper indium gallium diselenide (CIGS). 

In 2018 silicon photovoltaics captured 95.8% of global photovoltaic power, with CdTe at 

2.9% and CIGS at 1.1% [39]. GaAs solar cells provide far less energy, but they make up 

a large portion of the high-value cells deployed on satellites and space stations. A GaAs 

cell also holds the record efficiency for single-junction solar cells at 29.1% [40] 

The calculations in the original paper by Shockley and Queisser assume that no 

photons below the bandgap energy are absorbed, while all photons above the bandgap 

energy get absorbed. This approach neglects the critical role of absorber thickness on cell 

performance. Instead, one can utilize the absorption coefficient for a material with a 

given thickness to calculate the absorptance – defined as the fraction of photons absorbed 

at each energy, as indicated in Equation 1. The absorptance can be calculated based on 

the absorption coefficient, thickness, and rear-mirror reflectance under a planar or 

Lambertian model for the light distribution.  
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IV. PREVIOUS WORKS ON LIGHT TRAPPING AND DEVICE MODELING 

Absorptance can be increased through light trapping, which is done with the 

introduction of rear reflectors as well as structures that deflect incident light into oblique 

paths. The light that is completely diffused is isotropic, and the flux of isotropic radiation 

through a surface is a Lambertian distribution. Thus, a Lambertian light distribution 

(LLD) represents an upper limit for absorptance enhancement [41]. For the sake of 

brevity, this report will refer to ‘cells that bring incident light into an internal Lambertian 

light distribution’ as ‘Lambertian cells.’ 

While nanostructures have been showed to surpass the Lambertian limit for 

specific incidence angles [42] or energy intervals [43], they yield lower absorptances 

when averaged over the angles or energies that are relevant for solar power generation. 

Cells that are textured on the front and back effectively achieve an LLD [44]. Texturing 

procedures are well-established for silicon, but achieving an LLD within a thin film is 

limited to nascent techniques such as rear-embedded nanostructures [45]. By comparing 

cells with and without an LLD, one can determine conditions for which an absorber 

material would benefit from texturing or rear-embedded nanostructures.  

The impact of unavoidable non-radiative recombination in a material such as 

Auger recombination has been considered via thickness-dependent calculations of 

absorptance. At sunlight concentrations around 1 sun, the Auger recombination current is 

10,000x greater in intrinsic, undoped silicon than in intrinsic GaAs. The increased Auger 

recombination in silicon is due to its low bandgap, which yields a high intrinsic carrier 

concentration, as well as its indirect bandgap, which requires thicker absorbers, and 

thicker absorbers yield more Auger recombination [46]. The presence of Auger 
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recombination in silicon was shown to decrease the fundamental efficiency of silicon 

from 32.2% to 29.4% [47]. A consideration of wafer resistivity lowers the limit to 29.1% 

[48], but alternatively, more in-depth modeling of the Lambertian distribution brings the 

efficiency limit up to 29.6% [49].  

The overall impact of texturing and an LLD depends on how much it affects the 

absorption, the carrier collection, the optimal thickness, and the surface recombination of 

the photovoltaic device. 

 

V. PREVIOUS WORKS ON MEASURING SURFACE RECOMBINATION 

The parameter used to characterize a material’s surface recombination is the 

surface recombination velocity (SRV). The surface recombination velocity 9 is a 

normalized metric of the surface recombination current density �:;� given by 9 = <=>?@ABCDE 

where FGH� is the minority-carrier concentration. The SRV thus gives an indicator of the 

dependence of surface recombination current density on the carrier concentration F, 

useful as the carrier concentration can scale exponentially with voltage. 

The impact of SRV generally has three regimes when plotted considering its 

effect on the efficiency of a device, with shape of a sigmoid when plotting efficiency 

versus the logarithm of the SRV. 1) At low SRV values, proportional increases in the 

SRV are relatively inconsequential to the efficiency of the device as surface 

recombination will not be the dominant part of the total recombination current. 2) At 

moderate SRV values, increasing SRV values will lead to drops in the device efficiency. 

The boundary between regimes of ‘low’ and ‘moderate’ SRV values is where the surface 

recombination current density goes from being a negligible to a considerable part of the 
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total recombination current [50,51]. 3) At higher SRV values, the efficiency will go 

towards an asymptotic value. There, higher SRV will have a vanishing impact because 

the recombination at the surface will be limited by transport of carriers to the surface 

instead of by recombination of the carriers. The difference between ‘moderate’ and ‘high’ 

SRV values here is characterized by the SRV being greater than or equal to the diffusion 

velocity I/K. In summary, changes to the SRV only have a significant effect on 

efficiency when it varies across moderate values of SRV.  

Surface recombination velocity in III-V materials is commonly measured by 

photoluminescence. As a background to this technique, this section will present literature 

results on the surface recombination of the material GaNP through time-resolved 

photoluminescence (TRPL).  

The dilute nitride material GaN0.02P0.98 provides lattice matching with Si [52] and 

a nearly ideal bandgap for use in a two-junction, three-terminal configuration [53]. The 

record GaNP efficiency has been 7.9% [54] in a p-GaP/i-GaNP/n-GaP device grown on a 

GaP substrate; but the record drops to 0.7% for GaNP cells grown on a Si substrate [55]. 

The GaNP-on-Si cell suffered a high bandgap-voltage offset, W�M, of 1.15 V, which 

indicates carrier lifetime as a key metric for GaNP on Si. GaNP grown on GaP substrates 

has demonstrated room-temperature lifetimes of 10 ns [56] and below [57]; but layers 

grown on Si have exhibited lower carrier lifetimes - estimated at room temperature as 

0.01 ns through the fitting of the EQE in [55]. The lower lifetime of GaNP on Si 

substrates may result in part from the heterovalent interface at the GaP/Si interface.  

Research has repeatedly shown the importance of annealing in improving dilute 

nitride material systems, but optimal annealing conditions change with defect activation 
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energy and material thickness. My results in Ref. [58] present photoluminescence across 

different annealing conditions.   

Hydrogenation has been used to improve carrier lifetime - especially for silicon 

[59]. It has also been shown to be useful for delocalizing carriers in III-V dilute-nitride 

materials, including GaInNAs [60]. Hydrogen may either passivate or activate defects. For 

example, GaNP on GaP hydrogenated using ion-beams showed activation of new defects 

[61]. In Section 5.I, the benefits of annealing and hydrogenation of GaNP/Si are assessed 

with TRPL. 

 

VI. PREVIOUS WORKS ON PHOTONIC POWER CONVERTERS 

PPCs can be far more efficient than solar cells, with a theoretical PPC efficiency 

of 91% at 100 W/cm2 [62] compared to 34% efficiency for a single-junction solar cell at 

1 sun. A PPC runs efficiently because the incident monochromatic light can be tuned to 

the PPC absorber bandgap, in contrast to sunlight that has energy that is too high or too 

low to be efficiently absorbed. Record PPC efficiencies include 70% for a multijunction 

device [63] and 68.9% for a single-junction device achieved in 2021 [64], but they still 

have room to reach their theoretical maximum. Further enhancements can be made by 

increasing absorption as well as reducing recombination and parasitic resistance. A strong 

enhancement of absorption enables thinner cells, which are less sensitive to bulk material 

quality. 

Conventional Si solar cells create light trapping with KOH wet etching, creating 

random pyramids resulting in isotropic light scattering after several internal reflections. 

Due to internal reflection, these materials can in principle have an internal path-length 
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enhancement of nearly 50x, which has become critical to maximizing absorption in 

silicon with an indirect bandgap. (The path-length enhancement is the ratio between the 

effective absorber thickness and the actual absorber thickness. Planar cells with perfect 

rear reflectors give a 2x enhancement due to a double pass through the absorber). While 

nanophotonics has been used to achieve path-length enhancement over 50x (the 

Lambertian limit) in narrow energy ranges for Si, only this past year in 2022 has the 

effect been optimized for a device that operates solely within a narrow energy range [65]. 

Furthermore, III-V devices (which, due to their high performance, are the standard 

materials used in PPCs) have never achieved a path-length enhancement over 12x [28], 

[29], [30], [66]. 

This project is distinct from earlier work on nanophotonic light trapping because 

it applies light trapping to PPCs, where there is only one incident energy of light to 

scatter. Theoretically, this allows for extreme path-length enhancement by targeting 

solely the photon energy of the laser or other monochromatic light source. Such a 

breakthrough would yield drastic improvements in absorption while also enabling 

thickness and bulk recombination reduction. Hence, this project could lead to a paradigm 

shift in the development of PPCs. Insights may well extend from PPCs to other 

optoelectronics – especially light trapping for solar cells.  

Recently, the first works on PPC light trapping have been published. In 2020, 

Takeda showed that PPCs could exhibit 1200x path-length enhancement [67]. This is a 

drastic increase over the path-length enhancement in the Lambertian limit for an isotropic 

light distribution. Takeda achieved this value with simulations of an angularly selective 

filter deposited on top of a flat GaAs cell, which was itself integrated with a diffuse rear 
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reflector. This seminal paper demonstrates the exciting possibilities for light trapping in 

PPCs. However, the 1200x value assumes a stack without any parasitic absorption, and 

the rear surface is assumed to be 100% reflective. Furthermore, the angular selective 

filter requires the deposition of a stack of 43 dielectric layers, and the sensitivity of 

performance to small variations in the layers has not yet been assessed. Alternative 

designs were proposed by Nouri et al. in 2021 [68]. They simulated nanostructures on the 

rear mirror, yielding a path-length enhancement of 7.8x. Cavity resonances were said to 

be responsible for the recent breakthrough record in PPC efficiency, but the spectral 

response curve shows a path-length enhancement of only 1.9x. Until this year, a path-

length enhancement above 2x has not yet been experimentally demonstrated for a III-V 

PPC [69] – and PPCs are generally made with III-V material.  

The investigation of narrowband light trapping will be a primary topic in the work 

reported here – along with an examination of the interaction between light trapping, sub-

bandgap reflection and the thermal behavior of photovoltaics. 

 

VII. SUMMARY OF THE THERMAL DEPENDENCE OF PHOTOVOLTAICS 

Higher temperatures tend to lead to lower efficiencies [70] and higher degradation 

rates [71] for most photovoltaic materials. The overall temperature dependence of PV cell 

power is a function of the temperature dependence of the open-circuit voltage, fill factor, 

and short-circuit current. While the short-circuit current often increases with temperature 

due to a decrease in the material bandgap, and the fill factor can increase or decrease with 

temperature (most commonly decreases), the overall temperature effect is almost always 

negative due to strong decreases in the open-circuit voltage [72].  
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For most high efficiency PV technologies, the open-circuit voltage is responsible 

for 80-90% of the overall change in the PV efficiency with temperature [72]. While the 

change in ��	 with temperature is a product of a change in many device parameters, 

including the diffusion length, doping concentration, and the width of the depletion 

region, in many cases the primary thermal effect is found to come from the increase in 

the intrinsic carrier concentration with temperature [73]. At higher temperatures, more 

carriers are thermally excited, leading to a higher equilibrium recombination current 

density, i.e., a higher diode saturation current density – and thus a lower open-circuit 

voltage. The next two sections will overview two passive cooling mechanisms for 

reducing temperatures in photovoltaics. 

 

VIII. PREVIOUS WORKS ON ENHANCED INFRARED EMISSIVITY 

The ability to reduce a material’s temperature by tailoring the spectral emissivity 

of its surface has been scientifically established since at least 1975 [74]. If the material is 

insulated from conduction convection and with the surrounding environment, selective 

emissivity enables its temperature to be brought well below that of the ambient 

temperature [74,75]. The ability to shape the emissivity spectrum can be achieved 

through designs includes plastic coatings [74], micro-textured glass [76,77], and photonic 

crystals [75,78,79]. In the last decade, literature on radiative cooling has greatly expanded 

since the advent of photonic crystals in the design of selective emitters. Many more 

selective emitter designs can be found in the comprehensive review by Sun et al. [80]. 

Much of these advances involve designing an emissivity that is high in the 

atmospheric window, i.e., the 8-13 µm range where the atmosphere is transparent. In that 
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range, the downwelling longwave radiation from the sky is low, allowing the material to 

absorb less longwave radiation from its environment than it emits. In sum, the net 

radiative flux out of a selective emitter increases, yielding a lower temperature than that 

than the case where the emissivity is high outside of the atmospheric window [80].  

In general, the ideal emissivity of a module depends on whether the module 

temperature is higher or lower than the surrounding ambient. If the module temperature is 

significantly lower than the ambient temperature (about 0-5°C lower), then a selective 

narrowband emissivity at the atmospheric window leads to the lowest temperatures; but 

when the module temperature is near or above the ambient temperature then a broadband 

emissivity of 1 leads to lower temperatures [80]. Note, for materials under solar 

irradiance, the emissivity should be 0 for wavelengths N over 4.5 µm to avoid heat 

generation through absorption of sunlight, so the “broadband” emissivity is really a step 

function. For photovoltaics under full sunlight, module temperatures are expected to be 

above ambient temperatures, so the broadband emissivity of 1 for N > 4.5 µm is ideal. 

Nevertheless, an understanding of the ideal selective emissivity yields insights into how 

to best optimize a module’s emissivity even when the ideal emissivity is broadband, as 

seen in Chapter 7. 

It was shown in 2020 that the ideal selective emissivity for below-ambient cooling 

is not exactly a flat band in the atmospheric window, but is a series of discrete, 

infinitesimal peaks in emissivity [81]. Moreover, the wavelengths of the peaks change 

with environmental conditions. Such a complex emissivity spectrum allows for the 

atmospheric window to be divided up into smaller wavelength ranges, giving greater 

resolution for the true transmittance of the atmosphere. The higher resolution gives 
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higher control in turning on or off radiation at a particular wavelength to emit radiation 

or to block absorption of incident longwave radiation, depending on the relative 

magnitude of the sky downwelling radiation to the blackbody radiation at that 

wavelength. Compared to an emissivity that is one in the atmospheric window and is zero 

elsewhere, this ideal, discrete selective emissivity can give significant temperature gains. 

25°C is the calculated difference between the simple and the ideal selective emitter under 

one sun and with the condition that there is no conduction or convection to the 

surrounding environment. However, the temperature gains decrease to zero quickly if 

relatively low values of convection are considered, such as 3 W m-2 K-1. So, while a flat, 

high emissivity in the atmospheric spectrum is not the absolute ideal selective emissivity, 

it leads to a nearly identical temperature as the ideal emissivity. A flat, high emissivity in 

the atmospheric window can thus be considered as close approximation of the ideal 

selective emissivity for typical photovoltaics scenarios.  

In the current work, presented in Chapter 7, the potential gains of radiative 

cooling are assessed, with a particular emphasis on quantifying the normalized impact of 

the emissivity inside versus the outside of the atmospheric window. The modeled gains of 

radiative cooling will then provide context for Chapter 8, which examines an alternative 

passive cooling technique – that of sub-bandgap reflection. 

 

IX. PREVIOUS WORKS SUB-BANDGAP REFLECTION 

Recently, solar panels have been deployed in a growing variety of thermal 

configurations. While standard test conditions (STC) consider module temperature to be 

25°C, vehicle-integrated solar can face temperatures over 85°C [82]. These temperatures 
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can occur when an insulated rear surface reduces overall cooling. Insulated 

configurations thus run hotter than conventional open-rack configurations, where 

modules experience convective and radiative cooling at their rear surface. Building-

integrated photovoltaics lie between open-rack and fully insulated configurations, 

depending on ventilation [83].  

Insulated configurations call for innovative designs to reduce the performance 

loss that occurs with higher temperatures [70]. Crystalline silicon experiences a greater 

loss in efficiency with operating temperature compared with CdTe and GaAs [73]. GaAs, 

the core material for space applications [84], is very expensive but offers multiple 

performance advantages over Si. These advantages include higher power density, lower 

sensitivity to module temperature, and lower module operating temperatures. The two 

main effects causing a low operating temperature in GaAs modules are a high V�M [85] 

and a high sub-bandgap reflectance [86]. 

Sub-bandgap reflection has been argued as a particularly effective way to lower 

module temperatures [86],[87],[88],[89],[90]. These reports have focused on open-rack 

configurations. The report in Chapter 8 evaluates the impact of sub-bandgap reflection 

across thermal configurations. It is argued that light trapping severely limits the benefits 

of sub-bandgap reflection for Si temperatures – a novel contribution to the literature. 

Results are published in IEEE Journal of Photovoltaics [91]. 
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CHAPTER 3 

METHODS 

The various methodologies used in the underlying research will be detailed here.  

 

I. DETAILED BALANCE MODELING 

The general theory of detailed balance is explained in Section 2.III. The detailed 

balance methods detailed here can be organized into A) conventional detailed balance  B) 

detailed balance with limited carrier collection  C) material parameters. 

A. Detailed-Balance Equations 

Solar cell efficiencies are calculated by maximizing power density as a function 

of voltage V with the general equation 

�� =  Q� - ���9 − ��R − �RS� �*
+  − �TU �, (3) 

where �� is both the absorptance in the absorber material of light incident from the front, 

which is equal to the emittance of light from the semiconductor bulk to the front 

according to Kirchhoff’s Law [31]. � is the emittance from the semiconductor bulk to 

the rear, determined analytically from the absorptance of light from the rear of the 

absorber material. �T is the Auger recombination current density. Shockley-Read-Hall 

recombination, surface recombination, and resistance losses can be integrated in a 

straight-forward manner, but the current work focuses on intrinsic loss mechanisms.  

S is the incident sunlight taken as the AM1.5G spectral photon flux (s-1 m-2) 

without sunlight concentration [92], whereas B is the cell’s blackbody radiation,  
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R = 2WX�ℎZ ��
"[\A]34 − 1, (4) 

with cell at room temperature, T = 298.15 K. This equation is valid for emittance into the 

cell’s front, where Snell’s Law dictates that 1/F2 of isotropic photons emit from the 

semiconductor with an index of refraction F with 1-1/F2 of photons reflected by the 

semiconductor-air interface. The change in front internal reflectance due to ARC layers 

between the semiconductor and air is negligible to the first order [44]. Photons emitted 

into the rear substrate do not, however, necessarily face such a reflective interface, so the 

rear blackbody radiation is scaled with the index of refraction F as BS = F�B [93]. In 

calculations, the Maxwell-Boltzmann approximation �"_`#$%& − 1�\a  ≈ "`_b#$%&  is used in 

favor of the Bose-Einstein expression because the Bose-Einstein statistics become 

numerically dense at the singularity near energy � = ��. 

Photon recycling is automatically considered through calculation of radiative 

recombination as the energy-resolved product of absorptance with the blackbody photon 

flux through a surface. Photon recycling needs to be calculated separately if one instead 

calculates radiative recombination from the bulk recombination rate and the radiative 

recombination coefficient. 

Equations for absorptance and emittance for both the front and rear for both 

planar and Lambertian cases are derived from Eq. 5 of Martin Green’s 2002 paper [94], 

rewritten as  

� = �1 − R,d�� �1 − e\fg��1 + Rie\fg�1 − RiR� e\�fg , (5) 
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with α the absorption coefficient and L the path length taken by a photon through one 

pass across the absorber. Here, an assumption is made that the transmission of light as it 

travels across the bulk is the same in the downwards and upwards direction, i.e., in terms 

of Green’s symbolism, kl = k\.  

A material’s emittance is equal to the absorptance resolved by energy and angle 

as per the principle of detailed balance. One determines the equation for each case by 

identifying the path length and reflectances as depicted in the figure below, and the 

resultant expressions are given in Equations (6)-(9). In the Lambertian cases, photon 

directions are considered to randomly redistribute each time they reach the front surface. 

In practice, it makes negligible difference to Jsc whether such diffraction occurs at the 

front or back [44]. 

Fig. 5. Internal light distribution scenarios (a-d) and corresponding external, front, 
and back reflectance values for deriving absorptance/emittance to the front a and 
emittance to the rear a′ with Equations 6-9. The emittance to the rear is found as a 
hypothetical absorptance from the rear surface of the absorber. 

The figure above depicts the absorptance and emittance from and to the front of a 

planar cell, useful for deriving the four equations below. The equations for absorbance 

Lambertian, Front Absorptance/Emittance    (b)   o,d� = 0 

oi =  o 

o� = 1 − 1 F�p  

Planar, Rear Emittance               (c) 

oi = q�r − rs� 

o,d� = o� = o 

Lambertian, Rear Emittance           (d) 

oi = 1 − 1 F�p  

o,d� = o� = o 

r > rs r t rs 

Planar, Front Absorptance/Emittance    (a) o,d� = 0 

oi =  o 

 o� = 0 
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and emittance are given in their angularly-averaged form, but the quantities of ��, �, u, 

o, and F  are considered to be functions of photon energy. 

 

We assume zero external front reflectance through an ideal anti-reflection coating, 

but an empirically measured external front reflection could be readily substituted for 

R,d�. In the planar case, light that transmits from the front will also transmit out the front 

by symmetry, hence the internal front reflection is 0. The rear surface reflectance is R. 

The path length is roughly the absorber thickness W due to strong refraction within a 

semiconductor.  

For the Lambertian cell of Fig. 5(b), diffraction enhances the effective path length 

of a photon traveling across the cell to 

Kv = �l+.wZx�yW)
z.{|al+.wZx�yW)
z.{| ., 

(10) 

because the path extends into oblique angles with the average path length dependent on 

absorption [94]. The internal front reflection of the Lambertian case becomes 1 − 1/F}�, 

i.e., the chance a photon lies outside of the surface’s escape cone. In the limit that αW → 

0, Eq. 5 simplifies to Yablonovitch’s 4F}� limit for path-length enhancement [41]. 

 Planar, Front Absorptance/Emittance     Lambertian, Front Absorptance/Emittance 

           �� = �1 − "\y~��1 + o"\y~�.    (6)                      �� = �a\�`�����al��`����a\� �a\a B?�⁄ � �`����  .          (7)       

Planar, Rear Emittance         

� = �1 − o� � 2 sin r cos r  r��+         Lambertian, Rear Emittance 

  × �a\�`��/ ��= ���al���\����`��/ ��= ��a\� ���\����`���/ ��= � .  (8)   � = �1 − o� �a\�`�����al�a\a B?�⁄ ��`����a\��a\a B?�⁄ ��`����  .    (9) 
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In Figures 5 (c) and (d), the emittance to the rear is found as hypothetical 

absorptance from the rear substrate, because they are equal through the detailed-balance 

principle [95]. The cell is conceptually reoriented with Ri at the cell’s front and R,d� and 

R� now being the rear reflectance R. As bulk radiative recombination is isotropic, in both 

the planar and Lambertian rear cases, the photons are considered to originate in a 

Lambertian distribution, but only in Lambertian cells does the light redistribute into a 

Lambertian distribution with each pass. Fig. 5(d) identifies Ri with 1 − 1/F}�, as the 

reflection for an LLD by the semiconductor-air interface, but for the planar case of Fig. 

5(c), this identification cannot be made as the light distribution is Lambertian for only the 

first pass. Instead, the rear planar case is solved by considering the angle ϴ with the 

normal for each possible photon path. The reflectance Ri changes from 0 to 1 for angles 

over the critical angle ϴM = arcsin�1/F�, which is incorporated by the Heaviside step 

function H�ϴ−ϴM�. The sin θ is used for integrating within spherical coordinates, the 

cos θ arises from the projection of isotropic radiation onto a Lambertian surface, and the 

2 results from the normalization of the sin θ cos θ space. The redistribution in the rear 

Lambertian case allows for effective expressions for Ri and L, thus making integration 

unnecessary, which quickens computation time by an order of magnitude. 

 Equations 6 and 8 correspond with the planar equations used by Miller [96]; Eq. 

7 corresponds with the front Lambertian equation used by Schafer [49], whereas Eq. 9 is 

a new development. 

Finally, the Auger current density is calculated from Ref. [46] as  

�� = ��.FHZ"ZA]�34 , (11) 
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with Auger recombination coefficient C and intrinsic carrier concentration FH given in the 

Section 3.I.C. The Auger recombination for silicon, as a more substantial current, is 

calculated more precisely using (18) of the Richter parametrization [97]. 

 

B. Detailed-Balance Unified with Diffusion Modeling 

The previous section presents the detailed-balance theory used in the earlier 

conference paper, Ref. [98]. The following section presents part of my published 

formulism for merging detailed balance with the diffusion model, as published in Ref. 

[99]. The algorithm is made available for download on GitHub platform at 

https://github.com/npirvin/Radiative-Transport-PV. 

The core algorithm is depicted in the figure below. Nonlinear dependencies 

between radiation and transport are solved through iterative calculations, with the 

convergence target in K set at 0.01%. The models for radiative and nonradiative 

recombination are used to determine the bulk lifetime. Then, the lifetime is combined 

with the diffusivity models to calculate the diffusion length. Finally, the diffusion length 

is used to determine carrier concentrations and the current density � by using an analytical 

solution adapted from Kowalczewski et al. [100]. 

 
Fig. 6    Depiction of the algorithm flow, showing feedback between radiative 
recombination ��� and diffusion length K. The volt model allows for a first calculation of 
the radiative recombination ���, whereas the quasi-Fermi level splitting Δ8 can be used 
for a more accurate calculation after the depth-dependent carrier concentrations F, � are 
found. 
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For the sake of generalization, we consider the semiconductor to consist of a 

single absorber region with generic auxiliary layers, as illustrated in the figure below. 

Results assume a perfect anti-reflective coating (ARC) and an ideal front contact. The 

rear contact is assumed to be perfectly conductive, but its surface recombination velocity 

(SRV) is used to parametrize the contact quality. Generic contacts enable the comparison 

of different absorber qualities without presupposing contact architecture, such as p-n 

junctions, heterojunctions, and carrier-selective contacts, which would be different for 

each absorber.  

 
Fig. 7    Representation of the physical models used in the algorithm. Yellow lines 
indicate incident photon paths, red lines represent internally generated photons from 
radiative recombination, while blue curves symbolize electron movement. An ideal 
carrier selective contact is placed at the front surface of the absorber material, while 
nonidealities of the contacts are incorporated by surface recombination at the rear only. 

We acquire an analytical solution to the diffusion equation by assuming the 

electric field to be zero across the absorber. The simplifications used at the interfaces 

allow for rapid calculations and comparisons across absorbers.  

The net radiative recombination current density is 
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 ������ = ���,���� + ���,,� + ���,�	� (12) 

where ���,�	� is the current density corresponding to photons from radiative 

recombination lost by free carrier absorption (FCA), or other parasitic light absorption 

mechanisms which do not generate electron-hole pairs. The FCA term is typically 

negligible. The methods for calculating each term are detailed in Ref. [58], Appendix A2. 

This approach above uses detailed balance for radiative recombination. Alternatively, net 

radiative recombination can be found as spontaneous radiative recombination minus the 

photon recycling current density [101]. Detailed balance offers a more direct 

determination of net radiative recombination than by explicitly considering photon 

recycling.     

 ���,���� is the radiative-recombination current density corresponding to photons 

lost due to transmission or absorption at the front. On first iterations of the algorithm, 

���,���� is found with Eq. 1, on subsequent iterations it is found with Eq. 2. Similarly, 

the radiative-recombination current density corresponding to photons lost due to 

transmission or absorption at the rear is found as, ���,,� is found with  

      ���,,���� = � � � ���, ��F����� �  !"# %& − 1) ,*+              first iteration

� � ���, ��F����� � � a~ /"¡¢�£�%& − 15  6 ,*+    subsequent.
     (13) 

���,,� goes to 0 for cells with an ideal rear reflector. However, the rear radiative current 

loss, ���,,�, often exceeds the front radiative current loss, ���,����, due to the 

significant internal reflection that occurs at the front interface. For materials with a large 

index of refraction, such as GaAs and Si, the rear reflectance must be over 92% to bring 

the rear radiative current loss below that of the front [102].  
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The net radiative lifetime ¤�� (which incorporates photon recycling) is calculated 

from the excess carrier concentration ΔF�6� through  

¤����� = ¥� . ΔF�0� / ���,                      first iterations    �  - ΔF�6� 6 / ���,      subsequent iterations    
   (14) 

where . is the absorber thickness. The excess carrier concentration ΔF is first found at 

the minority carrier contact in by the Law of Mass Action and then found throughout the 

absorber in Equation 23. The excess carrier concentration is sampled across 201 points 

through the material. 

In a previous model on incorporating photon recycling and the diffusion model, 

[103] subsequent iterations were not used. That method gets the radiative lifetime by 

using assuming low-level injection. The iterative method presented here extends the 

analysis to high-level injection by determining the radiative lifetime from the radiative 

recombination current density. 

The procedures for the other recombination processes are detailed in Ref. [58], 

Appendix A2. Trap-assisted recombination (also known as Shockley Read-Hall (SRH) 

recombination) is parametrized with a fixed lifetime ¤��¦\�::H:�,�, while the Auger-

Meitner recombination, ¤�;§,\¨,H��,, is recalculated with each iteration of ΔF���. Then 

the effective bulk lifetime is   

    ¤i;©ª��� = �1 ¤⁄ �� ��� + 1/¤��¦\�::H:�,� + 1/¤�;§,\¨,H��,����\a.         (15) 

The lifetime for surface recombination becomes indirectly incorporated later on through 

Equation 25. The bulk lifetime determines the diffusion length K through  

 K = «¤i;©ªI, (16) 
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with I the total diffusivity. The models for determining the diffusivity and lifetime 

values are detailed in Ref. [99] 

The minority-carrier diffusion equation solves for the excess carrier concentration 

¬F as a function of depth 6 through 

   I  �ΔF��, 6� 6� − ¬F��, 6�¤i;©ª��� + �6�  = 0. (17) 

The generation rate is considered to be a superposition of generation from light incident 

at the front surface and light reflected at the rear surface:   

 �6, �� = \��� e\f®��¯� 2 + l���ef®��¯� 2, (18) 

where \��� and l��� are the incident and reflected generation components, 

respectively. They are 

 \��� = yy�
�a\�@z� y®��¯� °±²�¯�a\�³ �@ ,`�´®��µ� ¶ , 

l��� = \��� oie\�f®��¯� ~, 
(19) 

(20) 

where ·�¨ is the spectral photon flux of the AM1.5G solar standard  

(s-1 m-2 eV-1) [104]. For the planar case, o� is just equal to the external front reflectance 

o�,¸¹�; for the textured case, o� = �@,¸¹��[�B?��[� + 1 − aB?��[�,  where F is the index of refraction. 

The implicit boundary conditions for our generic absorber are identical to those 

used by Kowalczewski [100] for the base region:  

 I  ΔF��, 6� 6 |

  6 = . = −9 ΔF��, 6 = .�, (21) 

 ΔF��, 6 = 0� = FH,,���FG�º|2¼+ /eA]34 − 15, (22) 

where 9 is the surface recombination velocity of the lower, nonideal contact. FH,,�� is the 

effective intrinsic carrier concentration as found through the bandgap narrowing models, 
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as explained in the main paper Ref. [99].  FG�º|2¼+ is the majority carrier concentration at 

6 = 0, as calculated from both Eq. 22 and the law of mass action.  

The latter boundary condition shows the voltage’s role in increasing injecting 

carriers from one side. Here the minority carrier contact is considered to be on the front, 

sunward side, but solutions for an absorber with the minority carrier contact at the rear 

can be readily derived from Kowalczewski’s solution for the emitter region [100]. 

The particular solution to these conditions is 

      ¬F��, 6� = � ½�a cosh !2¿) + �� sinh !Àg) + Á�\e\f®�À + l ef®�À�Â  �,*+    (23) 

where Á = K�/�I�1 − u©��  K��. The expressions for the coefficients are 

 �a��, �� =  ΔF��, 6 = 0� Ã ·�¨ ��� ·�¨ ��  �*+ Ä − Á �\ + l�,  (24) 

   ����, �� = ½\ÅÆ!Ç� :H�È�� lÉ M�:È��  )\Ê!Ë`,`´®���É\yÌ�Í�lËb,´®���Ély®�Í�)Â½Ç� M�:È�� lÉ :H�È��  Â .         (25) 

Using Î = �I Ï0BÏ2 |2¼+, Kowalczewski gives the solution for the spectral current density 

as 

   Î��, �� = �I Ð	��Ñ,¯�¿�]� + Á��, �� �−u©��E� \�E� + u©��E� l�E��Ó.     (26) 

The total current density ���� is then found by integrating Î��, �� with respect to photon 

energy. In conventional modeling, the current density � is simply taken as the 

photogeneration current density from incident light minus the recombination current 

density.  

The external quantum efficiency is found from 
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  Ô��� = ΔÎ���� ∗ Δ·���, (27) 

where ΔÎ is the change in the spectral current density incurred by an infinitesimal change 

in incident spectral flux Δ· at a particular energy. The QFLS is found through the law of 

mass action to be 

  Δμ�z� = Øk ln ÐF�6� ��6�FH,,��� Ó, (28) 

F and � are carrier concentrations found from the sum of Equation 23 and the equilibrium 

concentration of the majority carrier.   

The carrier concentrations are used to recalculate the radiative and nonradiative 

recombination currents, the bulk lifetime, the photon recycling diffusivity, and the 

diffusion length. For materials in high-level injection, convergence can be sped up by 

setting values for the next iteration as the average of the previous iteration’s input and 

output values. Looped iterations repeat until the diffusion length converges to within 

0.01%, corresponding to a 0.001% precision in efficiency. 

Computational methods for finding �G¦ and ��M can then be readily applied. 

C. Material Parameters 

Intrinsic carrier concentrations and Auger coefficients used are given in Table 1.

Table 1 
MATERIAL PARAMETERS FOR DEVICE MODELING 

 CIS [105,108] Si [106] GaAs [107,109] CdTe [105,110] 

Bandgap (eV) 1.016 1.125 1.423 1.514 

ni (1/cm3) 8.4×109 8.28×109 1.79×106 8.19×105 C (cm6/s) 6×10-30 1.7×10-30 7×10-30 9×10-32 

The silicon Auger recombination coefficient is given here as a reference as silicon’s Auger 
current is calculated with the Richter parametrization. 
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Absorption coefficients [105], [106], [107], [105]  and indices of refractions [108], [106], 

[109], [110] are plotted in Fig. 8. 

 

II. METHODS FOR BULK AND SURFACE RECOMBINATION CHARACTERIZATION 

Recombination in III-V materials can be characterized by time-resolved 

photoluminescence (TRPL) measurements of the effective minority-carrier lifetime. 

TRPL is done on double heterostructures of a uniform doping type so that minority 

carriers are contained within the passivation layer. The containment of a double 

heterostructure enables the correlation of a reduction in the photoluminescence signal 

over time with the carrier recombination rate. 

The general equation to separate bulk and surface recombination uses the 

relationship between the total effective lifetime τ,�� and absorber thickness W: 

aÛ¸@@ = S �Ý + aÛ³>®Þ,      (29) 

 

Fig. 8. Spectral absorption coefficient (left) and index of refraction (right) used in 
the absorptance calculations. 
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where τi;©ª is the bulk lifetime and 9 is SRV [111]. The standard procedure to extract 

τi;©ª and 9 is to graph 1/τ,��  and 2/., apply a linear fit, and then identify 
aÛ³>®Þ and 9 as 

the fit’s y-intercept and slope, respectively. 

In Section 6.I, TRPL is taken to determine the carrier lifetime for intrinsic 

GaP/GaNP/GaP/Si double heterostructures. The TRPL system chops 540-nm emission 

from a Fianium laser into a 100-fs pulse with a rep rate of 0.5MHz. The laser power used 

was on the order of 10 mW with a beam diameter of 1 mm. The TRPL signal is thus 

much lower than available with a continuous-wave PL signal, so for this material, the 

TRPL signal falls below the background noise at around 170 K. 

For characterization of the GaInP/GaAs/GaInP double heterostructures of Section 

6.II, the TRPL measurements use a Carbide solid-state laser with an Orpheus optical 

parametric amplifier from Light Conversion Inc. This setup used a 0.627 MHz repetition 

rate, a 217-fs pulse duration, a 532 nm excitation wavelength, and a 3 µW laser power 

with a 2.1 µm beam diameter. This laser was also used for the samples of Section 6.III 

but with a focused beam diameter and a varied beam intensity. 

For TPRL characterization of the nanostructured samples of Section 6.III, the 

laser beam must be focused on small areas. Small areas are required because the electron 

beam lithography (EBL) processing is only done over small areas (as the EBL tool takes 

several days to process just a 1 mm by 1 mm area). Hence, photoluminescence excitation 

must be restricted to the small nanostructured area. The array widths range between 100 

µm and 800 µm, with typical widths of 250 µm (corresponding to hundreds of 

nanostructures in each of the X- and Y- directions). To confine incident light to such 

areas, a lens is used to collimate the laser beam from 2100 µm to a 39 µm beam diameter. 
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Additionally, a 1-mm iris aperture is placed above the lens to limit stray light. While the 

incident beam is oriented normal to the sample, the sample’s emitted photoluminescence 

is collected with a fiber optic angled at 45-60° to the normal. A stepper motor is used to 

move the sample stage and position the measurement area under the laser beam, while a 

camera with a maximum of 180x magnification was used to identify alignment of the 

laser beam and the EBL array. With this setup, less than 1% of incident laser light strays 

outside of the nanostructure array, as determined for an array of 250 µm. As the 

nanostructured array typically yields equal or higher photoluminescence than the 

surrounding area, the impact of light hitting outside of the nanostructured area is 

considered to be negligible. 

 

III. METHODS FOR PPC SIMULATION 

The photonic power converter (PPC) simulations involve in-house device 

modeling along with electromagnetic modeling simulated in the finite-difference time-

domain (FDTD) Ansys Lumerical program.  

A. PPC Device Modeling 

Device modeling is performed to determine the optimal incident wavelength and 

the benefits of light trapping for PPCs. The device efficiency is determined from an 

analytic solution to the minority-carrier diffusion equation presented in Section 3.I.B. The 

change here is that the PPC study models GaAs with varying levels of light trapping by 

modifying the carrier generation rate. In both studies, the generation rate is found from a 

superposition of two traveling waves. The amplitude of the front-incident wave is taken 

as 
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�\ = yy�  !al ßàz)y °a\!a\áß),`ß��,  (1) 

where â is the path-length enhancement due to light trapping, u is the band-to-band 

absorption coefficient, u� is the sum of u and free-carrier absorption (FCA), and . is the 

absorber thickness, and · is the photon flux density of incident light.  

The PPC structure in consideration is an n-GaAs absorber with generalized carrier 

selective contacts. The generalized contacts enable modeling to apply to both 

homojunctions and heterojunctions, and it focuses results on the effect of light trapping 

on the absorber. The contact layers are characterized with a rear surface recombination 

velocity of 3600 cm/s, and the 40 nm absorber has a doping of 2·1017 cm-3 with a bulk 

lifetime of 10 ns, which are the material parameters characteristic of material grown with 

the molecular beam epitaxy tool at Arizona State University. At this bulk lifetime, Auger 

and radiative recombination were determined to be negligible compared to trap-assisted 

recombination. 

B. FDTD Optical Modeling 

Modeling of the absorptance gains was primarily done with the commercial 

software Lumerical. Lumerical runs on a finite-difference-time-domain (FDTD) method. 

The method discretizes the electromagnetic field into a numerical grid to solve Maxwell’s 

equations [112]. As this is then tracked in time for each grid point, FDTD solvers become 

very computationally expensive unless the volume can be kept small. Consequentially, 

the method becomes feasible only for situations where symmetry arguments can be used.  
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The default settings used for the simulations were the following. The analysis 

wavelength was 866 nm. The wave source was a Bloch plane wave. The simulation 

temperature was room temperature, i.e., 298.1 K. 

A simulation time of 270 fs was used as the default, but an early shutoff setting of 

0.002 was used to stop the computation when the power left in the simulation region 

drops below 0.2% of the injected power. The boundary conditions used were anti-

symmetric on the x boundaries, symmetric on the y boundaries, “metal” on the negative z 

boundaries, and perfectly matched layer (PML) on the positive z-boundaries; where the 

z-axis is oriented from the substrate to the point source, and the electric filed polarization 

oriented in the x-axis direction. The mesh size was set at 3 on a scale of 1-8, and the 

“conformal variant 1” was applied on the mesh. The early shutoff, boundary conditions, 

simulation time, and mesh size were carefully selected to give faster simulations while 

keeping simulation accuracy to the order of 1%.  

The simulated material stack was a nanostructure array on top (or bottom) of a 

stack of GaInP/GaAs/GaInP/SiO2/Ag. The top GaInP layer fixed at 250 nm and the 

bottom Ag layer fixed at 250 nm. At times, the nanostructures themselves were covered 

with a variable-thickness layer of SiO2, which was varied from 0 to 200 nm. The 

nanocone diameter was optimized from 0.01 to 1.5 µm while the height was varied from 

0 to 1.5 µm. The ratio of the center-to-center period to the diameter was varied from 1 to 

1.5. The GaAs thickness was varied from 50 to 120 nm. The SiO2 thickness was varied 

from 0 to 400 nm. The cone sidewall angle was varied from 0 to 110°, with respect to the 

horizontal. 
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The absorption of the GaAs layer was determined using the “pabs_adv” monitor 

published by Lumerical in 2012. This solver finds the absorption in a region as  

− a� ã|�|� äå, where ã is the frequency, � the electric field, and äH is the imaginary part of 

the dielectric constant. This “advanced” of determining absorption differs from 

Lumerical’s “simple” method in that it finds the absorption in each the three Cartesian 

coordinates before integrating over the volume to find the total absorption. 

As for material constants, the Ag, Al, and Au optical constants used were from 

the CRC handbook of Chemistry and Physics, with original sources at [113,114,115]. The 

AlGaAs (Al0.3Ga0.7As) values were refractive index F = 3.37209 and extinction 

coefficient Ø = 0, values which were taken in the file given by Lumerical at [116]. The 

front anti-reflection coefficient’s extinction coefficient was taken as 1.8026, which was 

originally calculated as an ideal value, but also closely matches the value for Al2O3. The 

rear dielectric value was set as 1.3745, representative of MgF2 [117]. The GaAs values 

used were that of Palik [118], namely F = 3.666 at 826.6 nm and F = 3.614 at 885.6 

nm. The default Lumerical material library does not include literature data between those 

wavelengths, which would lead to a coarse estimation of near-bandgap absorption. 

Fortunately, Palik et al. gives Ø values (without n values) in that range: 0.0557 at 864 nm 

and 0.0572 at 867 nm. The Lumerical program then applies a linear fit between these 

literature values to find the GaAs values at 866 nm: F = 3.62991 and Ø = 0.0567009. 

The n and k values for GaInP were directly measured at Arizona State University 

by my colleague Sean Babcock. The epitaxial material was grown by Veeco Instruments 

Inc. through metal-organic chemical vapor deposition (MOCVD) upon a GaAs substrate. 

The ellipsometry data was analyzed by J.A. Woollam. The parameter extraction was done 
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in the Complete Ease software, finding an appropriate fit with a GaAs substrate, a GaInP 

layer, and a 1.78 nm GaP oxide. The extracted values of the index of refraction n and 

extinction coefficient k around this study's principal simulation wavelength, 866 nm, are 

n=3.269 and k=0.000167 at 866.64 nm and n=3.270 and k=0.000182 at 865.08 nm. At 

lower wavelengths, the k doesn't go above 0.001 until 822 nm and above 0.01 until 678 

nm. Such low extinction coefficients enable high photonic power converter (PPC) 

efficiencies to be found at greater GaInP thicknesses. Appendix A gives the measured 

values of the index of refraction F and extinction coefficient Ø for GaInP lattice matched 

to GaAs.      

 

IV. NANOTEXTURING METHODS 

The samples for the nanotexturing process were provided by VEECO Inc. They 

were made by Metal-Organic Chemical Vapor Deposition (MOCVD). The substrates 

used were p-GaAs substrate, 5° miscut toward <110, with (0.5-5.0)×1019 cm-3 Zn doping. 

Zn was also the dopant used for the epitaxial layers. 

For the texturing process, multiple fabrication plans have been explored for 

nanocones on the front of the material. These include  1) nanosphere lithography  2) 

nanoimprint lithography  and  3) optical lithography.  Nanosphere lithography is the most 

readily available but gives low spatial uniformity [119] – and modeling results showed 

the spatial uniformity in structure-to-structure spacing to be critical for the project. 

Nanoimprint lithography gives better geometric control but takes a much longer time to 

set up. Optical lithography may be the most direct route, but the available tools have too 
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coarse of resolution (700 nm critical dimension) for nanotexturing. Thus, e-beam 

lithography (EBL) followed by plasma etching has been chosen for the development. 

The target baseline EBL geometry is an etch depth of 150 nm in a 150 nm gap 

between nanocones of 600 nm diameters in a hexagonal array, which translates to a 750 

nm center-to-center spacing. Here, the critical dimension of fabrication is the 150 nm gap 

width. The electron-beam resist used was the positive resist ZEP520A. The electron beam 

lithography (EBL) conditions used were: 

The electron beam lithography (EBL) conditions used were: 

 Resist spun at 2500 repetitions per minute 

 Resist soft bake for 3 min at 180ºC 

 EBL dose exposition of 100 µC/cm2  

 Resist development for 90 s in n-amyl-acetate 

 Rinse for 60 s in isopropyl alcohol 

 

The resist nanostructures are then transferred into the III-V material through 

plasma etching. The baseline plasma etching conditions are: 

 10 sccm Ar flow 

 10 sccm Cl2 flow 

 0.3 Pa chamber pressure 

 140 W inductively coupled plasma (ICP) power 

 70 W platen bias power 

 65 seconds etch time 

 20°C substrate temperature  
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Note: A newer round of etching used an ICP power of 65 W and a bias power of 

25 W, which has been observed to give a better ability to reproducibly etch thinner 

layers. 

The etch chemistry used for GaInP is Cl-based. While fluorine is commonly used 

to etch silicon, F does not have a volatile enough reaction with indium to etch GaInP. Cl 

will have a higher volatility, but not high enough to cause significant chemical etching.  

For this Cl2/H2 dry etching of GaInP, it is expected that the platen bias power 

needs to be increased to create physical sputtering through desorption of the surface 

[120,121,122]. While chamber pressure can be used to change the etch rates in Si F-based 

etching, the volatility of In in GaInP is so low that the pressure does not strongly affect 

the etch rate for this process. As the etch is not limited by the chemical diffusion of 

chemical but by the ability of the ions to cause InCl subproduct desorption from the ion 

bombardment. As platen bias power drives desorption in this process, it has a dominant 

influence on the etch rate and geometric shape of the nanostructures. If the bias power is 

reduced below around 20 W, then the etch rate is dramatically reduced. 25 W bias power 

has recently been identified as an appropriate value that gives an etch rate in GaInP 

around 200 nm per minute. 

At bias powers at 20 W or below, the etch rate starts very low but can 

dramatically increase during the etch if the top-surface temperature goes above the InCl 

boiling point, which is 150°C at vacuum pressures [123, 124]. The back of the substrate 

should be near the 20°C platen temperature, but the top surface of the sample is likely to 

be at a much higher temperature due to plasma bombardment. High temperatures should 

be avoided because the ZEP520A resist undergoes reflow at around 85°C. 
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With the high bias power conditions, the approximately 500 nm of ZEP500a was 

generally completely removed during the one minute of etching, meaning that resist 

removal was not needed. At the lower plasma etch bias power, some EBL resist remained 

after etching. In that case, the resist is removed by a 5-minute rinse in MICROPOSITTM 

Remover 1165, followed by rinses in acetone and isopropyl alcohol. 

The selectivity of the etch for GaInP over the ZEP500a was found to be around 

0.4. Originally, PMMA was used as the EBL resist, but the selectivity was close to 0, 

which motivated the choice of ZEP500a as a positive resist more resistant to plasma 

etching. 

 

V. METHOD FOR OUTDOORS THERMAL EXPERIMENT 

The second work examines the interaction of texturing, sub-bandgap reflection, 

and temperature. This research requires three distinct methodologies: A) Experimental 

design of the temperature measurements  B) Modeling details for calculated temperatures  

C) Calculations for enhanced sub-bandgap reflection. 

A. Experimental Design of the Temperature Measurements   

The outdoors test facility is installed at Merced, CA, 37.3746° N, -120.5788° W, 

and 58 m elevation. Six solar panels were mounted flush with a black-anodized 

aluminum sheet, as depicted in Fig. 9. These modules include two single-crystalline Si 

modules (SC-Si), two multi-crystalline Si modules (MC-Si), and two thin-film GaAs 

modules. A variety of Si modules were chosen for a range of efficiencies and sub-

bandgap reflectances.  
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The solar modules are mounted in an experimental structure that can be changed 

between two different thermal configurations: open-rack and insulated. This structure is 

presented in Fig. 9. In the insulated configuration, the rear is covered with 15 cm of 

fiberglass batt, which is held up by plywood. In the open-rack configuration, the rear 

backsheet is exposed to the air and ground below. All modules were connected to the 

structure using insulating material to isolate them from the frame and racking. The 

mounting structure is 2.4 m2 and mounted 1 m above ground. The surface has a 5° tilt due 

south to repel rainwater. 

 

Measurements were sampled every 3 minutes and logged with a Daystar MT5 

multi-tracer. Between each current-voltage measurement, modules were biased at their 

maximum power point. Temperatures were measured with T-type thermocouples 

attached to the center of backsheets via tape of an appropriate expansion coefficient. An 

 

Fig. 9.  a) Image of the experimental rack with two single-crystalline Si cells (1, 6), two 
multi-crystalline Si cells (2, 4), and two GaAs cells (3, 5). At different test times, the 
modules’ rear are either  b) insulated with fiberglass batt or  c) open from backsheet to 
ground.  
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in-plane thermopile pyranometer records irradiance, while a cup anemometer records 

wind speed and direction. Relative humidity was recorded with an Omega HX71-V2 

sensor, finding an average of 35% humidity. 

B. Analytical Thermal Modeling 

The module temperature is calculated through the thermal balance equation [125]: 

   ��ê = ℎs��kG�� − k�Gi� + ë§�ìkG��í − o:ªî� + ïM� ëiì�kG��í − k§��í � + ðê,      (30) 

where  �� is the module’s total full-spectrum absorptance (inclusive of parasitic 

absorption in contact and encapsulant layers), G is the solar irradiance, hM� is the 

convection coefficient (particular to each configuration), TG�� is the module temperature 

in K, T�Gi is the ambient temperature, ε§ = 0.84 is the emissivity of glass while εi =
0.893 is the backsheet’s emissivity [125], σ is the Stefan–Boltzmann constant, R:ªî is the 

downwelling thermal radiation from the sky, T§�� is the ground temperature, and η is the 

photovoltaic efficiency calculated with respect to the active area. δM� is 0 in the insulated 

configuration and is 1 in the open-rack configuration, as rear radiation only occurs in the 

open-rack configuration. G, TG��, T�Gi, T§��, and the maximum power were remeasured 

every three minutes. R:ªî is found by inputting humidity and ambient temperature into 

(4) in [126].  For experimental data where power is measured, the efficiency η is 

calculated from power and area.  

To extrapolate the model to different cities, inputs, including irradiance, ambient 

temperature, and wind speed, are taken from typical meteorological year (TMY) data. 

Variation in efficiency with temperature is incorporated with the substitution η =
η�ø	�1 + γúTG�� − 25û� into Eq. 30, which is then solved numerically to acquire TG��. 
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The temperature coefficients γ are taken from previous measurements [127]. The STC 

efficiency η�ø	 was extracted using a linear fit to extrapolate to 25°C while 

simultaneously filtering the data for irradiances near 1000 W/m2 [127]. The efficiency 

relative to STC efficiency, defined by η,© = η/η�ø	, is considered to isolate the effects 

of temperature on performance. The performance ratio is then an irradiance-weighted 

average of the relative efficiency over a year. The module-level performance ratio in this 

report considers the effects of temperature but not of soiling, shadowing, the inverter, or 

other system-level issues [128]. 

The value of ��, the full absorptance of all layers in the active area, is found once 

for each module from  

 �� = ��a\ü�¯��ý�¯��¯� ý�¯��¯ ,       (31) 

where R is the total reflectance from the module. The reflectance curves for encapsulated 

modules are given in Fig. 10, showing high reflection for energies below the bandgaps 

(1.12 eV for Si, 1.42 eV for GaAs). The GaAs curves show a substantial improvement 

over modules used in Silverman’s 2012 report [85]. Nevertheless, parasitic absorption in 

the encapsulant reduces sub-bandgap reflection at specific energies, including 0.72 eV. 

The GaAs reflectance curves were measured directly with an Agilent Cary 

spectrophotometer by Alta Devices Inc. The Si curves are taken from the experimental 

encapsulated results of [129]. For the high-efficiency, single-crystalline modules, we use 

the passivated emitter and rear contact (PERC) reflectance with line contacts. For the 

multi-crystalline modules, we use the aluminum back-surface field (Al-BSF) reflectance. 

The fitted A values are given by Table 2. 
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The final model parameter, the convection coefficient for the configuration ℎM�, is 

found by fitting the thermal balance equation to the whole set of measurements, including 

TG��. Similar to [86], the fitting is done upon the insulated configuration and then 

extended to the open rack configuration through the piecewise function: 

hM� = ú�ha ∗ v + h��Z + hZZûa Z⁄ + δM� hZ,      (32) 

where v is the wind speed, and δM� is 0 for insulated and 1 for the open-rack 

configuration. Allowing for different convection coefficients (ha, h�, and hZ) for each 

module reduces root-means-square (RMS) error by 30% between model and 

measurement. The fitted values are given in Table 3. The resultant h values are smallest 

for the largest-area modules and are biggest for the modules positioned at the rack’s 

 
Fig. 10.  Measured reflectance curves of the encapsulated cells. The GaAs modules 
reflect more sub-bandgap light due to a higher bandgap and a higher sub-bandgap 
reflectance.  

Table 2 

FULL-SPECTRUM ABSORPTANCE  �ø 

GaAs MC-Si SC-Si 

0.721 0.923 0.909 
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corners, which can be expected as air is colder at the rack’s edge than its center. The fitted 

forced-convection values ha ∗ v+ h� align closely with models of [130,131,132]. The 

natural convection coefficient hZ for an object can be calculated from its characteristic 

dimension [133], but here the effective characteristic dimensions are uncertain because of 

the presence of the large mounting rack. The fitted hZ values lie between the number 

expected based on the geometry of the module alone and of that from the geometry of the 

entire rack. 

 

C. Calculations of Sub-Bandgap Reflection 

Sub-bandgap reflection can significantly reduce a module’s heat input. However, 

the effective sub-bandgap reflectance for commercial Si modules has been measured as 

15-22% - values far below optimal [129].  

The sub-bandgap reflectance R:;i can be derived through ray tracing [134] or 

conservation methods [135]. For planar modules, 

R:;i�E� = R,d� + �a\ü¸¹��ü³ ø�³�  ø�@� �a\üDE��a\ü³ ø�³�  ø�@�  üDE� ,      (33) 

where R,d� is the external front reflectance, RH�� is the internal front reflectance, and Ri 

is the back-surface reflectance. T¦i and T¦� are the transmission of light through the bulk 

Table 3 
FITTED CONVECTION COEFFICIENTS 

 GaAs1 GaAs2 
MC-

Si1 
MC-

Si2 
SC-

Si1 
SC-

Si2 ℎa 3.7 3.2 3.6 4.1 1.4 0.8 ℎ� 0.97 0 0.14 2.2 6.3 6.4 ℎZ 9.2 8 9.1 12 4.6 4.7 

The units are W m-2 K-1. 
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and front layers, respectively. Transmission is calculated as the product of  e\Ý f for 

each layer, where W is the layer thickness and α the absorption coefficient. 

Sub-bandgap reflection depends strongly on parasitic absorption (PA) [135], 

[136]. The tabulated absorption coefficients for PA in encapsulation materials are taken 

from [137]. The encapsulant material, typically ethylene vinyl acetate (EVA), absorbs 

strongly at wavelengths above 1700 nm. The encapsulant is responsible for reflectance 

minima at 0.72, 0.88, 1.02, and energies below 0.56 eV. Experimental reports have 

shown EVA encapsulation to reduce sub-bandgap reflection of point-contact PERC cells 

by 34% [129]. The encapsulation is taken as 0.4 mm thick and the glass as 3.2 mm. PA in 

Si layers is modeled with free carrier absorption (FCA) [138]. For a p-type 180 µm base, 

the hole concentration is taken as 7.6·1015 cm-3, characteristic of PERC [139]. For an n-

type 0.7 µm emitter, the electron concentration is modeled with one of two Gaussian 

doping profiles. A moderate-doping profile with a maximum of 2·1020 cm-3 and a total 

dose of 1015 cm-2 represents a typical commercial profile, which is used to compare 

calculations to experimental values [140]. Alternatively, a low-doping profile with a 

maximum of 9·1018 cm-3 and a total dose of 1014 cm-2 is later used to represent the level 

that can be achieved through selective emitters [140]. 

For textured modules, the thicknesses W are scaled by two due to the longer path 

when light scatters into angles (at an average of 60°) [141]. Light refraction will also 

cause some photons (around 10% per pass) to transmit from Si into encapsulation 

materials before reflecting at the glass/air interface. So, for textured modules, 

R:;i�E� = R,d� + �a\ü¸¹��ü³ ø�³� ø�@� �a\üDE��a\ü³ ø�³� !üDÆl�a\üDÆ�üD�ø�@� ),      (34) 
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where RHa = 1 − n�� na�⁄ , RH� = 1 − 1 n��⁄ , na = 3.5 is the index of refraction in Si, and 

n� = 1.5 the index in the encapsulant/glass.  
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CHAPTER 4 

BENEFITS OF LIGHT TRAPPING AND PHOTON RECYCLING 

This chapter details my results from two papers. The first section is recombination 

from my paper, Ref. [98], published in the proceedings of the SPIE. The second section is 

efficiency results made with the device modeling I developed in “Feedback Between 

Radiation and Transport in PV Material,” which is published in the journal Prog. 

Photovoltaics [99]. 

I. RECOMBINATION ANALYSIS 

The effects of Lambertian light distribution and back reflectance on GaAs 

radiative recombination is examined in Fig. 11. The radiative recombination emitted out 

the front is higher for Lambertian cells than planar cells, which is due to increased 

absorptance/emittance. Unexpectedly, the rear emission reduces with Lambertian light. 

This reduction is due to redistribution of the internal radiation: photons outside of the 

escape cone in the planar case remain out of the escape cone leading to light trapping and 

full absorptance/emittance, whereas photons outside of the escape cone in the Lambertian 

case get diffracted into the escape cone leading to reduced absorptance/emittance. The 

net radiative recombination for GaAs, nonetheless, is larger in a Lambertian cell. At a 

given voltage, most absorbers show higher recombination currents for Lambertian cells. 

For GaAs and CdTe, this increase in recombination results in a Voc loss on the order of 

10 mV. For CIS, however, net radiative recombination can be reduced in a Lambertian 

light distribution. The CIS cell at 80% reflectance, for instance, experiences less net 

radiative recombination under Lambertian conditions for W > 300 µm. Texturing does 

not necessarily increase recombination. For a CIS cell with W = 0.1 µm at R = 0, the 
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reduction in rear radiative recombination combined with a Jsc gain results in a Voc gain 

for the Lambertian configuration. 

 

It is interesting to note an apparent contradiction that higher radiative emission 

[142] and lower radiative emission [143,144] can both be associated with higher 

photovoltaic efficiencies. On one hand, higher voltages will lead to higher radiative 

recombination rates through stimulated emission, but on the other hand, higher radiative 

recombination will lead to lower current densities. The contradiction is resolved by 

 

Fig. 11. Spectral photocurrent for a 3-µm GaAs absorber layer at 1 V. Front radiative 
recombination is increased in the Lambertian case, but rear radiative recombination is 
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noting that recombination should be reduced when the change does not lead to a decrease 

in photogeneration. So, in the directions and energies where incident light is negligible, a 

reduction in radiative emission can lead to overall efficiency gains [143,144]. For 

examples, monofacial cells receive an efficiency gain if a reflector is placed on the back 

of the cell, because monofacial cells will not receive photogeneration from light in that 

direction anyways – thus a decrease in net radiative recombination is achieved without a 

loss in photogeneration [145]. As non-radiative recombination is not generally linked to 

photogeneration, reduction in non-radiative recombination currents such as Auger or 

trap-assisted recombination will generally lead to efficiency gains. 

Fig. 12 presents statistics on Auger and radiative recombination currents under 

various rear reflectances and absorber thicknesses at Vmp. The direct bandgap materials 

(CIS, GaAs, CdTe) experience mostly radiative current, with higher bandgap materials 

experiencing lower recombination currents. The GaAs and CdTe Auger recombination 

currents are a negligible component of the total recombination current, but the low-

bandgap material CIS experiences significant Auger recombination in a few cases due to 

a higher ni - see Eq. 11. As a thicker low-bandgap material, silicon experiences 

significant Auger recombination current with some radiative current.  
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Fig. 12. Statistical depiction of Auger and radiative recombination currents at the 
voltage of maximum power �G¦ for various rear-mirror reflectances and Lambertian and 
planar structures. The absorber thickness is ranged between 0.1 and 10 µm for direct 
bandgap materials and between 10 and 1000 µm for silicon. 

 

II. BENEFITS OF LIGHT TRAPPING ON EFFICIENCY 

Note that while the previous section are earlier results made from just the detailed 

balance model, presented in Section 3.I.A and Ref. [98], this section uses the theory that 

merges detailed balance with the diffusion model, presented in Section 3.I.B and Ref.  

[99]. As such, carriers need to be within a diffusion length away from the contacts in 

order to be efficiently collected, which makes the accounting of absorber thickness in 

simulations more realistic. 

The ability of the unified model to simulate both detailed balance effects (photon 

recycling) and diffusion effects is examined in Figure 13.  The modeled material is a 3 

µm p-GaAs absorber with doping at 2 ∙ 10a� cm-3, a rear reflection of 100%, and zero 
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surface recombination. The impact of the diffusion model is determined by comparing it 

to calculations made without the diffusion model, where the total current density is taken 

simply as photogeneration minus recombination. With successive drops in the trap-

assisted lifetime, the efficiency curves of both models initially flatten and fall at the same 

pace due to the falling ��M. At lower lifetimes, around 10 ns, the diffusion model’s 

efficiency values begin dropping faster as the material becomes diffusion limited and the 

collection efficiency and �:M begins to collapse.  

For high lifetimes, the impact of photon recycling is seen through a substantial 

increase in ��M with increasing rear reflectance. For an infinite trap-recombination 

lifetime, ��	 increases by 70 mV with increasing rear reflection – compared to an 

increase under 1 mV if photon recycling is not modeled. These results were found using 

the GaAs absorption coefficient of Miller to allow for a comparison with that seminal 

paper on photon recycling [34]. The agreement with those results shows the present 

diffusion model to be consistent with the phenomenon of photon recycling. 
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Fig. 13. Comparison of results with and without the diffusion model for GaAs for a range 

of trap-assisted recombination lifetimes.  

Next, the optimal thickness and efficiency of a planar p-GaAs absorber of 1017 

cm-3 doping is examined in Fig. 14. In this plot, it is seen that the material with the low 

lifetime achieves maximal efficiencies around 1-5 µm, but the high-lifetime material 

(without trap-assisted recombination), can also achieve high efficiencies at much larger 

thicknesses because the diffusion length can be long. For the high-lifetime materials, any 

losses in voltage for thicker layers are approximately canceled out by gains in current. 
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The plots above also show greater gains due to increases in rear reflectance for the 

high-lifetime than the low-lifetime material. For the low-lifetime material, increases in 

the rear reflectance only yield absorption gains; photon recycling does not contribute to 

the low-lifetime material as it is nonradiative limited. But, for the high-lifetime material 

increasing rear reflectance leads to a lower net recombination rate due to photon 

recycling in addition to the absorption gains that occur for thinner GaAs materials. 

Next, the impact of light trapping on multiple materials is examined in Figure 15.  

The materials were all modeled as doped p-type, with 1014 cm-3 for CdTe, 1016 cm-3 for 

Si, 1017 cm-3 for GaAs and CIGS. Here, only intrinsic recombination is considered, i.e., 

radiative and Auger recombination, so these are results for ideal materials. 

  
Fig. 14. Solar cell efficiency for a high lifetime (left) and a low-lifetime (right) 

p-GaAs absorber with 1017 cm-3 doping. 
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Fig. 15. Solar cell efficiency gains from light trapping for solar materials under 
planar. A textured cell with a Lambertian light distribution is strongly beneficial to direct-
bandgap absorbers that are thin with near-ideal rear reflectance. 
 

 Technically, these plots only include two of the three effects of texturing as 

discussed in Section 2.I: the effect of internal reflection and light trapping is considered, 
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possible benefits on carrier collection of photogeneration moved to the front of the cell is 

considered, but no changes in the external front reflection are considered. The external 

front reflection is generally considered to be 0 in this chapter, i.e., a perfect antireflective 

coating is assumed. 

The advantage of texturing – or more exactly the benefits of a Lambertian light 

distribution – is greatest in silicon as it brings the optimal efficiency up by 2% as well as 

decreases the optimal thickness from 1000 to 100 µm. Silicon efficiency is more sensitive 

to rear-mirror reflectance in the Lambertian case, as path-length enhancement increases 

from 1 to 2 with just texturing or with just rear reflectance, but it increases to 4n2 ≈ 50 

with the benefit of both texturing and rear reflectance. This result shows that the rear 

reflector is crucial to silicon efficiency – not just thin films. At 20 µm, bringing textured 

silicon’s rear reflector from 0 to 1 boosts efficiency by 5% absolute. 

As seen in the isocontour plots of Figure 15, the advantage of texturing is greatest 

in silicon as it brings the optimal efficiency up by 2% as well as decreases the optimal 

thickness from 1000 to 100 µm. Silicon efficiency is more sensitive to rear-mirror 

reflectance in the textured case, as path-length enhancement increases from 1 to 2 with 

just texturing or with just rear reflectance, but it increases to 4n2 ≈ 50 with the benefit of 

both texturing and rear reflectance. This result shows that the rear reflector is crucial to 

silicon efficiency – not just thin films. At 20 µm, bringing textured silicon’s rear reflector 

from 0 to 1 boosts efficiency by 5% absolute. 

Figure 15 shows that most materials typically yield higher efficiencies under a 

Lambertian light distribution. Note again that these calculations assume ideal material 

without trap-assisted recombination, parasitic absorption, or series resistance (although 
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those effects can be increased as a consequence of texturing). Some thin films do, such as 

CIGS, however, yield lower efficiencies at high thicknesses with R = 1, where the 

benefits of increased JSC are outweighed by the impact of increased radiative 

recombination. There is an apparent synergy between the material qualities in Fig. 15: 

more efficiency gains are available from rear reflectance when the absorber is thin and 

textured. Another interesting feature is sharp contour bending for the planar CdTe values 

near ideal rear reflectance. This bending can be explained by the enhanced benefits of 

photon recycling as rear-radiative recombination nears zero. VOC has a logarithmic 

dependence on the radiative flux through Voc = (kT/q) ln(Jsc) – (kT/q) ln(Jfront + Jrear + JA), 

which describes the superlinear behavior of CdTe efficiency as Jrear reaches 0. The other 

direct bandgap materials experience higher Jfront due to their lower bandgap, which 

reduces the significance of Jrear reaching 0. 

Finally, the possibility that light trapping can increase surface recombination is 

examined. For the simulations in the next two figures, it is considered that light trapping 

increases surface recombination by a factor of five. Five is the effect of texturing on 

surface recombination that is found in the experiments of Glunz et al. upon Si, as 

reported by Altermatt et al. [146]. Schafer et al. published a similar value of 4× for the 

effect of texturing on SRV for Si [147]. For GaAs, this number will depend on the 

texturing and passivation, but it seems that a 5× amplification of surface recombination is 

a reasonable expectation for the effect of texturing. 

Finally, the role of surface recombination is examined in Fig. 16. This is shown 

for a p-GaAs absorber with 1017 cm-3 doping and without extrinsic bulk recombination. 

For the plot on the left, the SRV of the planar cell is considered to be 100 cm/s, while the 
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surface recombination of the textured cell is 500 cm/s. The plot on the right also 

considers a 5× difference, but the planar cell SRV is 106 cm/s and the textured one is 

5·106 cm/s. We see that for the GaAs material starting with the low planar surface 

recombination velocity, the efficiency generally increases with texturing - despite the 

increase in texturing. The maximum efficiency goes from 32.6% to 32.8% with the 

change in texturing and SRV. For the material with the higher planar SRV, however, 

some thicknesses will experience a lower efficiency due to texturing. For thicknesses 

roughly between 0.4 µm and 3 µm, the efficiency drops up to 1.1% absolute due to the 

effect on SRV. For larger thicknesses, light trapping has little to no impact. Note that 

these simulations were done with only surface recombination at the back of the cell. They 

were also done without bulk trap-assisted recombination. The succeeding figure shows 

the impact of texturing considering a bulk nonradiative lifetime of 10 ns. It is seen that 

the overall trend of the efficiency gains does not change. For the case of a material with a 

planar SRV of 100 cm/s, however, the maximum thickness at which a cell with an ideal 

rear mirror benefits from light trapping changes from 0.8 µm to 2 µm after including low 

bulk lifetimes. 
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 While maximum thickness at which GaAs on a rear mirror will benefit from light 

trapping is changed from 0.8 to 2 µm for lower bulk lifetime materials in the case of low 

surface recombination, that thickness stays at 0.4 µm for the higher surface 

recombination regardless of bulk lifetime. In general, it is seen that light trapping yields 

more benefits to materials that are either thin or have low surface recombination velocity. 

Furthermore, for materials with a lower surface recombination but high bulk nonradiative 

   
Fig. 16. Impact of Lambertian light trapping on GaAs, considering a 5× amplification 
of surface recombination due to texturing. The two plots are for the cases of a low 
(left) and a high (right) surface recombination velocity of the planar material, 9¦. 

Results for a Low 10-ns Bulk Lifetime 

   
Fig. 17. Impact of light trapping and increased surface recombination velocity on 
GaAs cells with a 10 ns bulk lifetime. 
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recombination, light trapping allows for one to reduce the absorber thickness to reduce 

the overall recombination density. 

 

III. CONCLUSION OF THE BENEFITS OF LIGHT TRAPPING 

A novel equation for rear emittance was derived for materials with partial rear 

reflectance and internal Lambertian light distribution (LLD). A cell under LLD light 

trapping incurs more radiative recombination emitted out the front but less out the back 

relative to a planar cell. A Voc gain in silicon cells is expected under LLD due to a 

second-order effect of increased Jsc. A Voc loss is generally seen in direct bandgap cells 

due to LLD enhancement of front radiative recombination. Nevertheless, thin films were 

shown to benefit significantly from a Lambertian light distribution for low thicknesses 

and high rear reflectance. Except for some thicker CIGS, the net effect of an LLD light 

trapping is to increase the photovoltaic overall efficiency – at least when only considering 

the fundamental effect of LLD on absorption and radiation. When considering the 

possibility that light trapping strategies can increase surface recombination velocity, 

however, it shown how the efficiency gains – or losses – due to light trapping depend on 

the absorber thickness, rear reflectance, and relative amounts of surface to bulk 

nonradiative recombination. 
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CHAPTER 5 

BULK AND SUFRACE RECOMBINATION OF III-V MATERIAL 

The extent to which light trapping benefits a material depends significantly on 

carrier lifetime. If the carrier lifetime of a material is relatively low, then many charge 

carriers will recombine before reaching electrical contacts. By increasing absorption, 

light trapping allows for a reduction in absorber thickness, reducing the distance to 

contacts. Thus, light trapping is particularly beneficial for materials with low bulk 

lifetimes.  

 In this chapter, the recombination characteristics of GaAs, a mature material with 

high mobilities, and GaNP, a novel material system with relatively low mobilities, will be 

measured. The effect of light trapping on each system will then be assessed. 

I. DILUTE NITRIDE GANP 

Si-based tandems are increasingly investigated as single-junction silicon 

approaches its practical efficiency limits. A key challenge for integrating Si and III-V 

into a tandem cell is the lattice mismatch between Si and most III-V materials. Dilute 

nitrides in the InGa(N)PAs system can achieve both lattice matching and the optimum 

bandgap for a Si-based double junction. This work focuses on GaN0.02P0.98. This GaNP 

material was verified lattice-matched to Si through XRD.  

This section gives select results from my conference proceedings, Ref. [58]. The 

materials were mainly prepared by my colleagues Chaomin Zhang and Srinath Murali 

[148]. The steady-state photoluminescence was carried out by colleagues at University of 

Oklahoma, including Hadi Afshari. The dissertation author performed the time-resolved 

photoluminescence. 
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A. Steady-State Photoluminescence 

 Unlike GaAs, dilute nitride material typically experiences substantial benefits 

from post-growth annealing, partially due to a lower growth temperature. The optimal 

annealing conditions were 875°C for 2-5 min, as documented in my paper [58]. This 

RTA condition leads to higher PL at the bandgap and lowers PL and sub-bandgap 

(defect) energies. Hydrogenation conditions have not yet been optimized.  

Fig. 18 compares the as-grown and annealed samples (200-nm GaNP 

heterostructure) at varying PL temperatures.  

 

Fig. 18. Temperature-dependent photoluminescence. At low temperatures, the annealed 
sample shows high photoluminescence at the bandgap of 600 to 650 nm, thus exhibiting 
higher radiative efficiency for annealed samples. At high temperatures the unannealed 
sample shows higher photoluminescence sub-bandgap energies, which indicates a higher 
trap density in the unannealed sample.  
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At higher temperatures, the unannealed sample exhibits higher long-wavelength 

luminescence suggesting worse carrier localization than the annealed sample.  The band-

to-band luminescence, centered near 630 nm across the temperature range, is higher for 

the annealed sample, which also indicates greater radiative efficiency for the annealed 

sample.  

 Fig. 19 shows the evolution of the PL peak over temperature (for the 500 nm 

sample under a 424 nm laser after hydrogenation and annealing). The peak intensity 

begins dropping at 35K and then decreases by orders of magnitude by 295K. The peak 

energy decreases and then increases, whereas typical III-V material will only show 

decreasing peak energy with temperature. 

The shift in peak energy, traced in Fig. 20a, exhibits an S-shaped curve typical in 

dilute nitrides experiencing carrier localization at low temperatures [61]. The minimum 

of the curve is at 200K. At 200K, the peak energy is also dependent on the laser power, 

as shown in Fig. 20b. The increase in peak energy at this temperature shows saturation of 

states within the bandgap, pushing luminescence to higher energies. The phenomenon 

suggests partial localization of carriers at low temperatures. This localization complicates 

the interpretation of TRPL data, which was only detectable at low temperatures. 
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Fig. 19. PL curve of the annealed and hydrogenated sample at varying measurement 
temperatures. The main peak first shifts rightwards, then leftwards with increasing 
temperature. 

 
Fig. 20. Evidence of carrier localization at low temperatures. a) Temperature dependence 
of the PL peak. The peak energy of 0 follows an S-shaped curve with a critical point at 
200K. b) Power dependence of the PL peak. At the critical point of 200K, the peak 
energy changes with laser power, implying saturation of localized states. 
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B. Time-Resolved Photoluminescence on GaNP 

Time-Resolved Photoluminescence (TRPL) was taken to determine the carrier 

lifetime for intrinsic GaP/GaNP/GaP/Si double heterostructures. The TRPL system chops 

540-nm emission from a Fianium laser into a 100-fs pulse with a rep rate of 0.5MHz. The 

TRPL signal is thus much lower than a regular PL signal, and for this material, the TRPL 

signal falls below the background noise at around 170 K. 

Fig. 21a presents TRPL curves taken at 78K on the 500 nm sample. The curves 

correspond to different detection wavelengths. The shorter wavelengths exhibit a bi-

exponential curvature, whereas the longer wavelengths show only one large exponential 

component. Global analysis was performed to fit two lifetimes across seven detection 

wavelengths. Amplitudes were allowed to vary but the two lifetimes held fixed across the 

wavelengths. The lifetimes here were fit at 5 and 115 ns. 

 

Fig. 21. Influence of detection wavelength on decay curve at 78K.  a) TRPL curves and 
biexponential fits, where the two lifetimes are fixed across the detection wavelength 
through global analysis.  b) Decay-associated spectra, which show the short-lifetime 
component peaks at a shorter wavelength. 
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Decay-associated spectra are given in Fig. 21b. The short-lifetime component is 

seen to peak at 620 nm, whereas the long-lifetime component peaks at 650 nm. Authors 

differ on how to identify each component. Some authors associate the short component 

with free carrier recombination and associate the long component with localized carrier 

recombination [57]. Other authors associate the short-lifetime component with transient 

behavior and associate the long component with recombination [149]. This report will 

now focus on the long component as it yields a greater signal.  

Decay curves for hydrogenated and as-grown samples are compared in Fig. 22a. 

The as-grown signal decays noticeably faster. The hydrogenated (and annealed) sample 

decays almost identically to the sample that was only annealed.   

 

Fig. 22. Representative TRPL Decay curves for the 500-nm, unannealed GaNP sample 
(a) and corresponding lifetime-vs-temperature chart (b). TRPL curves were fit by an 
exponential with a y-offset. Lifetimes dropped gradually while the peak signal dropped 
with increasing temperature. 

Changes in lifetime with temperature are depicted in Fig. 22b. The as-grown 

samples show a relatively monotonic decrease in lifetime with measurement temperature, 

whereas the treated samples show higher lifetimes and a significant peak around 80K. 

Similar features were also found by Balanta in [57]. 
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The dependence of lifetime on absorber thickness W is investigated in Fig. 23 for 

as-grown samples. The thinner samples of 100 and 150 nm GaNP are excluded from the 

analysis as their lifetimes are orders of magnitudes smaller than the 200 nm sample. The 

thin samples do not fit the classical theory, possibly due to quantum effects. Using 

Equation 28, the SRV is found as S = 730 ± 130 cm/s. The extracted bulk lifetime is  

τi;©ª = 300 ± 400 ns. The large uncertainty in the bulk lifetime results from the 

intercept being relatively close to the axis origin. 

 

Fig. 23. Relationship between effective lifetime and absorber thickness at 11K. The 
plotted variables are chosen to linearize the relationship. The extracted SRV is 730 cm/s. 

The measurement temperature for SRV, however, was 11K, so the carriers are 

partially localized and may not follow conventional surface recombination analysis. To 

determine SRV at room temperature, the team plans to fabricate contacts and fit SRV to 

the quantum efficiency curve.  
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C. Interaction between GaNP recombination and light trapping 

The impact of light trapping is given in Fig. 24 for a GaNP solar cell with an SRV 

of 730 cm/s. Two material sets are used: one for the 300 ns bulk lifetime measured at 

11K and another for the bulk lifetime extrapolated to room temperature. The 

extrapolation was done with data from [150] by assuming the same 600x decrease in 

lifetime with temperature seen by their GaN0.012P0.38As0.608/GaP material, giving 0.6 ns. 

 

 

Fig. 24.  a) Benefits of Lambertian light trapping (texturing) for two sets of GaNP: high 
bulk lifetime (measured in low-temperature TRPL) and low bulk lifetime (extrapolated 
for room temperature material). 

The plot shows that light trapping is critical to the low-lifetime material, more 

than doubling the maximum efficiency. Note that the planar curve already assumes a 

perfect rear reflector, otherwise the calculated efficiency would be even lower. 
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II. GAINP/GAAS/GAINP 

In this section, two different GaAs growths methods are compared for:  1) 

material grown with metal-oxide chemical vapor material (MOCVD) grown by our 

industrial partner VEECO Inc. and  2) material that I grew with molecular beam epitaxy 

(MBE). MOCVD uses a relatively large-scale chamber, making it more appropriate for 

manufacturing. MBE uses an ultra-high vacuum chamber with lower deposition rates, 

making it better suited for researching quantum well structures that require abrupt 

interfaces. 

For each material, four double-heterostructures were grown with variable 

absorber thicknesses, as shown in Fig. 25. The variable thickness allows for the 

separation of bulk and surface effects during analysis. The material stack was identical, 

except different doping sources were available. It is expected that the Te dopant used for 

MOCVD could yield slightly higher lifetimes than the Si dopant used for MBE, as Te can 

act as a surfactant [151] and experiences lower diffusion 

[152]. 

Fig. 25. Material stack for both the MBE and MOCVD-
grown double-heterostructures. The only difference besides 
the growth method was that the n-type dopant was Si for 
MBE growth and Te for MOCVD. 

A. General Material Characterization for GaAs 

After the growth of the MBE material, I performed various characterization 

techniques - the most critical being x-ray diffraction (XRD). XRD was used to calibrate 

Ga/In flux ratio for lattice matching between GaAs and GaInP. Fig. 26 compares XRD 
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results of lattice matches, showing the Ga/In flux ratio third sample to give proper lattice 

matching. 

 
Fig. 26. X-ray diffraction (XRD) was used to calibrate the Ga/In flux ratio. The last 
sample exhibits lattice matching between the GaInP epitaxial layer and GaAs substrate. 

Other tools I used to characterize the material include scanning electron 

microscopy (SEM), secondary mass electron mass spectroscopy (SIMS), Hall 

measurement, and time-resolved photoluminescence (TRPL). The SEM and SIMS were 

used to verify the growth speed. The SIMS and Hall measurements were used to verify 

doping concentrations. The SIMS could not detect the level of contamination, as 

background levels in the measurement chamber – particularly H, C, and O – were too 

high. 
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B. Time-Resolved Photoluminescence (TRPL) on GaAs 

TRPL was performed on the material of Fig. 25 with the method of Section 3.II at 

room temperature. The measurement used a laser of 700 nm with a 443mW pulse power. 

Decay curves are given in Fig. 27.  

 
Fig. 27. TRPL decays curves for MBE-grown GaAs. Also plotted are the fitted 
exponential-decay curves with the fitted effective lifetime. Thicker absorbers yield 
greater lifetimes, as expected. 

The fitted lifetimes as a function of thickness were then analyzed to separate 

surface and bulk effects. The inverse of effective lifetime τ,�� and absorber thickness W 

is plotted in Fig. 28, which linearizes the relationship in Equation 28. From this equation, 

the slope is identified as the reciprocal bulk lifetime 1/τi;©ª, and the slope is identified as 

the SRV 9. Extracted values are given in Table 4. 
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Fig. 28.  a) Extraction of bulk lifetime and SRV from thickness . dependance of the 
effective lifetime ¤���.  b) Resulting values for both MBE and MOCVD-grown GaAs. 
The MBE-grown material is seen to have worse bulk lifetimes and SRV by factors of 3-4.  

 

The lower value of bulk lifetime in MBE compared to MOCVD lifetimes is seen 

in various literature sources [152], [153], [154], [155], [26]. For example, the MBE-

grown material in [153] received 4x lower lifetimes than the MOCVD material – even 

though MBE growth parameters were more thoroughly optimized! The difference in 

material quality may occur for many reasons, including the different growth rates, impact 

energies, and dopant (Si for MBE vs. Te for MOCVD). 

 

Table 4 
EXTRACTED MATERIAL PARAMETERS 

 ¤i;©ª (ns) SRV (cm/s) 

MBE-Grown 32 ± 5 4100 ± 800 

MOVCD-Grown 100 ± 30 1210 ± 60 
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C. Interaction between GaAs recombination and light trapping 

If the material has low bulk lifetimes, then light trapping allows for thinning the 

material to support carrier collection. The interaction of recombination parameters and 

light trapping is shown in Fig. 29 (calculated assuming perfect rear reflectors). The 

optimal MBE-grown efficiency increases by 5.3% (relative) from texturing, whereas the 

MOCVD material benefits by only 3.8%. For the lower-lifetime material, texturing 

allows increases absorption and allows for increased collection efficiency through 

thickness reduction. 

 
Fig. 29.  a) Benefits of Lambertian light trapping (texturing) for the two GaAs material 
qualities. The MBE-grown material can benefit more from light trapping due to its lower 
bulk lifetime. 
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CHAPTER 6 

NARROWBAND LIGHT TRAPPING FOR PHOTONIC POWER CONVERTERS 

Photonic power converters (PPC) convert narrowband light into electricity. As the 

light source is oftentimes a laser, PPCs are also called laser power converters (LPC). 

PPCs are used to transmit energy over space. The benefits of transmitting energy in 

optical guides instead through conventional electrical wires are multifarious, as discussed 

in Chapter 1. 

To achieve extreme light trapping, we propose to use nanostructures, such as 

those pictured in Fig. 30, to diffract incident light outside of the material’s escape cone - 

thus trapping light inside the absorber. PPCs only require absorption of a single 

wavelength and angle, which offers new possibilities for advancing the limits of light 

trapping.  

 
Fig. 30. Nanostructures for light trapping in thin films. 

I. DEVICE MODELING 

Modeling was done to determine the efficiencies of PPC that could be achieved 

with the material grown with our MBE. The bulk lifetime and the SRV were inputted into 

the modeling of Section 3.I.B. The absorber thickness, the incident laser wavelength, and 

the path length enhancement X were varied. Results are given in Fig. 31 plotted for 
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optimal laser wavelength. Light trapping allows for greater efficiencies and lower 

optimum thicknesses. Extreme light trapping of 6000x increases the maximum efficiency 

by 16.1% absolute [156]. 

 

 

The impact of laser wavelength is examined in Fig. 32. The optimal laser 

wavelength is seen to be 871 nm. These calculations ignored, however, any distribution 

in the laser wavelength, whereas most lasers have a full width of half maximum (FWHM) 

around 1 nm. Future simulations will thus consider an 870 nm incident laser. 

 
Fig. 31. PPC efficiency with increasing path-length enhancement â calculated with our 
measured lifetime and SRV. Increasing â from 2 (the planar limit) yields substantial 
efficiency gains.  

Table 5 
PPC EFFICIENCY CALCULATED FOR MEASURED LIFETIMES 

Path-Length  
Enhancement â 

2 10   50   250   1200   6000 

Max. Efficiency 64.2% 72.6% 75.8% 78.1% 79.5% 80.3% 
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II. OPTICAL MODELING 

The electromagnetic modeling is primarily performed in the Ansys Lumerical 

finite-difference time-domain (FDTD) program, as detailed in Section 3.III.B. 

A. Model Verification 

To verify the utilization of Lumerical, results for a simple planar slab were 

compared against three other methods:  1) Macleod software  2) Beer-Lambert’s equation 

with partial rear reflection at the rear, yielding a double-pass formula and 3) Beer-

Lambert’s equation with partial rear reflection at the rear and front, solved with an 

infinite series. The results, shown in Fig. 33, show general agreement between the 

methods, except that the absorption solved by the software shows resonant behavior.  

 
Fig. 32. Optimization of PPC laser wavelength. For 2 t â t 6000, the optimal laser 
wavelength is 871 nm. 
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This comparison introduces the effect of cavity resonance, i.e., Fabry-Perot 

resonance. Here, reflection/transmission at the front interface causes two different 

wavefronts that can interfere. When destructive interference occurs between these waves 

at the front interface, the light becomes trapped inside the semiconductor. Cavity 

resonance can yield path length enhancement of around 7x for an air/GaAs interface. If 

an anti-reflection coating is added, then the interference is repressed, and cavity 

resonance becomes lost [157]. Surprisingly, a photonic power converter may before 

better without an anti-reflective coating. 

B. Modeling of nanocones 

The first nanostructure design used nanopyramids, but soon they were replaced 

with nanocones, as nanocones are more readily fabricated with anisotropic etching. 

Within FDTD simulations, the nanocone array is optimized over parameters such as 

nanocone geometry, layer thicknesses, and the index of an anti-reflective coating (ARC). 

 
Fig. 33. Verification of Lumerical simulation by comparing to other results for a simple 
slab of GaAs with a rear mirror. The simulation results exhibit cavity resonances, 
whereas the Beer-Lambert results ignore such interference effects. 
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The baseline design as well as the parameters of optimization are detailed in Section 

3.III.B. Importantly, the absorptance of the GaAs absorber was optimized from 

thicknesses of 70 nm to 120 nm. 

Optimal performance was achieved without an ARC with truncated nanocones 

with a diameter 772.22 nm, a sidewall angle of 37.237°, a center-to-center spacing of 

865.42 nm, and a height of 1.5 µm (but the height of the structures was not particularly 

critical to the absorption). A schematic of this design is shown in Fig. 34. This design 

achieves a 25x path-length enhancement for 866 nm light, which corresponds to an 

absorptance in the absorber layer of 91.17% for an absorber thickness of only 120 nm. 

This performance was up drastically from the optimal of the first campaign, which 

achieved only a 1.9x enhancement. The increase in enhancement occurred with many 

design changes, but the main improvement occurred after changing the rear metal from 

Al to Ag, and the insertion of a 217 nm SiO2 layer between the rear semiconductor and 

the metal. 

 

A comparison of different nanostructure shapes, materials, and positions was 

performed with more particle-swarm optimization of absorptance. The absorption 

coefficient of GaAs at 866 nm is 8228 cm-3. The resulting maxima absorptions and 

corresponding path-length enhancement of each optimization are given in Table 6 for a 

 
Fig. 34. Current nanocone design with highest path-length enhancement: â = 25. 
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GaAs absorber varied from 70 to 120 nm. While the front GaInP truncated nanocones 

showed the highest absorptance, the front GaInP nanodomes achieved the same path-

length enhancement of 25× but with a thinner absorber material. 

 

The simulations with the antireflective coatings (ARC) nanostructures tended to 

do worse than those without. Similarly, the simulations with rear nanostructures did 

worse than the ones only with front nanostructures, possibly because the nanostructures 

are the features that provide resonant in-coupling into the material, so rear nanostructures 

could lead to greater transmission out into the rear metal layer.  

The “asymmetric” column in the table refers to simulations where the rear 

nanostructures were optimized with different heights and diameters than the front 

nanostructures – but the position and the spacing were the same between the front and the 

rear nanostructures in order to set periodic boundary conditions within the simulation. 

Such boundary conditions are required to allow for extrapolation of a single unit cell, as 

Table 6 
OPTIMAL ABSORPTANCE (%) AND PATH-LENGTH ENHANCEMENT (X) ACROSS DESIGNS 

  Front Rear Front and rear 
Asymmetric 

front and rear 

GaInP truncated 
nanocones 

91.2%, 25x 74.4%, 17.7x 77.8%, 15.2x 77.8%, 15.2x 

SiO2/GaInP 
truncated 
nanocones 

88.6%, 22x       

SiO2 truncated 
nanocones 

77.9%, 17.4x       

ARC/GaInP 
nanodomes 

78.1%, 18.8x      

GaInP 
nanodomes 

87.5%, 22.9x   62.6%, 12.1x   

SiO2 nanodomes 78.1%, 17.5x    
  
 

The absorber thickness optimized between 70 and 120 nm for each design. 
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larger volume FDTD simulations would be too memory intensive for the simulation 

computer. If, however, the spatial periods of the front and rear nanostructures were 

allowed to be different, then it is expected that the front-and-rear optima could be greater 

than the front-only optima. This expectation is informed by the sensitivity of the design 

to the array spacing, as seen in the next plot. 

 The sensitivity of the optimal nanocone design is shown in the figure below. The 

absorptance is seen to be sensitive to the nanocone diameter and especially to the 

nanocone spacing. Just a 2% change in the spacing results in a 20% loss in absorptance. 

This is why electron beam lithography was chosen as the fabrication technique instead of 

self-assembled lithography, such as nanosphere lithography. 

 
Fig. 35. Sensitivity of PPC absorptance to nanocone diameter and spacing. 

 Next, the sensitivity of the design to the GaAs thickness is explored in the figure 

below. For the nanocones with anti-reflective coating (ARC), strong resonances are seen 
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to lead to high and low absorptance values, with periodicity on the order of 50 nm. These 

resonances could be amplified versions of cavity resonances, i.e., Fabry-Perot 

resonances, perhaps hybridized with guided-mode resonances, judging by the amplitude 

and the periodicity of the resonances in the planar mirror curve. For the design without 

ARC, tolerance of the design to the GaAs thickness is improved. This design does not 

require an ARC as the nanocones give an in-coupling effect through nanostructure 

resonance. 

 
Fig. 36. Sensitivity of PPC absorptance to nanocone diameter and spacing. 

The reason for the sensitivity to GaAs thickness is explored in the next figure. In 

the off-peak thickness, much more of the incident light reflects off the rear mirror and 

escapes out of the front of the device. At the peak absorber thickness, the light escaping 

out of the front mirror is far lower. This phenomenon suggests that the presence of 

constructive versus deconstructive interference at the front surface largely determines the 

efficiency of the light trapping, explaining the sensitivity of the absorptance on the GaAs 

thickness. This sensitivity is reduced for the material without the ARC because there the 

internal front reflection is higher, leading to greater light trapping.  



86 

 

Fig. 37. Electromagnetic leakage out of the front of a PPC device with sub-optimal (left) 
versus optimal (right) GaAs thickness. 

 

III. NANOTEXTURING RESULTS 

A. Fabrication of nanocones 

This fabrication of nanocones was done at the University of Ottawa. Most of the 

fabrication was done by Mathieu de Lafontaine, only with some reactive ion etching done 

by this dissertation’s author. The fabrication technique was electron-beam lithography, as 

detailed in Section 3.IV. The nominal geometry is disks in a hexagonal lattice with 

diameters of 600 nm and gaps of 150 nm. The electron-beam resist used was ZEP520A. 

The EBL steps are detailed in Section 3.IV.  

The atomic force microscopy (AFM) image of the EBL structures is given in the 

figure below. Although the shape does not look completely circular, possibly due to a tilt 

in the AFM tip, the gaps do look uniform from structure to structure, which was the 
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principal reason to use EBL over self-assembled lithography such as nanosphere 

lithography. 

 

Fig. 38. Atomic force microscopy (AFM) surface roughness of resist nanostructures after 
lithography but before etching. The ZEP520A resist is patterned on top of a GaInP 
surface. 

Although AFM images give quantitative information, they are liable to introduce 

artifacts. In particular, they are not typically able to sense undercutting. It is thus useful to 

combine AFM with microscopy imaging to characterize nanostructures. Microscopy 

images from focused ion beam scanning electron microscopy (FIB-SEM) are presented 

below. 
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Fig. 39. Image from focused ion beam scanning electron microscopy (FIB-SEM) of resist 
nanostructures after lithography but before etching. The ZEP520A resist is patterned on 
top of a GaInP surface. 

After EBL, the next main step in fabrication is plasma etching. The plasma etch 

conditions are detailed in Section 3.IV. The AFM and SEM characterizations of the 

etched nanostructure shapes are in the two figures below. 

 

Fig. 40. AFM of GaInP nanostructures. Imaging was done after plasma etching 
transferred the pattern from the resist into the 250 nm GaInP layer and – partially into the 
GaAs base layer.  
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Fig. 41. Image from focused ion beam scanning electron microscopy (FIB-SEM) of 
GaInP/GaAs nanostructures after plasma etching.  
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The nanostructure shape within the FIB-SEM images appears to be semi-

ellipsoid. If truncated nanocones are desired as opposed to semi-ellipsoid, then a couple 

of processing changes could be explored. First, a reduced EBL dose could be applied to 

limit the undercutting seen in Fig. 39. Proper dose reduction would require a study such 

as the one shown in Fig. 7 of Elsner et al. [158] in order to find the lowest EBL dosage 

that fully removes the resist layer. The next alteration could involve reducing the bias 

power to reduce the sidewall faceting of the EBL resist.  

  An important note to make on the plasma etching is that, with a bias platen power 

of 70 W, the approximately 500-nm thick EBL resist is completely removed by the time 

the etch gets through about 200 nm of planar GaInP. In other words, the selectivity of the 

etch recipe for GaInP over the ZEP500a resist is only about 0.4. To gain greater control 

over the fabricated nanostructures, then, EBL resists with a higher selectivity could be 

explored, such as the Micro-Resist-Technology GmbH Ma-N [159] or Hydrogen 

silsesquioxane HSQ [160]. These resists are, however, negative EBL resists, so their use 

would require a redesign of the EBL procedure. A similar argument could be made for 

the use of a SiO2 hard mask, that it could give a greater selectivity, but it would require 

development of two plasma etching recipes instead of one. 

 Nonetheless, the nano-ellipsoids seen in the FIB-SEM image are remarkably 

uniform across the wafer, satisfying the main requirement as seen from the FDTD 

simulations. As seen in the previous section, nano-ellipsoids can yield absorptance values 

that are nearly as high as that of truncated nanocones. The next step to check is whether 

the nanotexturing process has affected material lifetime. 
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B. Effect of Etching on Material Lifetime 

EBL and plasma etching followed by time-resolved photoluminescence (TRPL) 

was applied to a double heterostructure to assess the effects of nanostructures on the 

material lifetime. The TRPL laser was a 532 nm solid-state laser. A 750 nm long pass 

filter was placed between the sample and the single-photon counter, which was verified 

to filter photoluminescence from the GaInP passivation layer as well as most laser light 

from the detector. Further details are given in section 3.II. 

The double heterostructure samples are formed of layers of 250 nm GaInP/250 nm 

GaAs/250 nm GaInP before nanotexturing, with an absorber doping of 5×1016 cm-3. The 

material is initially grown with a 50 nm GaAs cap layer, which is usually removed 

through a selective wet etch. The material stack is depicted in Fig. 42. In an analysis of 

the TRPL of four heterostructure different absorber thicknesses, the surface 

recombination material has been assessed to be 224 cm/s and the bulk lifetime 264 ns. 

That analysis is not presented in this document, but it is very similar to the analysis in 

Section 5.II.B. 

Fig. 42. Material stack for TRPL sample in 
the nanotexturing study, depicted for the thinnest 
GaAs absorber of 250 nm. For the baseline 
nanotexturing process, the GaAs capping layer is 
removed.  

 

The TRPL decay curves for the 250 nm GaAs absorber are shown below for 

various etching conditions. While the GaInP passivation layer is etched with a dry plasma 

etch (using a Cl2/Ar gas with a 140 W ICP source power and a 70 W platen bias power, 

as detailed in Section 3.IV), the GaAs cap layer is etched with a selective wet etching to 
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provide a pristine GaInP layer for the nanotexturing process. (A GaAs cap layer would 

also be removed in a photovoltaic device to reduce parasitic absorption of the GaAs 

absorber). The etch solution that removes the GaAs cap is a 100:100:2 proportion of 

H2O:H2O2:NH4OH, and it is not expected to etch or otherwise damage the bulk GaInP 

material.  

 
Fig. 43. TRPL lifetime of 250 nm GaAs absorber with 250 nm GaInP passivation layers 
under a 9 pJ laser pulse with a 39 µm beam diameter. A 50 nm GaAs cap layer is 
completely removed with wet selective etching in three of the samples (- all but the as-
grown sample), while the passivation layer is partially removed with dry plasma etching 
in two of the samples. 
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The sample with a cap appears biexponential with a short lifetime associated with 

recombination in the unpassivated GaAs cap and a longer lifetime associated with the 

passivated GaAs absorber. The impact of the cap layer is seen to reduce the overall 

luminescence (due to parasitic absorption of incident light by the unpassivated GaAs cap) 

but increase the effective lifetime. The cap layer can yield higher lifetimes when it 

shields the charge dynamics in the passivation and absorber layers from defects at the 

semiconductor-air interface [161]. The table above compares the lifetime of a sample 

with a cap layer to samples without a cap layer with various levels of plasma etching. The 

lifetimes were extracted with a monoexponential fit over the data segment where the 

signal is both monoexponential and significantly above the noise, from 18 ns to 140 ns. 

In this regime, the cap layer has the highest lifetime of 29.9 ns. 

The order of the greatest lifetime values is somewhat unexpected: the uncapped 

sample without plasma etching has a lifetime between that of the two uncapped samples 

with plasma etching. In fact, the uncapped sample with the highest lifetime is the sample 

that underwent the deepest plasma etching of 99 nm ± 10 nm. These results imply that the 

plasma etching does not necessarily reduce the material lifetime – as long as the 

passivation layer is kept sufficiently thick and highly doped. 

Table 7 
LIFETIME (IN NS) WITH WET AND DRY ETCHING  

As grown Cap removed Cap removed, 
then plasma 
etched 20 nm 

Cap removed, 
then plasma 
etched 99 nm 

29.9 ± 0.9  20.5±0.5 17.0±1.0 24.3±0.6 

Extracted effective minority-carrier lifetime of the TRPL curves above. The GaAs cap is 
50 nm. The GaInP passivation layer is 250 nm thick before plasma etching. The GaAs 
absorber is 250 nm. 
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Note: The samples of Figure 43 and Table 7 above were etched at the Arizona 

State University plasma etcher using an STS AGE ICP system, while all other plasma 

etching was done at the University of Ottawa using a SAMCO RIE-110iP ICP system. 

Although the plasma conditions, as specified in Section 3.IV, were kept the same 

between the tools (except that the STS system need to run with a chamber pressure twice 

as high), the etch rate in the STS system in Arizona was about three times slower than the 

etch rate in the SAMCO system in Ottawa.  

A nanostructured sample was made under the high plasma power conditions at the 

University of Ottawa plasma etcher, but the etched regions between the nanostructures 

pierced through the passivation layer. Since the absorber became unpassivated, the 

lifetime was reduced from around 40 ns to 1 ns. After that finding, the default plasma 

power was reduced in order to achieve a slower etch rate so as not to etch through the 

passivation layer. The plasma power is henceforth reduced with the ICP source power 

dropped from 140 W to 65 W and the platen bias power brought from 70 W to 25 W.  

The reduction in plasma etching power led to a change in the nanostructure shape, 

height, as well as lifetime. With a higher plasma power, the nanostructures were seen to 

be nanodomes, or more precisely semi-ellipsoids, as seen in the SEM images of Figure 

41. For the lower plasma power recipe, preliminary SEM images indicate the shapes to be 

truncated nanocones, with a relatively wide, flat top plateau. The sidewall angle was 55° 

± 5°, and the outer diameter was 620 nm ± 18 nm. The AFM results indicate that the 

height of the nanocones is 149 nm on average, which is about half of the height of the 

semi-ellipsoids that were made with the higher plasma power, even though the etch time 

for both recipes was 65 seconds.  
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With the lower plasma power, the etch depth was adjusted so nanostructures 

arrays with high lifetimes were fabricated and characterized. The TRPL curves are given 

in the figure below. As the processed nanostructured area is small (typically 250-µm 

wide) they require focusing the beam diameter down. They beam is focused down to 39 

µm, with further details given in Section 3.II. With such a narrow beam, the TRPL curves 

can become multiexponential even at a laser pulse of 440 pJ (corresponding to a 0.277 

mW time-averaged laser power), because the carrier concentration goes into high-level 

injection with a focused pulse.  

 
Fig. 44. Effect of etching and nanotexturing on the TRPL of a 250 nm GaAs absorber 
under a 440 pJ laser pulse. The new plasma recipe uses a lower 25 W platen bias power. 

 

Table 8 
LIFETIME (IN NS) WITH WET AND DRY ETCHING  

Planar, as 
grown 

Planar, GaAs 
cap removed 

Planar, plasma 
etched 

Nanostructured, 
D = 500 nm 

Nanostructured, 
D = 600 nm 

Nanostructured, 
D = 850 nm 

38.5 ± 2.2 26.2 ± 0.8 38.1 ± 0.7 36.3 ± 0.7 34.4 ± 0.4 36.4 ± 0.3 

Extracted effective minority-carrier lifetime of samples of the figure above. The GaInP 
absorber is 250 nm thick as grown. 
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It is challenging to visually compare the slopes of the curves as they partially 

cover each other, but the table above gives the extracted effective lifetimes of each curve. 

The lifetime was extracted for times from 60 to 215 ns, which is when the curves show 

monoexponential decay with significant signal-to-noise levels. The tabulated results show 

that plasma etched and nanostructured samples yield lifetimes that are as high as the as-

grown sample (to within experimental error). It is curious that the lifetime of the sample 

with cap removal but no passivation removal (column 2) is lower than the samples with 

the cap removed and the passivation layers partially removed (columns 3-6). Although 

PL intensity can increase during thinning of passivation/cap layers due to more carriers 

getting to the absorber, generating higher carrier concentration [50], the lifetime in the 

monoexponential segment of the TRPL curve is not expected to depend directly on 

carrier concentration. The lifetime could, nonetheless, depend on the Fermi level. 

Therefore, intensity- or temperature-dependent TRPL could be used to see if the order of 

highest lifetimes is variant. 

Finally, TRPL for a thicker GaAs absorber thickness of 2800 nm is presented 

below. The TRPL conditions are again a 440 pJ laser pulse with a 39 µm beam diameter. 

Due to the longer lifetime of a thicker absorber the decay occurs over a longer time, so 

the multiexponential part of the curve can be taken into account with a biexponential fit, 

as shown. For the long-lifetime component of the biexponential decay, the extracted 

effective lifetimes of the three materials are quite similar, with 175 ns for the 

nanostructured material, 188 ns for the planar etched material, and 171 ns for the as-

grown material. The differences between these numbers are not significant, as the order 

of highest lifetime values will change if the weighting scheme used in the OriginPro 
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fitting algorithm is changed. The weighting scheme used was “statistical, �H = 1/�H,” 

where �H and �H are the weight and the value of the ith data point, respectively. In the 

alternative weighting scheme of “no weighting, �H = 1” the nanostructured material has 

the highest lifetime, while in the weighting scheme “variance, �H = 1/�H�,” the 

nanostructured material has the lowest lifetime of the three. Thus the differences in 

lifetimes are below the measurement uncertainty. 

 
Fig. 45. Effect of etching and nanotexturing on the TRPL of a 2800 nm GaAs absorber. 
Biexponential fits are shown alongside measured data. 

In conclusion, the nanotexturing process did not significantly impact surface 

passivation after the plasma etched power was reduced. Although the surface area of the 

GaInP surface was increased, the GaInP layer had a high enough doping (1018 cm-3) and 

thickness (with thickness remaining after etching on the order of 100 nm) that the carriers 

in the GaAs absorber are effectively passivated from the nanotextured GaInP surface. 
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CHAPTER 7 

WAVELENGTH-SELECTIVE EMISSIVITY 

While light trapping can raise module temperatures through reduced sub-bandgap 

reflection (as seen in the next chapter), it can also lower module temperatures through 

increased radiative cooling. The enhancement is due to the fundamental equality between 

absorptivity and emissivity, known as Kirchhoff’s law of radiation [31]. Solar irradiance 

is substantial for wavelengths above 0.3 eV (i.e., below 4.1 µm), whereas thermal 

irradiance is only significant for wavelengths below 0.35 eV (i.e., above 3.5 µm). There 

is little intensity in the overlap between solar and thermal irradiance, thus light trapping 

in N t 3.5 μm is likely to increase module temperatures, whereas light trapping in N >
4.1 μm should reduce temperatures. 
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Fig. 46. Spectral regions for different wavelength-selective light trapping techniques. 

 

Light trapping in the mid-infrared region has been shown to increase radiative 

cooling, as discussed in the literature review of Section 2.VIII. It can be concluded that 

for PV modules under full sunlight, light trapping – technically light in-coupling – lower 

module temperatures by increasing bringing emissivity of glass close to 1 for 

wavelengths over 4.5 µm.  

I. IMPACT OF EMISSIVITY ENHANCEMENTS IN AND OUT OF THE ATMOSPHERIC 

WINDOW ON RADIATIVE COOLING AND MODULE TEMPERATURE 

A more nuanced conclusion, however, can be found if one examines the effects of 

narrowband enhancements to the emissivity. In particular, we compare the effects of 

increasing emissivity in the atmospheric window, äH�, to increase emissivity outside of 

the atmospheric window. Now, the wavelength range outside of the atmospheric window, 

ä�;�, is chosen such that the äH� and ä�;� have the same impact on the irradiance-

weighted average of emissivity across the full-spectrum. The range inside the window is 

8-13 µm. The corresponding range outside of the window with the same amount of 

blackbody irradiance is 4.581-8 and 12-16.826 µm. Outside of those numbers, the 

emissivity is held at 0, as seen in Fig. 47. 
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Module temperatures are modeled for an open-rack configuration under one sun 

with a convection coefficient of 17 (W m-2 K-1) and ambient and ground temperatures of 

25°C. The module considered is a glass-glass single-junction perovskite with a full-

spectrum absorptance of 62%, a standard testing condition (STC) efficiency of 20%, and 

a power-temperature coefficient of -0.14%°C. As the absorptance of the perovskite is 

low, similar to that of the GaAs, the effect of radiative cooling on temperature here will 

actually be lower than for a Si module, which generally faces higher heat generation. 

Figure 48a shows that emissivity values in the atmospheric window are most 

effective at reducing module temperatures. The module temperature increases more 

rapidly with the emissivity in the window, äH�, than with the emissivity out of the 

window, ä�;�. The reason for this difference is explored in Figure 49.  

 
Fig. 47. Wavelength ranges of the two emissivity values that are varied in the 
simulations, such that the amount of blackbody irradiance added in the two regions out of 
the atmospheric window (AW) equals the blackbody irradiance within the AW. 



101 

 

In Figure 49a, we see that increases in äH� and ä�;� both lead to similar increases 

in thermal emission, but increases in äH� leads to significantly large increases in net 

radiative cooling, defined as the difference between emitted and absorbed longwave 

radiation. Increases in ä�;� are less significant to module temperature, because outside of 

the atmospheric window there is more thermal downwelling atmospheric radiation that 

can heat the module. Outside of the window, the cooling achieved with increased 

emission is counterbalanced by larger absorption of downwelling thermal atmospheric 

radiation. Thus, increasing the emissivity outside of the atmospheric window raises both 

thermal emission and absorption, whereas increasing the emissivity inside of the 

atmospheric window leads to increases in thermal emission with smaller changes in 

thermal absorption. In conclusion, emissivity values inside of the atmospheric window 

have a stronger importance on net irradiance than values outside of the window, even 

after normalizing by the blackbody spectrum.  

 
Fig. 48. Impact of increased emissivity on perovskite module temperature, when the 
emissivity is varied within the atmospheric window, äåB, as opposed the emissivity out 
of the window, ä
�v. 
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This phenomenon could inform future optimization to how to weight the values of 

the emissivity inside the atmospheric window over the values outside of the atmospheric 

window. Furthermore, if light trapping made in the glass can be focused on increasing the 

emissivity within the atmospheric window, then higher emissivity values in that range 

can be achieved. Thus, wavelength-selective light trapping can be used to increase 

radiative cooling by enhancing thermal emission in the atmospheric window. 

(a) (b)  

(c) (d)  
Fig. 49. (a) Reason for the wavelength-sensitive characteristic of increased emissivity on 
perovskite module temperature. When the emissivity is varied within the atmospheric 
window, äåB, as opposed the emissivity out of the window, ä
�v, the net thermal 
irradiance out of the cell is higher, leading to greater radiative cooling.  (b) The 
proportional differences in radiative cooling become even greater. (c) The difference 
between net and emitted irradiance is understood to by the sky thermal irradiance. A 
greater proportion of this downwelling atmospheric is outside than inside of the 
atmospheric window. (d) Impact of emissivity and net thermal irradiance on module 
temperature for 0 suns vs 1 sun. 
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The differences between daytime and nighttime cooling are examined in Figures 

49 (b) and (d). The environmental conditions, such as ambient temperature, are identical 

between Figure 49(a) and (b) except for the incident sunlight. In Figure 49(b), the 

incident solar irradiance is 0 suns, indicating nighttime or deep shadow. At night, 

increases in emissivity within the atmospheric window is seen to have an even more 

drastic impact on net longwave radiation increases outside of the window. At night, the 

thermal balance of a material has an even higher dependence on the longwave thermal 

radiation received from the atmosphere, as the influence of solar radiation is gone. The 

near-zero nighttime temperature change for increased ä�;� seen in Figure 49(d) shows 

how the emissivity inside of the atmospheric window can be essential to reductions in 

module temperature.   

The previous charts considered the emissivity increases with the baseline 

emissivity considered at 0, but the baseline emissivity of glass as already high at 0.89 

[76]. Thus, it can be more realistic to consider a decrease in the emissivity from a 

baseline value of 1. In other words, values of ä�;� and äH� start at 1 and the fixed 

emissivity of the wavelengths above 16.826 µm are now set at 1 instead of 0. The 

updated results are given in the figure below, modeled for a glass-glass module with 

passivated emitter rear contact (PERC) cell of 20% standard testing condition efficiency 

and a temperature coefficient of -0.35% in power per degree Celsius. It is seen that drops 

in äH� are 60-65% more consequential than drops in ä�;�, for the PERC Si module 

modeled under one sun. These results elucidate how future study should consider a 

weighted optimization of the emissivity across the infrared spectrum. 
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Fig. 50. Impact of drops in the emissivity of a PERC Si module, considering with a 
baseline emissivity of 1. When the emissivity is reduced within the atmospheric window, äåB, as opposed the emissivity out of the window, ä
�v, a 60-65% greater change in the 
temperature is incurred.  

Not only could increasing emissivity in the atmospheric window led to lower 

module temperatures, but it can also lead to lower environmental temperatures. Much of 

the thermal emission for wavelengths out of the atmospheric window leads to heating in 

the atmosphere that will lead to higher temperatures in the local environment. In contrast, 

much of the emission for wavelengths in the window escapes the atmosphere, leading to 

relatively lower temperatures for the local environment. If PV modules receive a 

significant portion of the Earth’s surface, enhanced emissivity in the atmospheric window 

could lead to lower global temperatures. Thus, advanced photovoltaics could mitigate 

climate change through targeted radiative cooling in addition to enhanced sub-bandgap 

reflection, adding to the reduction in greenhouse gases received when replacing fossil 

fuels with photovoltaics. 

Finally, the performance of an ideal emissivity can be benchmarked to the 

emissivity of conventional cover glass within Figure 50. The module temperature with an 

ideal emissivity of 1 (but 0 for wavelengths below 4.5 µm as to not incur absorption of 
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sunlight) is 44.6°C. That temperature can be compared to the 67.8°C value (not shown) 

for a module with emissivity of 0. The temperature of an open-rack glass-glass module 

with conventional, flat soda-lime glass, which achieves a temperature of 46.0°C, which 

corresponds to 94.2% of the potential change with emissivity varied from 0 to 1. Thus, 

the radiative cooling gains can largely be satisfied by the presence of cover glass. Even 

more impressive, however, is the nano-textured cover glass of Perrakis et al. [76], which 

achieves 98.8% of the potential radiative cooling gains for a photovoltaic module under 

one sun.  

In summary, a photovoltaic module under full sunlight experiences the lowest 

temperatures when its emissivity is 1 for wavelengths above 4.5 µm. Emissivity values in 

the atmospheric window are 60-65% more impactful than emissivity values outside of the 

atmospheric window when considering reductions below a baseline emissivity of 1 for a 

20% efficient PERC Si module under full sunlight and typical convection conditions. The 

impact of wavelength-selective emissivity is more pronounced at times when the incident 

sunlight irradiance is low, thus future work may look to investigate the wavelength-

selective design that optimizes the annual temperatures to limit degradation of the module 

that occurs both when incident solar irradiance is high and times where it is low. For 

photovoltaics under one sun, however, 94% of the potential benefits of radiative cooling 

are achieved by the presence of a cover glass – a value increased to 99% if micro-

textured glass is used.  

The next section investigates another form of passive cooling, sub-bandgap 

reflection, which shows values far below ideal, even for state-of-the-art Si modules.  
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CHAPTER 8 

IMPACT OF LIGHT TRAPPING ON SUB-BANDGAP REFLECTION 

This chapter gives the results from my paper published in the journal IEEE 

Journal of Photovoltaics, Ref. [91]. 

Abstract—Reflection of sub-bandgap light has been argued to be the most effective path 

to lower-temperature solar modules. This report compares GaAs modules with high sub-

bandgap reflection to various Si modules under two experimental thermal configurations. 

The GaAs modules operate 6°C colder than both polycrystalline and monocrystalline Si 

within an open-rack configuration. This thermal advantage increases to 13°C for an 

insulated configuration. The experimental data is used to build a theoretical model, 

finding agreement with root-mean-square (RMS) error between 1.5-2.8°C. The model 

shows the main thermal advantage of these GaAs modules to be their high sub-bandgap 

reflection of 77%. Next, the potential for enhancing silicon’s sub-bandgap reflection is 

considered. It is found that Si modules fundamentally cannot achieve such high sub-

bandgap reflection, because of the amplification of parasitic absorption that occurs with 

light trapping. Light trapping more than doubles the parasitic absorption of encapsulation 

layers, limiting the Si’s maximum sub-bandgap reflection to 63%. Hence, higher values 

require thorough optimization of front, bulk, and rear layers, but could lower 

temperatures by up to 11.6°C for insulated Si modules. Enhanced sub-bandgap reflection 

thus offers an elusive yet effective improvement for solar energy. 



107 

Sub-bandgap reflection has been argued as a particularly effective way to lower 

module temperatures [86],[162],[163],[164]. These reports have focused on open-rack 

configurations. The current report evaluates the impact of sub-bandgap reflection across 

thermal configurations. Section I compares module temperature and efficiency between 

insulated and open-rack configurations. Then, Section III examines the fundamental 

limitations and practical benefits of sub-bandgap reflection for silicon modules. 

I. EFFECT OF THERMAL CONFIGURATIONS 

Before using the model for explanatory results, it is assessed by comparing 

calculated and measured temperatures. The curves match quite well as seen in Fig. 51 for 

a representative summer day. Calculations match measurements with RMS errors within 

2.8°C for each module in the open rack configuration. RMS error reduces to 1.5°C for 

insulated GaAs modules. GaAs’s thermal advantage can also be seen in Fig. 51. GaAs 

operates up to 8.2°C colder than Si in the open-rack configuration compared to 16.9°C 

colder in the insulated configuration. One may expect the temperature difference to be 

larger in the insulated configuration as temperatures are magnified by lower cooling.  

 

 
Fig. 51. Hourly temperatures for the (a) open-rack and the (b) insulated configurations for 
two days during mid-summer in Merced, CA. In the insulated configuration, the Si 
module temperatures are seen to be much greater than those of GaAs. Calculations match 
measured values within an RMS error of 1.5-2.8°C for each module over multiple 
months.   
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Fig. 52 compares the increase of module temperatures above ambient, ΔT, for Si 

and GaAs modules across several months of data. The ratio ΔT�H/ΔTý��: is greater in the 

insulated configuration. In the insulated configuration ΔT�H/ΔTý��: stays near 1.4, while 

the open-rack ratio varies from 0.9 to 1.3. This variation in the ratio is partly due to 

movement of the rack’s shadow; when the rack shadows the ground beneath the module, 

the module receives less radiative heat from the ground. Another reason for the varying 

ratio is nonlinearity in the radiation terms – as seen in Fig. 53. 

 

Fig. 53 depicts the thermal balance graphically for MC-Si and GaAs (with 

modules graphed on one plot by using only convection coefficients of GaAs1 and 

neglecting variation in extraction efficiency.) The balance of the heating load with 

cooling determines the module temperature. The heating load is reduced by reflection and 

 
Fig. 52.  Comparison of measured ¬k (module temperature above ambient) over several 
months. The ratio of ¬k is nearly fixed in the insulated configuration, but this ratio varies 
in the open-rack configuration due to effects of shadows and nonlinearities on radiative 
cooling. 
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electrical extraction. The resultant heat load of GaAs is much lower than that of Si 

primarily due to higher reflection and secondarily to greater extraction. Comparison of a) 

and b) shows that the cooling effect of sub-bandgap reflection becomes magnified in the 

insulated configuration. In the open-rack configuration, both modules run cooler due to 

rear convection and rear radiation.  

 

Fig. 54 presents a statistical summary for the experimental results, giving 

averages and standard deviations for module temperature and relative efficiency. To 

isolate from changes in the weather, the data have been filtered for irradiances between 

900-1050 W/m2, wind speeds 0.5-1.5 m/s, and ambient temperatures 25-35°C. Fig. 54a 

shows that GaAs modules run significantly cooler than Si - especially in the insulated 

configuration. The temperature difference between silicon modules is within the standard 

deviation. The impact on relative efficiency is given in Fig. 54b. The Si modules operate 

much more efficiently in the cooler configuration, but the GaAs performance appears 

independent of configuration. This result demonstrates extra power in using GaAs for 

insulated applications.  

Fig. 53. Depiction of thermal balance for modules in  a) the insulated configuration and  
b) the open-rack configuration. The data are calculated for 1000 W/m2 irradiance, 1.9 m/s 
wind speed, as well as 25°C ambient and ground temperatures. GaAs modules are seen to 
run colder primarily through higher sub-bandgap reflectance. The impact of sub-bandgap 
reflection leads to much greater temperature differences in the insulated configuration. 
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The experiments were in Merced, CA – a relatively warm locale. The model is 

used to extrapolate results to various cities, with results given in Fig. 55. The 

performance losses due to temperature are nearly three times as large in Phoenix, AZ as 

in Fargo, ND. Although weather conditions such as irradiance, wind speed, and humidity 

are considered, the ambient temperatures largely determine the performance loss of hot 

modules. Error bars here indicate the difference between temperature coefficients found 

from indoor and outdoor measurements [127]. Although the MC-Si and SC-Si modules 

operate at similar temperatures, the MC-Si are expected to receive a greater performance 

loss due to a steeper temperature coefficient. In insulated configurations, the MC modules 

can lose 16% of their efficiency relative to STC. These results motivate redesigning Si 

modules to operate at cooler temperatures for insulated configurations. 

Fig. 54. Experimental (a) module temperature and (b) relative efficiency (relative to STC 
efficiency) of GaAs, multi-crystalline Si, and single-crystalline Si. The data are filtered 
for weather around 30°C ambient and 1000 W/m2 irradiance. The insulated configuration 
creates hotter temperatures for all modules. The silicon efficiencies are greater in the 
open-rack than insulated configuration, but the GaAs efficiencies are practically 
independent of thermal configuration. 
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II. ENHANCEMENT OF SUB-BANDGAP REFLECTION 

 Si modules are textured to achieve light trapping, which drastically impacts 

reflection. In particular, the angle-averaged internal reflectance is enhanced to RH�� = 1 −
1/Fa� = 92% after texturing [141]. For planar modules, internal reflection is much 

smaller: oH�� = o,d� = 5% as taken from Si’s reflection at 2.5 eV in Fig. 10 of the 

methods section.  

Fig. 56 illustrates the difference in internal reflection. Light trapping leads to a 

2na� = 25 times greater effective path length through the Si layers of a textured module 

(compared to in a planar module with a rear reflector) [165]. Due to the intermediate 

indices of the glass and encapsulant, light trapping increases the effective path length 

through an encapsulation layer from two to 8.9 times its thickness. 

 
Fig. 55. Irradiance-weighted module-level performance ratio showing the effect of climate 
on insulated modules. The ambient temperature largely determines the modeled 
performance loss, while wind and humidity introduce some scatter to a linear fit. 
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Thus, light trapping amplifies the effect of parasitic absorption on o:;i, leading to 

the nonlinear curves of Fig. 56b. For textured modules, small deficiencies in back-surface 

reflection create large drops in sub-bandgap reflection. This sensitivity generalizes to 

various light-trapping geometries [136], although its magnitude depends on the texturing 

geometry. In addition to absorption at the rear, textured modules depend more sensitively 

on PA in bulk and front layers – compare the 80% maximum for planar, encapsulated Si 

with the 52% maximum for textured, encapsulated Si. 

Fig. 56b was calculated with the moderate-doping FCA model to enable 

comparison of the calculated curves with experimental results from [129]. Indeed, the 

bare and encapsulated curves here agree with the experimental error bars. The 

experimental sub-bandgap reflectances were taken from irradiance-weighted averages of 

bare and encapsulated curves from for Al-BSF, line-contact (PERC-A), and point contact 

(PERC-B) architectures [129]. The back-surface reflectance values were found from 

 

Fig. 56. (a) Illustration of the compounding effect of light trapping on parasitic 
absorption. Sub-bandgap light in textured cells hits interfaces several times more than in 
planar cells – sometimes resulting in extra parasitic absorption in encapsulation layers 
before reflecting at the air interface. (b) Effect on (irradiance-averaged) sub-bandgap 
reflectance. Textured Si’s sub-bandgap reflectance drops precipitously with introduction 
of parasitic absorption at the front or back. Error bars indicate agreement of calculations 
with experiments from [129].  
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[166], [167], [168]. The lower reflection for Al-BSF compared to PERC cells can be due 

to the lack of a rear dielectric layer [169] and the presence of a graded Al-Si layer in the 

Al-BSF cells [170]. 

Table 9 gives the maximum sub-bandgap reflection for varying amounts of free-

carrier absorption and encapsulation. The table shows moderate FCA to reduce the 

maximum sub-bandgap reflectance by 25%. This loss, however, can be reduced to 10% 

in the low-doping case. The impact of glass is seen to be small relative to EVA. The 

encapsulant EVA drastically limits sub-bandgap reflection. Encapsulation reduces the 

maximum R:;i achievable by 38% absolute. 

 

For GaAs modules, the sub-bandgap reflection would follow the linear trend of 

the planar curves in Fig. 56, resulting in less sensitivity to parasitic absorption or rear 

optical losses. This conclusion is supported by Fig. 10, where the irradiance-averaged 

o:;i for GaAs is 77% compared to PERC’s 21%. GaAs modules can fundamentally 

achieve much higher sub-bandgap reflectances due to the relative insensitivity of planar 

cells on parasitic absorption.  

The thermal impact of enhanced sub-bandgap reflection is determined by 

Table 9 
SI SUB-BANDGAP REFLECTANCE AT 100% REAR REFLECTANCE 

 

Glass & 
EVA Glass Bare 

Mid-doping 
FCA 52.0% 68.8% 74.6% 

Low-doping 
FCA 59.9% 82.5% 89.9% 

No FCA 62.5% 91.5% 100.0% 

These calculations for textured Si consider parasitic absorption in encapsulation layers 
and free carrier absorption (FCA) in the Si layers. 
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replacing R�E� with R:;i�E� for sub-bandgap energies in a recalculation of (1) and (2). 

Module temperatures (calculated for 1000 W/m2 irradiance, 25°C ambient, 1 m/s wind 

speed, and the low-doping FCA model) are given in Fig. 57. These results show a 

potential 12.8°C reduction from sub-bandgap reflection. This enhancement could 

significantly improve the end-of-life performance for insulated configurations, because 

module degradation can increase with temperature [171], [172]. Using a temperature 

coefficient of -0.37%/°C for SC-Si, the efficiency increase is determined as 4.8% relative 

to STC – amounting to an efficiency boost of 1.0% absolute. 

 

 The ideal curve in Fig. 57 neglects parasitic absorption in front and bulk layers. 

Although ideal modules can cool by 12.8°C due to enhanced back-surface reflection, this 

value drops significantly for encapsulated modules. A module with glass and EVA sees 

7.4°C cooling if its back-surface reflectance improves to 100%. Replacing EVA with the 

more expensive encapsulant silicone gives marginal benefits in cooling. Using thinner 

silicone of 0.2 mm would yield some extra benefits - but thinner encapsulants do leave 

 
Fig. 57. Cooling due to enhanced reflection of sub-bandgap light for insulated SC-Si 
modules in 25°C ambient. Parasitic absorption in the encapsulant material severely limits 
the impact of a higher back-surface reflection. 
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modules more vulnerable to stress-induced damage [173]. The thin silicone encapsulant 

gives a maximum sub-bandgap reflection of 67%, yielding 9.3°C cooling. 

Substantially more cooling, 11.6°C, becomes available if PA in the encapsulant 

could be eliminated. One may consider removing [174] or replacing the encapsulant 

[175]. A selective filter could be integrated into the glass to reflect sub-bandgap light 

[86], [176]. The glass itself could be designed as a selective mirror [177], [178]. Perhaps 

best, a selective filter could be placed between the glass and the encapsulant, which 

would lower the parasitic absorption that occurs in the encapsulant while preserving 

radiative emission from the glass [87].  

 

III. CONCLUSION OF SUB-BANDGAP REFLECTION 

This chapter compares the value of sub-bandgap reflection across module types 

and thermal configurations. Multiple configurations were designed to simulate varying 

thermal scenarios. The Si modules run hotter than the GaAs. The temperature difference 

was highest in the insulated configuration, where cooling factors are reduced. The 

performance of Si modules in the insulated configuration dropped by several percent 

relative to the open-rack configuration, but GaAs preserved its high efficiency. This 

result demonstrates extra power in using GaAs over Si for thermally-insulated 

configurations. 

This result demonstrates extra power in using GaAs over Si for thermally-

insulated configurations. Although GaAs is too expensive for many large-scale 

applications, its temperature advantage could become a deciding factor for thermally-

insulated, high-value applications such as unmanned-aerial vehicles. Lower temperatures 
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should also yield less module degradation. Future work may consider evaluating the 

difference in lifespan between GaAs and Si modules within thermally insulated 

configurations. 

A computational model was validated with RMS errors within 1.5-2.8°C. This 

model explains that the temperature difference derives primarily from GaAs’s higher sub-

bandgap reflection and secondarily from its higher V�	. These GaAs modules reflect 77% 

of sub-bandgap photons, which reduces excess heat. This sub-bandgap reflection dwarfs 

that of the Si modules – at 21% for the single-crystalline modules and 15% for the multi-

crystalline modules.  

Enhancing the sub-bandgap reflection of Si could return a quarter of its 

temperature-induced performance loss – but only if the front, bulk, and rear are all highly 

optimized. Ray tracing shows light trapping to amplify parasitic absorption, which 

fundamentally limits sub-bandgap reflection in textured Si modules compared to thin 

films. Parasitic absorption within the EVA layer nearly halves the potential benefits of 

sub-bandgap reflection. Alternative materials for the encapsulant can give marginal 

improvements - but eliminating parasitic absorption in the encapsulant through advanced 

designs enables greater benefits. Only then could textured Si achieve the sub-bandgap 

reflection demonstrated by planar GaAs. 
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CHAPTER 9 

OVERVIEW AND CONCLUSION 

In this work, light trapping in thin photovoltaic (PV) cells is examined over the 

electromagnetic spectrum.  

First, the influence of light trapping for the absorption of above-bandgap light is 

detailed. It is shown that an enhancement of a rear mirror always benefits a monofacial 

cell, but negative consequences can occur as a result of light trapping caused by light 

scattering and internal reflection. Depending on the structures and processes used to 

implement it, light trapping can increase parasitic absorption, series resistance, or surface 

recombination velocity. In the absence of those potential negative effects, it is shown that 

light trapping will improve Si cell performance - even for thick 1000 µm absorber layers, 

but it only boosts performance in direct-bandgap, thin-film PV cells for particularly thin 

absorbers. GaAs, for example, can only significantly benefit from light trapping when the 

absorber thickness is below 2 µm, which could allow for ��M increases through absorber 

thickness and bulk recombination reduction. At a fixed thickness and current, however, 

light trapping will decrease ��M by increasing the net radiative recombination in the 

absorber. The increased radiative recombination was shown to lead to an efficiency loss 

for some copper indium gallium diselenide (CIGS) cells, depending on thickness, rear 

reflectance, and carrier lifetime. Nonetheless, it is shown that the net effect of increased 

absorption and radiative recombination, which are the two fundamental consequences of 

light trapping, lead to efficiency increases for Si, CdTe, and GaAs regardless of 

thickness, rear reflectance, and carrier lifetime.  
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The minority-carrier lifetime has a significant impact on the extent to which light 

trapping benefits the photovoltaic performance of a material. If the carrier lifetime in a 

material is relatively low, then many charge carriers will recombine before reaching 

electrical contacts. By increasing absorption, light trapping allows for a reduction in 

absorber thickness, reducing the distance to contacts. Thus, light trapping is particularly 

beneficial for materials with low bulk lifetimes. To investigate this, bulk lifetimes in  

multiple materials were measured using time-resolved photoluminescence (TRPL). The 

bulk lifetime was measured at 32 ns ± 5 ns for molecular beam epitaxy (MBE)-grown 

GaAs, and 100 ns ± 30 ns for metal-organic chemical vapor deposition (MOCVD)-grown 

GaAs. The surface-recombination velocities were found to be 4100 cm/s ± 800 cm/s at 

the MBE-grown and 1210 ± 60 cm/s at the MOCVD-grown GaAs/GaInP interface. The 

superior quality of MOCVD-grown material over the MBE material is consistent with 

multiple previous studies. Modeling of light trapping effects yielded benefits for both 

materials, boosting maximum efficiencies by 2% absolute for MBE-grown and 1% 

absolute for the MOCVD-grown material. For the dilute nitride material GaN0.02P0.98, the 

TRPL signal was detectable only at low temperatures. At 11 K, the SRV was measured to 

be 730 cm/s ± 130 cm/s and the bulk lifetime at 300 ns ± 400 ns for GaN0.02P0.98 

passivated by GaP. At room temperature, the bulk lifetime is expected to be much lower, 

implying that light trapping would become critical for GaNP photovoltaic cell 

performance under normal operating conditions. 

The impact of light trapping and surface recombination was investigated for a 

type of photovoltaic cell known as a photonic power converter (PPC). PPCs convert 

monochromatic light into electricity, and as such, can experience significant current gains 
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from light trapping when the light is near the material bandgap. Device modeling shows 

an increase in PPC efficiency of 8-16% absolute from the introduction of light trapping 

on our MBE-grown GaAs material. Optical modeling with the finite-difference time-

domain (FDTD) software Lumerical was performed to explore particular light-trapping 

structures. The current best simulation uses 700-nm wide truncated nanocones and 

achieves 25x path-length enhancement. A major obstacle to higher light trapping values 

is the parasitic absorption that occurs in the rear metal layer. Thus, a dielectric layer was 

integrated in the simulated PV cell between the metal layer and the semiconductor layer. 

While such a dielectric layer is essential to reaching path-length enhancement over 10×, it 

complicates fabrication, as it would likely require a patterned dielectric back-contact 

layer to be developed along with the front nanostructures.  

The front nanostructures were experimentally fabricated and then characterized. 

Fabrication was led by our partners at the University of Ottawa through electron-beam 

lithography (EBL) followed by plasma etching with Cl2/Ar. EBL was chosen over self-

assembled lithography as the uniformity in nanostructure diameter and spacing was 

essential to the light trapping enhancement determined by FDTD simulations. Under 

secondary electron microscopy (SEM), the nanotexturing structures were found to be 

highly uniform with the shape of semi-ellipsoids. Impact of the nanotexturing was 

assessed by TRPL. For Cl2/Ar plasma etching on the order of a 150 nm depth into a 250 

nm GaInP passivation layer, the material lifetime did not reduce as a result of the plasma 

etching or the EBL nanotexturing process. Thus, a nanotextured III-V layer offers 

absorption enhancement without amplification of recombination, and is particularly 
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beneficial to narrowband photovoltaics where parasitic absorption in a nanotextured 

passivation layer can be neglected. 

Next, the thermal impact of wavelength-selective light trapping was examined, 

through the phenomena of both radiative cooling and sub-bandgap reflection. For 

conventional modules, the glass material’s emissivity is the parameter that largely 

determines the radiative cooling of a material at a given temperature. In this report, 

influence of the atmospheric window on radiative cooling is quantified. The atmospheric 

window is defined as 8-13 µm, where the atmosphere is largely transparent to light, and it 

has a significant influence on the net longwave irradiance of a surface.  Greater emittance 

in this wavelength range can significantly enhance radiative cooling. Here, the impact of 

increasing the emissivity inside of the atmospheric window was compared to that of a 

corresponding region outside of the atmospheric window. Compared to an emissivity of 

1, a reduction in the emissivity inside of the atmospheric window is modeled to have a 

60%-65% higher impact on the module temperature than the emissivity outside of the 

window. Finally, the radiative cooling of state-of-the-art Si modules is shown to already 

have 99% of the possible gains achievable for modules in an environment with moderate 

values of convection. In summary, the investigations show that, while wavelength-

selective emissivity has a significant impact on temperature (and thus material longevity), 

the current state-of-the-art is already quite close to its ideal limit.  

 The final section showed that for sub-bandgap reflection, in contrast, there is still 

much room for improvement between the values for modern Si modules and the ideal of 

100% reflection. In collaboration with the University of California, Merced, an 

experimental apparatus was built to compare record-breaking GaAs module designs to 
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various Si module types. The GaAs modules were seen to operate with several degrees 

lower temperature than the Si modules, an effect seen in previous work by Silverman 

[85]. For the modules in the present study however, it was proven that the temperature 

advantage of GaAs was primarily due to its higher sub-bandgap reflection. Furthermore, 

was shown that the reason for the superior sub-bandgap reflection of the GaAs modules 

was primarily the absence of light trapping. Ray-tracing calculations were performed, 

showing that light trapping amplifies parasitic absorption, reducing the sub-bandgap 

reflection of an Aluminum back surface field (Al-BSF) Si module from 57% to 15%. For 

cells with a higher back surface reflection, the sub-bandgap reflectance increases but is 

limited by the impact of encapsulation layers. Since the encapsulation layer, which is 

commonly ethylene vinyl acetate (EVA), has an index of refraction between air and the 

semiconductor, light in a module with textured cells can get trapped and attenuated in the 

encapsulant, leading to substantial parasitic absorption for photon energies below 1 eV. A 

textured Si module encapsulated by 3.2 mm glass and 0.4 mm of EVA can achieve a sub-

bandgap reflectance of only 63%. For modules with rear thermal insulation, elimination 

of parasitic absorption in the encapsulant could reduce temperatures by up to 4°C, 

offering efficiency gains by 1.5% relative to standard testing conditions. Further benefits 

to PV module levelized cost of electricity (LCOE) can be realized by considering the 

accelerating effect that higher temperatures have on material degradation. 

 In conclusion, light trapping should be avoided for sub-bandgap light to increase 

reflection (lower temperatures), but applied at lower energies of the blackbody spectrum 

to increase thermal emission (lower temperatures) and at above-bandgap energies to 

increase photogeneration (higher currents).  
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There are multiple areas of near-term research that could be productive in the area 

of wavelength-selective light trapping. One research opportunity is to optimize FDTD 

simulations for metallic nanospheres in order to create light trapping above the bandgap 

but not below the bandgap. A similar opportunity is to categorize which light-trapping 

designs could trap light near the bandgap without trapping sub-bandgap light. 

A particularly interesting research possibility is to quantify the thermal effect of 

light trapping for thin-film materials such as CdTe, CIGS, a-Si, and perovskites. These 

direct bandgap materials can achieve strong optical absorption without light trapping. By 

avoiding the heat generation incurred by light trapping, direct bandgap semiconductors 

become a better fit for applications involving thermal insulation, as in some building-

integrated and vehicle-integrated PV applications. That thermal advantage would, 

however, diminish if the direct bandgap PV cells have light-trapping features or 

absorptive rear interfaces. Light trapping for these materials is particularly relevant for 

Si-based tandem cells, where light trapping is conventionally introduced for the indirect-

bandgap Si bottom cell. The impact of this light trapping could be critical to the 

reliability of perovskite top-junctions, which have been seen to decompose at 

temperatures as low as 60°C [179]. Determination of the effect of light trapping on 

levelized cost of electricity (LCOE) of perovskite-Si tandems could provide valuable 

information on whether the long-term production of such tandems would benefit from 

broadband light trapping – or not [180]. Designs that only give light trapping above a 

specified energy, such as selective front reflectors or backscattering nanospheres, could 

allow for the photogeneration benefits of light trapping without incurring increased heat 
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generation. These investigations could impact the development of perovskite-Si tandems, 

and the field of photovoltaics at large.    
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Table 10 gives the measured values of the index of refraction F and extinction coefficient 

Ø for GaInP lattice matched to GaAs. These values are used in the FDTD modeling of 

Section 3.III.B.

Table 10 

OPTICAL CONSTANTS OF GAINP 
Wavelength 

(nm) 

F Ø 

193.7113 1.46545 2.31907 
195.2945 1.466888 2.377887 
196.8777 1.495326 2.388957 
198.461 1.490964 2.370362 
200.0444 1.459977 2.374742 
201.6278 1.442579 2.403916 
203.2112 1.441152 2.429177 
204.7947 1.436463 2.447325 
206.3783 1.426143 2.472484 
207.9618 1.420408 2.507556 
209.5455 1.422726 2.544744 
211.1292 1.428494 2.58057 
212.7129 1.434749 2.617847 
214.2966 1.44336 2.658649 
215.8804 1.456472 2.701641 
217.4643 1.473338 2.744779 
219.0482 1.492207 2.787955 
220.6322 1.51258 2.832538 
222.2161 1.535079 2.879288 
223.8002 1.560457 2.928509 
225.3842 1.589587 2.980164 
226.9684 1.623352 3.033716 
228.5525 1.661878 3.088115 
230.1367 1.70445 3.142995 
231.7209 1.750392 3.199565 
233.3052 1.801513 3.259546 
234.8895 1.860796 3.322738 
236.4739 1.93083 3.386744 
238.0583 2.012201 3.448701 
239.6427 2.105198 3.506229 
241.2271 2.209519 3.55601 
242.8116 2.323007 3.595404 
244.3962 2.443368 3.623035 
245.9808 2.568485 3.638072 
247.5654 2.696328 3.64007 
249.15 2.825055 3.628863 
250.7347 2.952922 3.604315 
252.3194 3.077989 3.566404 
253.9041 3.198142 3.515405 
255.4889 3.311052 3.452204 
257.0737 3.415038 3.378345 
258.6585 3.508703 3.295099 
260.2434 3.590138 3.20399 
261.8283 3.657905 3.108114 
263.4132 3.712286 3.010376 
264.9982 3.753962 2.912962 
266.5832 3.783726 2.81781 

268.1682 3.802735 2.726766 
269.7532 3.812542 2.641371 
271.3383 3.815198 2.562771 
272.9234 3.813065 2.49086 
274.5085 3.807357 2.424849 
276.0937 3.798782 2.364243 
277.6789 3.787885 2.308709 
279.2641 3.775138 2.258019 
280.8493 3.761007 2.211998 
282.4346 3.745974 2.170487 
284.0198 3.730582 2.133287 
285.6052 3.715385 2.099964 
287.1905 3.700638 2.06999 
288.7758 3.686447 2.042933 
290.3612 3.672811 2.018433 
291.9466 3.659638 1.996298 
293.532 3.646951 1.976473 
295.1175 3.634854 1.958887 
296.7029 3.623485 1.943447 
298.2884 3.613035 1.93001 
299.8739 3.603646 1.918309 
301.4594 3.595337 1.908081 
303.0449 3.588069 1.899105 
304.6305 3.581746 1.891198 
306.216 3.576211 1.884288 
307.8016 3.571409 1.878428 
309.3872 3.567376 1.873647 
310.9728 3.564191 1.869946 
312.5584 3.561976 1.867298 
314.1441 3.560897 1.865565 
315.7298 3.560998 1.864522 
317.3154 3.562239 1.863977 
318.9011 3.564531 1.863775 
320.4868 3.567738 1.863798 
322.0725 3.571658 1.864037 
323.6583 3.576201 1.864623 
325.244 3.581385 1.865657 
326.8297 3.58727 1.867208 
328.4155 3.593951 1.869322 
330.0013 3.601574 1.871998 
331.587 3.610272 1.875126 
333.1728 3.620087 1.878579 
334.7586 3.631025 1.882252 
336.3444 3.643071 1.886055 
337.9302 3.656183 1.88992 
339.5161 3.670274 1.89384 
341.1019 3.685334 1.897919 
342.6877 3.701459 1.902242 
344.2736 3.718794 1.906854 

345.8594 3.737531 1.911769 
347.4453 3.757923 1.91696 
349.0311 3.780334 1.922271 
350.6169 3.805001 1.927286 
352.2028 3.831958 1.931621 
353.7887 3.861175 1.934953 
355.3745 3.892596 1.937 
356.9604 3.926173 1.937511 
358.5463 3.961906 1.936227 
360.1321 3.999791 1.932727 
361.718 4.039611 1.926558 
363.3039 4.081053 1.917362 
364.8898 4.123762 1.90485 
366.4756 4.167356 1.888791 
368.0615 4.211433 1.868997 
369.6474 4.255563 1.84533 
371.2332 4.299307 1.81771 
372.8191 4.342232 1.786083 
374.405 4.383891 1.750412 
375.9908 4.423796 1.71067 
377.5767 4.461393 1.666852 
379.1625 4.49601 1.618977 
380.7484 4.526684 1.567177 
382.3342 4.552307 1.512337 
383.92 4.572512 1.455662 
385.5059 4.587278 1.398164 
387.0917 4.59675 1.340731 
388.6775 4.601195 1.284162 
390.2633 4.601001 1.229185 
391.8491 4.596708 1.176469 
393.4349 4.589143 1.126508 
395.0206 4.579103 1.079252 
396.6064 4.567036 1.034563 
398.1922 4.553263 0.992344 
399.7779 4.538055 0.952532 
401.3636 4.52165 0.915074 
402.9494 4.504276 0.879934 
404.5351 4.48616 0.847083 
406.1208 4.467569 0.816479 
407.7065 4.448776 0.787979 
409.2921 4.429956 0.761399 
410.8778 4.411236 0.736572 
412.4634 4.39271 0.713344 
414.0491 4.374451 0.691567 
415.6347 4.356509 0.671105 
417.2203 4.338918 0.651825 
418.8058 4.32169 0.633603 
420.3914 4.304803 0.616333 
421.977 4.288237 0.599954 
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423.5625 4.271987 0.584414 
425.148 4.256059 0.569665 
426.7335 4.240454 0.555656 
428.3189 4.225176 0.542341 
429.9044 4.210227 0.529673 
431.4898 4.195603 0.517606 
433.0753 4.181302 0.506098 
434.6606 4.167311 0.495108 
436.246 4.153614 0.484609 
437.8314 4.140203 0.474579 
439.4167 4.127074 0.465 
441.002 4.114226 0.455851 
442.5873 4.101656 0.447114 
444.1725 4.089366 0.438769 
445.7577 4.077355 0.430797 
447.3429 4.065626 0.423181 
448.9281 4.054179 0.415902 
450.5133 4.043021 0.408942 
452.0984 4.032159 0.402277 
453.6835 4.021594 0.395877 
455.2686 4.011322 0.389713 
456.8536 4.001337 0.383759 
458.4386 3.991629 0.377989 
460.0236 3.982186 0.372378 
461.6086 3.972995 0.366901 
463.1935 3.964037 0.361536 
464.7784 3.955291 0.35626 
466.3633 3.946729 0.351052 
467.9481 3.938309 0.345898 
469.5329 3.929986 0.340809 
471.1177 3.921734 0.335812 
472.7025 3.913541 0.330929 
474.2871 3.905399 0.326182 
475.8718 3.897307 0.321592 
477.4565 3.889269 0.317177 
479.0411 3.881289 0.312957 
480.6256 3.873381 0.308949 
482.2101 3.86556 0.30517 
483.7947 3.857848 0.301635 
485.3792 3.850276 0.298359 
486.9636 3.842897 0.295341 
488.5479 3.835751 0.29255 
490.1323 3.82886 0.289947 
491.7166 3.822236 0.287499 
493.3009 3.815883 0.285172 
494.8852 3.809802 0.282934 
496.4693 3.803988 0.280754 
498.0535 3.798433 0.278603 
499.6376 3.793127 0.276452 
501.2217 3.788054 0.274274 
502.8057 3.783194 0.272044 
504.3897 3.778521 0.269737 
505.9737 3.774002 0.267331 
507.5576 3.769588 0.264821 
509.1414 3.765248 0.262224 
510.7253 3.760961 0.259553 
512.309 3.75671 0.256821 
513.8928 3.752482 0.25404 
515.4764 3.748267 0.251224 

517.0601 3.744056 0.248383 
518.6437 3.739844 0.245528 
520.2272 3.735625 0.242671 
521.8107 3.731395 0.239821 
523.3942 3.727152 0.236989 
524.9777 3.722893 0.234182 
526.561 3.718616 0.231412 
528.1443 3.71432 0.228686 
529.7275 3.710006 0.226016 
531.3107 3.705673 0.22341 
532.8939 3.701326 0.220879 
534.4771 3.696966 0.218432 
536.0601 3.692599 0.21608 
537.6431 3.688231 0.213829 
539.2261 3.683869 0.21169 
540.809 3.67952 0.20967 
542.3918 3.675193 0.207776 
543.9746 3.670899 0.206017 
545.5573 3.66665 0.204399 
547.14 3.662459 0.20293 
548.7227 3.658344 0.201615 
550.3052 3.654325 0.20046 
551.8878 3.650434 0.199468 
553.4702 3.646704 0.19862 
555.0526 3.643155 0.197892 
556.6349 3.639798 0.197258 
558.2173 3.63664 0.196695 
559.7995 3.633686 0.19618 
561.3817 3.630936 0.195691 
562.9638 3.628388 0.195207 
564.5458 3.626039 0.194707 
566.1279 3.623883 0.194173 
567.7098 3.621913 0.193584 
569.2916 3.620119 0.192923 
570.8735 3.618489 0.192172 
572.4552 3.617009 0.191315 
574.0369 3.615664 0.190336 
575.6185 3.614433 0.189218 
577.2001 3.613289 0.187949 
578.7816 3.612195 0.186527 
580.363 3.611127 0.184967 
581.9445 3.610066 0.18328 
583.5258 3.609 0.181481 
585.107 3.607919 0.179581 
586.6881 3.606816 0.177593 
588.2692 3.605684 0.175527 
589.8503 3.60452 0.173395 
591.4313 3.603319 0.171208 
593.0121 3.602082 0.168975 
594.593 3.600807 0.166707 
596.1738 3.599496 0.164412 
597.7545 3.598149 0.162101 
599.3351 3.596771 0.159781 
600.9156 3.595366 0.157462 
602.4962 3.593941 0.155152 
604.0765 3.592504 0.152858 
605.6569 3.591067 0.150588 
607.2372 3.589652 0.148341 
608.8174 3.58827 0.146104 

610.3975 3.586928 0.143868 
611.9775 3.58563 0.141622 
613.5575 3.584378 0.139355 
615.1374 3.583172 0.137058 
616.7172 3.58201 0.134721 
618.297 3.58089 0.132336 
619.8766 3.579808 0.129893 
621.4563 3.578761 0.127384 
623.0358 3.577742 0.124801 
624.6152 3.576746 0.122136 
626.1946 3.575764 0.119382 
627.7739 3.574788 0.11653 
629.3531 3.573808 0.113574 
630.9323 3.572814 0.110507 
632.5114 3.571793 0.107323 
634.0903 3.570729 0.104014 
635.6692 3.569604 0.100576 
637.248 3.568394 0.097002 
638.8267 3.567065 0.093302 
640.4054 3.565595 0.089496 
641.9839 3.563971 0.085606 
643.5624 3.562181 0.08165 
645.1408 3.56022 0.077648 
646.7191 3.558083 0.073619 
648.2974 3.555767 0.069579 
649.8755 3.553272 0.065548 
651.4536 3.550596 0.06154 
653.0316 3.547743 0.057574 
654.6094 3.544715 0.053664 
656.1873 3.541516 0.049826 
657.765 3.538151 0.046076 
659.3426 3.534627 0.042428 
660.9201 3.53095 0.038896 
662.4976 3.527131 0.035495 
664.075 3.523177 0.032237 
665.6522 3.519101 0.029138 
667.2294 3.514916 0.026209 
668.8065 3.510637 0.023464 
670.3835 3.506281 0.020915 
671.9604 3.501873 0.018575 
673.5372 3.497445 0.016444 
675.114 3.49302 0.014512 
676.6906 3.488617 0.012768 
678.2672 3.484248 0.011201 
679.8436 3.479926 0.009802 
681.4199 3.475659 0.00856 
682.9962 3.471457 0.007464 
684.5724 3.467324 0.006505 
686.1484 3.463269 0.005674 
687.7244 3.459296 0.004962 
689.3003 3.455408 0.004358 
690.8761 3.451609 0.003854 
692.4518 3.447902 0.003442 
694.0273 3.444289 0.003112 
695.6028 3.440772 0.002857 
697.1782 3.43735 0.002667 
698.7535 3.434025 0.002536 
700.3287 3.430796 0.002454 
701.9037 3.427662 0.002415 
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703.4788 3.424621 0.00241 
705.0537 3.421673 0.002433 
706.6284 3.418813 0.002476 
708.2031 3.416039 0.002532 
709.7777 3.413346 0.002595 
711.3522 3.410727 0.002657 
712.9266 3.408173 0.002716 
714.5009 3.405679 0.002774 
716.075 3.403242 0.002829 
717.649 3.400857 0.002881 
719.223 3.398521 0.00293 
720.7969 3.396232 0.002977 
722.3707 3.393988 0.003022 
723.9443 3.391786 0.003063 
725.5178 3.389624 0.003101 
727.0912 3.387501 0.003137 
728.6646 3.385416 0.00317 
730.2378 3.383365 0.003199 
731.8109 3.38135 0.003225 
733.3839 3.379367 0.003249 
734.9567 3.377416 0.003269 
736.5295 3.375495 0.003285 
738.1022 3.373604 0.003299 
739.6747 3.371742 0.003309 
741.2472 3.369906 0.003316 
742.8195 3.368098 0.003319 
744.3917 3.366315 0.003319 
745.9638 3.364557 0.003315 
747.5358 3.362823 0.003308 
749.1077 3.361111 0.003298 
750.6794 3.359423 0.003283 
752.2511 3.357755 0.003265 
753.8226 3.356109 0.003244 
755.394 3.354482 0.003218 
756.9654 3.352874 0.003189 
758.5365 3.351285 0.003157 
760.1076 3.349713 0.003122 
761.6786 3.348159 0.003084 
763.2494 3.346621 0.003043 
764.8201 3.345098 0.003 
766.3907 3.343592 0.002954 
767.9612 3.3421 0.002906 
769.5316 3.340624 0.002857 
771.1017 3.339161 0.002805 
772.6719 3.337712 0.002751 
774.2418 3.336277 0.002697 
775.8117 3.334855 0.00264 
777.3815 3.333446 0.002583 
778.9511 3.332049 0.002525 
780.5206 3.330665 0.002465 
782.09 3.329293 0.002406 
783.6593 3.327932 0.002345 
785.2284 3.326583 0.002284 
786.7974 3.325245 0.002223 
788.3663 3.323918 0.002161 
789.9351 3.322602 0.002099 
791.5037 3.321297 0.002038 
793.0721 3.320002 0.001977 
794.6405 3.318717 0.001916 

796.2088 3.317443 0.001855 
797.7769 3.316179 0.001795 
799.3449 3.314924 0.001736 
800.9128 3.31368 0.001678 
802.4805 3.312445 0.00162 
804.0481 3.31122 0.001563 
805.6156 3.310004 0.001508 
807.1829 3.308798 0.001453 
808.7501 3.307602 0.0014 
810.3173 3.306415 0.001348 
811.8842 3.305237 0.001296 
813.451 3.304069 0.001246 
815.0177 3.30291 0.001197 
816.5842 3.30176 0.001149 
818.1506 3.300619 0.001102 
819.7169 3.299487 0.001056 
821.283 3.298364 0.001011 
822.849 3.297249 0.000967 
824.4149 3.296143 0.000924 
825.9807 3.295046 0.000883 
827.5463 3.293957 0.000842 
829.1117 3.292876 0.000803 
830.6771 3.291804 0.000764 
832.2423 3.29074 0.000727 
833.8073 3.289685 0.00069 
835.3723 3.288637 0.000655 
836.937 3.287597 0.00062 
838.5016 3.286565 0.000587 
840.0661 3.285541 0.000555 
841.6305 3.284525 0.000524 
843.1947 3.283516 0.000494 
844.7588 3.282515 0.000465 
846.3226 3.281522 0.000437 
847.8864 3.280536 0.00041 
849.4501 3.279557 0.000384 
851.0136 3.278586 0.000359 
852.577 3.277622 0.000335 
854.1401 3.276666 0.000313 
855.7032 3.275716 0.000291 
857.2661 3.274774 0.00027 
858.8289 3.273839 0.00025 
860.3915 3.272911 0.000232 
861.954 3.27199 0.000214 
863.5163 3.271076 0.000198 
865.0785 3.270169 0.000182 
866.6405 3.269269 0.000167 
868.2025 3.268375 0.000153 
869.7642 3.267489 0.00014 
871.3258 3.266609 0.000128 
872.8872 3.265736 0.000116 
874.4485 3.26487 0.000105 
876.0096 3.26401 0.000095 
877.5706 3.263157 0.000086 
879.1315 3.26231 0.000077 
880.6922 3.26147 0.000069 
882.2526 3.260636 0.000062 
883.8131 3.259808 0.000055 
885.3732 3.258987 0.000049 
886.9334 3.258172 0.000043 

888.4933 3.257363 0.000038 
890.053 3.25656 0.000033 
891.6126 3.255763 0.000028 
893.1721 3.254972 0.000024 
894.7313 3.254187 0.000021 
896.2905 3.253408 0.000018 
897.8495 3.252635 0.000015 
899.4083 3.251867 0.000012 
900.967 3.251105 0.00001 
902.5255 3.250349 0.000008 
904.0838 3.249598 0.000007 
905.642 3.248853 0.000005 
907.2 3.248113 0.000004 
908.7579 3.247379 0.000003 
910.3156 3.24665 0.000002 
911.8732 3.245926 0.000002 
913.4305 3.245208 0.000001 
914.9878 3.244495 0.000001 
916.5448 3.243787 0 
918.1017 3.243083 0 
919.6584 3.242385 0 
921.215 3.241692 0 
922.7714 3.241004 0 
924.3276 3.240321 0 
925.8837 3.239642 0 
927.4396 3.238968 0 
928.9954 3.238299 0 
930.551 3.237634 0 
932.1063 3.236974 0 
933.6616 3.236318 0 
935.2167 3.235667 0 
936.7716 3.23502 0 
938.3263 3.234377 0 
939.8809 3.233739 0 
941.4352 3.233105 0 
942.9894 3.232475 0 
944.5436 3.231849 0 
946.0975 3.231227 0 
947.6512 3.23061 0 
949.2047 3.229996 0 
950.758 3.229387 0 
952.3112 3.228781 0 
953.8643 3.228179 0 
955.4171 3.227582 0 
956.9697 3.226987 0 
958.5223 3.226397 0 
960.0746 3.225811 0 
961.6268 3.225228 0 
963.1787 3.224648 0 
964.7305 3.224073 0 
966.2821 3.223501 0 
967.8335 3.222933 0 
969.3848 3.222368 0 
970.9359 3.221807 0 
972.4868 3.221249 0 
974.0375 3.220695 0 
975.5881 3.220144 0 
977.1384 3.219596 0 
978.6886 3.219052 0 
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980.2386 3.218511 0 
981.7884 3.217974 0 
983.3381 3.217439 0 
984.8875 3.216908 0 
986.4368 3.216381 0 
987.9858 3.215856 0 
989.5348 3.215334 0 
991.0835 3.214816 0 
992.632 3.214301 0 
994.1804 3.213789 0 
995.7286 3.213279 0 
997.2766 3.212773 0 
998.8243 3.21227 0 
1010.709 3.208501 0 
1014.082 3.207461 0 
1017.454 3.206434 0 
1020.828 3.205419 0 
1024.201 3.204417 0 
1027.576 3.203426 0 
1030.951 3.202446 0 
1034.326 3.201479 0 
1037.702 3.200522 0 
1041.079 3.199577 0 
1044.456 3.198642 0 
1047.834 3.197719 0 
1051.212 3.196806 0 
1054.591 3.195903 0 
1057.97 3.195011 0 
1061.35 3.194128 0 
1064.731 3.193256 0 
1068.112 3.192393 0 
1071.494 3.19154 0 
1074.876 3.190696 0 
1078.259 3.189862 0 
1081.642 3.189037 0 
1085.026 3.18822 0 
1088.411 3.187413 0 
1091.796 3.186614 0 
1095.181 3.185824 0 
1098.568 3.185043 0 
1101.954 3.18427 0 
1105.342 3.183505 0 
1108.729 3.182748 0 
1112.118 3.181999 0 
1115.507 3.181257 0 
1118.896 3.180524 0 
1122.287 3.179799 0 
1125.677 3.17908 0 
1129.069 3.17837 0 
1132.46 3.177666 0 
1135.853 3.17697 0 
1139.246 3.176281 0 
1142.639 3.175599 0 
1146.033 3.174923 0 
1149.428 3.174255 0 
1152.823 3.173593 0 
1156.219 3.172938 0 
1159.615 3.172289 0 
1163.012 3.171647 0 

1166.409 3.171011 0 
1169.807 3.170382 0 
1173.206 3.169758 0 
1176.605 3.169141 0 
1180.005 3.16853 0 
1183.405 3.167924 0 
1186.805 3.167325 0 
1190.207 3.166731 0 
1193.609 3.166142 0 
1197.011 3.16556 0 
1200.414 3.164983 0 
1203.818 3.164412 0 
1207.222 3.163845 0 
1210.627 3.163285 0 
1214.032 3.162729 0 
1217.438 3.162179 0 
1220.844 3.161633 0 
1224.251 3.161093 0 
1227.659 3.160558 0 
1231.067 3.160028 0 
1234.476 3.159503 0 
1237.885 3.158982 0 
1241.295 3.158466 0 
1244.705 3.157955 0 
1248.116 3.157449 0 
1251.527 3.156947 0 
1254.939 3.156449 0 
1258.352 3.155956 0 
1261.765 3.155468 0 
1265.179 3.154983 0 
1268.593 3.154503 0 
1272.008 3.154028 0 
1275.423 3.153556 0 
1278.839 3.153089 0 
1282.256 3.152626 0 
1285.673 3.152166 0 
1289.091 3.151711 0 
1292.509 3.15126 0 
1295.927 3.150812 0 
1299.347 3.150369 0 
1302.767 3.149929 0 
1306.187 3.149493 0 
1309.608 3.149061 0 
1313.03 3.148632 0 
1316.452 3.148207 0 
1319.875 3.147786 0 
1323.298 3.147368 0 
1326.722 3.146954 0 
1330.146 3.146543 0 
1333.571 3.146136 0 
1336.997 3.145732 0 
1340.423 3.145331 0 
1343.849 3.144934 0 
1347.276 3.14454 0 
1350.704 3.144149 0 
1354.133 3.143761 0 
1357.561 3.143377 0 
1360.991 3.142995 0 
1364.421 3.142617 0 

1367.851 3.142242 0 
1371.283 3.14187 0 
1374.714 3.1415 0 
1378.147 3.141135 0 
1381.579 3.140771 0 
1385.013 3.140411 0 
1388.447 3.140053 0 
1391.881 3.139699 0 
1395.316 3.139347 0 
1398.752 3.138998 0 
1402.188 3.138651 0 
1405.625 3.138308 0 
1409.062 3.137967 0 
1412.5 3.137629 0 
1415.939 3.137293 0 
1419.378 3.13696 0 
1422.817 3.13663 0 
1426.257 3.136302 0 
1429.698 3.135976 0 
1433.139 3.135653 0 
1436.581 3.135333 0 
1440.023 3.135015 0 
1443.466 3.134699 0 
1446.91 3.134386 0 
1450.354 3.134075 0 
1453.799 3.133767 0 
1457.244 3.133461 0 
1460.69 3.133157 0 
1464.136 3.132855 0 
1467.583 3.132556 0 
1471.03 3.132259 0 
1474.478 3.131964 0 
1477.927 3.131672 0 
1481.376 3.131381 0 
1484.825 3.131093 0 
1488.276 3.130806 0 
1491.727 3.130522 0 
1495.178 3.13024 0 
1498.63 3.12996 0 
1502.082 3.129682 0 
1505.535 3.129406 0 
1508.989 3.129132 0 
1512.443 3.12886 0 
1515.898 3.12859 0 
1519.353 3.128322 0 
1522.809 3.128056 0 
1526.266 3.127791 0 
1529.723 3.127529 0 
1533.18 3.127269 0 
1536.638 3.12701 0 
1540.097 3.126753 0 
1543.556 3.126498 0 
1547.016 3.126245 0 
1550.476 3.125993 0 
1553.937 3.125743 0 
1557.399 3.125495 0 
1560.861 3.125249 0 
1564.324 3.125005 0 
1567.787 3.124762 0 
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1571.25 3.124521 0 
1574.715 3.124281 0 
1578.18 3.124043 0 
1581.645 3.123807 0 
1585.111 3.123573 0 
1588.578 3.123339 0 
1592.045 3.123108 0 
1595.512 3.122878 0 
1598.981 3.12265 0 
1602.449 3.122423 0 
1605.919 3.122198 0 
1609.389 3.121974 0 
1612.859 3.121752 0 
1616.33 3.121531 0 
1619.802 3.121312 0 

1623.274 3.121094 0 
1626.747 3.120878 0 
1630.22 3.120663 0 
1633.694 3.12045 0 
1637.169 3.120238 0 
1640.644 3.120027 0 
1644.119 3.119818 0 
1647.595 3.11961 0 
1651.072 3.119404 0 
1654.549 3.119198 0 
1658.027 3.118994 0 
1661.505 3.118792 0 
1664.984 3.118591 0 
1668.464 3.118391 0 
1671.944 3.118192 0 

1675.424 3.117995 0 
1678.906 3.117799 0 
1682.387 3.117604 0 
1685.87 3.117411 0 
1689.353 3.117218 0 
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