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Series Foreword

Biology promises to be the leading science in this century. As in all other sciences, progress
in biology depends on interactions between empirical research, theory building, and mode-
ling. But whereas the techniques and methods of descriptive and experimental biology
have dramatically evolved in recent years, generating a flood of highly detailed empirical
data, the integration of these results into useful theoretical frameworks has lagged behind.
Driven largely by pragmatic and technical considerations, research in biology continues to
be less guided by theory than it is in other fundamental sciences. By promoting the discus-
sion and formulation of new theoretical concepts in the biosciences, this series intends to
help fill conceptual gaps in our understanding of some of the major open questions of biol-
ogy, such as the origin and organization of organismal form, the relationship between
development and evolution, or the biological bases of cognition and mind.

Theoretical biology is firmly rooted in the experimental biology movement of early
twentieth-century Vienna. Paul Weiss and Ludwig von Bertalanffy were among the first to use
the term theoretical biology in a modern scientific context. In their understanding the subject
was not limited to mathematical formalization, as is often the case today, but extended to the
general theoretical foundations of biology. Their synthetic endeavors aimed at connecting the
laws underlying the organization, metabolism, development, and evolution of organisms. It is
this commitment to a comprehensive, cross-disciplinary integration of theoretical concepts
that the present series intends to emphasize.Asuccessful integrative theoretical biology must
encompass not only genetic, developmental, and evolutionary components, the major con-
nective concepts in modern biology, but also relevant aspects of computational biology, semi-
otics, and cognition, and should have continuities with a modern philosophy of the sciences
of natural systems.

The series, whose name reflects the location of its initiating meetings and commemo-
rates the seminal work of the aforementioned scientists, grew out of the yearly “Altenberg
Workshops in Theoretical Biology” held near Vienna, at the Konrad Lorenz Institute for
Evolution and Cognition Research (KLI), a private, nonprofit institution closely associated
with the University of Vienna. KLI fosters research projects, seminars, workshops, and
symposia on all aspects of theoretical biology, with an emphasis on the developmental,
evolutionary, and cognitive sciences. The workshops, each organized by leading experts in
their fields, concentrate on new conceptual advances originating in these disciplines, and
are meant to facilitate the formulation of integrative, cross-disciplinary models. Volumes
on emerging topics of crucial theoretical importance not directly related to any of the work-
shops will also be included in the series. The series editors welcome suggestions for book
projects on theoretical advances in the biosciences.

Gerd B. Müller, University of Vienna, KLI
Günter P. Wagner, Yale University, KLI
Werner Callebaut, Limburg University Center, KLI
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Preface

Concepts concerning the evolution of biological form are undergoing ferment. The vast
progress made in the last two decades in characterizing the genetic mechanisms involved in
embryonic development has demonstrated unexpected degrees of functional redundancy in
these processes and unanticipated discordances between conserved forms and conserved
genes. At the same time, evolutionary studies have revealed the surprising extent of homo-
plasy and other forms of parallel morphological evolution in disparate lineages; they have
found evidence of extensive morphological diversity much earlier in the evolution of multi-
cellular life than previously thought. Finally, theoretical models have suggested that certain
regimes of natural selection can lead to extensive “rewiring” of genetic circuitry with no
overt change in organismal phenotype. These findings have raised new questions concern-
ing the relationship between gene content and activity and the generation of biological form.

The present volume is motivated by the conviction that the origination of morphological
structures, body plans, and forms should be regarded as a problem distinct from that of the
variation and diversification of such entities (the central theme of current neo-Darwinian
theory) and that the generative determinants of organismal phenotype must be included in
any productive account of the evolution of developmental systems and organismal form in
our postgenomic era. It is an outgrowth of the 1999 Altenberg workshop in theoretical bi-
ology “The Origins of Organismal Form,” organized by the Konrad Lorenz Institute for
Evolution and Cognition Research (KLI). The workshop brought together scientists in
fields ranging across paleontology, developmental biology, developmental and population
genetics, cancer research, physics, and theoretical biology whose work has in various ways
attempted to supply the missing generative element in standard accounts of the develop-
ment and evolution of biological form. Despite the wide diversity of the participants’ fields
of research, three days of discussion only strengthened an initial sense that gene-level de-
scriptions and analyses are just part of the story in development and evolution, that in-
creased attention must be paid to the generative mechanisms, and that computational
models will play an important role in the analysis and understanding of the properties and
potentialities of generative systems, thus paving the way for formal integration into evolu-
tionary theory.

We thank the staff of the KLI for their enthusiastic assistance in organizing the work-
shop. The institute’s beautiful setting and a workshop format conducive to the exchange of
ideas and controversial views combined to create a uniquely satisfying intellectual experi-
ence. As before, it was our great pleasure to work with MIT Press in preparing this volume,
and we particularly thank Robert Prior for his continued support of the series.
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Origination of Organismal Form: The Forgotten Cause
in Evolutionary Theory

Gerd B. Müller and Stuart A. Newman 

Evolutionary biology arose from the age-old desire to understand the origin and the diver-
sification of organismal forms. During the past 150 years, the question of how these two as-
pects of evolution are causally realized has become a field of scientific inquiry, and the
standard answer, encapsulated in a central tenet of Darwinism, is by “variation of traits”
and “natural selection.” The modern version of this tenet holds that the continued modifi-
cation and inheritance of a basic genetic tool kit for the regulation of developmental
processes, directed by mechanisms acting at the population level, has generated the
panoply of organismal body plans encountered in nature. This notion is superimposed on a
sophisticated, mathematically based population genetics, which became the dominant
mode of evolutionary biology in the second half of the twentieth century. As a conse-
quence, much of present-day evolutionary theory is concerned with formal accounts of
quantitative variation and diversification. Other major branches of evolutionary biology
have concentrated on patterns of evolution, ecological factors, and, increasingly, on the
associated molecular changes. Indeed, the concern with the “gene” has overwhelmed
all other aspects, and evolutionary biology today has become almost synonymous with
evolutionary genetics.

These developments have edged the field farther and farther away from the second ini-
tial theme: the origin of organismal form and structure. The question of why and how cer-
tain forms appear in organismal evolution addresses not what is being maintained (and
quantitatively varied) but rather what is being generated in a qualitative sense. This causal
question concerning the specific generative mechanisms that underlie the origin and inno-
vation of phenotypic characters is probably best embodied in the term origination, which
will be used in this sense throughout this volume. That this causal question has largely dis-
appeared from evolutionary biology is partly hidden by the semantics of modern genetics,
which purports to provide answers to the question of causation, but these answers turn out
to be largely restricted to the proximate causes of local form generation in individual de-
velopment. The molecular mechanisms that bring about biological form in modern-day
embryos, however, should not be confused with the causes that led to the appearance of
these forms in the first place. Although the forces driving morphological evolution cer-
tainly include natural selection, the appearance of specific, phenotypic elements of con-
struction must not be taken as being caused by natural selection; selection can only work
on what already exists. Darwin acknowledges this point in the first edition of The Origin of
Species, where he states that certain characters may have “originated from quite secondary
causes, independently from natural selection” (Darwin, 1859, 196), although he attributes
“little importance” to such effects. In a modified version of the same paragraph in
the sixth edition (Darwin, 1872, 157), he concedes that “we may easily err in attributing

1



4 Gerd B. Müller and Stuart A. Newman

importance to characters, and in believing that they have been developed through natural
selection.”

It is the aim of the present volume to elaborate on this distinction between the origina-
tion (innovation) and the diversification (variation) of form by focusing on the plurality of
causal factors responsible for the former, relatively neglected aspect, the origination of or-
ganismal form. Failure to incorporate this aspect represents one of the major gaps in the
canonical theory of evolution, it being quite distinct from the topics with which population
genetics or developmental genetics is primarily concerned. As a starting point, we will
briefly outline the central questions that arise in the context of origination. We have
identified four areas (represented by parts II–V of the book) from which the most important
open questions arise: (1) the phenomenology of organismal evolution (phylogenetics);
(2) genotype-phenotype relationships; (3) physical determinants of morphogenesis; and
(4) the structure of the evolutionary paradigm. It will be noted that the questions that arise
in each of these areas are often similar or overlapping. Indeed, the presence of recurrent
themes across quite disparate subdisciplines is one important indication of the lacuna with
regard to origination in the field as a whole.

Questions Arising from Phylogenetics

The evolution of organismal forms—morphological evolution—consists of the generation,
fixation, and variation of structural building elements. Cell masses form microscopic struc-
tures such as spheres, cones, tubes, rods, plates, and coils. These are often branched and
connected by attachments, fusions, or articulations. Such units assemble to form higher-
level, macroscopic building elements, again connected to one another, resulting in the body
plans of organisms that evolve further by progressive modification. This scenario raises a
number of questions that relate specifically to the macroscopic features of morphological
evolution. Why, for instance, did the basic body plans of nearly all metazoans arise within
a relatively short time span, soon after the origin of multicellularity? Assuming that evolu-
tion is driven by incremental genetic change, should it not be moving at a slow, steady, and
gradual pace? And why do similar morphological design solutions arise repeatedly in phy-
logenetically independent lineages that do not share the same molecular mechanisms and
developmental systems? And why do building elements fixate into body plans that remain
largely unchanged within a given phylogenetic lineage? And why and how are new
elements occasionally introduced into an existing body plan?

Many of the phenomena on which these questions are based bear classical names
(table 1.1; most “why” questions are also “how” questions here and in table 1.2), giving the
issues a seemingly old-fashioned aura. But hardly any of the problems specified by this
traditional terminology are explained in the modern theory of evolution. Whereas the
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Table 1.1
Open questions concerning morphological evolution

Burgess shale effect Why did metazoan body plans arise in a burst?

Homoplasy Why do similar morphologies arise independently and repeatedly?

Convergence Why do distantly related lineages produce similar designs?

Homology Why do building elements organize as fixed body plans and organ forms?

Novelty How are new elements introduced into existing body plans?

Modularity Why are design units reused repeatedly?

Constraint Why are not all design options of a phenotype space realized?

Atavisms Why do characters long absent in a lineage reappear?

Tempo Why are the rates of morphological change unequal?

classical questions refer to phenomena at the organismal level, most can also be applied to
the microscopic and even to the molecular level. All are linked by one common, underlying
theme: the origin of organization. The nature of the determinants and rules for the organi-
zation of design elements constitutes one of the major unsolved problems in the scientific
account of organismal form. The chapters of part II explore some of the most important
aspects of this problem.

Questions Arising from Genetics

A second set of open questions relates to the role of genes in the origination of biological
form (table 1.2). Organismal evolution is nowadays almost exclusively discussed in terms
of genetics. But are genes the determinants of form? Is it true that complete knowledge of
the genetic-molecular machinery of an organism also explains how it was brought into
being? That is, if we were to know all components and functions of an anonymous genome,
would we be able to compute the form of its organism? And is it correct to assume that
morphological evolution is driven solely by molecular evolution? Comparative evidence
indicates substantial incongruences between genetic and morphological evolution, and the
same genotypes do not necessarily correspond with identical phenotypes (Lowe and Wray,
1997). On the one hand, genetic and developmental pathways can change over evolution-
ary time even when morphology remains constant (Felix et al., 2000); on the other, similar
gene expression patterns can be associated with different morphologies. 

These questions converge in the second major unsolved problem of organismal form: the
genotype-phenotype relationship. Now that entire genomes are mapped out and the ge-
nomic approach is seen to be unable to explain biological complexity, this problem will be
a central concern of future research. Recognizing that the origination of biological form
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cannot be understood solely from genetic analysis will necessarily stimulate investigation
of the processes that actually construct the phenotype from materials provided, in part, by
the genotype. Also, to analyze, interpret, and predict the genotype-phenotype relationship,
mathematical model building and computer simulation will be essential, representing a
new research approach that has been called “phenomics” (Palsson, 2000). The chapters of
part III provide viewpoints on several of the problems that will have to be taken into
account in future modelling approaches.

Questions Arising from Development

Two causal processes interact in the generation of organismal form: development and evo-
lution. The new field of evolutionary developmental biology acknowledges this fact, but
much work in this area proceeds under the assumption that the only important link between
the two processes lies in genetics—as if the individual generation of form were merely a
reading out of evolved genetic programs. However, development does not appear to be-
have like any program known to computer science—phenotypic outcomes persist despite
extensive derangement in lines of “program code” (i.e., gene expression levels and inter-
actions) induced by such evolutionarily unprecedented manipulations as experimental
“knockouts” (Shastry, 1995) and nuclear transfer (Humpherys et al., 2001). Moreover, that
genetic circuitry involved in development can undergo evolutionary “rewiring” without
overt changes in the phenotype (Szathmary, 2001) suggests that phenotypes have auton-
omy that can trump that of the programs they supposedly express. 

Epigenesis, the sum of processes that determine the transformation of a zygote into
an adult phenotype poses a number of unanswered questions regarding the generation of in-
dividual forms (table 1.3). Among the most fundamental but least understood class of
epigenetic factors are the physical properties of biological materials that participate in

Table 1.2
Open questions concerning the genotype-phenotype relationship in development and evolution

Jurassic Park scenario Does the genetic code contain the complete information of organismal form?

Novelty Do new structural elements arise from mutations?

Polyphenism Why can identical genetic content be associated with very different morphological 
phenotypes?

Redundancy and Why are there multiple genetic and biochemical pathways to the realization of
overdetermination biological forms?

Discordance Why do morphological and genetic evolution proceed at different paces?

Epigenesis How is the genotype-phenotype relationship mediated in development?



Origination of Organismal Form 7

Table 1.3
Open questions concerning epigenesis and its role in morphological evolution

Programs Does the developmental generation of organismal form result from deterministic 
programs?

Context How are developmental processes modulated by epigenetic context?

Generic Properties What is the role of the physicochemical properties of biological materials?

Environment What is the role of the external environment in development? 

morphogenesis. How do the generic, physical properties of cell aggregates and tissues
shape the constructional outcomes of development (segmentation, multilayering, body
cavity formation, and so forth), and, equally important, to what extent are these same prop-
erties relevant to the origin of these forms in evolution? Although the properties are para-
digmatic of the determinants that generate form, these determinants may take on different
importance at different stages of evolution. The chapters of part IV deal with them indi-
vidually and collectively.

Questions Arising from Evolutionary Theory

The neo-Darwinian paradigm still represents the central explanatory framework of evolu-
tion, as exemplified by recent textbooks (e.g., Mayr, 1998; Futuyma, 1998; Stearns and
Hoekstra, 2000). This refined and canonical theory concerns the variational dynamics
and adaptation of existing forms. It is a gene-centered, gradualistic, and externalistic
theory, according to which all evolutionary modification is a result of external selection
acting on incremental genetic variation. The resulting adaptations lead to successive re-
placement of phenotypes and hence to evolution.

Although this theory can account for the phenomena it concentrates on, namely, varia-
tion of traits in populations, it leaves aside a number of other aspects of evolution, such as
the roles of developmental plasticity and epigenesis or of nonstandard mechanisms such
as assimilation (table 1.4). Most important, it completely avoids the origination of pheno-
typic traits and of organismal form. In other words, neo-Darwinism has no theory of the
generative. As a consequence, current evolutionary theory can predict what will be main-
tained, but not what will appear. Although recent years have seen attempts to extend evo-
lutionary theory to organism-environment interactions (Oyama, 2000; Johnston and
Gottlieb, 1990; Sober and Wilson, 1998) and self-organizing processes (Kauffman, 1993),
what is still lacking is an evolutionary theory that specifically addresses the morphological
aspects of evolution and integrates the interactional-epigenetic aspects with the genetic.
The missing generative dimension in evolutionary theory is the subject of part V, whose
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chapters illustrate, with specific examples across a range of morphogenetic systems, the
ways in which epigenetic processes are beginning to take their place in a more complete
and comprehensive evolutionary theory.

Elements of a Postgenomic Synthesis

If, as we suggest, the failure of the current theory of evolution to deal with the problem of
origination is the major obstacle to a scientific understanding of organismal form, it is in-
cumbent on us to provide at least a sketch of an alternative view. In fact, it is our contention
that a synthetic, causal understanding of both the development and the evolution of mor-
phology can be achieved only by relinquishing a gene-centered view of these processes
(Newman and Müller, 2000). 

Processes of natural selection can lead to morphological novelty by unleashing new epi-
genetic relationships (Müller, 1990; Müller and Wagner, 1996). Alternatively, they can
consolidate the expression of a morphological phenotype that was previously dependent on
developmental or environmental conditionalities (Johnston, Barnett, and Sharpe, 1995).
In neither case does an understanding of changes in gene frequencies shed light on the evo-
lution of forms—only on the evolution of genes. And even though hierarchical programs of
gene expression often govern the sequential mobilization of morphogenetic processes in
modern-day organisms, the mobilized processes are distinct from these triggering events.
Again, detailed information at the level of the gene does not serve to explain form. 

In the framework we propose, epigenetic processes—first, the physics of condensed, ex-
citable media represented by primitive cell aggregates and, later, the conditional responses
of tissues to each other and to external forces—replace gene sequence variation and gene
expression as the primary causal agents in morphological origination. These determinants
and their outcomes are considered to have set out the original, morphological templates

Table 1.4
Open questions concerning the theory of morphological evolution

Origination What generative mechanisms are responsible for the origin and innovation of 
phenotypic characters?

Plasticity Are developmental response capacities specifically evolved, or is plasticity a 
primitive property?

Epigenesis Do the rules of developmental transformation shape evolution?

Evolvability Is the evolutionary potential of a lineage associated with the capacity of its 
developmental system to respond to the environment?

Assimilation What is the role of genetic co-optation and assimilation in the evolution of 
organismal form? 
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during the evolution of bodies and organs, and to have remained, to varying extents, effec-
tive causal factors in the development of all modern, multicellular organisms (Newman
and Müller, 2000). 

Genetic evolution is highly suited for enhancing the reliability and inheritance of forms
originally brought about by conditional processes: promotor duplication and diversifica-
tion, metabolic integration, and functional redundancy can all add parallel routes to the
same endpoint (Newman, 1994). By such means, the morphogenetic outcomes originated
by epigenetic propensities become captured and routinized, “assimilated” (Waddington,
1961), by genetic circuitry over the course of evolution. In this view, morphological plas-
ticity, and much of evolvability are primitive properties—the phylogenetic retention of the
conditionality of the originating, epigenetic processes. At the end of long evolutionary tra-
jectories, organisms come to embody a species-characteristic mix of conditional and pro-
grammed modes of development. Finally, in any given species the ratio of conditional to
programmed determinants of morphogenesis may vary at different stages and develop-
mental subsystems. 

The view described here emphasizes the distinction between the mechanisms underlying
origination and those underlying variation in morphological evolution and hence the ne-
cessity to account for that distinction in evolutionary theory. It clearly suggests that the re-
lationship between genotype and phenotype in the earliest metazoans was different from
that in their modern counterparts and that the present relationship between genes and form
is a derived condition, a product of evolution rather than its precondition. 

Although not all contributors to this volume would accept the most radical implications
of this view, which challenges major tenets of neo-Darwinism, including its incremental-
ism, uniformitarianism, and genocentricity, all were invited to participate in this project be-
cause their work explicitly influenced the development of the ideas behind it. Readers will
evaluate each chapter on its own terms; we hope they will also recognize a coherence that
transcends the disciplinary boundaries of the contributors.
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The three chapters of part II highlight the fact that, despite the plethora of variable genetic
and developmental mechanisms that emerged in the course of metazoan evolution, only a
limited number of constructional themes were realized in the phenotypic realm. In particu-
lar, the millions of extant animal species are all elaborations of the thirty-seven presently
known basic body designs: the same—or similar—structural elements are used over and
over again. Before considering why this is so, however, and what factors and processes are
responsible for the development and evolution of these structures, we must first lay out the
phenomena that define the subject matter of any consideration of evolution of organismal
form.

Simon Conway Morris (chapter 2) reviews the stunning burst of metazoan forms at the
beginning of the Cambrian. Over a relatively short geological time period, aggregates of
cells yielded a repertoire of macroscopic body plans that encompassed all later metazoan
designs. Conway Morris critically analyzes the controversial issues of timescales and speed
of change. In his highly original discussion of the factors that plausibly contributed to the
Cambrian “explosion,” he points out that this proliferation of body designs amounts to a
triploblastic event, whose roots, and those of an earlier diploblastic radiation, must lie in
the preceding Ediacaran period. He also addresses the possibly significant role of non-
fossilized larvae in metazoan evolution.

Pat Willmer (chapter 3) introduces a genuine but puzzling feature of morphological
evolution, namely, the recurrence of similar design solutions in different phylogenetic
lineages, despite their absence in a common ancestor. This pervasive phenomenon is vari-
ously referred to as “convergence,” “parallelism,” and “homoplasy,” each designating a
different aspect of the encompassing concept of analogy. The questions raised by these
phenomena of similarity are numerous and have been controversially debated since the
time of Richard Owen (see, for example, Sanderson and Hufford, 1996). With regard to
the themes of this volume, the major issue is whether such morphological similarity results
from similar external constraints and contingencies, through natural selection, or from
intrinsic properties of tissue masses and the inherent, generative features of developmental
systems. Using segmentation, appendages, lophophores, and larvae as specific examples,
Willmer discusses convergence within a genetic and developmental framework, underlin-
ing the flexibility of developmental mechanisms. She proposes that the frequency of con-
vergence is related to the degree of phenotypic plasticity in a phylogenetic lineage.

Gerd Müller (chapter 4) argues that, despite persistent difficulties with its conceptual-
ization, homology represents the key problem that needs to be addressed by a theory of
morphological evolution. After analyzing the reasons why homology fell into undeserved
disrepute in recent years, he briefly reviews the quantifiable dimensions of homology in or-
ganismal designs. He identifies three steps in the origination of homology requiring causal
explanation: (1) the generation of initial parts and innovations; (2) the fixation of such new

PROBLEMS OF MORPHOLOGICAL EVOLUTIONII



elements in the body plan of a phylogenetic lineage; and (3) the autonomization of homo-
logues as process-independent elements of organismal design. According to his proposed
“organizational homology concept,” homology is not merely the passive result of genetic
evolution: homologues play an active role as organizers of genetic, developmental, and
phenotypic order. This reconceptualization of homology can provide a starting point for
new empirical research projects into the causal mechanisms underlying the three- and four-
dimensional processes of form generation.

All three contributions remind us that a number of distinct questions about the morpho-
logical phenomena of evolution remain unanswered. Notably, how did homoplasy, homol-
ogy, and particular structural themes, including entire body plans, originate? These
questions are among the theoretically most challenging, but there are many others not
explicitly addressed in these chapters. How, for example, can we account for morphologi-
cal trends and stasis, the various kinds of vestigialization, and the occurrence of atavisms?
All of these questions are related in one way or another to the three major issues discussed
in part II. Coming from different perspectives, these three chapters emphasize that the dis-
cordances between genetic and morphological evolution are more prevalent than generally
appreciated, and that, to understand these characteristic features of morphological evolu-
tion, we must consider processes and mechanisms beyond the realm of genetics.

12 Problems of Morphological Evolution



2 The Cambrian “Explosion” of Metazoans

Simon Conway Morris

Few would disagree that the fossil record provides a genuine narrative of the broad sweep
of the history of life: from stromatolites, to dinosaurs, to us. The many details that evolu-
tionary biologists crave, however, are commonly regarded as elusive, if not unattainable. It
is received wisdom, for example, that higher taxonomic categories, most notoriously the
phyla, appear abruptly and cryptically. The apparent absence of intermediary forms has
been explained by appealing to derivation from animals with a very low preservation po-
tential, such as larval forms, or to rapid morphological transitions, and the failure of the
rock record to preserve the appropriate fossils (e.g., van Tuinen, Sibley, and Hedges, 2000;
but see Foote et al., 1999; Benton, 1999). Such explanations—perhaps even excuses—
coalesce into a broad assumption that the emergence of new body plans can only be
explained by mechanisms of macroevolution, mechanisms that as often as not differ from
those familiar to neo-Darwinians. Another common assumption is that fossils with un-
familiar anatomies are best interpreted as offshoots into regions of otherwise sparsely pop-
ulated morphospace. However much they may emphasize the degree of faunal disparity,
such fossils therefore play no significant part in either the elucidation of phylogenies or the
documentation of transitions between supposedly different body plans. 

Although cryptic originations, stratigraphic hiatuses, geologically instantaneous origi-
nations, and problematic fossils are not to be dismissed, this chapter will argue that, in the
context of the early metazoan radiations or the Cambrian “explosion,” the fossil record
remains a fruitful, and historically unique, source of insights not only into the origin and
evolution of organismal form but, if interpreted correctly, also into the phylogenies based
on molecular data and the possible role of genomic reorganization in the origin of body
plans. How we interpret the Cambrian “explosion”—whether as a slow-fuse detonation, a
megatonblast, or even as an artifact (see Conway Morris, 2000a)—has a bearing on how
we go about disentangling cause and effect. And it is perhaps here that we begin to realize
that, however well we understand some aspects of evolution, in this area of science there
exist profound problems that remain remarkably recalcitrant.

Some Problems of Metazoan Complexity

Seeing an elephant demolish a small tree, a bird build a nest, or a bombardier beetle defend
itself may seem to make the question of metazoan definition superfluous. Motility, nervous
action, sophisticated behavior, and a dependence on heterotrophic sources of energy provide
a unique combination of characters. Although life on earth would no doubt cease in the
absence of bacteria, or even of plants, animals stamp their imprint (sometimes literally) on
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the biosphere. Yet, clearly, metazoans evolved from “simpler” eukaryotes, which it seems
likely were also closely akin to the ancestors of fungi (e.g., Baldauf, 1999; see also Atkins,
McArthur, and Teske, 2000). As to the nature of these transitional forms, we can only
speculate: apart from the shared presence in fungi and metazoans of the protein collagen,
which may in any event represent convergence (see Celerin et al., 1996), the similarities
between these two massively diversified kingdoms are largely identified on the basis of
molecular sequences.

Looking at even what are purportedly the most primitive metazoans, the sponges, and
their close allies, the protistan choanoflagellates, may not tell us much. It is no coincidence
that venerable speculations on the earliest metazoans by zoologists such as Hadzi, Haeckel,
Hand, Jägersten, and Steinböck all have a decidedly theoretical air about them, nor that
they remain largely untested against either molecular phylogenies or the fossil record. If
sponges are the most primitive living representatives of the Metazoa, and at present this
seems reasonable (e.g., Gamulin, Müller, and Müller, 2000), then presumably most of the
hallmarks of this kingdom (e.g., muscles, neurons) were acquired after the sponges first ap-
peared. Even so, with the surprising discovery that a number of metazoan phyla, notably,
Platyhelminthes (Balavoine, 1997), Mesozoa (Kobayashi, Furuya, and Holland, 1999),
Myxozoa (e.g., Siddall et al., 1995), and Xenoturbellida (Israelsson, 1999), are highly de-
rived and simplified, it is important to keep an open mind as to the supposed primitiveness
of any particular group. Even if we accept the sponges as the most primitive of the meta-
zoans, however, without evidence of transitional (and almost certainly extinct) forms be-
tween sponges and coelenterates, or between coelenterates and triploblasts, we can
understand the acquisition of complex features only in outline. No doubt much will be-
come clearer as the number of genomic surveys grows; even so, the battery of metazoan
genomic and molecular systems already in place in sponges and cnidarians alike (Shenk
and Steele, 1993; see also Ono et al., 1999) suggests that the solution to the problem
of emerging metazoan complexity will lie as much in redeployment, reorganization, and
duplication as in genetic novelty. This, too, is fine in theory. Yet from what we already
know, the description of these new genetic pathways will probably appear to us as arbitrary,
haphazard, and unsatisfactory. Notwithstanding the potentially potent mechanisms of gene
duplication (Lundin, 1999), which may play a key role in vertebrate diversification (e.g.,
Holland, 1997), at present there is a serious lack of precision so far as it applies to meta-
zoan evolution (Shimeld, 1999). In conclusion, the old divide (and sometimes rivalry)
between morphology and molecules—although bridged in places—is not only real, but
reinforces our notion that there is no simple series of connections. Life is more complicated
than some scientific reductionists are prepared to concede.

There is another aspect to the problem of the uniqueness of the Metazoa and our diffi-
culty in deciding how this came about, which concerns the too often unacknowledged
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degrees of complexity in the other kingdoms. It is worth reminding the more metazoan-
centered readers of the sophistication of single-celled protistans possessing statocyst-like
“organs” (Fenchel and Finlay, 1986) or an “eye” (Foster and Smyth, 1980) and, indeed, of
the multicellularity of certain bacteria (Shapiro and Dworkin, 1997), perhaps most spec-
tacularly manifestated in myxobacteria such as Chondromyces, which produces a treelike
fruiting body. The boundary between at least the smaller metazoans and protistans becomes
particularly blurred when we look at such complex ciliates as Ephelota, Ophrydium, and
Stentor, which, despite being single-celled, showed a remarkable repertoire of activities,
and whose shapes are strongly convergent on various metazoans. It is scarcely surprising
that there is at least one case whereby two supposed species of a rotifer turned out to be
ciliates (Turner, 1995).

The point of the above remarks is not to suggest that metazoans are necessarily poly-
phyletic, although this cannot yet be ruled out (Conway Morris, 1998a). It is rather to re-
mind us of two important facts. First, the connection between phenotypic complexity and
underlying genomics is far from straightforward, no matter what the reductionist fervor in
molecular biology may suggest to the contrary (see Goodwin, 1994; and Gilbert, chapter 6,
Newman, chapter 13, Wagner and Chiu, chapter 15, this volume). Second, the earliest
metazoans emerged in an already complex milieu, thickly populated by sophisticated pro-
tistans, of which the fossil record gives us only a fragmentary glimpse (e.g., Porter and
Knoll, 2000). Indeed, it is not clear that a hypothetical observer 700 million years ago
would have noticed the incipient metazoan clade as anything other than a group of multi-
cellular eukaryotes.

Metazoans in the History of Life

Life originated at least 3.5 billion years ago. It is widely assumed that prokaryotes, and the
especially primitive thermophiles among them, preceded eukaryotes. Although this
assumption is treated as orthodoxy, the evidence is more ambiguous than is generally imag-
ined (e.g., Forterre, 1997). Eukaryotes may be very ancient, even if endosymbioses
(notably, the acquisition of mitochondria) occurred after their appearance. So far as the
fossil record is concerned, the earliest evidence for eukaryotes is in the form of sterane
biomarkers (Brocks et al., 1999). The first known example of what may be eukaryotic
multicellularity occurs some 600 million years later (Han and Runnegar, 1992), in the form
of ribbonlike fossils, although it is by no means impossible these are prokaryotes. By about
1.8 billion years ago, however, the fossil record yields reasonably convincing eukaryote
body fossils (as opposed to the much earlier geochemical biomarkers) in the form of algal
structures known as acritarchs.
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There is a consensus that about 1 billion years ago there was a “Big Bang” in eukaryote
evolution, although the reasons for this massive diversification are unclear. The evidence
for this event, which saw the emergence of many of the advanced eukaryotes, is largely
molecular (e.g., Sogin, 1994), although there is also some degree of support from the fos-
sil record (e.g., Butterfield, Knoll, and Swett, 1990; Butterfield, 2000). Nested somewhere
within this remarkably diverse plexus (e.g., Cavalier-Smith, 1998) are the Metazoa, which,
as noted above, are linked to the Fungi at the molecular level.

The first convincing evidence for metazoan body fossils appears no earlier than 600 mil-
lion years ago, which raises the question: Were the Metazoa indeed late entrants in the story
of eukaryotic diversification? Or, alternatively, are the first roughly 400 million years of
metazoan evolution paleontologically cryptic? How can we decide? Proponents of the merits
of “molecular clocks” (e.g., Wray, Levinton, and Shapiro, 1996; Bromham et al., 1998),
perhaps predictably, have been vociferous and confident in claiming a remote ancestry for
metazoans. Even so, some of their claims verge on the incredible. Bromham and colleagues
(1998), for example, infer possible metazoan occurrences in the Archaean, that is, in excess
of 2.5 billion years ago. More nuanced views of the data from molecular “clocks” are avail-
able, however (e.g., Ayala, Rzhetsky, and Ayala, 1998; Bromham and Hendy, 2000; Cutler,
2000); appropriate statistical techniques (e.g., Huelsenbeck, Larget, and Swofford, 2000),
careful consideration of the fossil record (e.g., Norman and Ashley, 2000), and a more re-
alistic evolutionary framework (see Conway Morris, 2000b) may lead to a more coherent
and believable view. Nevertheless, these molecular data do not rule out the possibility of a
cryptic interval in the evolution of metazoans before their appearance in the fossil record
as Ediacaran faunas (e.g., Narbonne, 1998; Waggoner, 1998, 1999). Indeed, sensibly em-
ployed, the data may help narrow the likely time interval of origination and thus suggest
the most fruitful strategy for paleontological discovery. 

Claims that very ancient sedimentary structures are metazoan trace fossils (e.g., Breyer
et al., 1995; Seilacher, Bose, and Pflüger, 1998) are not only dubious in their own right, but
carry with them a baggage of uniformitarian thinking typified by the general, half-
articulated assumption that somehow “worms are primitive.” Even if such trace structures
are biogenic (however implausible that may be), they need not indicate metazoans. For one
thing, it is far from clear how a billion-year-old worm could have evolved and failed to col-
onize the seafloor, thereby ushering in the Cambrian “explosion” four hundred million
years ahead of schedule. Indeed, the general absence of any convincing trace fossils before
about 570 million years ago and the controversial nature of earlier structures such as those
from India (Seilacher, Bose, and Pflüger, 1998) have persuaded most students of this prob-
lem that the first metazoans cannot have been larger than about a millimeter. Bona fide
millimeter-sized trace fossils, made by similarly sized animals, are readily preserved in
fine-grained sediments such as siltstones and are well known from Ediacaran sediments. 
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Although the most popular candidates for the role of cryptic, pre-Ediacaran metazoans are
either the meiofauna (e.g., Fortey et al., 1997) or ciliated larvae (e.g., Peterson, Cameron,
and Davidson, 1997), for different reasons, both of these hypotheses face difficulties (Con-
way Morris, 1998b, c, d, 2000c; Budd and Jensen, 2000). There is little evidence that the ex-
tant meiofauna (see Giere, 1993) is phylogenetically primitive. Whereas the cryptic
pre-Ediacaran fauna may have adopted (at least in part) an interstitial life, it is unlikely that
the denizens of these Neoproterozoic sediments were simply miniaturized versions of fa-
miliar metazoans, with organ systems and anatomies poised to “inflate” to macroscopic size
as soon as the Cambrian “explosion” got under way. Skepticism about such a body plan “in-
flation” revolves around the apparent implausibility of such features as a water-vascular sys-
tem, articulated skeleton, coelom, or complex sensory organs evolving at the lilliputian scale
of the meiofauna (Budd and Jensen, 2000). The larval hypothesis harks back to a Haeckelian
theme of the supposed primitiveness of metazoan larvae, perhaps best exemplified by tro-
chophore larvae, and to Jägersten’s notion (1972) of a biphasic life cycle that alternates be-
tween a minute ciliated larva occupying a planktonic niche and a macroscopic, typically
benthic adult. In the context of the Cambrian “explosion,” this hypothesis has been taken
forward vigorously by Peterson, Cameron, and Davidson, (1997; see also Peterson,
Cameron, and Davidson, 2000), with an appeal to developmental biology, specifically fo-
cusing on the “set-aside cells” that give rise to the adult tissues during the catastrophic meta-
morphosis separating the stages of this biphasic cycle. Despite various difficulties explained
at length elsewhere (Conway Morris, 1998b, c, d; see also Wolpert, 1999; Hughes, 2000),
Peterson, Cameron, and Davidson (2000) continue to argue that the evolutionary novelty of
“set-aside cells” ushered in the appearance of macroscopic body plans. It seems as parsimo-
nious, however, to argue that, though the primitive metazoan may have had a ciliated larva,
the complex biphasic life cycle with “set-aside cells” was introduced on multiple occasions.
In this scenario, it is hardly surprising that an adult rudiment is present in the larva, and that
such diagnostic features as Hox gene expression are effectively confined to this rudiment
and its descendant cells.

If we want to know what the earliest metazoans looked like, the above comments can
hardly be regarded as encouraging. What, if neither ciliated larvae poised to invent their
“set-aside cells” nor interstitial meiofauna, should we be looking for? Our problem is com-
pounded if we move away from the firm ground of uniformitarian assumptions and try to
conjure up the reality of a pre-Ediacaran metazoan. What might we find? For many years,
it has been proposed that the decline in stromatolite diversity initiated about 1 billion years
ago in deeper water and 800 million years ago in shallower water stemmed from the
appearance of metazoans (Walter and Heys, 1985; see also Awramik and Sprinkle, 1999).
This proposal, in itself, is controversial, and some workers (e.g., Grotzinger, 1990) look to
changes in ocean chemistry as a more plausible mechanism. But, even if the decline in
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Neoproterozoic stromatolite diversity resulted from disruption of the microbial mats by
grazing and burrowing, as Cao (1999) suggests, the organisms responsible may have been
unrelated to metazoans. 

Given the likelihood that pre-Ediacaran metazoans were minute, consisting of perhaps
only a few thousand cells, the chances of finding any fossil representatives would seem de-
cidedly slight. The recent discovery in phosphorites of both Cambrian (figure 2.1d; Bengtson
and Yue, 1997; Yue and Bengtson, 1999; Kouchinsky, Bengtson, and Gershwin, 1999) and
late Neoproterozoic (Xiao and Knoll, 1999a, 2000) fossil embryos may have much im-
proved those chances, however, opening the way for investigation of earlier phosphorites.
The claim that at least some of the Neoproterozoic fossils are metazoan embryos is contro-
versial (e.g., Xue, Zhou, and Tang, 1999; see also Xiao and Knoll, 1999b; Xiao, Yuan, and
Knoll, 2000), and any announcement of yet earlier metazoan embryos is likely to generate
even greater controversy. Nevertheless, as a starting point, it seems sensible to examine
phosphorites from beneath the widely distributed Neoproterozoic tillites. These latter units
are interpreted, if somewhat controversially, as the product of very widespread, if not
global, glaciation (e.g., Hoffman et al., 1998; Kempf et al., 2000; Kerr, 2000), of which
there have been at least two major episodes (e.g., Brasier et al., 2000). The earliest
Ediacaran fossils, simple discs of perhaps cnidarian grade, have been found in a unit below
the younger of two tillites (Ice Brook Formation) in the Mackenzie Mountains (Narbonne
and Aitken, 1995); all other Ediacaran assemblages appear to be firmly posttillite.

Figure 2.1
Representative Lower Cambrian (a, c, d, f, g) and Middle Cambrian (b, e, h) fossils, from the Burgess shale (b, e, h)
and from similar deposits in Chengjiang (a) and Sirius Passet (c, f, g), as well as from the phosphatized material
of the Petrosvest Formation of east Siberia (d). Together, these fossils encompass some of the most characteristic
body plans of the Cambrian “explosion.” (a) The agnathan chordate Myllokunmingia fengiao (anterior is to the
right), showing the gill pouches, dorsal fin, and myomeres. (b) The ctenophore Fasciculus vesanus, the holotype
and only known specimen, is unusual both in the large number of comb rows it possesses and their division into
long and short sets. (c) The halkieriid Halkieria evangelista is an armored sluglike organism with a scleritome of
some 2,000 sclerites and two large shells, one located at either end of the body. The anterior shell appears to be in
a retracted position. The prominent ridges toward the posterior represent superimposed trace fossils and are other-
wise unrelated to the halkieriid. (d) Embryos referred to Markuelia secunda, possibly derived from the halkieri-
ids, showing both transverse divisions and possible incipient sclerites. (e) The frond Thaumaptilon walcotti, an
Ediacaran survivor that most probably belongs to the pennatulacean cnidarians and whose body consists of a thick
stalk and a blade with prominent cushionlike structures arising either side of the axis. ( f ) The lobopodian
Hadranax augustus, showing the prominent lobopods, trunk tubercles, and a possible anterior appendage (arrow).
(g) The stem group arthropod Kerygmachela kierkegaardi, showing the anterior giant appendages, trunk lobes,
and gut trace. (h) The priapulid Ottoia prolifica, showing the posterior trunk with intestinal strand containing three
hyoliths, two adults and a juvenile. Note all the hyoliths are pointing in the same direction (anterior backward),
and that the most anterior has its operculum in place and presumably was swallowed alive. Magnifications are
a: × 2.0; b: × 0.3; c: × 0.8; d: × 55; e: × 0.3; f : × 0.8; g: × 0.9; h: × 1.9.

Originally published as figure 2 in Conway Morris 2000a, this figure is reproduced with the permission of the
Proceedings of the National Academy of Sciences, USA, and also with the specific permission of the following:
a, D. Shu, North-West University, Xi’an; b, c, e, and h S. Conway Morris, copyright 2000; d, S. Bengtson, and Z.
Yue, copyright 1997, and S. Bengtson; f and g, G. Budd, Uppsala, Sweden.
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There are also significant problems of stratigraphic correlation. For example, a well-
documented and classic series of tillites exposed in the Neoproterozoic strata of northwest
Scotland may turn out to be substantially older than previously thought (Prave, 1999),
which would cast doubt on a purported trace fossil from immediately above the tillites
(Brasier and McIlroy, 1998), and could also explain my failure (Conway Morris, 1999)
to discover convincing Ediacaran fossils in ostensibly suitable lithologies (Jura quartzite)
yet higher in this Scottish sequence. An additional problem is that pretillite phosphorites
are relatively uncommon. Even so, my preliminary results based on an examination of
some pretillite phosphatized sediments exposed in a late Neoproterozoic sequence near
Lake Mjøsa, southern Norway, are not encouraging. Although this unit is already known
for some very well preserved acritarchs (Speldjnaes, 1967; Vidal, 1990), to date, nothing
convincingly metazoan has been found.

The Cambrian “Explosion” and Phyla

The still hypothetical nature of the pretillite metazoans, and the phylogenetically refractory
nature of the Ediacaran assemblages give us an undeniably lopsided view of early meta-
zoan evolution. This is simply because of the remarkable riches of the Cambrian fossil
record, most notably the ever-growing harvest from the fossil-Lagerstätten, especially of
faunas of the Lower-Middle Cambrian Burgess shale type, in particular, of those in the
Burgess shale itself, as well as in Chengjiang (south China) and Sirius Passet (north Green-
land), and of faunas in the Middle-Upper Cambrian Orsten (e.g., Müller, Walossek, and Za-
kharov, 1995). Continuing discoveries and reinterpretations from these remarkable faunas
have led to a series of reassessments and opened up exciting possibilities, touched on
below, of dialogues with molecular biology and revitalization of old phylogenetic schemes.

Even so, it is still widely supposed that the Cambrian “explosion” effectively marks the
origination, not only of all the metazoan phyla, but also of a swathe of now-extinct body
plans, swept from the theatre of life by contingent happenstance rather than by disastrous
maladaptation. Such an oversimplification verges on parody; more seriously, it undermines
any coherent attempt to establish an evolutionary framework. This Cambrian scenario is
littered not only with supposedly extinct phyla but also with the mysterious mechanisms of
macroevolution supposedly necessary to power this burst of diversification. At first glance,
to be sure, a survey of the Cambrian seas seems to reveal both familiar and extinct phyla.
For example, even the nonspecialist has little difficulty in identifying forms characteristic
of a wide range of metazoans, from sponges, cnidarians (figure 2.1e), ctenophores (fig-
ure 2.1b), and priapulids (figure 2.1h) to arthropods (figures 2.1f, g), brachiopods, annelids,
molluscs, hemichordates, echinoderms, and chordates, in the last case including even fish
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(figure 2.1a; Shu et al., 2000). To this rich array can be added a motley selection of vari-
ously strange taxa, the so-called problematica (figure 2.1c). We should keep in mind, how-
ever, that defining phyla, whether extant or extinct, tends to discourage even speculation as
to how seemingly immutable body plans might be transformed or might otherwise evolve.

To counter this tendency, an effective strategy is now in place with the proposal that,
contrary to received wisdom, the bulk of the Cambrian fossil record, especially its earlier
stages, consists of representatives, not of phyla per se, but rather of the various stem groups
(Budd and Jensen, 2000; see also Conway Morris, 1998d, 2000a, c). In other words, what
we see is a series of body plans in the process of construction, with some, but significantly
not all, of the character states (in fossils these are necessarily anatomical) that will define
the end product, that is, the crown group (defined as the last common ancestor of all living
species and all its descendants). This approach yields insights into the supposedly prob-
lematic forms, making the idea of extinct phyla largely superfluous. It also encourages a
more coherent analysis of how functional transitions are achieved in a realistic ecological
milieu. Here the emphasis has been on locomotion and feeding, with the clear implication
of necessary changes in both sensory systems and neurology. Despite the seeming welter
of body plans emerging in the Cambrian, it is difficult to escape the conclusion that the
processes and products, far from requiring a radical revision of existing theory, fit com-
fortably into the standard neo-Darwinian framework.

Did Anything Happen?

Just as the Great Wall of China is said to be visible from outer space, so no paleontologist
could miss seeing the dramatic change in the fossil record across the Vendian-Cambrian
boundary. The most obvious manifestation of this change is the appearance of hard parts.
Cambrian faunas are dominated by skeletal remains of trilobites and brachiopods, with a
number of other groups, such as molluscs, echinoderms, and sponges, being of variable
importance. The first skeletal assemblages are unfamiliar; to a certain extent their phylo-
genetic position remains uncertain. They include tubes, platelike shells, various spicules
and sclerites, and slender toothlike objects. The acquisition of skeletal parts is clearly poly-
phyletic, and most probably represents co-option of proteins (and mucopolysaccharides) as
templates for mineral precipitation. Given the precision of biomineralization processes, it
seems less likely that changes in seawater chemistry, once a popular explanation for the
sudden acquisition of Cambrian skeletons, were the trigger for this event. At present, it
seems more likely that the primary stimulus behind the appearance of diverse skeletons,
both in terms of their construction and distribution across the Metazoa, was ecological: the
need for protection from predators.
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It is now realized, of course, that deciphering the Cambrian “explosion” will require
more than documenting the fossil record of skeletons. Most famously, deposits of the
Burgess shale type (Conway Morris, 1998e; Hou et al., 1999) demonstrate that the propor-
tion of animals with skeletons, preservable under normal conditions for fossilization, is
very small (see figures 2.1a–c, e–h). Although such discoveries have generated consider-
able controversy, this has been largely for ideological reasons, most blatantly by Stephen
Jay Gould, who, in support of a strange materialist agenda, has argued that a contingently
happenstance origin of humans leads to certain ethical consequences. On the other hand,
controversy also surrounds some of the scientific conclusions. Notably, can the range of
taxa already described be fitted into a series of credible evolutionary frameworks, compat-
ible with proposed phylogenies? What mechanisms are appropriate for such a seemingly
rapid event? These questions are still an active focus of research; in addition, and alongside
the main series of Burgess shale campaigns (e.g., Conway Morris, 1998e; Hou et al., 1999),
there have been continuing developments along two fronts: trace fossils and the Ediacaran
assemblages.

To a first approximation, the diversification of body fossils in the Cambrian is paralleled
in the trace fossil record (Bottjer, Hagadorn, and Dornbos, 2000). Particularly obvious fea-
tures include the development of deep burrow systems, effectively exploiting all three
dimensions of the seafloor (e.g., Droser and Li, 2000), and scratch marks that can be
attributed with some confidence to the rapid and dramatic diversification of Cambrian
arthropods, a group that shows increasingly sophisticated methods of feeding (Budd,
1998). Given that many of the trace fossils were produced by animals with a minimal
preservation potential, being either soft-bodied “worms” or having delicate and unminer-
alized skeletons, this diversification of burrows and trackways would seem to echo the
story told by faunas of the Burgess shale type. In contrast, diversity is highly restricted in
the Precambrian trace fossil record. Most traces are simple and two-dimensional: there is
no effective colonization of the third dimension of the seafloor. Recent restudy of suppos-
edly more complex Ediacaran traces has cast serious doubt on their animal origin
(S. Jensen, personal communication). Moreover, considerable doubt still hovers around
very ancient structures interpreted as trace fossils, and a cautious investigator would find it
difficult to identify any convincing evidence of sediment disturbance by a metazoan earlier
than about 570 million years ago (see Martin et al., 2000).

Even though the trace fossil record is congruent with the notion of a Cambrian “explo-
sion,” associated with the simple, latest Neoproterozoic traces is a relatively diverse
assemblage of Ediacaran organisms, which have been the subject of extensive and rather
inconclusive debate. In recent years, Seilacher’s daring hypothesis (1989), that these
fossils represent a separate excursion in eukaryote multicellularity, has lost ground,
although his concept of the Vendobionta may yet apply to some of the more enigmatic taxa,
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such as Ernietta and Pteridinium, which are typically built on a body plan of repeated
saclike chambers. Along with related taxa, these could be some sort of protistan analogues
to the more complex foraminiferans. In general, however, in addressing the problems of
understanding these Ediacaran fossils, there has been a more sustained effort in trying to
accommodate these admittedly strange-looking fossils into one or another of the schemes
of metazoan phylogeny presently under consideration (e.g., Conway Morris, 2000b; Fe-
donkin and Waggoner, 1997; Dewel, 2000). Even so, ambiguities of interpretation and phy-
logenetic paradoxes remain. These should not be ignored, nor should alternative outlooks
closer to Seilacher’s formulation (e.g., Narbonne, 1998; see also Narbonne, Saylor, and
Grotzinger, 1997).

What is the way forward? Because there seems to be some degree of congruence
with the Cambrian fossil record, the incorporation of molecular data into new, and some-
times unexpected, molecular phylogenies (see Conway Morris, 2000b) has proved fruitful.
In the case of all three superclades of triploblasts—deuterostomes, ecdysozoans, and
lophotrochozoans—it is now possible to argue that apparently enigmatic fossil animals
provide at least a historical glimpse of the actual events. Thus, among the deuterostomes,
forms such as Yunnanozoon (Shu, Zhang, and Chen,1996) and the very similar Haikouella
(Chen, Huang, and Li, 1999) may represent animals close to the hemichordate
(echinoderm)–chordate divergence. Among the ecdysozoans, the priapulid-lobopodian
plexus (see figures 2.1f, g) may be similarly basal, whereas the Kimberella-halkieriid clade
(see figure 2.1c) may possess comparable importance in the initial stages of lophotro-
chozoan diversification. Together, the molecular phylogenies and Cambrian fossil record,
especially as recovered from faunas of the Burgess shale type, indicate that the Cambrian
“explosion” is effectively a triploblastic event (see also Adoutte et al., 1999). The Edi-
acaran faunas, therefore, are presumed to represent both the roots of the triploblast radia-
tion and as important, the preceding diploblastic diversifications, of which present
information is largely dependent upon our knowledge of the cnidarians and ctenophores. It
is an exciting prospect—if only the phylogenetic scales would fall from our eyes—to be
able to identify intermediates within the diploblasts, as well as plausible connections both
upward, toward the triploblasts, and deeper into the metazoan tree, toward the sponges and
perhaps still more primitive organisms that ultimately will provide links to other groups of
eukaryotes.

Causes and Effects

The Cambrian “explosion,” though real, falls into a wider phylogenetic context that
probably began a billion years ago, with the eukaryote “Big Bang.” The “explosion” itself
encompasses not only the dramatic events in triploblast evolution that occurred in the latest
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Neoproterozoic and earliest Cambrian, but extends into the Lower Palaeozoic as the
various body plans of the marine fauna were assembled (Budd and Jensen, 2000).

In this concluding section, I wish to address three questions: What accounts for the delay
in metazoan diversification? Was the trigger for the Cambrian “explosion” extrinsic, such
as rising levels of atmospheric oxygen, or intrinsic and perhaps genomic? And how do new
ideas, such as light reception by complex eyes, figure into attempts to explain this event?

The normal formulation of Darwinian evolution is that the processes of natural selection
depend on an unending supply of variation, which produces a constant and unavoidable se-
lection pressure whereby “any advantage, however slight” is preferred. This view presup-
poses that (1) the necessary “building blocks” are available; (2) a given structure (e.g., an
eye) is in fact adaptively superior to its predecessors; and (3) the structure is in a functional
context that makes sense, for example, it is connected to a brain that can interpret the elec-
trical signals in a coherent fashion. For our example of the eye, the first two requirements
seem to pose no significant problems. The key building blocks of the eye, notably, proteins
in the form of crystallins for the lens and other transparent tissues and opsins for the retina,
are phylogenetically quite ancient and, at least in the case of the crystallins, classically ex-
emplify co-option for new functions. In addition, as Nilsson and Pelger (1994) have
demonstrated, the transformation of a simple eye spot into a complex camera eye, which
has occurred independently at least four times (in vertebrates, cephalopods, alciopid poly-
chaetes, and strombid gastropods), is geologically almost instantaneous (< 500,000 years).
Knowing this, we might be surprised to learn that metazoans failed to appear by the end of
the Archaean. Some proponents of the molecular clock data believe this failure lies in the
rock record rather than in our understanding of evolutionary processes. However, if we re-
ject the hypothesis of a very ancient origin for metazoans, then the apparent delay in their
emergence might be attributed to some constraint, which in turn might be either extrinsic
or intrinsic.

In terms of possible extrinsic triggers, it is clear that there were major environmental
changes and crises, although as yet it is far from clear whether any of these can be directly
linked to the early evolution of Metazoa. Significant elevation in the levels of atmospheric
oxygen during the Neoproterozoic (e.g., Canfield and Teske, 1996) would seem to provide
an almost too obvious control for metazoan diversification (Knoll and Holland, 1995); yet
establishing a direct correlation between oxygen and evolution is much more difficult.
Living metazoans occupying dysaerobic environments, and, by implication, now-extinct
taxa from the Phanerozoic, when levels of atmospheric oxygen were significantly de-
pressed (Berner, 2000), might be less diverse and ecologically stressed, but they still man-
age or managed. Moreover, in a low-oxygen world, one might expect metazoans to adopt
strategies such as modifying respiratory proteins or incorporating photosynthetic sym-
bionts to circumvent the most obvious problems of such an existence.



Metazoan Phylogeny 25

Oxygen is thus not the only candidate for constraining biological diversification; other
candidates, perhaps more suited to the deep Precambrian past, are oceans that are either too
salty (Knauth, 1998) or hot (Schwartzman, McMenamin, and Volk, 1993). Kirschvink and
colleagues (2000) have speculated on the possible biological consequences of a global
glaciation some 2 billion years ago. It is certainly intriguing that, closer to the time of major
metazoan diversification, there is even firmer evidence for global glaciations. Even so, de-
spite the attention paid to the evidence for at least two Neoproterozoic “snowball Earth”
episodes (Hoffman et al., 1998) and their possible evolutionary consequences, the claim
that these events were accompanied by biological catastrophe may need to be qualified. In
its most extreme version, the oceans are clogged with pack ice, perhaps a kilometer thick,
that effectively destroys the photic zone. Surface temperatures tumble to well below 0°C.
The proposal for such global refrigeration is, however, inconsistent with some climatic
models (e.g., Hyde et al., 2000). As has also been pointed out, the preglacial fossil record
indicates the presence of an assemblage of eukaryotes; in even the worst scenario, some
must have been able to survive in refugia, such as hot springs oases. This does not rule out
a mass extinction, but attempts to link the amelioration of environment after such super-
glaciations to the metazoan diversifications are difficult to reconcile with a hiatus lasting
tens of millions of years.

The mention of mass extinctions will remind the reader of the importance of extrater-
restrial impacts, notable as the trigger for the end-Cretaceous extinctions. Such collisions
as a factor in driving the early diversification of the metazoans have received sporadic
mention in the scientific literature, albeit unsupported by any convincing evidence. Culler
and colleagues (2000), in their refinement of the lunar bombardment history, have sug-
gested evidence for an overall decline in impacts from the cataclysmic episode early in the
history of the Solar System. They have found evidence, however, of an increase in impacts
in the more recent geological past, which they note is “roughly coincident with the ‘Cam-
brian explosion.’” Intriguing as these data are, they are in need of both further refinement
and terrestrial evidence, such as shocked quartz, from one or more horizons spanning the
interval from approximately 580 to 530 million years ago.

There is, however, another style of extrinsic control, which although equally difficult to
test, looks to the ecological milieu. Earlier I noted that any discussion of the earliest meta-
zoans might do well to look at likely ecological analogues, if not avatars, such as the ciliate
protistans. In this dynamic, microscopic world, the eventual advantage to the metazoans
might have depended on some genomic reorganization, and it is to this topic we need briefly
to turn.

In the sponges, we see a wide array of molecules that also play crucial functions in more
advanced animals (see Gamulin, Müller, and Müller, 2000). In some ways, this is even
more apparent in the cnidarians, notably Hydra (and the related Hydractinia), which, for
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experimental convenience, has been the focus of attention. Here we see a somewhat
confusing picture. That the cnidarians are diploblastic and radially symmetrical makes cor-
relations with the triploblast Bilateria far from straightforward. Is, for example, the so-
called “head” of Hydra in any way equivalent to the bilaterian head? The rapidly emerging
molecular evidence is somewhat ambiguous. In certain instances, expression patterns are
strikingly similar, pointing to a conservation of function, whereas, in others, the gene
clearly has one function in Hydra but has been subsequently redeployed in the higher ani-
mal for another (see, for example, Gauchat et al., 1998; Hassel, 1998; Mokady et al., 1998;
Smith et al., 1999; Galliot, 2000; Hobmayer et al., 2000). A hand-waving answer to the
dilemma, that is, how to reconcile conservation as against co-option, is to appeal to new
networks, gene duplications, and so forth. There are, however, at least two problems with
this view. The first, admittedly from very limited information, is that there is evidence even
within a particular group, such as the nematodes (e.g., Eizinger and Sommer, 1997), for
considerable lability in developmental pathways. Felix (1999, 15) remarks that, “although
developmental genes and molecular cascades are well conserved, the developmental con-
text in which they play a role can vary extremely at the cellular level.” (See also Steinberg,
chapter 9, and Bissell et al., chapter 7.) A similar conclusion is also evident in the frequent
switching of larval types in, for example, echinoderms where very similar adults emerge by
radically different embryological pathways that, by implication, have substantially altered
genetic architecture. Reconciling this genomic lability with the conservation of body plans
is one of the major challenges for evolution. But the reverse is also the case, whereby phe-
notypic diversity emerges from a conserved genomic framework. A striking example
comes from the arthropods. Averof (1997) reminds us that the identical complement of Hox
genes, which in arthropods underpins their axial reorganization, seems to have no obvious
bearing on the widely varying degrees of tagmoses and segment organization. Thus, al-
though genome arrangements and duplications must provide an important basis for meta-
zoan diversifications, the fundamental patterns continue to elude us.

Are time-honored appeals to agencies such as atmospheric oxygen or the evolution of
Hox clusters perhaps incidental to the problem? Should we be looking elsewhere? Two
proposals certainly merit attention. Stanley (1992) drew attention, albeit briefly, to the pos-
sibility that one cell type, the neuron, might have been the trigger for the Cambrian
“explosion.” Although clearly neurons, and most probably brains, evolved in the late
Neoproterozoic, there might still have been a lag time as neural and behavioral systems
assembled themselves. This question of the time required for self-assembly of complex
biological systems is yet another significant problem in evolution. That protracted, geolog-
ically lengthy intervals are necessary for reassembly is evident from a rather different area
of evolution. This is the response of Phanerozoic faunas to mass extinction events, where
the postcatastrophe assemblages show a remarkably sluggish recovery despite the manifest
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ecological opportunities (see Kircher and Weil, 2000). As such, this behavior might pro-
vide an analogy to the timing and rate of the latest Neoproterozoic–earliest Cambrian radi-
ations: barrels refill, but not instantaneously.

The role of behavioral changes may provide other insights into the Cambrian diversifi-
cations. Parker (1998), for example, has identified diffraction gratings in the cuticle of a
number of Burgess shale animals, the presence of which implies iridescent color produc-
tion by such organisms as Wiwaxia. Building an elaborate hypothesis on this basis, he
argues effectively that the Cambrian “explosion” was driven by optical activity, including
display and warning. It can hardly be doubted that optical activity is a hitherto unrecog-
nized factor in the emergence of Cambrian complexity (see also Marcotte, 1999), but it
may be simplistic to view it as the principal, let alone sole, mechanism. To start with, meta-
zoans communicate via a variety of other means (e.g., olfactory, vibration). A somewhat
deeper question is to inquire: what are the underlying neurological similarities between
these different reception mechanisms? And how did they come about in the first place?
Thus it may yet transpire that, having moved away from the influential view, at least in
some quarters, that the Cambrian “explosion” is only an artifact of our minds, we are now
facing the possibility that it would not have happened without a new set of behavioral, and
by implication neural, frameworks that ultimately set the mental stage for us to speculate
on this remarkable event.

Were Darwin to return, would he feel that his suspicion, articulated in chapter 9 of On
the Origin of Species, that the seemingly abrupt appearance of skeletons near the beginning
of the Cambrian might undermine his notion of evolution proceeding by slow and steady
change could now be laid to rest? I believe so. In prospect, we have the emergence of a rea-
sonably coherent phylogeny of early metazoans that supports the view that the fossil
record, far from being a disastrously fragmented collage, is instead a jigsaw puzzle suffi-
ciently complete to provide genuine historical insights into how body plans evolve without
being functionally compromised. There remains a paradox, however, inasmuch as although
molecular biology is to be thanked for largely revitalizing our views of metazoan phy-
logeny, when it comes to developmental biology, it may transpire that the real evolutionary
action is in the realm of functional morphology and ecology, and particularly the realm of
neurology and behavioral sophistication. When combined with new insights from epi-
genesis (Newman and Müller, 2000; see also Gray, 1992), the study of evolution seems
poised to break free from a steady and increasingly arid reductionism. And those all-
powerful genes? Perhaps their importance is better pursued if we view them as a necessary
tool kit, to be used as and when required, than as some sort of master template upon which
evolution is meant both to act and unfold (see Budd, 1999). Genes are essential, certainly,
but by no means the whole story.
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3 Convergence and Homoplasy in the Evolution of Organismal Form

Pat Willmer

Convergent evolution is prevalent at all levels of organismal design—from cell chemistry and
microstructure to cell types, organ systems, and whole body plans (Willmer, 1990; Sanderson
and Hufford, 1996). Indeed, it may be sufficiently common to undermine methodologies
(whether morphological, paleontological, or molecular) for determining animal relationships
(Willmer, 1990; Willmer and Holland, 1991; Moore and Willmer, 1997).Yet, even though de-
tecting convergence depends on knowing your taxonomy, methods of establishing taxonomy,
particularly the now almost ubiquitous cladistic methods, tend to rely on a parsimonious as-
sumption of minimum convergence. Or, as Foley (1993, 197) put it: “The best phylogeny is
essentially the one that has the least convergence. And yet if cladistics is itself showing that
convergence is rife in the real world of evolution, then the very assumptions of cladistics are
open to question.”

Convergence and its prevalence also have a major interaction with the subject of this
volume, the development of organismal form. Within a phylum, convergence is particu-
larly likely when animals with different ancestry have been selected for survival in similar
and especially demanding environments; thus it might be rare in some circumstances but
common in others (see also Wake, 1991). But, at the “higher” level of animal design, be-
tween phyla, we know very little about ancestral states; instead, we see a diversity of over-
lapping sets of characters, which cannot map cleanly onto any single classification. This
may lead us to conclude that such characters have evolved repeatedly (Willmer, 1990) and
thus that convergent evolution has been very widespread, extending to whole body plans,
or perhaps even the whole of the Metazoa.

Two major developments in the last decade may have affected our view of convergent
evolution. First, molecular evidence, almost entirely accruing since 1987, suggests we are
reaching a consensus on monophyly and a rather traditional-looking tree or cladogram for
the Metazoa (e.g., Lake, 1990; Christen et al., 1991; Adoutte and Philippe, 1993). Second,
accumulating developmental evidence of similar genes across the animal kingdom con-
trolling shape, form, patterns, and the location of key features also supports monophyly
(e.g., Fortey, Briggs, and Wills, 1996; Erwin, Valentine, and Jablonski, 1997; Conway
Morris, 1998; Knoll and Carroll, 1999). This chapter addresses these new developments,
and their implications for the definition and detection of both convergent evolution and the
origins of organismal form.

Definitions

Classical definitions of convergence or homoplasy come from traditional morphology and
embryology, and lead many to conclude that the phenomenon is widespread (e.g., Cain,



1982). But defining convergent evolution is a matter of controversy, intimately linked with
defining homology (e.g., Doolittle, 1994; Abouheif et al., 1997), the hierarchical basis of
comparative biology (Coddington, 1994; Hall, 1994) and the central ordering principle
of biological characters. Classical homology was based on comparative morphology and
only later came to be applied to evolutionary origins, usually as seen through ontogeny. Dif-
ferent definitions still tend to emphasize either common descent or individual development.
Thus Mayr (1969; see also Mayr, 1994) stipulated that characters are homologous in two or
more organisms if they can be traced back to the same character in a common ancestor; and
cladistic analysis equates homology with a “shared derived character” (synapomorphy;
e.g., Patterson, 1982). McKitrick (1994) suggested that synapomorphies are really just hy-
potheses of homology, and therefore that ontogenetic studies are the most reliable studies
for revealing homology. Van Valen (1982) usefully defined homology as “resemblance
caused by a continuity of information.” This informational continuity may be developmen-
tal or historical (Minelli, 1993); some would argue that, far from being necessarily contin-
uous back to the origin of a particular morphology, it may have been added and canalized
(“routinized”) at a later, postepigenetic stage (Newman and Müller, 2000).

Thus our definition of homology bears directly on our definition of convergence. Else-
where (Moore and Willmer, 1997), I have argued that convergence needs to be distin-
guished from parallelism. Mayr (1969) has defined parallel evolution as the development of
similar characters separately in two or more lineages sharing common ancestry. Although
these characters do not appear in the ancestor, descendants have inherited the potential to
express them, and lineages can then change in similar ways when faced with similar prob-
lems. In what may properly be called “parallelism,” the separately evolved descendants are
as similar to each other as were their ancestors. Convergent evolution, by contrast, occurs
when distantly related animals evolve separately, yet produce similarity: the descendants
are more alike than were their ancestors. This distinction is only relative, however; on a suf-
ficiently long timescale, all animals share a common ancestor, and describing that ancestor
for any two species as “ancient” or “recent” is arbitrary. Hence the term convergent evolu-
tion can be used inclusively. The alternative and currently preferred term homoplasy im-
plies the independent acquisition of similar attributes in distinct lineages; it includes not
only parallelism and convergence but also apparent reversals (see Sanderson and Hufford,
1996; Hodin, 2000). From its use in cladistic analyses, however, where it is not an empiri-
cal observation but a post hoc conclusion derived from a specific analysis (e.g., Sanderson
and Donoghue, 1989; Friday, 1994), it has acquired other connotations. For present pur-
poses, therefore, convergence is the more useful—and less “loaded”—term.

Convergence needs to concentrate on detailed resemblances that might be mistaken for
homology, which leads back to the suggestion of different kinds or levels of convergence
(Wake, 1991; McShea, 1996). Convergence between animals within relatively low-order
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taxa experiencing similar selective pressures, though pertinent to the simple prevalence and
methodology debate, is perhaps less interesting from the theoretical perspective, having
been added on quite late in the course of evolution. Here I want to concentrate more on the
possibility of early and extensive convergence of whole body plans, at the phyletic level or
higher, where we are inevitably dealing with altogether fundamental characteristics.

Convergence and Developmental Processes

There are a number of reasons why animals may show similarity in very broad funda-
mental characteristics, but many of them could be grouped in the category of “developmen-
tal constraints” (see Maynard Smith et al., 1985; Hall, 1992; Raff, 1996). Developmental
mechanisms are part of the legacy of evolution, as many chapters in this volume discuss,
and operate by making it difficult for certain kinds of phenotypes (or easy for certain other
kinds) to be produced. This constrains the relationships between particular epigenetic
events, and in turn between particular kinds of cells and tissues. Organisms thus consist,
not of independently selected characters, but rather of interacting developmental pathways.
Until recently, it has been presumed that earlier developmental stages are more conserva-
tive for this reason (von Baer’s rule), with only the later events readily changeable through
evolution. However, we are now more aware that embryological characters themselves are
extremely flexible, sometimes even arbitrarily so, and that exceptions to von Baer’s rule
are rather frequent (e.g., Thomson, 1988; Horder, 1994). It is evident that there may be only
a limited number of “standard parts” for animals in Riedl’s sense (1978) and that there
are only a few ways of moving cell sheets and cell masses around to shape an early
embryo into a three-layered and three-dimensional animal (Løvtrup, 1974; Wolpert, 1994;
Steinberg, chapter 9, this volume). 

The current emphasis on the interface of development, evolution, and genetics provides
a new appreciation of the nature of some “developmentally constrained” pathways of mor-
phogenesis. In the last fifteen years, analyses beginning with the homeotic genes have
seemed to reveal a remarkable conservatism on the part of mechanisms that control devel-
opmental processes (and perhaps positional information) available to dividing cells in the
embryo, with an apparent conservation of function in genes from worms to fruit flies to
mammals. A small number of molecules, controlling mostly cell-cell interactions, giving
few possible outcomes, and, conserved across large parts of the animal kingdom, have
come to be regarded as key controllers in morphogenesis.

But models of how such processes could work are also appearing (e.g., Wolpert, 1990,
1994; Erwin, 1993; Newman, 1993, 1994). One of the most intriguing possibilities, highly
relevant to the development of organismal form, is that morphological evolution may be

Convergent Evolution 35



initially generated by slight variations in intrinsic physical properties of cells and cell ag-
gregations; intense selection may then act to favor biochemical (and heritable) fixation of
just a few viable morphologies (Newman, 1994; Newman and Müller, 2000). Even at the
very origin of multicellularity, it is not hard to envisage simple physical forces (especially
differential adhesivity) producing similar morphologies that may therefore evolve repeat-
edly. These inevitable physical forces and self-organizing patterning systems may operate
even without selective forces pushing morphologies to the same end. This suggests various
causal links between ontogeny and phylogeny, and could account for a whole range of
fundamental (or at least “classical”) taxonomic features including gastrulation, tissue
layering, cavity formation, and segmentation (see Moore and Willmer, 1997; Newman and
Müller, 2000). Gastrulation, which occurs by several quite distinct mechanisms such as
epiboly, involution, and delamination, all leading to the same physical outcome, is a par-
ticularly good example of the key issues, although gastrulation-related features such as
blastopore fate have persisted as key features on which superphyletic groupings (Protosto-
mia and Deuterostomia) are grounded. Løvtrup (1974) specifically linked gastrulation type
to the relative positions of cell sheets, and their tendency to move in two dimensions over
extracellular matrices. More recently, gastrulation mechanisms have been associated
with the inherent tendency of cell sheets to take up equilibrium shapes (Newman, 1994;
chapter 13, this volume; Steinberg, chapter 9, this volume). Only the end result matters, as
a key means of establishing layering in an embryo; but gastrulation becomes a convergent
phenomenon and a poor taxonomic character.

Such findings have forced us to reconsider the old idea that earlier stages in development
are highly conservative, indeed, to reexamine the very concept of homology (which some
would say should now be sought at a developmental level); they should also lead us to re-
analyze fundamental body plans (see Wagner and Misof, 1993; Minelli and Schram, 1994;
McKitrick, 1994; Knoll and Carroll, 1999). Perhaps most important, they agree with pre-
dictions, not only that major innovations of design occurred very early on in phylogeny, but
also that they are likely to have arisen more than once, whether by the same or somewhat
different routes. Inevitable pattern-forming systems are fully consistent with, but in key
senses separate from, classical gene-dependent biological processes using a few controller
genes; the two may commonly come together in what Newman calls “generic-genetic cou-
pling” to provide a “belt and suspenders” organization with a greater security of final func-
tional outcome. This again both underlines and, more important, helps to predict and
explain the ubiquity of convergence. Genetic changes that are stabilizing in their interac-
tion with physically induced change in morphology are most likely to be selected for. In
this way, convergence becomes pervasive precisely because so much of the simple mor-
phology of organisms is constrained by basic physical laws and processes.
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As we now know, there are “developmental networks” that are used differently in a wide
range of tissues even within the same organism, which suggests that such networks are
modular, and that modules can be snapped in or out and can be redeployed when not
needed for a particular task, with widespread redundancy of genetic pathways in develop-
mental processes (Tautz, 1992). Common developmental modules that occur in the
genome of different organisms, and in common ancestors, do not necessarily indicate
shared morphogenetic processes or true homology. Although similarities in function may
be “merely” parallelisms (an issue expertly dissected by Hodin, 2000), it is also evident
that different developmental pathways can lead to the same adult structures. Wagner and
Misof (1993) suggested that homologies, and adult morphology in general, must depend in
part on postdevelopmental stabilizing patterns, which could again be determined by a small
suite of possible cell interactions; thus a definition of homology (and thus of convergence)
based solely on development remains difficult (see Müller, chapter 4, this volume).

Convergence and Developmental Genes

That convergent evolution is rife may appear to conflict with the now widespread concept
of a “genetic tool kit,” according to which animals are assembled by a set of fixed and ex-
tremely influential genes, for example, those controlling the dorsoventral axis, segmental
(serially repeating) patterning, and so on. It is common to see lists of the homologous genes
in vertebrates and in Drosophila. Indeed, the Hox gene clusters may seem to provide new
homologies for the Metazoa as a whole (Slack, Holland, and Graham, 1993; Minelli and
Schram, 1994) or, in the view of some authors, to be almost the defining character of “an-
imalness.” On the other hand, there is now a move to restrict the Hox terminology not sim-
ply to genes with sequence similarity (which are legion) but to genes clustered in the right
fashion (Holland, 1992); the arrangement of the Hox gene clusters in the genome might
then give clues to phylogenetic patterns within the metazoans (e.g., Garcia-Fernandez and
Holland, 1994). This raises interesting problems if some “lower” invertebrates have only
one Hox cluster, as seems to be the case for cnidarians and ctenophores. Certainly, we
would need to know about Hox genes in sponges, mesozoans, and different groups of pro-
tozoans before we could assert that Hox clusters really defined an animal. Nevertheless, the
idea of “genes for animalness” has been developed, with additional “fundamental designs”
such as “Urbilateria” and subdivisions such as “Eutrochozoa” and “Ecdysozoa” emerging
from a combination of developmental and molecular analyses (Aguinaldo et al., 1997;
Knoll and Carroll, 1999).

This becomes even more worrisome when we are presented with apparently homologous
“genes for eyes,” “genes for legs,” “genes for tails,” or even “genes for hearts.” Does this
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undermine the case for convergence? Certainly, arthropods and chordates, once seen as
widely separated in the animal kingdom, are now seen by some as sharing multiple homol-
ogous features. Arthropods themselves, which many had thought made a good case for mul-
tiple convergent origins (e.g., Manton, 1977; Anderson, 1979; Willmer, 1990; Fryer, 1997),
are rarely now seen as convergently similar (e.g., Wheeler, Cartwright, and Hayashi, 1993).
Rather, the insects, myriapods, crustaceans, and chelicerates are said to share common
genes that produce segmentation, limbs, antennae, and so on. By the mid-1990s, we were
entirely redefining the meaning of homology and convergence, such that homology became
a property of genes, and much more prevalent, whereas convergence became much rarer
and seemed to lose ground in importance.

But the apparent clarity of that position from developmental studies is becoming
clouded again; instead of common genes for common structures in fruit flies, worms, and
mammals, we have arrived at genes that influence or promote the development of a partic-
ular “type” of structure, often at a particular spatial site in the embryo—controller genes
that are “in the right place at the right time.” Take the structure of eyes, much cited as a
classical case of multiple convergent origins (Salvini-Plawen and Mayr, 1977), with the
clearly convergent similarities between tetrapod and cephalopod eyes being most often
mentioned. Eye development has been subject to renewed scrutiny; researchers have found
a similar “master switch” gene (the Pax-6 gene and its “homologues”) in vertebrates,
Drosophila, squid, and even flatworms (Quiring et al., 1994; Gehring, 1996). Although this
could imply a common starting point for all eyes, it is more likely an example of the uni-
versality of positional and pattern-forming determination systems in animals. Eye evolu-
tion may occur in a predetermined spatial (anterior) hot spot, but the eye that evolves still
represents a profoundly convergent phenomenon, often remarkably similar in basic struc-
ture while varying in neural connection mechanisms, retinal configuration, lens proteins,
focusing systems, and most other fine details. Note also that while Pax-6 in vertebrates is
homologous to the Drosophila gene eyeless, other genes related to eye formation in verte-
brates match bizarrely with genes involved in appendage formation and with muscle for-
mation in fruit flies (see Manak and Scott, 1994; Raff, 1996); and that Pax-6 also regulates
the unrelated phenomenon of nasal placode formation in vertebrates. 

Detailed Examples of Convergence in an “Evo-Devo” Context

Segmentation

It used to seem evident from virtually all the traditional perspectives that the character
“segmentation” had to have arisen at least twice because it occurs in the protostome
annelid-arthropod grouping and again in the very distant deuterostome chordates, but not
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in any of their possible common ancestors (see Willmer, 1990; De Robertis, 1997). Yet this
serial repetition of body structure, and especially of mesodermal tissues and organs, can be
quite precisely matched in details in these two groupings. For a while, it seemed that this
might be attributed not to convergence after all but to possession of a genetic instruction
package, the homeobox sequence, common to all essentially segmented animals (e.g.,
Holland, 1992). Continuing this trend, Holland and colleagues (1997) suggested that be-
cause the gene engrailed was expressed in both Drosophila and chordate metameres,
segmentation must have been present in their common ancestor (“Urbilateria”) at least
500 million years ago; homologies of hairy and her-1 genes led Kimmel (1996) to a simi-
lar conclusion.

This now seems an overinterpretation. Although homeobox proteins function as tran-
scription factors for other genes, the genes they regulate are often quite unrelated to seg-
mentation. Furthermore, this same Hox gene sequence appears in a far greater range of
animals, including unsegmented nematodes and echinoderms (see Slack, Holland, and
Graham, 1993), than formerly thought. Perhaps all the Hox genes tell us in our present con-
text is that there is an altogether fundamental inheritance of the ability to encode relative
position along the axis during development. Thus what we see manifested as segmentation
can easily be—and is likely to be—a convergent feature (or a parallelism in Hodin’s sense).
That common patterns of axial organization and development exist and may in some sense
underlie segmentation also explains the varying degrees of less precise serial repetition of
structures (especially obvious in some of the pseudocoelomate groups). Or, as Newman
(1993) has suggested, “segmentation” is almost a generic property of metazoan organiza-
tion, an inevitable consequence of cellular molecules’ autoregulatory tendencies. “Seg-
mental” repetition of structure becomes a built-in developmental potential of all animals
(see also Newman and Müller, 2000), some of which have co-opted Hox genes as devel-
opmental executors. Furthermore, the boundaries between groups of segments can then be-
come “hot spots” for expression of new groups of structural genes, leading to a cascade of
additional and more complex kinds of serial repetition. But actual morphological manifes-
tation of the character “segmentation” has clearly evolved independently several times
from within this framework of developmental possibilities. It is noteworthy that in some
phyla the Hox genes appear to have no relation to axial patterning but have been co-opted
for other functions.

In the last few years, gene knockout studies have shown that many genes are related to
segment formation (or perhaps to periodicity) from Hox onward, acting in cascade or net-
work fashion and still best understood in fruit flies (Lawrence, 1992). But we should keep in
mind that segmentation is essentially a rational form of morphology in a body that is motile
and thus logically elongate. From an epigenetic perspective, segments are no more “funda-
mental” than cells or groups of cells. Certainly in many situations, segmentation has a huge
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functional value and is readily (thus perhaps repeatedly) selected for (see Willmer, 1990);
outside of these situations, however, it is very readily reduced or lost.

Note also that segmentation patterns differ fundamentally in different groups. In some
insects (long-band species) segments appear synchronously, whereas in other insects, in
annelids, and in vertebrates they normally appear in anteroposterior sequence. In insects,
segmentation is chiefly ectodermal; in vertebrates, chiefly mesodermal. Primary segmenta-
tion may be retained or may be highly modified, with some authors holding that segments
have more effect on complexity when highly modified (often reduced) and collected into
tagmata, as in arthropods, than when homonomous, as in annelids. Minelli (2000) has ar-
gued that there are two “kinds” of segmentation and that the failure to recognize this has
clouded the developmental story still further.

Appendages

Where “true” limbs occur, in tetrapods and in arthropods, their changing morphology
appears to be linked with changes in specific pattern formation genes, from which some
have inferred that the systems were established in a common ancestor (Shubin, Tabin, and
Carroll, 1997). In arthropods, not only the Hox genes but also the distal-less gene are al-
ways involved in leg production, once to make a uniramous insect leg and twice to make a
biramous crustacean one; the same distal-less gene is also operating in annelids and in
starfish and vertebrates. But, here again, the similarity of genes linked with chick limb and
insect limb (or wing) formation, often collectively termed fringe gene, may lie in processes
rather than in real homology. The limb structures cannot themselves be homologous in
any meaningful sense, not least because known phylogenetic intermediates (on virtually any
proposed phylogeny) do not possess such structures. A fringe protein is a boundary-
determining factor, triggering other genes that cause growth and proliferation, giving an
outgrowth at a specific point. Because the same genes appear to operate in eye and gill pro-
liferation, in branchial arches, and in the notochord (Raff, 1996), they cannot be considered
reliable homology markers. It is more logical to suppose that genes operating in one way
on one set of tissues have been co-opted serendipitously to operate in other ways elsewhere
in the body. In most of these cases, it is feasible that “appendage formation” first extends
down to variation of cell surface adhesivity in groups of cells that are then subject to par-
ticular physical effects (see again Newman and Müller (2000); Steinberg, chapter 9, this
volume).

Because a gene operates to facilitate an outgrowth that becomes a limb in several differ-
ent taxa of animals thus does not mean that legs evolved only once, much less that all legs
are homologous. Rather, it indicates that genes and gene cascades/networks have been
recruited convergently as organizers of limb development.
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Lophophores

The multiple occurrence of structures collectively called “lophophores” (tentaculate coelo-
mate feeding structures) is perhaps the clearest example of the “power” of convergence for
simple selective functional reasons; it has the charm of being a powerful convergence
whichever way one chooses to read the phylogeny. The phylum Bryozoa once included both
entoprocts and ectoprocts, but now normally only refers to the latter, a group of coelomate
lophophore-bearing animals sometimes included along with phoronids and brachiopods
within the even larger phylum “Lophophorata.” Bryozoans share a number of rather clear
characters (both developmental and adult) with these latter two phyla, including detailed
similarities of ciliation patterns and current flow over the lophophore itself. That they used
to “belong” next to the entoprocts (now commonly regarded as a pseudocoelomate group,
possibly akin to rotifers) attests to the marked similarity of form of these two groups, such
that at least one modern authority (Nielsen, 1977, 1995) still regards entoprocts and ecto-
procts as sister taxa. If ectoprocts belong with phoronids and brachiopods, then their clear
similarity to entoprocts is convergent; if they actually belong with the entoprocts, then the
detailed shared features of the lophophore itself are convergent with the other two “proper”
lophophorate groups.

The position of the lophophorate phyla in relation to the whole animal kingdom, based
on new molecular analyses, has added new intrigue. Although brachiopods may have had
one or several origins (Valentine, 1975; Wright, 1979; but see also Rowell, 1982), in virtu-
ally all recent schemes based on morphology, they have been convincingly placed among
the lophophorate phyla and close to the deuterostomes (see Schaeffer, 1987). Molecular
sequence analysis, for its part, has consistently placed the brachiopods alongside or even
right in the middle of the traditional protostomes, close to annelids. Recently, the riboso-
mal DNA (rDNAs) of bryozoans and of phoronids have also been sequenced, again indi-
cating affinities with protostome groups, particularly the molluscs, rather than with
deuterostomes; indeed, the bryozoans were found to be more distant than the molluscs
from the other two groups of lophophorates (Cohen, Gawthrop, and Cavalier-Smith, 1998).
If the molecules are “right,” this undermines one rather convincing (and once almost uni-
versally accepted) view, that the trimeric enterocoelic coelomic cavities of the various
groups of deuterostomes and their allies are good evidence of shared ancestry. The fossil
record has yielded evidence in support of a new protostome-related lophophorate status for
the halkieriids, a group of Cambrian organisms (Conway Morris, 1993, Conway Morris
and Peel, 1995) that may be related to both annelids and brachiopods. The presence of
almost identical chitinous chaetae in both phyla (see Storch, 1979) might be explained by
shared relationships with such an ancestor. More recently still, Rosa and colleagues (1999)
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report a common pattern of Hox genes in brachiopods and annelids that is distinct from
other protostome and pseudocoelomate patterns.

This leaves us with a considerable reevaluation of morphological evidence on our hands.
However, it still retains the very precise and detailed lophophore structure as convergent
across phyla, because the lophophore occurs not just in traditional “lophophorates” but also
in the indisputably deuterostome pterobranch group (part of Hemichordata), where it func-
tions as an almost identical feeding apparatus (Halanych, 1996). It also raises the issue of
convergent evolution of deuterostome-like embryologies in the lophophorate groups. Knoll
and Carroll (1999) argue that such convergence may arise from early divergence within the
Bilateria of groups having both ancestral and derived characters, with the lophophorates
lying at the base of the protostome grouping but “before” spiral cleavage and schizocoely
were added to the genetic and developmental repertoire.

Larvae

This example, chosen for being different in “kind” from the preceding ones, has its own pe-
culiar controversy. There is an unresolved theoretical argument as to whether developmen-
tally early characters “should” be phylogenetically more informative than adult characters.
In relation to larvae, this is augmented by an uncertainty as to whether larvae are primary
or secondary in animal life cycles anyway (Strathman, 1988, 1993; McHugh and Rouse,
1998). Larvae have often been seen as key steps along the way of invertebrate evolution-
ary radiation, especially in the Germanic tradition deriving from Haeckel and represented
in Remane 1963, Jägersten 1972, and Nielsen 1985, 1995, all of which invoke phylogenet-
ically significant larval intermediates. It has also been proposed that there is an underlying
pattern of embryogenesis (type 1) in all Bilateria that gives rise to a life history with larval
stages, linked with increasing expression of Hox gene clusters in particular “set-aside”
cells (Davidson, Peterson, and Cameron, 1995; Peterson and Davidson, 2000). But the
fundamental controversy is really about whether larvae can be a primitive feature of life
histories at all, from the ecological (Olive, 1985; Ax, 1989) or developmental (Wolpert,
1994) perspective. To be functional, planktotrophic larvae depend on reliable external fer-
tilization, requiring stored gametes and thus needing relatively big bodies with cavities as
storage spaces. The argument goes that they therefore cannot have been present in the life
cycles of what must have been tiny ancestral metazoan adults. If planktotrophic larvae are
a secondary phenomenon, then of course many of the similarities of larvae must be con-
vergent phenomena anyway. 

In practice, it is therefore unsurprising that the “defining characters” of larvae are actu-
ally rather unclear, and almost certainly not always independent (Willmer, 1990; Popkov,
1993). Larvae show forms suited to their function, converging on the small ciliated ball
format of necessity if they are marine and planktonic, although clearly expressing diversity
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within the constraints of function. Electron microscopy reveals that many larval forms
once called “modified trochophores” are no more like the classical polychaete trochophore
than they are like other planktonic larvae. Similarly, there is accumulating evidence of fre-
quent and reversible transitions of larval type within some taxa (McEdward and Janies,
1997), with loss and reappearance of planktotrophic forms being quite commonplace
(Haszprunar, Salvini-Plawen, and Rieger, 1995; McHugh and Rouse, 1998; and, contro-
versially, Williamson, 1992).

On the other hand, evidence from the paleontologists presents us with the counterview
that larvae have been extraordinarily conserved in some taxa, with Jurassic pluteus larvae
and even more extreme cases of Cambrian nauplii very like modern forms (see Raff, 1996).
Wray’s analysis (1992) of the echinoderm pluteus shows conservation of basic form for
some 250 million years, albeit with multiple separate transitions to direct development.
This might be worrisome in terms of developmental lability were it not for equally clear ev-
idence that larval body plans have on occasion undergone very radical shifts (e.g., in as-
cidians, and in amphibians, see Raff, 1996) without greatly affecting adult morphology.

Convergence, Development, Molecular Taxonomy, and Body Plans

One of the most important developments in zoology over the last fifteen years has been the
application of molecular taxonomy to the “big” problems of phyletic relationships, altering
many of our views on where animals belong and how they must have evolved. It now
seems clear (Kobayashi et al., 1993; Wainright, Hinkle, and Sogin, 1993; Erwin, 1991; Raff,
Marshall, and Turbeville, 1994; but see also Adoutte and Philippe, 1993) that metazoans are
monophyletic, with sponges basal and allied to choanoflagellate protistans, and with fungi
as a sister group to this clade. Sponges and other animals perhaps took the key step of adding
extracellular matrices to their body organization, and thus set off the chain of events of cell-
cell and cell-matrix interactions that led to epithelia and movements of sheets of cells in
three dimensions to produce complex anatomies, cavities, and coelomate triploblasts.

Far from resolving the problems of convergence, however, molecular taxonomy has in
some ways underscored our need to understand patterns of divergence and convergence.
There are still major disputes over the status of diploblastic groups, of nemertines, mol-
luscs, pseudocoelomate phyla, and priapulids; and there are suggestions from molecular
taxonomy that taxa previously supposed to be primitive may in fact be secondarily simpli-
fied (e.g., Balavoine, 1997; Aguinaldo et al., 1997). The problems have arisen partly be-
cause, even with molecules, when diversification is rapid, it is almost impossible to resolve
precise branching orders; metazoan phyletic diversification, at least of all the triploblasts in
the late Precambrian, seems to have been rather rapid (Erwin, 1993; Raff, 1996; Conway
Morris, 1998, and chapter 2, this volume). Most recent molecular taxonomies, whatever
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their methodological assumptions, have found it particularly difficult to resolve the rela-
tionships of key protostome groups such as myriapods, which regularly map out as distinct
from other “uniramian” arthropods (Abele, Kim, and Felgenhauer, 1989; Ballard et al.,
1992; Philippe, Chenuil, and Adoutte, 1995; Raff, 1996). Furthermore, we still do not
know enough about molecular genomic variation within phyla to be sure the very few
representatives chosen thus far are typical or “normal” for a particular taxon; Maley and
Marshall (1998) point out the very large errors that can arise from choosing a single aber-
rant species. If, however, the phylogeny of “articulate” animals is indeed to be settled as
molecular taxonomy is currently suggesting, it of course yields up yet more convergence in
all those morphological features that for a century and more have led most zoologists to set
myriapods next door to insects.

As discussed earlier, the Hox gene family has also been interpreted as telling us about
fundamental monophyly of the whole animal kingdom, an idea that perhaps began in
earnest with the “zootype” of Slack, Holland, and Graham (1993) and the idea of a phylo-
typic stage, and later picked up additions such as “arthrotype” and “trimerotype” by
Minelli and Schram (1994). Raff (1996) has argued that the phylotypic stage, although the
most conserved evolutionary stage of development, is also attainable independently
through nonconserved developmental processes, giving rise to the metaphor of a develop-
mental “hourglass.” Part of the answer to this seeming paradox may lie with gene duplica-
tions, which are extremely widespread in many or most animal genomes and which may
allow structural modifications or additions by freeing up gene copies to accumulate small
mutations, to become available for new functions, or both. This phenomenon, well docu-
mented for actin genes and for lens crystallins (Raff, 1996), also underlies the history of
Hox genes (Holland et al., 1994). Indeed, Minelli (1998) argues persuasively that factors
such as gene duplication and exon shuffling should lead us away from a hierarchical view
of genes, development, and morphology. 

Although, eventually, on the grounds of molecular taxonomy and developmental “ho-
mologies,” it may become impossible to maintain that convergence extends to polyphyly of
the animal kingdom, the jury is still out. Certainly, a conservative explanation of similari-
ties in mechanism across broad sweeps of the animal kingdom is that they represent a
common inheritance; in the case of complex structures such as eyes or hearts, perhaps the
“stem bilaterians” had primitive and only slightly differentiated forerunners of these struc-
tures, from which radiation could occur (Knoll and Carroll, 1999). On the other hand, some
of the genes and regulatory pathways involved here may be very much earlier in origin, pre-
dating animal organization and having been inherited from unicellular ancestors—either
once or convergently many times—for canalizing epigenetically generated morphologies.
Wolpert (1990) and Erwin (1993) similarly argue that most of the requirements for
development are possessed by “protists,” and that many supposed synapomorphies of
Metazoa are in fact plesiomorphies shared with a variety of unicellular organisms.
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Conclusions

Analyses of animal relationships based on molecules, genes, or a combination of the two pre-
sent both intriguing new insights and problems that do not apply to morphologically based
trees. These include linkage, possible horizontal transfer of genes (deemed to be common-
place in prokaryotic evolution by Doolittle, 1999), and, especially relevant in the present con-
text, the concerted evolution of common multigene families. Many genes affect more than
one character; many characters depend on more than one gene. Changes on the chromosomal
scale, for example gene duplications and rearrangements, may in practice be much more im-
portant than point mutations in setting the trends for animal evolution. There are thus many
sources of change in the genome that may invalidate traditional assumptions about homology
and the independence of characters (Li and Graur, 1991; Minelli, 1998).

At the level of genes, it is certainly becoming clear that there is considerable evolution-
ary conservation of developmentally acting spatial genes, and that genes shaping develop-
ment are often rather similar across whole kingdoms. But now we see that such genes are
by no means constrained to produce similar morphologies. The mere presence of shared
regulatory genes in distantly related organisms does not guarantee that these genes perform
the same role in development; in fact, they may be put to very different uses to fashion
divergent body plans (e.g., Lowe and Wray, 1997): the mapping of genes against body
plans is far from straightforward and decidedly nonlinear. A substantial number of major
morphology-regulating genes are shared among all bilateral animals at least, sometimes
with functional similarity and sometimes with homologous genes recruited to entirely
different functions, in what Roth (1988) has called “genetic piracy.” In this context, it is
particularly significant that the Cambrian explosion of diversity of form clearly postdates
the origins of the genetic tool kit, with bilaterian radiation and protostome-deuterostome
divergence occurring in the late Proterozoic.

Regulatory systems residing in genes evolve at highly variable rates, and morphological
change largely depends on the regulatory effect of some genes on others (Raff and
Kaufmann, 1983; Raff, 1996), with developmental processes either buffering or amplifying
this relationship (e.g., Levinton, 1988; Wray, 1992). Raff (1996) has summarized the pos-
sible pathways of evolution of regulatory genes themselves. Master regulator genes can be
conserved between phyla and even across whole kingdoms, while producing very different
morphologies (sometimes but not always in conserved spatial sites); on the other hand,
new master regulators can also evolve without much morphological evolution. Develop-
mental mechanisms that are flexible and sometimes convergent probably underlie many
examples of “phenotypic plasticity” (Schlichting and Pigliucci, 1998; Hodin, 2000); lin-
eages with strong phenotypic plasticity are likely to be characterized by multiple occur-
rences of convergent evolution.
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Homology: The Evolution of Morphological Organization

Gerd B. Müller

These mighty Leviathan skeletons, skulls, tusks, jaws, ribs, and vertebrae are all characterized by
partial resemblances to the existing breeds of sea-monsters, but at the same time bear on the other
hand similar affinities to the annihilated antechronical Leviathans, their incalculable seniors.
—Herman Melville, 1851

The evolution of organismal form consists of a continuing production and ordering of
anatomical parts: the resulting arrangement of parts is nonrandom and lineage specific. The
organization of morphological order is thus a central feature of organismal evolution,
whose explanation requires a theory of morphological organization. Such a theory will
have to account for (1) the generation of initial parts; (2) the fixation of such parts in
lineage-specific combinations; (3) the modification of parts; (4) the loss of parts; (5) the
reappearance of lost parts; and (6) the addition of new parts. Eventually, it will have to
specify proximate and ultimate causes for each of these events as well.

Only a few of the processes listed above are addressed by the canonical neo-Darwinian
theory, which is chiefly concerned with gene frequencies in populations and with the
factors responsible for their variation and fixation. Although, at the phenotypic level, it
deals with the modification of existing parts, the theory is intended to explain neither the
origin of parts, nor morphological organization, nor innovation. In the neo-Darwinian
world the motive factor for morphological change is natural selection, which can account
for the modification and loss of parts. But selection has no innovative capacity: it elimi-
nates or maintains what exists. The generative and the ordering aspects of morphological
evolution are thus absent from evolutionary theory.

The inability of evolutionary theory to account for phenotypic organization has been rec-
ognized by numerous authors, with regard to both biochemical and morphological evolu-
tion (e.g., Kauffman, 1993; Fontana, Wagner, and Buss, 1994; Müller and Newman, 1999;
Newman and Müller, 2000). In expanding on the question of morphological evolution,
I argue that comparative anatomy has always dealt with organization implicitly: the
essence of its vast body of knowledge is embodied in what has been called the “concept”
of homology. I propose that homology is not merely a concept or a conceptual tool, as it is
often understood, but rather the manifestation of morphological organization processes. It
thus represents a major, unsolved problem in evolutionary biology. Homology assessments,
by illustrating the dynamics of parts in morphological evolution, provide the descriptive
basis for a theory of morphological organization.

After the recent publication of two comprehensive volumes on homology (Hall, 1994;
Bock and Cardew, 1999) and a host of papers emphasizing its developmental aspects
(e.g., Hall, 1995; Bolker and Raff, 1996; Minelli, 1997; Laubichler, 2000; Gilbert and
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Bolker, 2001), not much new can be added to the classical debate. Indeed, Wake (1999) has
expressed doubt that any original thought can be generated on the subject. But the persist-
ing difference of opinions shows that perceptions of the problem are still diverse; no con-
sensual model has emerged that would explain the evolution of homology. I propose that
viewing homology as organization represents a step forward. After discussing why we need
to consider homology despite the persistent problems associated with its conceptualization,
I review the dimensions of homology in morphological evolution and present a model for
a causal explanation. I conclude by proposing an organizational homology concept.

An Elusive Concept of Similarity?

The term homology has a number of connotations, not all of them positive. Negative con-
notations include “idealistic,” “typological”; some have gone so far as to call it a term “ripe
for burning” (see Tautz, 1998). In contrast, a large group of biologists, paleontologists fore-
most among them, use the term in their daily work, seemingly without major doubts or
emotional problems. Whence this disagreement? And is such an “elusive concept of
similarity” a problem that we need to consider at all in modern discussions of organismal
form? I argue that homology is neither elusive nor a concept, that it is not about similarity,
and that none of the other objections raised against it is well founded. Difficulties associ-
ated with the term homology fall into the following five areas: (1) contrasting definitions;
(2) semantic haze; (3) the character problem; (4) cross-level justification; and (5) the search
for a locus.

Contrasting Definitions

It is true that the conceptual roots of homology lie in the idealistic morphology of the eigh-
teenth century and even earlier (Spemann, 1915). But after Owen’s first, precise, and closely
comparative definition (1843, 379): “the same organ in different animals under every
variety of form and function,” Darwin (1859, 456) introduced a historical explanation:

On this same view of descent with modification, all the great facts in Morphology become intelligi-
ble, whether we look to the same pattern displayed in the homologous organs, to whatever purpose
applied, of the different species of a class, or to the homologous parts constructed on the same pattern
in each individual animal and plant.

From that time on, homology had a strictly scientific meaning, albeit with a host of chang-
ing definitions and uses. Certain periods favored different emphases, so that the general un-
derstanding of homology can be seen as having gone through several phases (see table 4.1).
Although there is nothing unscientific about the evolution of a scientific term, and homology
is probably no more elusive a term than gene, this multitude of contrasting definitions has
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Table 4.1
Conceptualizations of homology

Type Content Representatives (examples)

Idealistic Implicit use of homology without Belon, Camper, Cuvier, Goethe,
definition Linnaeus

Ahistorical Explicit, comparative definition Owen
of homology as sameness

Historical Homology as indicator of Darwin, Gegenbauer, Haeckel
common descent

Methodological Homology used for systematic and Henning, Remane
taxonomical categorization

Explanatory-monocausal Emphasis on causes rooted in Holland, Roth, van Valen,
specific levels of organization Wagner

Explanatory-systemic Emphasis on interconnected causes Müller, Riedl, Striedter
of multiple levels of organization

Note: Represented here are prevailing notions, rather than a strictly historical sequence of definitions. Although
most historians would probably call Owen’s conceptualization “idealistic,” I prefer to distinguish his conscious
application of the homology concept from previous, implicit usages.

been a source of considerable confusion for the present-day (molecular) biologist, and has
seemed to create an unscientific, “holistic” aura around the term. But different definitions
are not in themselves proof of a problem with the phenomenon they attempt to define. Far
from mutually exclusive, the different definitions of homology usually serve different pur-
poses. That being the case, as long as their respective purposes are clearly stated, they pose
no real problem. Most important, definitions of homology must be distinguished from
criteria for its identification and from explanations of its causal origins (Panchen, 1994).

Semantic Haze

Two habits associated with speaking and writing about homology have helped to surround
the term in a semantic haze. One is the frequent use of the combined term homology con-
cept. Although there is nothing intrinsically wrong with this, that linkage seems to indicate
to some that homology is merely “a concept” and does not refer to a biological reality. But
just as “evolution” is not simply “a theory” but refers to biological facts about which dif-
ferent theories exist, so “homology” is not simply “a concept” but refers to biological facts
about which several concepts have been proposed. Although these concepts differ depend-
ing on the aspect of homology they emphasize, they all refer to the conserved, lineage-
specific combinations of structural parts resulting from morphological evolution.

The second habit of semantic laxity is the frequent equation of homology with “similarity”
or “resemblance.” Again there is nothing intrinsically wrong with this: initial observations of



morphological similarity lead to the detection of homology. But once classified as such,
homology is properly a statement about sameness, not about similarity. Homology thus
denotes the identity of parts in the structural composition of different organisms, whereas, in
speaking of homoplasy, convergence, and parallelism, it is analogy that denotes the similar-
ity of parts. The usage of synapomorphy, the cladistic term for homology (Nelson, 1994),
supports this point: a “shared derived character” means that—the same character is shared,
however difficult the ascertaining of a specific case may be. Unfortunately even highly au-
thoritative accounts, which specifically emphasize the point that Owen’s original definition
meant identity, can conclude that homology should be treated as similarity (Panchen, 1994),
although this notion is explicitly rejected in other chapters of the same volume (Hall, 1994).

The Character Problem

Originally, homology referred uniquely to macroscopic elements of morphological design,
“organs” in Owen’s definition (1843). Later the usage was extended to “characters,” which
made it possible to include developmental, histological, and molecular traits, and even
behavioral or functional ones. Clearly, this extension of the homology concept into non-
morphological domains was a source of multiple confusions, but appropriate definitions for
each domain can help. The true problem lies in the uncertainty of what should be consid-
ered a “character” in the various domains (for a detailed discussion, see Wagner, 2001).

Already in the morphological realm, a major difficulty arises from the indiscriminate use
of the term character in the sense of individual morphological traits, such as a certain bone,
or muscle, or brain nucleus, as opposed to “character states,” such as size and number of el-
ements, or their biometric shape and proportions. The latter are essentially quantitative
traits, whereas homology is foremost a qualitative property. Owen (1843) made this distinc-
tion very clear by defining homology as independent of “every variety of form and func-
tion.” Quantitative traits, such as biometric shape, even when acquired by the most
sophisticated morphometrics, cannot serve as homologous characters (Bookstein, 1994).
Character states must therefore be excluded from homology assessments, even though they
can be useful in cladistic analyses, where size of an element, or even its absence, may serve
as a shared, derived (taxonomical) character—a synapomorphy. Moreover, a taxonomical
character is not necessarily the same as a morphological character. All homologues are
synapomorphics, but not vice versa. Absence of an anatomical element, for instance, can be
a taxonomical synapomorphy but not a homology because homologues are positive anatom-
ical parts. Hence synapomorphy and homology should not be considered as synonymous.

Another difficulty arises in describing larger character assemblies as “homologues.”
Thus it makes no sense to speak of complex assemblies such as vertebrate limbs or heads
as “homologous” because this would mean that their subelements were arranged identi-
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cally in all forms, which is almost never the case. One should therefore reserve “homo-
logue” for indentically arranged individual elements of body construction.

Cross-Level Justification

First defined for and applied to morphological characters, the homology principle has been
successfully extended to other levels of organismal organization, such as development, be-
havior, and genetics. Because, however, homology can only exist for entities that belong to
the same level of organization, whether structure, behavior, or genes, major problems arise
when we attempt to ascertain homology at one level by comparing characters or processes
that belong to a different level (figure 4.1). Thus, for example, even though a certain be-
havior is shown to be homologous for all members of a clade, this does not mean that the
behavior is carried out via the same muscles and the same nervous circuitry, or that it is
controlled by the same set of genes (Müller, 2001). The same is true for structural charac-
ters and their developmental makeup. Homology of a character in different species does not

level of comparison level of homology

GENETIC GENETIC

DEVELOPMENTAL DEVELOPMENTAL

MORPHOLOGICAL MORPHOLOGICAL

FUNCTIONAL FUNCTIONAL

BEHAVIORAL BEHAVIORAL

Figure 4.1
Legitimate and illegitimate usages of the homology concept. Homology can only be legitimately inferred from
comparisons at the same level of organization (black arrows). Inference or explanation across levels (gray arrows)
can lead to substantially invalid conclusions of homology.



mean that this character is generated by identical developmental processes, is controlled by
the same genes, or has an identical protein composition (see below).

It is important to note that the reverse of this argument is also true. The existence of
homology at lower levels of organization does not automatically generate homology at
higher levels. Thus, although the detection of homology can be greatly assisted by study-
ing other levels, and even the explanation for the origin of a certain homologue can come
from different levels of analysis, character identity itself cannot be securely determined by
these means. Homology can only be ascertained from phylogenetic comparison of charac-
ters within the same level of organization.

Search for a Locus

The understanding of homology is often hampered by the attempt to identify a specific
causal agent or to rely on a specific class of data, which is held to contain the key informa-
tion (Lauder, 1994). After seeking such loci of determination for homology in structure and
connectivity (see Rieppel, 1988; Shubin and Alberch, 1986; see also Rasskin-Gutman,
chapter 17, this volume), later researchers sought them primarily in development and ge-
netics (see below). Every one of these loci, however, was eventually shown not to contain
unequivocal evidence for homology (summarized in Lauder, 1994), which has reinforced
the growing tendency to reject homology as a serious scientific topic.

Development was particularly important in the search for mechanistic causes of homol-
ogy. Already the idea of recapitulation contained a mechanistic notion of character origi-
nation. Although recapitulation no longer plays a role in modern discussions of homology,
there has been a revival of the notion that development contains the key to homology;
indeed, several recent concepts of homology rest on developmental definitions (e.g., van
Valen, 1982; Roth, 1984; Wagner, 1989a,b). At the same time, it has become abundantly
clear that it is not particular mechanisms of development that are responsible for the main-
tenance of homology in every case. Thus it was shown that the genetic control, molecular
makeup, cell populations, inductive interactions, and ontogenetic trajectories could all be
modified by evolution, while the resulting homologues are maintained (Wagner and Misof,
1993; Hall, 1994; Bolker and Raff, 1996). Hence neither the developmental mechanisms
nor the developmental origins of a particular trait, though they can tell us much about phy-
logenetic commonalities of generative processes, alone represent sufficient causes or unique
loci of determination for homology.

Genetics, of course, is presently the most fashionable candidate for the true locus of ho-
mology, despite the fact that numerous treatments of this notion, beginning particularly
with that of de Beer (1971), have revealed its insufficiency (Hall 1995; Bolker and Raff,
1996; Minelli, 1997). Homologues should best be identified, some have proposed, by
shared expression patterns of homologous developmental genes (e.g., Hickman, Roberts,
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and Hickman, 1988; Holland, Holland, and Holland, 1996). The idea leads to astonishing
consequences. The exciting discovery, for instance, that homologues of the mammalian
Pax-6 gene are expressed in the early eye morphogenetic pathway of many vertebrate and
invertebrate species, has led some to conclude that vertebrate and cephalopod eyes—a
classical example for nonhomology—may not have evolved by convergence after all
(Quiring et al., 1994). But this finding can be interpreted quite differently. Whereas the ge-
netic basis of the embryonic initiation of eye formation may be homologous, the resulting
anatomical structures are most emphatically not. The famous cephalopod eye, although
constructed almost identically and initiated by Pax-6 orthologues, is not homologous to the
vertebrate eye: its anatomical structures evolved completely independently from vertebrate
eyes; vertebrates and cephalopods do not share a common ancestor with anatomically
differentiated eyes.

Thus some of the most notoriously conserved (homologous) developmental control
genes, e.g., of the homeobox kind, exhibit nonhomologous expression domains in compar-
ative maps of vertebrate and invertebrate embryos (Duboule, 1994), and vice versa—
homologous structures can be characterized by nonhomologous genes. This is exemplified,
for instance, by the differences in the “master regulatory genes” controlling the sex deter-
mination pathways in different dipteran insects (Meise et al., 1998; Saccone et al., 1998).
Several other forms of dissociations between genes and structures can be distinguished
(Wray, 1999), including radical changes in the developmental roles of control genes (Lowe
and Wray, 1997) and extensive genetic “rewiring” of developmental circuits (Salazar-
Ciudad, Newman, and Solé 2001; Salazar-Ciudad, Solé, and Newman, 2001; Szathmary,
2001).

From these incongruences between genetic background and phenotype (see also Gilbert,
Bissell et al., and Larsen, chapters 6, 7, and 8, this volume), a set of possible relations be-
tween genes and morphological homology can be extracted. Only one of the six possibili-
ties represents a correspondence between genetic and morphological homology (figure 4.2).
Hence the detection of homologous genes, although immensely useful in combination with
careful morphological and phylogentic analyses, does not provide an infallible guide to the
locus of homology (see also de Beer, 1971; Dickinson, 1995; Bolker and Raff, 1996;
Abouheif, 1997).

As we enter a phase of postgenomic explanation, emphasizing the organismal level of
evolution, homology has attracted greatly renewed interest, as documented by numerous
recent publications (e.g., Hall, 1994; Bock and Cardew, 1999). The reason for this is, I
would argue, that there is no other handle on the organization problem. Homology is the
manifestation of an ordering principle in morphological evolution. It poses the concrete
question: How do we explain the establishment, conservation, and organization of individ-
ualized constructional elements in the evolution of organismal forms? This legitimate and
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Figure 4.2
Associations between genes and structure (double-pointed arrows). Evolutionary shifts of genetic control are
possible (gray arrows), as are shifts in the association of a given homologous structure (upper right) between ho-
mologous (orthologous) genes, paralogous genes, and nonhomologous genes (thin arrows).

strangely neglected scientific question lies at the center of the phenomenon of organismal
evolution; it is not satisfactorily answered by current evolutionary theories. All attempts to
brush the question aside, to dismiss homology as an uncertain, or confusing term, to brand
the homology principle as “idealized” (Tautz, 1998) should not blind us to the clearly
observed and established phenomena it denotes. Morphological homology is a manifesta-
tion of structural organization that maintains identical building elements despite variation



in their molecular, developmental, and genetic makeup. The recognition of this biological
fact is crucial for an understanding of the origin and diversification of organismal form.

Dimensions of Homology

The continuous production and fixation of parts has resulted in the thirty-seven or so
presently known extant body plans (fixed sets of homologues) and even more existed in
the past. All minor clades are modifications of those major body plans, each characterized
by distinct, hierarchical combinations of homologues, altogether represented in several
million species. Based on the recognition of sameness of anatomical construction, the
early systematists reconstructed the natural system of organisms, which was essentially a
naming and classification exercise using natural body plan units, namely, homologues.
Although many mistakes were made, especially with regard to the smaller clades, this
systematic grouping of homologues led to a system of phylogentic relationships that
would later be largely corroborated by molecular data. Homologues represent the units of
morphological evolution: all parts that define a clade are homologues. Evolution along a
phylogenetic lineage proceeds by creating an increasing order of hierarchically nested
sets of homologous building elements. The “natural system” of systematics thus reflects
the homology order.

Only few attempts have been made to quantify the extent of homology order in nature.
Riedl (1978) provides a rough approximation of the possible orders of magnitude by multi-
plying the sum of single homologues that make up an anatomical system by the number
of species in which it is represented. Multiplying, for instance, 4.4 × 103 homologues for
the vertebral column by 105 vertebrate species, or 2 × 103 homologues for the insect
nervous system by 106 species, he arrives at magnitudes near 108 and 109 for the homology
represented in those systems. The vertebrate nervous system is thought to roughly approx-
imate 7 × 104 single homologues in 105 species. Other attempts to calculate the magnitude
of homology for a certain system use different principles (Zarapkin, 1943; Olson and
Miller, 1958).

Although it is difficult to judge the exactness and meaning of such numbers, these exer-
cises show that, in principle, morphological homology is a quantifiable phenomenon.
Clearly, an exact calculation is hampered by a number of problems, such as how to deal
with serial homology or with the weighing of characters. But using proper mathematical
tools, it should be possible to arrive at reasonable estimates of the homology order realized
in morphological evolution. Homologues might even be treated as agents in dynamical
systems, which could greatly improve our understanding of the evolutionary roles of
morphological organization (Fontana and Buss, 1994).
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Origins of Homology: A Three-Stage Model

Few attempts have been made to approach homologues as real entities of organismal design
(but see Riedl 1978, Wagner, 1989a,b; Minelli and Peruffo, 1991), and even in those efforts
their existence is usually taken as given. But how do individualized elements arise that be-
come the homologues of anatomical construction?And what are the mechanisms for their in-
tegration and eventual fixation in a body plan? Müller and Newman (1999) proposed that the
evolution of homology consists of three distinguishable stages—(1) generative, (2) integra-
tive, and (3) autonomized—each governed by distinctive mechanisms and properties.

Modes of Generation: Pre-Mendelian and Mendelian 

A morphological novelty can be defined as “a structure that is neither homologous to any
structure in the ancestral species, nor homonomous to any other structure of the same organ-
ism” (Müller and Wagner, 1991, 243; see also Wagner and Chiu, chapter 15, this volume).
This excludes simple continuous variation as a sufficient mechanism for the origination of
morphological homologues, and hence requires explanations that go beyond the standard
Darwinian model, which applies to variation. Moreover, the mechanisms that led to the
primordial building elements of the first metazoans seem to have been recognizably distinct
from those that cause innovation in established, heritable body plans. Therefore, in this first
stage of the evolution of homology, it may be useful to distinguish between a pre-Mendelian
and a Mendelian mode (Newman and Müller, 2000).

The first mode is called “pre-Mendelian” because the generic properties of early meta-
zoan cell assemblies, not yet routinized by heritable systems of genetic control, must have
had an immediate influence on the generation of initial structures. Cell adhesiveness was
likely a key property in the processes of multicellular interaction from which the generation
of a limited number of primary building structures resulted. Subtle modifications of adhe-
sivity, together with alterations of cell proliferation and cell size, can account for virtually
all basic structures of simple metazoans, such as invagination, compartmentalization, multi-
layering, and segmentation. These tissue behaviors were shown to result generically from
the physical properties of cells and condensed, chemically active tissue masses (Newman
and Comper, 1990; Newman, 1994).

In this pre-Mendelian scenario, the physical properties of primitive, multicellular
assemblages would have been the primary agents for the generation of first morphological el-
ements that eventually became homologues of more elaborate, metazoan body plans. These
basic elements are thought not to have arisen as a consequence of established “programs” for
development but rather to have “fallen into place” spontaneously, like proteins assuming ter-
tiary structures generic to their molecular and thermodynamic properties. Newman and
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Müller (2000) proposed that such generic structures provided “morphogenetic templates”
for the biochemical sophistication of cell interaction and became only secondarily co-opted
by the genome. This ensured heritability and resulted in the more deterministic relationship
between genetic circuitry and form generation observed in evolved organisms.

Once basic metazoan body assemblies had formed, new morphological detail was added in
what can be called the “Mendelian phase” of homology evolution, which would be character-
ized by the existence of genetically stabilized and heritable developmental systems. But such
systems still depended on contextual information during the process of development, usually
referred to as “epigenesis.” Müller (1990) and Müller and Wagner (1991) suggested that these
epigenetic properties were instrumental not only in genetic change but in the initiation of mor-
phological novelty and additions to the designs that emerged from the first phase—again fol-
lowed by genetic stabilization. Organisms in the later phases of evolution exhibit the familiar
Mendelian alterations of phenotype brought on by mutation and allelic variation. But the par-
ticular forms that the phenotypes take on will continue to depend on the generic and other ma-
terial properties of tissues and are thus still subject to epigenetic determination.

This concept of epigenetic character initiation in the Mendelian phase of evolution does
not contradict classical neo-Darwinian mechanisms. It does not deny that evolutionary
change is based on heritable, genetic variation, causing small phenotypic variation. Natural
selection may, for example, act on parameters such as the onset, offset, or rates of devel-
opmental processes, influencing cell cycle properties, cell proliferation or differentiation,
relative size and position of morphogenetic primordia, and so on. It can result only in grad-
ual modifications of existing structures, however, but does not produce independent, new
elements, that is new homologues, which can arise only when the gradual, evolutionary
modifications of developmental parameters reach critical thresholds of one or several
processes (Müller, 1990; Streicher and Müller, 1992; Raff, 1999). Developmental thresh-
olds may consist of the number of cells required for a blastema, the distance between
inductive tissues, the concentration of a morphogen controlling pattern formation, and
many other properties. At such threshold points, the phenotypic outcome of a parameter
change depends on the developmental reaction norm of the affected system, which may
result in the loss of a structure or the appearance of a new one.

Thus, in the Mendelian phase, incipient morphological novelty often arises as a by-
product of the evolutionary modification of developmental systems. This concept represents
the core of the “side effect hypothesis” for the origin of new characters in morphological
evolution (Müller, 1990). It means that the origin of new homologues in a given body plan
is contingent on the epigenetic structure of the particular developmental system acquired by
an evolving lineage. Developmental individualization (Wagner, 1989a,b) and construc-
tional individualization then follow.
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Modes of Integration

The generation of new, structural elements does not in itself establish homology. Homol-
ogy only arises when a new element is locked into the constructional body plan and is
maintained in at least one derived species. This process can be called “integration”; it rep-
resents the second stage of the evolution of homology and is likely to take place through
different mechanisms, acting among and between different levels of organization—
genetic, developmental, phenotypic, and functional.

Modes of genetic integration have been discussed outside the context of homology
(Waddington, 1957, 1962): they apply equally to phenotypic traits that represent nascent,
anatomical homologues. One mode of genetic integration could occur through the co-
optation of redundant developmental control genes that become available in evolution, for
example, as a result of gene duplication, via a mechanism Roth (1988) calls “genetic
piracy.” Many cases are known in which orthologous or paralogous regulatory genes
acquire new associations and new developmental roles over the course of evolution (Wray,
1999). The evolving genome may thus gain control of the epigenetic conditions responsi-
ble for the initiation of new building elements, as described above, and the formative
processes may increasingly stabilize and even become “overdetermined” (Newman, 1994).
Because the process involves growing numbers of structures and pathways, it results in an
ever-closer mapping between genotype and phenotype. Such transitions can be represented
as a switch from emergent to hierarchical gene networks (Salazar-Ciudad, Newman, and
Solé, 2001; Salazar-Ciudad, Solé, and Newman, 2001). Other modes of genetic integration
(see Kaneko and Nanjundiah, chapters 12 and 14, this volume) reflect increasing agree-
ment on viewing genetic consolidation as secondary to phenotypic innovation (e.g., Budd,
1999; Newman and Müller, 2000; Endress, 2001).

But not all integration necessarily corresponds to early, genetic fixation. Many phenotypic
characters can be experimentally suppressed by changing the epigenetic conditions of their
formation (Hall, 1983; Gilbert, 2001). Obviously, the developmental systems of cell and tis-
sue interactions represent in themselves a form of integration. Because, as noted, an impor-
tant mode for the origin of new parts is through epigenetic by-products, a first requirement for
integration is merely the maintenance of the epigenetic conditions under which they origi-
nated. The fixation of these conditions may arise from stabilizing selection, and may faith-
fully result in the generation of the novel character in each generation, without direct genetic
fixation of the character itself. In such cases, epigenetic integration actually precedes ge-
netic integration and can be maintained for extensive periods of time, stabilizing incipient
homologues long before their genetic hardwiring (Johnston and Gottlieb, 1990).

Evolving structure-function interrelationships at the phenotypic, structural level also as-
sists in the integration of new characters (Olson and Miller, 1958; Wake and Roth, 1989;
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Galis, 1996). The hierarchical position of a new character in the body plan of an organism,
and the number of structural and functional interdependencies in which it is involved, gains
increasing importance as more design and functional differentiation are added. This devel-
opment again has consequences at the genetic level, with selection favoring the genetic
linkage of functionally coupled characters (Wagner, 1984; Bürger, 1986).

Thus genetic, developmental, and constructional mechanisms of morphological organi-
zation become increasingly interwoven and result in the progressive integration of character
complexes. Epigenetic mechanisms of development are central in this process of organiza-
tion of body design because they provide templates for both phenotypic and genetic inte-
gration. These integrative processes “lock in” the new characters that arise as a consequence
of conditional mechanisms, generating the heritable building units of the phenotype called
“homologues.” In principle, the number of genetic, developmental, structural, and func-
tional interdependencies accumulated by a homologue can be quantified, allowing us to de-
fine the “strength” of fixation of a homologue and of the probability of it becoming “undone”
during subsequent steps of evolution, a notion implicit in the concepts of “burden” (Riedl,
1978), “developmental constraint” (Maynard Smith et al., 1985), “generative entrench-
ment” (Wimsatt, 1986), “epigenetic traps” (Wagner, 1989a), and “evolutionary ratchet”
(Arnold, 1989).

Modes of Autonomization

The third and puzzling stage in the evolution of homology is the source of much of the pre-
sent confusion surrounding the term. Homology, in its most evolved form, is characterized
by an increasing independence from the underlying developmental, molecular, and genetic
processes that led to the first appearance (generation) and subsequent fixation (integration)
of basic, individual homologues. This increasing independence of the structural design
from the generative and variational mechanisms has been called “autonomization” (Müller
and Newman, 1999).

The empirical evidence supporting autonomization continues to accumulate in molecular
studies of development. These results indicate that the same phenotypic endpoint can be
reached via different developmental pathways, and that indeed such pathways have changed
importantly in the case of structures that are clearly homologous (Hall, 1995). It is seen that
evolutionary modification can affect both early and late developmental events that lead to
the formation of a homologue (see above; Steinberg and Striedter, chapters 9 and 16, this
volume), and yet that element is maintained at the structural level. Experimental studies also
demonstrate that genetic and morphological variation can be poorly correlated (Atchley,
Newman, and Cowley, 1988). These observations of comparative developmental biology
are paralleled by the incongruences between rates of genetic and morphological divergence
(Meyer et al., 1990; Sturmbauer and Meyer, 1992; Bruna, Fisher, and Case, 1996). And it is
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well known that the correlation between genome and morphological complexity is slight
(Miklos and Rubin, 1996).

Autonomization of homologues is a consequence of a decoupling between genetic and
morphological evolution. Homologues, the design units of the phenotype, transcend their
underlying molecular, epigenetic, and genetic constituents and assume an independent, or-
ganizational role in morphological evolution. With their integration into the body plan of a
phylogenetic lineage, homologues take on constructional identity and come to act as ac-
cretion points of further structural organization. They can be understood as “attractors” of
morphological design (Striedter, 1998; Müller and Newman, 1999), around which more
design is added, and will be conserved even in the face of changing adaptive conditions.
Therefore, at this autonomized stage, homologues are more influential for the further path
of morphological evolution than the primary generic conditions underlying their origin and
the biochemical circuitry that controls their developmental formation. Homology is the
product of an increasing autonomization of a design principle from its mechanistic under-
pinnings (Müller and Newman, 1999).

The Organizational Homology Concept

If, as here proposed, homology results from organizing processes that integrate and fixate
generic and conditionally generated building elements into a stable body plan, then neither
genetic nor developmentally based definitions alone can capture the essence of this
phenomenon. A more encompassing concept that represents the integration between differ-
ent levels of organization is needed, one I propose to call the “organizational homology
concept.” This concept is based on seven premises (four established by earlier authors, and
three proposed in the current chapter):

1. Homologues are constant elements of organismal construction; they are independent of
changes in form and function (Owen, 1843); 

2. Homology signifies identity, not similarity (Owen, 1843);

3. Homologues are fixated by hierarchically interconnected interdependencies (“burden”;
Riedl, 1978);

4. Homologues are developmentally individualized building units (Wagner, 1989a,b);

5. Homology denotes constancy of constructional organization despite changes in under-
lying generative mechanisms;

6. Homologues act as organizers of the phenotype; and

7. Homologues act as organizers of the evolving molecular and genetic circuitry.
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Premise 5 refers to a constitutive characteristic of homologues: they are more permanent
than the generative mechanisms that establish them. Homologues remain constant over
long, phylogenetic periods despite significant changes in the molecular, genetic, and de-
velopmental mechanisms that execute their realization. As a consequence, we must not as-
sume that the mechanisms controlling the development of specific homologues in extant
organisms are the same ones that acted at their origination, let alone “caused” these struc-
tures in evolution. The premise also indicates that the position of homologues in the orga-
nizational hierarchy of the phenotype is more important than the pathways of their
construction.

Premise 6 refers to the independent, organizing role that homologues assume in mor-
phological evolution. As more and more constructional detail is added, homologues come
to act as organizers of the phenotype. Following an order-on-order principle, earlier homo-
logues serve as accretion points for new elements that become parts of evolving body
plans. At this stage, homologues are autonomized: they become constructionally indepen-
dent building elements, which can be understood as attractors in the epigenetic and pheno-
typic landscapes of evolutionary lineages. 

It was argued that the homologues that arise from generic properties of cell masses, and
later from conditional interactions between cells and tissues, provided “morphogenetic
templates” for the biochemical sophistication of cell interaction (for a discussion of the re-
lation of homology to homoplasy in this framework, see Newman and Müller, 2000).
Although their co-optation by the evolving genome results in the genetic “programs” of de-
velopment, the structure of these genetic control systems is based on the morphogenetic
templates already present, as premise 7 indicates. Hence the close mapping between geno-
type and morphological phenotype observed in evolved organisms should be interpreted as
a consequence of evolution and not as its cause.

The organizational homology concept I am proposing is a biological homology concept
(Roth, 1984; Wagner, 1989b): it refers to the biological mechanisms that underlie the orig-
ination of homology, rather than to the genealogical and taxonomic aspects emphasized by
historical homology concepts. On the other hand, the concept is less restrictive than current
definitions of biological homology, which are predominantly based on the notion of devel-
opmental constraints (but see Wagner and Chiu, chapter 15, this volume, for a modified de-
finition). The organizational homology concept includes developmental constraints, but
regards the constructional rules of the morphological phenotype as equally important. It
gives priority to the active role of organizing processes rather than passive limitations. It is
thus based on the following, preliminary definition: “Homologues are autonomized ele-
ments of the morphological phenotype that are maintained in evolution due to their organi-
zational roles in heritable, genetic, developmental, and structural assemblies.”
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This definition permits us to formulate new strategies of empirical and theoretical re-
search into the nature of the homology problem in morphological evolution. It emphasizes
that a central task must be the elucidation of the organizational rules that govern the rela-
tion between genetic, epigenetic, and constructional determinants in the three-dimensional
and four-dimensional processes of development. 

A full appreciation and analysis of these processes will require the use of new computa-
tional tools in developmental research to accurately represent the relationship between
gene activation, cell behavior, and morphogenesis (Jernvall, 2000; Streicher et al., 2000;
Streicher and Müller, 2001). Data obtained by these and other means can be used to arrive
at formal models of the organizing mechanisms relating genotype and phenotype (Salazar-
Ciudad, Newman, and Solé, 2001; Salazar-Ciudad, Solé, and Newman, 2001; Szathmary,
2001; see also Britten, Bissell et al., and Nijhout, chapters 5, 7, and 10, this volume), with
the prospect of making explicit and testable predictions about the evolution of homology.
Other computational approaches can be based on the morphological homologues them-
selves (Rasskin-Gutman, chapter 17, this volume). These new uses of homology will even-
tually make it possible to integrate rules of developmental and phenotypic organization
into the framework of evolutionary theory.
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In this part, several approaches are presented to the organizing principles that relate genes
to the construction of biological from. Gene structure and activity are the best understood
aspect of the developmental process, but do they suffice to provide a full account of it? Roy
Britten answers in the affirmative, stating that “only details determine”—to understand the
construction of an organism, we need primarily characterize the interactions among genes
and their products, refined by natural selection (however daunting this task may be). At the
other philosophical pole, Ellen Larsen contends that “trying to understand the coordination
of development from a knowledge of molecules and genes is akin to putting Humpty-
Dumpty together again.” The range of phenomena set out by Scott Gilbert and by Mina
Bissell and colleagues reminds us that the “details that determine” can be considered to
occur at multiple structural and dynamical levels and that the determinants of develop-
mental gene expression are often conditionalities that may extend beyond the organism
itself.

Roy Britten (chapter 5) points out that there are no individual genes known to encode
large amounts of developmental information. Genes simply specify RNA molecules and
proteins. Their products can enter into macromolecular assemblies, act to throw molecular
switches at the transcriptional or posttranscriptional levels, but not much else. Leaving
open the possibility that “details” did not determine the evolutionary route to modern or-
ganisms as thoroughly as they determine their current structures (a theme that is taken up
in other chapters), Britten lists nine propositions that developmental systems need to ful-
fill in order to integrate the staggering molecular details that determine developmental
episodes. The system he proposes would work through self-assembly and automatic coor-
dination of local activities, but without “overarching or global control mechanisms.” The
need for high-powered digital computation to establish concrete models is clear, and
Britten initiates this important task with a novel formal framework based on a numbering
system for specifying cell states, analogous to that used by Kurt Gödel to explore the log-
ical structure of mathematics.

Scott Gilbert (chapter 6) seeks to extend the locus of developmental determination
beyond the organism’s perimeter. Taking as his starting point the history of embryology,
he notes that explanatory models have become progressively more reductionistic over the
past century and a half. As the field moved from an original grounding in comparative
anatomy to a more mechanistic concern with underlying physiological processes, and
then on to the contemporary concentration on gene action and presumed “genetic pro-
grams” of development, the centrality of the organism as a whole and the often great ex-
tent to which its structural features are determined by its natural context were eclipsed.
Gilbert contends that the narrowed focus necessary to acquire the data relevant to these
frameworks of causation led to the use of experimental systems that lack the plasticity
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and conditionality that characterize much of development, what he calls the “reactive
genome.” By extension of the embryological concepts of primary and secondary induction-
intraembryonic interactions that establish body plan and organ form, he proposes the con-
cept of “tertiary induction” to denote the interactions by which environmental factors
influence the phenotype on the developing organism. With a few well-chosen examples,
Gilbert persuasively establishes the generality of evolved capacities to incorporate exter-
nal cues into developmental repertoires.

Mina Bissell, Saira Mian, Derek Radisky, and Eva Turley (chapter 7) show that the cel-
lular properties involved in organogenesis are more extensive than the adhesive interac-
tions which form the sole basis of tissue organization in many accounts and which drive
sorting-out behavior of different cell types (see Steinberg, chapter 9, this volume). They
provide evidence, moreover, that even cellular phenotype is plastic and dependent on con-
text. Thus a full picture of the development of form must take into account not only how
preestablished, differentiated cells build three-dimensional structures, but how those struc-
tures act back on the cellular components and alter their differentiated states. In this view
(as in Scott Gilbert’s) the very “details that determine” are subject in a reciprocal fashion
to what is being determined. Reviewing their earlier work on the relationship of lumenal
organization of mammary epithelium to the extracellular environment (including the dis-
covery that even mammary tumor cells can be coaxed to assemble into normal glandular
structures given a normal microenvironment), Bissell and colleagues explore the question,
also raised by Roy Britten, of what computational framework would be appropriate for
capturing the unique properties of this class of complex systems. They consider the theory
of “highly optimized tolerance” in which evolved design features (“details”) permit inter-
connected systems to gain a measure of robustness against uncertainties in one domain by
becoming more sensitive in others, and the phenomenon of “stochastic resonance” in
which external fluctuation (“noise”) elicits organization in a complex system, which may
then be inherited if a means of recording, such as genetic change, is available. 

By explicitly considering evolution in her formulation of the problem of organismal
form, Ellen Larsen (chapter 8) homes in on a paradox in any purely reductionist attempt to
understand the relationship between genes and form. If the majority of molecules regulat-
ing development (with some important exceptions) are common to all metazoan taxa, how
can we account for the extensive disparities in morphological phenotype in contemporary
organisms? Larsen presents a framework in which “cells and their properties form both a
material and conceptual link between genotype and phenotype.” This framework permits
integration of the genetic “details determine” perspective of Britten and the self-assembly
phenomena reviewed by Steinberg. In particular, Larsen’s classification of genes into
“worker genes,” which provide material for cell behaviors (e.g., cytoskeletal and membrane
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proteins) and “bureaucrat genes,” whose products control the activity of other genes, per-
mits one to see how the determinants of organ self-assembly can be fine-tuned over the
course of evolution by changes in regulatory coupling strengths rather than gene composi-
tion. Finally, Larsen convincingly argues that studies of what forms arose in evolution need
to be combined with studies of what forms are possible. She presents an experimental ap-
proach for exploring the range of possible morphologies that can be achieved by a develop-
mental system via small changes in cell behavior.
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5 Only Details Determine

Roy J. Britten

There are no known genes that individually encode large amounts of information specify-
ing the structure or patterns of development of an organism. Although we may simply not
know how to appreciate or find such genes, I assume they do not exist. Logically then, many
individual genes and molecules (details) participate and interact in the process of develop-
ment, as a result of a long process of natural selection. These details determine everything.
The system works through self-assembly and automatic coordination of their activities. The
details include, among many others, specific binding of individual macromolecules to form
the structure of the cell; the many details required for the differentiated state of cells and for
cell structures such as filopods; transcription factors and their binding sites; many details
needed for expression and modification of transcription factors and many other molecules;
signaling molecules and their receptors; intercellular adhesion sites and receptors; control
molecules capable of switching on chains of control processes leading to complex struc-
tures; and macromolecules and their receptors active in guiding neurons or cell movements
in development.

I propose a numbering system with a set of entries specific to each cell state and with an
individual number assigned to each of the details and to some important summaries such as
cell differentiated state. These details and summaries include measures of expression of
genes; rate of synthesis of gene products including transcription factors and signaling mol-
ecules; their modification; description of concentration and location (intra- or extracellular,
nuclear or gradient); description of cell structure and differentiation; the timing and lineage
of cells; and significant extracellular structures and states. Because we may be able to
demonstrate that biology depends just on the details without knowing about all of them and
the way they work, consider what form useful and enjoyable knowledge might take once
many of the details were recorded in an immense computer library.

I appreciate the invitation to write this chapter for the Vienna Series in Theoretical Biol-
ogy for many reasons, chief among which is that I was forced to think about the way life
works and have further explored a concept that can be labeled “only details determine.”
Also, Vienna brought Kurt Gödel to mind, which led me to propose a numbering system for
all of the details specific to each state. Though it is not mentioned in papers I have seen, I
do not believe that the concept that “only details determine” is new, but actually underlies
much research. The abstract for a paper entitled “Biological Computation” (Brenner, 1998,
106) states: “Genes can only specify the properties of the proteins they code for and any in-
tegrative properties of the system must be ‘computed’ by their interactions.” No applica-
tion was considered for the specification of eukaryotic form. I do not believe that the
implications of the “details determine” (DD) thesis have been examined as far as can be
done with present knowledge.



A Propositional Model

In an attempt (Britten, 1998) to show that living systems could successfully develop based
on the details without any overarching or global control mechanisms, I constructed a ver-
bal model that started with ten propositions. Nine of the original propositions and com-
ments are listed here (proposition 9 has been omitted), with deletions and modifications,
and with some added comments placed in square brackets.

My model makes use of a simplified terminology (for a good source of appropriate ref-
erences and customary terminology, see, for example, Davidson, 1994). The macromole-
cules that make up the structure of the cells and extracellular parts of organisms are termed
units if they can be or are bound into a structure, regardless of additional biochemical or
other capabilities. The unconventional usage assembly of units means “growth from egg to
adult.” Local, when describing cell-to-cell relationships, refers primarily to adhesion to and
signaling between adjacent cells; signaling is used comprehensively to cover all possible
processes whereby adjacent and more distant cells and tissues can affect the pattern of gene
expression in a nucleus. Adhesion has its usual meaning for specific binding between cells,
assuming that all cells have specific adhesion molecules on their surface that locate them
by binding to matching sites on other cells, although these are not always fixed, and cells
can migrate in controlled fashion. Organ has its usual meaning. The timing of cell stages
and their lineage, to the extent that it is definable, is central to development. Only through
development can all of the details be expressed and utilized.

1. The control of development is by means of local interactions. Local means “binding
between macromolecules and interactions between adjacent or nearby cells” and does not
exclude morphogen or hormone interactions. It does exclude potential global control
mechanisms containing much information specifying form because only mechanistically
understood kinds of control are acceptable in the model and overarching regulatory princi-
ples are not. A few long-range diffusing molecules have important roles, for example, in
sex determination. There exist important gradients such as bicoid in Drosophila eggs that
act over large distances and contain information important to development. Though not
precisely local, such gradients do not contain global information specifying the form of the
embryo. As an example of other large-scale processes, the environment of the embryo may
supply minerals, nutrition, and hormones—and may, under abnormal circumstances, dam-
age the embryo or upset control processes—but it does not specify the form of the embryo.
The extent of plant growth, leaf size, and other aspects respond to conditions, largely as a
choice between alternatives, each of which is controlled by local cell and tissue interac-
tions. Because there is no evidence for global control processes specifying form (nor have
any complete theoretical models of such control been devised), this model is restricted to
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local control except for certain well-known long-range processes such as hormone action
and control factor gradients, each not including large amounts of information that specify
form. [At this time, I would replace “local interaction,” which is not easily defined, with
“detailed interaction.”]

2. A macromolecule near a specific site will bind by mass action. [As macromolecules
are synthesized within a cell, they are modified to join a structure. They bind specifically to
the preexisting partial structure in the correct, genetically determined, locations and
orientations. To reach their binding sites is a complex process that likely involves the Golgi
apparatus and vesicles, and may involve the organized transport of vesicles. Diffusion and
mass action may be restricted to the final binding process. When bound, each unit and
adjacent units then expose one or more binding sites where the next macromolecules will
specifically bind. The succeeding extended series of binding events establishes each cell,
with its specific adhesion and signaling receptors.]

3. Starting with a precursor cell, all cells are assembled automatically by specifically
binding new macromolecules. Although there is little direct evidence for this logically
required proposition, no alternatives are known. During cleavage, the units present in the
precursor cell become available for the daughter cells, which often differ in detail from
each other, and are bound in place. According to the model, all of these controlled events
are due to the specific genes expressed as required in each of the cells in all of the lineages
and set by transcription control factors and other regulatory mechanisms. [“Assembled au-
tomatically” is taken to mean that supplying the elements and cofactors that go into a struc-
ture causes them to be assembled without any overall guidance.]

4. At the surface of cells are specific adhesion sites that determine how all cells bind to each
other. This proposition derives from a wide range of studies (Edelman, Cunningham, and
Thiery, 1990; Brümmendorf and Rathjen, 1994; Jones et al., 1997; Miller and McClay,
1997a,b).

5. Both the molecular and cellular binding processes are specific, and an organ will as-
semble automatically when the parts (macromolecules, extracellular structures and cells)
appear as specified by nuclear control factors. Automatic assembly with cells as build-
ing blocks is how the model works. Because the adhesion sites present on the cells are
determined by the state of the control factors, no other information is required for assem-
bly. The process is not mass action: many cell locations are the result of their duplication
in place; other cells move in controlled fashion. For this and other reasons, a dissociated
organ will not usually self-assemble again. Plants may lack specific adhesion and cell
motion, but the assembly during growth is automatic in any case. 

6. The set of nuclear control factors in each cell is a combination of inherited factors from
precursor cells and factors derived by signaling from other cells. This proposition,
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though obvious, introduces a powerful concept. Adjacent cell signaling will establish most
patterns, but diffusible ligands or factors are also important. In early cleavage, the control
factors are mostly maternal. Later, signaling control becomes more important as cells
become differentiated.

7. The macromolecules that determine specific binding, cell adhesion, and signaling are
produced as specified by the nuclear control factors, and, in a grand feedback, the cell ad-
hesion and signaling systems determine the nuclear factor patterns that control the ex-
pression of these macromolecules. The pattern of transcription is established by the
transcription factors that are determined by cell-cell interactions, signaling, and diffusible
factors. The factor pattern is changed from outside the cells and in turn affects the intercel-
lular binding sites. The expression of the units, their binding, and the set of transcription
control factors operate as a linked set, different of course in each part of the developing em-
bryo. Because all the elements in a feedback loop are subject to experimental manipulation,
a macromolecule might seem to be in charge, when in fact no single part of the feedback
loop is in control (Callaerts, Halder, and Gehring, 1997; Desplan, 1997).

Propositions 1 to 6 are general descriptions of the processes that underlie development.
Proposition 7 refers to the most important control processes including those receiving the
greatest attention from researchers at the heart of development. Propositions 8 and 10,
based on a plethora of specific examples where the factors and signaling systems have been
observed and the stages of morphogenesis followed, deal with the formation of the precur-
sors of organs and ultimately the organs themselves. Model animal systems differ widely:
“In some embryos, specification depends on intercellular interaction during cleavage,
while in others this cannot be so since specification occurs while nuclei are syncytial; some
rely on invariant cell lineages, while others develop from populations of migratory cells of
no fixed lineage; some generate autonomously specified founder cells, while others have
none; and so forth” (Davidson, 1994, 604). My proposed model, by contrast is intended to
apply to all, although autonomous specification and syncytial cases need comment, and
some rephrasing is required. In insects, the syncytial nuclei are formed in place and the
specific cell-to-cell adhesion is delayed until cellularization. The nuclei do influence each
other’s factor pattern; before cellularization, many specific interactions are formed, in
Drosophila, for example, that lead to the “stripes” establishing the precursors of segments.
The anteroposterior and dorsoventral axes are established also.

8. The embryonic precursor cells of organs known as “precursor groups” (pgroups) are
linked by specific adhesion and signaling relationships. [The pgroup is a radical way of ex-
pressing what may be an ordinary concept in the minds of developmental biologists. The
original pgroup discussion including proposition 9 is omitted here because it involves ad-
ditional hypotheses that are not necessary.] The ability of natural selection to establish all
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of the series of specific relationships of signaling and adhesion that carry a cell lineage
through the many duplications and steps to a functional location in an adult organ has a
great fascination. This is simultaneously performed for many lineages leading to perhaps
more than 1012 ultimate cells, the relationships among which maintain their function in the
adult. That is the essence of the model.

10. Organs are held together by cell adhesion in functional relationships. Thus the form
and function of the organism are specified entirely by local control mechanisms that estab-
lish the organs. The form of the organs is decided by the complex cell-to-cell relationships
and the adhesion molecules that bind the cells. The organs are formed in association with
each other; the adhesion characteristics of the appropriate parts bind them to each other,
establishing the form of the organism. Some organs will contribute more to the form than
others because they may be larger or external. In a sense, the division of an organism into
organs is arbitrary and the pgroups are considered to apply to the actual requirements for
assembly where much is to be learned. For indirect development, the organs may become
parts of the larva or pupa, while a subset of lineages form the pgroups of the imaginal disks
or rudiment and become parts of the adult.

Gödel in Vienna

Some seventy years ago a 24-year-old from Vienna changed forever the face of mathemat-
ics (Gödel, 1931). Kurt Gödel used a numbering system to identify statements about each
mathematical theorem and showed that any consistent mathematical theory that includes
the natural numbers is incomplete and in addition cannot contain a proof of its own con-
sistency. Mathematically defining completeness and consistency would give a firm logical
foundation to mathematics, or so leaders such as David Hilbert and Bertrand Russell ex-
pected. Their theoretical great expectations were disappointed. Of course biology lacks the
strong logical structure of mathematics, but analogies between the fields are clear. An
example of failed great expectations in biology is that we could find a tree of relationship
among all organisms based on their descent, including the relationship of molecular se-
quences. As more information on the genomes of microorganisms has become available,
however, the prospect of finding such a tree has become ever more remote, due in part to
the horizontal transfer of many genes and to differences in the rate of DNA evolution
(e.g., Pennisi, 1999). Although other great expectations, that we can understand embryonic
development by recognizing the control systems or “master genes,” have yet to be tested,
I will point out some rough spots on the road to such understanding. 

The cell state numbering system I am proposing, though analogous to Gödel’s number-
ing of mathematical statements, thus far lacks a clear logical structure. Ultimately, this
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numbering system could record all of the significant details of living systems; for now, it is
quite abstract and will require an immense amount of labor to complete.

Neural Guidance and a Balance of Molecules and Receptors

Recent work has shown that the quantitative level of certain control elements in specific
neural connections of the brain is important (Bashaw and Goodman, 1999; Seeger and
Beattie, 1999; Serafini, 1999) including members of the Ephrin, Netrin, Semaphorin,
and Slit protein families. The quantitative levels actually control whether particular control
molecules cause attraction or repulsion. The importance of quantitative balance of con-
trol elements is not novel or specific to neural connections. It is crucial that a modest num-
ber of different control elements can in combination specify a large number specific
relationships or, in the case of neurons, connections. In Britten, 1998, 9374, I wrote that “it
is very unlikely that 1010 different and effective adhesion and signaling relationships exist.”
I believe that was an error; as I demonstrate below, 1014 possible choices required for neural
connections can be decided by the level of expression of a few genes, described abstractly
for this demonstration as a few numbers. In an unrealistic extreme case, 1 byte can represent
256 possible states; 2 bytes, 2562 = 65,536 states. For n bytes, the number is 256n = 102.408n.
Thus even as few as 6 bytes could represent more than 1014 states and establish the choice
between that many outcomes. Of course, it does not work like that: the number of signifi-
cantly distinct concentrations for a control element might be low, perhaps only 2 or 3. If it
were only 2 (i.e., a switch being on or off) and 2n = 100.301n, then 1014 states would require
47 bits or switches, which is still a very reasonable number. In the “state numbering system,”
we may still be required to set aside a byte for each state to allow for those cases where small
quantitative changes in concentration are significant. It is unlikely that 47 different control
elements are required for neural connections in the brain. It will be interesting to see just
what kind of economy natural selection has managed for the set of control elements, differ-
entiated cell states, and regional restrictions that make the choices and establish the brain
neuronal connections. Another aspect of this numerical analysis is that it assures us that the
small number of genes (105 maximum) can support all of the complexity of a cell or organ-
ism structure with a number of states or decisions well in excess of 1012 or 1014. A “state
numbering system” could work and give insights into how this is accomplished.

Shared Functions

Many parts of living systems are developed or maintained by sets of parts that carry out
very similar roles. Examples include parallel processing in the brain and brain neurons
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with parallel functions; the binding sites in the 5′ control regions of genes, many of which
bind the same transactivator or repressor protein; apparently parallel signaling pathways;
perhaps clusters of Hox genes; ribosomal cistrons; histone gene clusters; and other dupli-
cated genes.

In most of these examples, a group of similar effectors carry out almost identical roles. We
may be able to add to this list the purported proteins involved in self-assembly of cells and
the adhesion molecules involved in self-assembly of organs or developmental structures
from cells. A central question is, how are the many macromolecules with nearly identical
functions maintained in evolution? If they were exactly redundant, then the loss of one of
them would make no difference to the survival or reproduction of the animal and some
copies would drift in sequence, most likely becoming nonfunctional. This would not occur
if each part contributed, so that the loss of any one represented a selective disadvantage, with
the role of each part being, say, slightly different, or with each having a role in different
circumstances. Another possibility is that, though identical, each part contributes quantita-
tively and the total has selective advantage over any reduced number. With large populations
of animals, the selective advantage of the total over a smaller number of parts could be very
small and still give enough selective advantage to maintain the complete set.

Shared function is perhaps important in the self-assembly of cells. A model of this
process would require many specific binding sites and many proteins in specific locations to
form all of the structures, junctions, and adhesion sites. Although the genetic defects
associated with these processes are not evident in the record, there are nevertheless so
many of them that they might in principle dominate a list of defects. One explanation for
this is that because, in many cases, there are multiple genes for families of closely related
proteins that share these functions, the genetic defects are not recognizable in ordinary
screening. Indeed, they would be important only in long periods of evolution, where small
differences in viability would be sufficient to maintain the whole family. Shared function
of similar elements might be important to the balance of regulatory elements that permit
choice between large numbers of connections, and the subtle balance of similar elements
might be very difficult to analyze.

Consideration of a Cell and Cells

Although development depends on the state and structure of the many cells that participate
in what may be described as a “contingent fashion,” we know little of how the cells
themselves form during development. In many cases, certain control molecules are neces-
sary for a particular differentiated state, but the downstream processes are not known. The
formation of the differentiated cell might require a process of controlled synthesis, modifi-
cation, transport, and assembly of perhaps 1012 molecules to form the supporting structure,
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membrane, and specialized parts. In the most extreme case there are many hundreds of dif-
ferent brain neurons. I bring up cells at this point in the argument because as far as I know
no one has or could suggest a master gene with the information content that could specify
the role 1012 cells in the structure. The logic is clear: timed control of synthesis, transport
and modification of molecules, and self-assembly of the cell. A lot of details formed by a
lot of details, and timing is crucial. 

Of course every cell is daughter to another cell, and much may be inherited by the daugh-
ter cell. That may include an initial state made up of levels and balances among the control
systems as well as some physical structure. Something of the sort must be present to be
modified for the succeeding differentiated state. It is not a magic element of cellness or life
that is passed on to daughter cells, but simply a state (possibly defined by a large number).
This process occurs for every daughter cell, and later is presumably switched by signaling
systems to the new state and structure. During cleavage in the absence of growth, as in sea
urchin embryos, much of the process involves rearranging molecules, with minimal new
synthesis. Many of the external features of this process have been well studied, for exam-
ple, which cells are totipotent and which are effectively differentiated, and some of the sig-
nals have been identified. Nevertheless, there is still an enormous amount to be learned
about just how the 1012 or more molecules get into place each time in the formation of what
may end up being 1012 cells. (The exponent 12 is somewhat arbitrary, standing for what is
indubitably a large number.) However the controls are set, the result must be self-assembly
involving what may multiply to 1023 molecules in the organism. There are many details to
get more or less right every time so that the next step may function because the details are
in place. In summary, we cannot start with DNA and grow a cell because there must be an
adequate initial state of a cell with a vast multitude of details under control, and we simply
do not know enough to set up such a state.

Determination

Moreno and Morata (1999, 873) nicely capture the current phraseology and attitude of
genetic determination:

Segment identity along the anteroposterior body axis of Drosophila is determined by the genes of the
Hox complex (McGinnis and Krumlauf, 1992) but there are two regions that develop normally in
the absence of Hox gene activity: the anterior head region and the most posterior body segment
which includes the anal structures of larvae and adults. . . . We propose that cad [caudal] is the Hox
gene that determines the development of the fly’s most posterior segment.

Moreno and Morata show specific local expression of cad and that it is “required for normal
development of analia structures.” They examine the other control genes that are required
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in the process downstream of cad. They also show that ectopic expression leads to ectopic
formation of anal structures in the head region and several other but not all locations.

Clearly “determined by” means specifically “switched on by” and does not mean that
the information for the anal structure is carried by the cad gene or gene product. Indeed,
even the cad gene’s switching ability depends on the environment. The gene also has a
maternal embryonic function that establishes the anteroposterior body axis of Drosophila
(Macdonald and Struhl, 1986), although I do not feel that the grand implications of this func-
tion are widely different from, for example, those of the Pax-6 (ey) gene, which determines
the Drosophila eye. Several control genes can participate, and their presence with the ey
gene can cause the ectopic production of many more fragments of eye structures. This ex-
ample is striking: although the chicken analogue of the ey gene will replace the Drosophila
ey gene, Drosophila eyes are formed, rather than chicken eyes. This neatly demonstrates
that no information beyond switching is required to replace the ey gene function (Callaerts,
Halder, and Gehring, 1997; Chen et al., 1997; Halder, Callaerts and Gehring, 1995; Pignoni
et al., 1997).

Applying Numbers as a Descriptive Method: Three Reasons

The first and simplest reason to identify each stage, cell, and cell part with a Gödel-like
number is to count them. The second and primary reason for numbering is to define a
“state number set” that lists all of the significant elements representing each stage, cell, or
cell part, namely, transcription control factor concentrations; other controls, signals, recep-
tors, and receptor linkages to the nucleus; cell adhesion elements; and state of differentia-
tion of the cell, timing, and lineage. Included may be descriptions of organs or organ parts
and relationships to other parts of an organ, for example, brain neural connections. The
extent of the list is awe-inspiring; it could hardly be built or dealt with it without computer
help.

The third reason for numbering is to assemble a preliminary, shorter form of the just-
described list for testing. I visualize a computer model that will progress from building
differentiated cells and forming functional organs with them, to forming zygotes and fer-
tilizing them to produce a population, which would then be asked to survive and evolve in
some niche. Using such a method, the “details determine” concept might be shown to be a
workable description of life.

Details Determine—Living with the Concept

Although I am logically forced to the position that details determine, I am daunted by the
staggering profusion and complexity of details and linkages between some of the details,

Only Details Determine 83



for example, networks of regulatory molecules. A cell might have 1012 macromolecules,
each binding or fitting its neighbors, but we do not know how many distinct macromole-
cules, nor how many genes determine them, nor how the molecules specifically bind. Nor
do we know which genes form the many differentiated cells, some with microvilli and
filopods, and including of course the neurons in their hundreds of specialized varieties. Nor
which elements must be specified for the cells to specifically bind together to form organs,
among which is the brain with all its neurons and specific junctions. Clearly, no individual
could list or deal with all these details, although computer programs will likely succeed. By
producing sublists of values that were significant for particular issues (suppressing all zero
or constant standard values) and by carrying such sublists through the stages of develop-
ment, computer programs might enlighten us on its processes. 

How will we learn to live with “details determine”? Mostly, we will do what we have
always done. The level of integration is a matter of taste. Using a good model system, we
might, for example, find an interesting part of development and focus on it, trying to iden-
tify the important regulatory molecules. On the other hand, knowing what the overall sys-
tem is like may help, making us focus more on relationship to the whole, perhaps helping
us evaluate the part of the state number that is different with time or place, and thus bring-
ing us closer to an overall image or at least to a glimpse of it.

What Difference Does “Details Determine” Make in the Interpretation
of Biological Knowledge?

It seems to me unlikely that “Details Determine” (DD) will be replaced by a large set of
regulatory genes that include much information and that determine pattern formation.
Researchers have long explored the magnitude of phenotypic effects of mutations in evo-
lution (see, for example, Fisher, 1930; Kimura, 1983; Marshall, Orr, and Patel, 1999). As
far as I know, no one has shown that mutations with large phenotypic effects occur in genes
with large information content where that content plays a determining role. Even candidate
genes such as the highly conserved Hox genes can be considered as switches whose major
effects occur as a result of many downstream processes (Weatherbee et al., 1998).

Without order and summary principles, our world is too complex to parse and remem-
ber. How then to judge and understand—indeed, to make sense of—the immense biologi-
cal knowledge with all of its values behind the details of DD? That a major control gene
has little information makes it no less interesting. The DD point of view focuses on how
such a major switch works. What are the differentiated cells? What other control elements
and what downstream genes are involved? Although these questions are much the same as
they were without DD, the formal way of presenting the answers is likely to differ, partic-
ularly if the numbering system turns out to be practical.
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Phenomena encapsulated in principles such as organizers, morphogens, selector genes,
and induction are valuable and, I believe, indispensable ways of understanding. The num-
ber and strength of regulatory relationships from the DD point of view will ultimately
allow us to describe these phenomena at the molecular level; indeed, we have already
begun to do so, as in the case of the gastrula organizer (Nieto, 1999).

The question arises as to what form useful and enjoyable knowledge will take once the
details are recorded in an immense computer library. There might be summaries that are
less “functional descriptions of mechanism” and more “needed ways of understanding and
remembering.” For those of us trained in molecular approaches, a satisfactory goal might
be a DD “state number set” of very large size with technical quantitative descriptions of
examples of typical interactions for reference in our computers. Presumably, there would
be many ways of viewing and comparing regions and deriving grand summaries. For many
others, such a set and descriptions would lack the essence of which knowledge is made. 

Nagel (1998) states that there are “two varieties of antireductionism: epistemological
and ontological.” The first holds that, “given our finite mental capacities, we would not be
able to grasp the ultimate physical explanation even if we knew the laws governing their
ultimate constituents.” The second holds that “certain higher order phenomena cannot even
in principle be fully explained by physics, but require additional principles that are not
entailed by the laws governing the basic constituents.” The issue is not antireductionism,
however. It is a direct question of whether genes with large information content exist. I am
excited by the prospect of proving the grand principle that biology depends just on the de-
tails, that living systems function entirely on the basis of many detailed interactions, for
which genes with little information carry all that is needed. Although it would be virtually
impossible to prove that genes with large amounts of information encoding shape or func-
tion were absent, strong suggestive evidence could come from modeling to show that such
a system could work.
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6 The Reactive Genome

Scott F. Gilbert

The final production of a phenotype is regulated by differential gene expression. However,
the regulators of gene expression need not all reside within the embryo. Environmental
factors such as temperature, photoperiod, diet, population density, or the presence of preda-
tors can produce specific phenotypes, presumably by altering gene expression patterns.
Here “signals from above” interact with internal signals to produce the particular pheno-
type. This chapter looks at some of the historical trends that mediated the removal of envi-
ronmental considerations from embryology. It provides evidence that internal factors,
alone, cannot give a complete explanation of development. In many instances, significant
developmental phenomena are given their specificity by the particular circumstances of the
environment. Whereas it is usually thought that genes provide the instructional specificity
for development (why the moth is brown or white, why the head is a particular shape, why
a certain bone develops in a particular place) and that the environment is merely permis-
sive, there are many cases wherein the genome is permissive and environmental instruc-
tions elicit a particular phenotype (see also Nanjundiah, chapter 14, this volume).

The Organism Out of Context: Embryology from Evolution to Physiology

Embryology is a science that links egg to adult. It is a science of becoming. Developmen-
tal biology, the anagenetic descendent of embryology, retains the fundamental questions of
embryology and has added others. Developmental biology studies not only embryos, but
also such diverse developmental phenomena as regeneration, metamorphosis, and the for-
mation of blood cells and lymphocytes in the adult. Because there are no sets of techniques,
levels of organization, or types of organism that limit the field of inquiry, the techniques
and contexts for studying development have come largely from other disciplines. 

In the mid to late nineteenth century, the context for studying development came from
evolutionary biology, and the methods were, therefore, those of the evolutionary biologist,
that is, of comparative anatomy. Embryology was to assist paleontologists and evolution-
ary biologists reconstruct the phylogeny of life. Homologies derived from anatomical stud-
ies and cell lineage analyses were the fruits of these endeavors.

With the twentieth century, the science of developmental mechanics (Entwick-
lungsmechanik) or physiological embryology emerged. This approach sought the physio-
logical mechanisms by which the egg became an adult. Comparative anatomy was to be
superseded by mechanistic physiology. Just as physiology was considered the “new” biol-
ogy, so physiological embryology would be the “new” embryology. The anatomical tradi-
tion and its evolutionary context were considered old-fashioned. Experimentation was the
watchword of the day. As Nyhart (1995) notes, after Roux’s programmatic statement of
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Entwicklungsmechanik, developmental mechanics and experiment became synonymous
with modernity among a group of younger enthusiasts. This did not go unchallenged.
Nyhart has documented the indignation and resentment felt by many of the developmental
anatomists over this change in attitude. First, the evolutionary context that they had taken
for granted was not being used, and the questions they had invested their life pursuing were
not thought worth following. Second, the discipline was being brought indoors. Many of
the older embryonic anatomists worried that students trained in the new experimental em-
bryology would no longer be aware of the developing organism in its natural context.
Third, the questions that were asked were radically different questions and they called out
for different techniques. Rather than carefully observing embryos, these physiological em-
bryologists were going to manipulate their embryo parts in controlled experiments. 

In some cases, the new physiological embryology attempted to keep some of its envi-
ronmental roots, and some of the first experiments done on embryos (such as those per-
formed by Curt Herbst and by members of the Institute for Experimental Biology—the
Vivarium—in Vienna) sought to change the environmental parameters, such as temperature
or ionic conditions, in which embryos developed. The mainstream of physiological embry-
ology, however, was the experimental program to determine the relationships between the
embryonic parts by means of defects, cell and tissue isolation, rearrangement, and trans-
plantation. The dominant scientists in this program included Hans Driesch, Hans Spemann,
Sven Hörstadius, Ross G. Harrison, T. H. Morgan, Theodor Boveri, and their students.
Embryology moved from the seashore (where the anatomical tradition still was strong) into
the laboratory; developmental biology became a laboratory discipline, wherein scientists
would manipulate the embryo, one variable at a time.

It was in this physiological context that the “model system” approach emerged in
embryology. In the anatomical tradition, the choice of organism was dominated by the par-
ticular question and by the availability of the organism. We learned much about the anatomy
of those organisms living close to the scientists, and we learned much about organisms
(such as penguins and gorillas) whose anatomy might divulge information about phy-
logeny. In many cases, the seasonal availability of embryos dictated which organism was
to be studied. However, with the advent of physiology, the variety found in nature had to
be diminished so that the populations being tested would be as identical as possible, a nec-
essary precondition for controlled experiments and for comparing conclusions between
different laboratories. Thus animals came to be bred in the laboratory. 

As Bolker (1995) has pointed out, though, very few organisms are capable of developing
in the laboratory. Such organisms must be selected for the inability of their development to
be influenced by specific environmental cues. Sea urchins, flatworms, and frogs, for
example, found favor because they could develop readily in seawater or pond water in an
aerated beaker. They did not even need to be fed during early development. Similarly, the
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chick has always been a model system (in both the anatomical and physiological contexts)
because its egg has within it all the environment it needs (just add temperature) and because
domestication has made the incubation time uniform and rapid. Thus both the influence of
environment and environmental sources of phenotypic diversity were progressively elimi-
nated under the physiological context of embryology.

The Genome Out of Context: Embryology from Physiology to Genetics

Starting in the 1930s, genetics, whose epistemology, methodology, and source of questions
are based on the gene, began to provide a third context for developmental biology. The
embryologist-turned-geneticist T. H. Morgan explicitly redefined embryological problems
in terms of genetic ones. Moreover, according to Morgan (1924, 728), the cytoplasm was
unimportant: “It is clear that what the cytoplasm contributes to development is almost
entirely under the influence of the genes carried by the chromosomes.” His student
H. J. Muller, in his aptly entitled 1926 book The Gene as the Basis of Life, similarly
concluded that the cytoplasm of the cell was inconsequential and that “the primary secrets
common to all life lie further back, in the gene material itself” (Keller, 1995, 8).

Morgan’s student and protégé Alfred Sturtevant (1932, 304) claimed that all of develop-
ment could be explained by gene action in his talk to the 1932 International Congress of
Genetics: “One of the central problems of biology is differentiation—how does an egg
develop into a complex many-celled organism? That is, of course, the traditional problem
of embryology. But it also appears in genetics in the form of the question: How do genes
produce their effects.”

Notice that Sturtevant (whose thought experiment on how snail shells coiled was one of
the early triumphs of the genetic approach over physiological embryology) has simplified
embryology into the question of determination. The other major embryological questions—
morphogenesis, growth, evolution, and reproduction—are no longer mentioned. Evolution-
ary explanation would be taken over by the geneticists; the other portions of embryology
will be assumed to be epiphenomena of differentiation, just as differentiation was assumed
to be an epiphenomenon of gene expression (see Gilbert, 1988, 1998). This assumption was
made explicit when molecular biology entered into embryology. In 1948, Sol Spiegelman
could argue that cell differentiation was synonymous with differential protein synthesis
and could be studied more readily in Escherichia coli or yeast than in metazoan embryos.
Embryogenesis could be modeled by differential gene expression in unicellular microbes.

The questions of genetics differed from the questions of physiology in that the tissue and
organism levels of explanation were derived from the genomic level of analysis. The
methodology was certainly different in that it involved the isolating, analyzing, and
mapping of discrete genetic mutations rather than performing experiments on embryos.
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Genetics also challenged the dominant ontology of embryology. Physiological embryology
was characterized by an interactive holism. A cell became what it became because of its po-
sition in the embryo. Whereas the effects of the environment may have been discounted,
the fate of a particular cell was often found to be controlled by its interactions with other
cells. As Hans Spemann noted in 1943: “We are standing and walking with parts of our
body which could have been used for thinking had they developed in another part of the
embryo” (Horder and Weindlung, 1986, 219). Genetics also brought with it a reductionist
ontology (Roll-Hansen, 1978; Allen, 1985). The genes were responsible for the phenotype.
Cells, tissues, organs, and the organism were epiphenomena of genes. 

This reductionist and unidirectional ontology was reinforced by the program of molecu-
lar biology, which saw all life as manifestation of DNA (see Tauber and Sarkar, 1992). As
Lewis Wolpert (1991, 77) claimed, “Ex omnia DNA.” The central dogma—DNA makes
RNA, and RNA makes proteins; DNA is thus primary—was also supported by the new so-
ciobiology, which sought the origins of all behaviors in the genome. We see the confluence
of these traditions in Dawkins (1986, 111; see also Gilbert, 2000a) reflecting on the willow
seeds falling outside his window:

It is raining DNA outside. . . . The cotton wool is made mostly of cellulose, and it dwarfs the capsule
that contains DNA, the genetic information. The DNA content must be a small proportion of the total
so why did I say that it was raining DNA rather than raining cellulose? The answer is that it is the
DNA that matters. . . . The whole performance—cotton wool, catkins, tree and all—is in aid of one
thing and one thing only, the spreading of DNA around the countryside. . . . It is raining instructions
out there; it’s raining programs; it’s raining tree-growing fluff-spreading algorithms. This is not
metaphor, it is plain truth. It couldn’t be plainer if it were raining floppy discs.

Although it is easy to separate the genetic tradition of methodology, ontology, and
context from the physiological tradition, Richard Lewontin (1991) has emphasized an
important continuity. Both traditions have gotten rid of the environment. The physiological
tradition ignored the habitat in which the organism developed; the genetic tradition ignored
the cytoplasmic and organismal environment in which the genes acted. “When those who
react against the utter reductionism of molecular biology call for a return to consideration
of the ‘whole organism,’ they forget that the whole organism was the first step in the vic-
tory of reductionism over a completely holistic view of nature” (Lewontin, 1991, ix–xix).

Integration of Developmental Contexts

Thus, across the three contexts in which development has been placed, there has been a
progressive reductionism such that, under the physiological model, the importance of the
environment has been diminished in favor of the whole organism, and under the genetic
model, the importance of the whole organism has been diminished in favor of the genes.
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But certain embryologists have had problems with both the reductionism of the genetic and
physiological ontologies and the disappearance of environmental interactions in their
epistemologies (see Gilbert, 1998; Gilbert and Sarkar, 2000). 

Hertwig, Berrill, and Waddington were among the embryologists who had such doubts.
Waddington, equally at home in genetics, evolutionary biology, and embryology, not only
expressed these doubts eloquently, but also put forth solutions to them. Waddington’s view
of the genome was that it was both active and reactive. Unlike most researchers—both
today and then—Waddington did not think of genes solely in terms of gene activity. Rather,
he saw the genes in a dialectic of acting and being acted upon. In fact, in Principles of Em-
bryology (Waddington, 1956) he called his chapter on developmental genetics “The Acti-
vation of the Genes by the Cytoplasm.” He listed four examples “of the activation, by
different types of cytoplasm, of different specifically corresponding genes”: mosaic eggs,
induction, chromosome puffs, and Paramecium G-antigens (Waddington, 1956, 348). He
viewed the nucleus and the cytoplasm as being in a continual reciprocal dialogue. The
epigenotype is the term Waddington (1939; see also Gilbert, 1991, 2000b) used to capture
the idea of the interactions between the genes, gene products, and the environment that led
from genotype to phenotype. Today we might think of the epigenotype as the networks of
transcription factors, paracrine factors, and environmental influences that allow the geno-
type to realize the phenotype. In the epigenotype, the gene is not an autonomous entity; it
is part of a network of interacting components.

Waddington (1940, 1957) not only mentioned cases where the cytoplasm obviously told
the genes what to do, he also kept alive the tradition of the environmental regulation of
development. He recognized that some major phenotypes, such as sex in echiuroids and in
some reptiles, was determined by temperature, and he felt that this environmental effect
was of the same magnitude as a mutation in a homeotic gene. The environment could act
on genes, as well. Although the tradition of the environment acting on genes has been
largely on the periphery of developmental biology (see van der Weele, 1999), recent stud-
ies have not only provided more examples of environmental regulation; they have become
integrated into developmental biology literature. This has largely been due to the new in-
terest in life history strategies as an intersection between developmental biology and ecol-
ogy (see Stearns, 1992; Gilbert, 1997; van der Weele, 1999) and to the new interest in
endocrine disrupters and their potential to influence sexual development and morphogene-
sis (Colborn, Dumanovski, and Myers, 1996; Gilbert, 1997).

Tertiary Induction

Numerous species, especially Homo sapiens, possess developmental plasticity wherein the
organism inherits the ability to express certain phenotypes in some situations and other
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phenotypes under another set of conditions. Some species have polyphenisms that are
distinct (either-or) phenotypes that are elicited by the environment. Other species have a
range of phenotypes where the response to the environment can be incremental. This
continuous range of phenotypes is called the “reaction norm” (Reaktionsnorm; Woltereck,
1909; see also Stearns, de Jong, and Newman, 1991; Nanjundiah, chapter 14, this volume).1

Although, as inherited potentials, reaction norms and polyphenisms can be selected, in all
these instances, the genotype can govern only the range of phenotypes produced. The
actual phenotype of the particular individual is elicited by the environment.

Therefore, the organism, its genome, and its environment should be seen as porous and
interactive compartments (Lewontin, 1991; Gottlieb, 1992). I wish to emphasize this by
using a particular embryological term to unite these areas in development—tertiary induc-
tion. Primary induction is that set of inductive events which constitutes the individuality of
the organism. By means of primary embryonic induction (e.g., in vertebrates, the induction
of the central nervous system by the derivatives of the dorsal blastopore lip), each egg
forms a single embryo. Secondary induction is that set of inductive events by which the
developing body parts interact to generate the organs of the body. In an extension of this
concept, tertiary induction is that set of interactions by which environmental factors influ-
ence the phenotype of the developing organism (Gilbert, 2000c). As with primary and sec-
ondary inductions, there is no distinction in the mechanisms proposed. As the following
examples will show, the genome is reactive as well as active, and organisms have evolved
to let environmental factors play major roles in phenotype determination. 

Holtzer (1968) distinguished between permissive and instructive interactions. In in-
structive interactions, a signal from the inducer initiates new patterns of gene expression in
the responding cells. In permissive interactions, the responding tissue contains all the in-
formation required to express the genes; it needs only the permissive context in which to
activate them. It is usually assumed that the developing organism’s environment consti-
tutes a necessary permissive set of factors, whereas its genome provides the specificity of
the interaction. In instances of developmental plasticity, however, the genome is permis-
sive and the environment is instructive.

Context-Dependent Sex Determination 

The scientific evidence against genetic determinism has been building up ever since embry-
ologist Oskar Hertwig (1894) used location-dependent sex determination in the echiuroid
worm Bonellia against what he called the “preformationism” of August Weismann. More
recently, temperature has been demonstrated to be the prime determinant of whether many
embryos become male or female. For instance, embryos of the turtle Emys all become males
if incubated below 25°C during the last third of their incubation, and all females if incubated
above 30°C (Pieau et al., 1994; at intermediate temperatures, different percentages of both
sexes are formed). In some species, such as the fish Menidia, temperature-dependent sex
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determination is found in the parts of their range where it is adaptive to be one sex or the
other during particular portions of the breeding season (Charnov and Bull, 1977; Conover
and Heims, 1987).

Life history strategies are also seen as being examples of tertiary induction. The sex of
the blueheaded wrasse, Thalassoma bifasciatum, is determined by the social structure into
which the larva enters: if it enters a reef where there are no males, it becomes male; if there
are other males present, a female. Usually, there is one male for each dozen females. When
that male dies, the largest female develops testes within twenty-four hours and, within two
weeks, is making functional sperm and mating with the remaining females (Warner, 1993).
Some invertebrates, such as the crustacean “pillbug” Armadillidium vulgare (Rigaud,
Juchault, and Mocquard, 1991) and a wide range of insects (Werren and Windsor, 2000)
can have their sex determined by bacterial infection. Thus a phenotype as significant as the
organism’s sex can be determined by the environment. The genome is permissive and can
allow one or the other phenotypes to be elicited. 

Seasonal Polyphenisms 

Sex is not the only phenotypic trait influenced by the environment. We now know that what
Linnaeus had classified as two different species of butterfly are two phenotypes of the same
species, Araschnia levana, and that they are regulated by the temperature and photoperiod
experienced by the late instar larvae. More daylight and higher temperatures cause higher
amounts of ecdysone and produce the dark summer morph. Less daylight and lower tem-
peratures produce the orange spring morph (see figure 6.1a–b; Nijhout, 1991; van der
Weele, 1999). The seasonal polymorphism of the butterfly Bicyclus anyana is also caused
by temperature, which, in some yet unknown way, effects the stability of distal-less gene
expression in the wing imaginal discs (Brakefield et al., 1996.) 

Nutritional Polyphenisms

In some cases, phenotype can depend upon what a developing organism eats.2 In numerous
species of Hymenoptera, the worker, soldier, and queen castes are determined by the levels
of food fed the respective larvae. In the ants Pheidole and Pheidologeton, the protein-rich
diet causes elevated juvenile hormone titers, and these titers allow more growth, lengthen-
ing the time before which metamorphosis will occur. The differences in size, structure, and
even cuticular proteins are often quite significant. In the moth Nemoria arizonaria, a
nutritional polyphenism provides adaptive coloration for two different sets of caterpillars.
Caterpillars that hatch in the spring feed on oak catkins; they develop a rugose, beaded,
yellow-brown morphology that enables them to hide among the catkins. By contrast, cater-
pillars that hatch in the summer eat the oak leaves; their morphology changes to resemble
that of a new oak twig (Greene, 1989). 



Figure 6.1
Instructive induction of morphological phenotypes by the environment. The spring (A) and summer heat-induced
(B) morph of the European map butterfly, Araschnia levana. The uninduced (C) and Chaoborus kairomone–
induced (D) morphs of Daphnia cucullata. The uninduced (E) and kairomone-induced (F) morphs of the tadpole
of the gray tree frog Hyla crycscelis. Scaphiopus tadpoles, (G) with the uninduced morph in the jaws of the
density-induced morph. Uninduced (H) and movement-induced (I) tissue in the embryonic chick hind limb.
The arrow points to the movement-induced fibular crest, an important bone in bird evolution. (A, B: courtesy of
H. F. Nijhout; C, D: courtesy of R. Tollrian; E, F: courtesy of J. van Buskirk; G: courtesy of T. Wiewandt; H, I:
courtesy of G. B. Müller. From Gilbert, 2001.)
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Predator-Induced Polyphenisms

Several vertebrates and invertebrates have evolved developmental responses to predators.
By sensing a predator-secreted chemical in the environment, various species of rotifers,
crustaceans, molluscs, fish, and reptiles develop differently (Tollrian and Harvell, 1999). In
the parthenogenetic water flea Daphnia cucullata, the predator-induced defense is benefi-
cial not only to itself, but to its offspring: when it encounters the predatory larvae of the fly
Chaeoborus, its helmet grows to twice its normal size (figure 6.1c–d). This inhibits its
being eaten by the fly larvae. This same helmet induction occurs if the Daphnia are ex-
posed to extracts of water in which the fly larvae had been swimming. Agrawal, Laforsch,
and Tollrian (1999) have shown that the offspring of such induced Daphnia will be born
with this same altered head morphology.

Predator-induced polyphenism is abundant among amphibia, and tadpoles found in ponds
or in the presence of other species may differ significantly from those tadpoles reared by
themselves in aquaria. For instance, when newly hatched tadpoles of the wood frog Rana
sylvetica are reared in tanks containing predatory larvae of the dragonfly Anax (confined in
mesh cages so that they cannot kill the tadpoles), the tadpoles in the predator-filled tanks
grow smaller than those in similar tanks without the caged predators. Moreover, their tail
musculature deepens, allowing faster turning and swimming speeds to escape predator
strikes (McCollum and Leimberger, 1997; van Buskirk and Relyea, 1998). In fact, what
initially appeared to be a polyphenism may be a reaction norm that can assess the amount
(and type) of predators. Adding ever greater numbers of predators to the tanks causes the
tadpoles’ tail fin and tail musculature to progressively deepen.

Tadpoles of related species are capable of producing different phenotypic changes,
depending on the predator. The tadpole of the gray tree frog Hyla cryoscelis responds
to soluble predator molecules both by changing its size and by developing a bright red tail
coloration that deters predators (figure 6.1e–f; Relyea and Werner, 2000; McCollum and
van Buskirk, 1996). The trade-off is that the noninduced tadpoles grow more slowly and
survive better in predator-free environments (van Buskirk and Relyea, 1998; Relyea,
2001). Amphibian larvae have evolved to respond to other environmental cues, as well.

In addition to responding to cues from predators, Rana tadpoles also respond to cues
from competitors. Wood frog and leopard frog tadpoles compete for the same food. The
presence of the leopard frog tadpoles changes the responses of the wood frog tadpoles to
predator-derived cues (Relyea, 2000). In some instances, the competitor- and predator-
induced phenotypes go in opposite directions (with the former making shallower tails, for
instance). In these cases, the competitor-induced phenotypes are more competitive (against
other organisms competing for the same food source), but they suffer a higher predation. 

Nowhere is predator-induced polyphenism more important than in mammals such as
humans. Our major predators are microbes. We respond to them through an immune
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system based on clonal selection of lymphocytes that recognize specific predators and their
products (see Gilbert, 2000c). Our immune system recognizes a particular microbe such as
a cholera bacterium or a poliovirus by making lymphocytes, each expressing a different
gene product on its cell surface. These genes for immunoglobulin and T-cell receptors form
the receptor proteins of the lymphocytes. Each B-lymphocyte, for instance, makes one and
only one type of antibody, and it places this antibody on the cell surface. One B-cell may
be making an antibody to poliovirus, while its neighboring B-cell is making an antibody to
diphtheria toxin. When a B-cell lymphocyte binds its foreign substance (the antigen), it be-
gins a pathway that causes it to divide repeatedly and to differentiate into a cell that secretes
the same antibody that originally bound the antigen. Moreover, some of the descendants of
that stimulated B-cell remain in the body as sentinels against further infection by the same
microorganism. Thus identical twins are not identical with respect to the cells of their re-
spective immune systems. Their phenotypes (in this case, both the types of cells in their
lymph nodes and their ability to respond against an infectious microorganism) have been
altered by the environment. 

Context-Dependent Development: Abiotic Conditions

The spadefoot toad Scaphiopus has a remarkable strategy for coping with a particularly
harsh environment. The toads are called out from hibernation by the thunder that accom-
panies the first spring storm in the Sonoran desert. The toads breed in the temporary ponds
caused by the rain, and the embryos develop quickly into larvae. After the larvae metamor-
phose, the young toads return to the desert, burrowing into the sand until the next year’s
storms bring them out.

The desert ponds are ephemeral pools that either dry up quickly or persist, depending on
the initial depth and the frequency of the rainfall. One might envision only two alternative
scenarios confronting a tadpole in such a pond: either (1) the pond persists until the tadpole
has time to metamorphose, and it lives, or (2) the pond dries up before metamorphosis, and
it dies. These toads (and several other amphibians), however, have evolved a third alterna-
tive. The time of metamorphosis is controlled by the pond. If the pond does not dry out,
development continues at its normal rate, and the algae-eating tadpoles eventually develop
into juvenile spadefoot toads. If, however, the pond begins to dry out and overcrowding
occurs, some of the tadpoles embark on an alternative developmental pathway. They
develop a wider mouth and more powerful jaw muscles that enable them to eat, among
other things, other Scaphiopus tadpoles. These carnivorous tadpoles metamorphose
quickly, albeit into a smaller version of the juvenile spadefoot toad. 

The signal for this accelerated metamorphosis appears to be the change in water volume.
Scaphiopus tadpoles are able to sense the removal of water from aquaria, and their accel-
eration of metamorphosis depended upon the rate at which the water was removed. A
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stress-induced corticotropin-releasing hormone signaling system appears to modulate this
effect (Denver, Mirhadi, and Phillips, 1998; Denver, 1999). The two morphs can be ob-
tained by feeding tadpoles the appropriate diets, and the rapid development of the canni-
balistic tadpoles may be being driven by the thyroxin they acquire from their prey. The
trade-off is that the toads generated by fast-metamorphosing tadpoles lack the fat reserves
of those toads produced from the more slowly growing tadpoles, and their survival rate
after metamorphosis is not as high as those toads developing from slower-growing larvae
(Newman, 1989, 1992; Pfennig, 1992).

Vertebrates also respond significantly to abiotic conditions. In addition to stress-related
muscle development, physical stress is needed to produce bones such as the mammalian
patella and the avian fibular crest (figure 6.1h–i; Müller and Streicher, 1989; Wu, 1996).
Corruccini (1984) and Varrela (1992) have speculated that the reason that nearly one-
quarter of our population needs orthodontic appliances is that our lower jaw needs physical
stress in order to grow. Such jaw anomalies (malocclusions wherein the teeth cannot fit
properly in the jaw) are relatively new to European populations. Well-preserved skeletons
from the fifteenth and sixteenth centuries show almost no malocclusion in the population
(Mohlin, Sagna, and Thilander, 1978; Helm and Prysdö, 1979; Corrucini, 1984; Varrela,
1990). Corruccini and Varrela have hypothesized that the change in children’s meals from
a coarse diet to a mild-textured diet has resulted in decreased mastication and a decrease in
jaw skeleton and muscle development. Increased chewing causes tension that stimulates
mandible bone and muscle growth (Kiliardis, 1986; Weijs and Hillen, 1986). Placing
young primates on a soft diet will cause malocclusions in their jaws, similar to those in hu-
mans (Corruccini 1984; Corruccini and Beecher 1982). Mechanical tension stress has been
found to induce the expression of certain bone morphogenetic protein (BMP2, BMP4)
genes in adult rats (Sato et al., 1999).

Bone density is also regulated by mechanical stress, and several genes for osteoblast
and osteocyte functions are known to be regulated through physical load (Nomura and
Takano-Yamamoto, 2000; Zaman et al., 2000). Astronauts experiencing weightlessness are
at risk for such negative bone remodeling (losing about 1 percent of healthy bone mineral
density per month in space), and studies on the space shuttles have shown that several genes,
including the gene for the vitamin D receptor, are dramatically downregulated in micro-
gravity (Hammond et al., 2000; Wassersug, 2000).

Coda

The environment is not merely a permissive factor in development. It can also be instruc-
tive. A particular environment can elicit different phenotypes from the same genotype.
Development usually occurs in a rich environmental milieu, and most animals are sensitive
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to environmental cues. The environment may determine sexual phenotype; it may induce
remarkable structural and chemical adaptations according to the season, or specific mor-
phological changes that allow an individual to escape predation; it may induce caste deter-
mination in insects. The environment can also alter the structure of our neurons and the
specificity of our immunocompetent cells. We can give a definite answer to the question
posed by Wolpert (1994, 572): “Will the egg be computable? That is, given a total descrip-
tion of the fertilized egg—the total DNA sequence and the location of all proteins and
RNA—could one predict how the embryo will develop?”

The answer has to be no. The phenotype depends to a significant degree on the environ-
ment, and this is a necessary condition for integrating the developing organism into its par-
ticular habitat. Development depends not only on signals “from below,” but also on signals
“from above.” This means that reductionism cannot provide a complete explanation of de-
velopment (Gilbert and Sarkar, 2000). Rather, a context-dependent organicism must inte-
grate the signals from the genome, from the interactions between cells, and from the
environment in which the organism develops. 

Notes

1. In his history of the reaction norm concept, Sarkar (1999) has shown that Woltereck argued that what was
inherited was a reaction norm and that thinking in these terms was better than viewing the inherited potential as a
static genotype. Johannsen, who formulated the genotype concept (and its distinction from the phenotype) agreed
that the reaction norm was almost equivalent to his genotype, but that the genotype was more a directive force,
whereas the reaction norm was more an enabling agent. Although the reaction norm is an evolutionarily selectable
trait and a product of gene selection (see Schlichting and Pigliucci, 1998; Nanjundiah, chapter 14, this volume),
its variability should not be confused with the variability, suggested by other contributions in this volume (e.g.,
Müller, chapter 4, Newman, chapter 13) of traits that have not yet been stabilized by genes and their products. 

2. One of the most interesting cases of the nutritional regulation of development involves the disease gulono-
lactone oxidase deficiency (hypoascorbemia; OMIM 240400). Homozygosity of a mutation in the gulonolactone
oxidase gene on the short arm of chromosome 8 produces a syndrome that produces death in childhood due to
connective tissue malfunction. Interestingly, this syndrome effects 100 percent of the human population.
Gulonolactone oxidase is the final enzyme in the pathway leading to ascorbic acid, and we are all homozygous at
this mutant locus (Nishikimi et al., 1994), which is why we need ascorbic acid (vitamin C) in our diet. Without
this replacement therapy from the environment, we would all be dead. This example illustrates that it is
impossible to parse environment and heredity into neat, nonintersecting categories. What is the effect of the
environment on the human phenotype? 100 percent. The effects of genes and environment are interactive; they
cannot be separated into component percentages. Our genotype programs us for an early death, and the fact that
we are here is testimony to the power of the environment to circumvent our genetic heritage.
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7 Tissue Specificity: Structural Cues Allow Diverse Phenotypes
from a Constant Genotype

Mina J. Bissell, I. Saira Mian, Derek Radisky, and Eva Turley

Two decades ago, based on the literature and her laboratory experience, one of us (Bissell)
concluded that,

if there is one generalization that can be made from all the tissue and cell culture studies with regard
to the differentiated state, it is this: Since most, if not all, functions are changed in culture, quantita-
tively and/or qualitatively, there is little or no constitutive regulation in higher organisms; i.e., the dif-
ferentiated state of normal cells is unstable and the environment regulates gene expression. (Bissell,
1981, p. 27; emphasis added.)

This concept, more recently referred to as the “plasticity” of the differentiated state, has
gained some credence as literature has accumulated that differentiation may not be as
terminal or fixed as was once thought—witness the cloning of Dolly, mice, and cows from
restricted stem cells derived from adult tissues, or even from single somatic cells. 

There is ample evidence that all cells retain the ability to modulate most, if not all, of
their functions; even enucleated red blood cells still regulate their behavior depending on
the context and what they encounter. It may be that cells never completely lose an intrinsic
ability to morph from one cell type to another, and that they maintain a stable phenotype by
integrating cues from the extra- and intracellular milieu. Indeed, there is also ample
evidence to support the notion that, for a cell to continue functioning properly in a tissue-
specific way, it must receive continuous signals to prevent growth or apoptosis and
to maintain an appropriate structure and differentiation state, which is to say, cells must be
directed at all times to remember how to behave within an organ. If these active signals
are withdrawn from a resting, differentiated cell, or if a wrong signal is given (as is often
the case in cell culture), it will do one of three things: die, start growing, or function inap-
propriately. What, then, are the cues in vivo that cause a cell to continue functioning in a
manner that is specific for its tissue? 

This and related questions raise a larger question that directly bears on the theme of this
volume. Are mutations really the cornerstone of evolution through natural selection, or
could radical changes in the microenvironment, even without spontaneous genomic muta-
tions, allow an organism to evolve into a different form? The central tenet behind this rea-
soning derives its strength from the obvious miracle of development: we all began as a
single cell and all our diverse tissues and organs contain the same DNA sequence. Thus we
need to know not just how cellular differentiation is derived, but also how it is maintained
against a constant DNA background.
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Three-Dimensional Microenvironments

To address these complex biological questions experimentally, researchers must develop
tractable model systems that pare the subject in question down to its most essential com-
ponents. In higher organisms, this strategy has focused on using monolayer cultures of ho-
mogeneous cell populations propagated in vitro. Although this approach has been very
successful in elucidating many of the basic principles of cell survival and growth, it has
generally ignored the fact that within an organism, no cell is an island: each exists in the
context of a complex microenvironment. In response to this limitation, inherent to two-
dimensional (2-D) monolayer culture systems, cell culture strategies began to be redefined
in the context of three-dimensional (3-D) microenvironments. In the seventies, Ellsdale
and Bard (1974) and later Michaelopolis and Pitot (1975) and Emerman and colleagues
(1977) grew cells on gels of collagen I, that were then floated; the resulting 3-D structures
regained some of their original functions. Thus, when grown as monolayers on rigid sub-
strata such as tissue culture plastic or attached collagen I gels, luminal epithelial cells ex-
tracted from mouse or human mammary glands did not differentiate structurally or
functionally. Growing mammary epithelial cells on and in gels of extracellular matrix
(ECM) materials similar in composition to the basement membrane (BM) associated with
mammary epithelial tissues in vivo obviated the need for flotation and led to the formation
of normal cellular architecture and to gene expression profiles characteristic of differenti-
ated cells (Barcellos-Hoff et al., 1989; Petersen et al., 1992) (figures 7.1 and 7.2). 

How does a gelatinous basement membrane with essentially insoluble proteins commu-
nicate with the nucleus? We believe that maintenance of tissue specificity involves an inti-
mate and profound communication between the microenvironment around the cells and the
organization of the nucleus. This concept, put forward two decades ago for ECM, is known
as “dynamic reciprocity” (Bissell, Hall, and Parry, 1982; figure 7.1). Many of the essential
players in the depicted signaling events (not then identified, and indicated by question
marks in the insets) have since been characterized. Indeed, the number of proteins and pro-
tein modifications known to be involved in cell-ECM interactions is immense, but how the
signals are integrated to permit organ formation is still far from clear.

Molecular Cues from the Extracellular Environment

The molecular mechanisms behind signaling from the extracellular matrix molecules
through their receptors (largely integrins, but other receptors are being identified as well)
have been intensely studied and elucidated (for reviews, see Clarke and Brugge, 1995;
Guan and Chen, 1996; Yamada, 1997; Schoenwaelder and Burridge, 1999; Giancotti and
Ruoslahti, 1999). How the signals are transduced to the nucleus and then propagated to
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Figure 7.1
Dynamic reciprocity, the minimum required unit for tissue-specific functions. The postulated overall scheme
for extracellular matrix–cell interactions. N, nucleus; MT, microtubules; IF, intermediate filaments; MF,
microfilaments; C, collagen. (Top inset) Polyribosome attachment to cytoskeleton. R, ribosomes. (Middle inset)
V, vinculin; S, src coded protein kinase; GS, Ganglioside (attaching fibronectin to membrane); FN, fibronectin;
HA, hyaluronic acid; CS, chondroitin sulfate; HS, heparan sulfate. (Bottom inset) Possible attachment site to
membranes in epithelial cells. L, laminin; C(IV), collagen type IV. (Reproduced with permission from Bissell
et al., 1982.)

other cells and tissues is less obvious and is not well understood. We have known for some
time that there are growth-factor- and hormone-response elements in the 5′ regulatory
region of many genes. The discovery of the first ECM-response element was made possi-
ble through the development of transfectable mammary epithelial cells that could respond
to ECM by making milk proteins (Schmidhauser et al., 1990). A reporter gene was cloned
behind 1,600 bp of the 5′ sequence encoding the milk protein β-casein, and this construct
was transfected into the functional mammary cell line. The reporter gene was from 50 to
150 times more active when cells were grown on ECM. Subsequent promoter deletion
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Figure 7.2
Consequences of culture in two versus three dimensions on tissue architecture. Modeling human breast function
from studies of mouse mammary gland. As in humans, the mouse mammary tissue  comprises multiple cell types,
including luminal epithelial and myoepithelial cells, adipocytes, and stromal fibroblasts. Although mouse and
human mammary tissue vary somewhat with respect to overall organization, the double-layered structure of the
branching ducts and ductules is preserved in both organisms. In light of these fundamental similarities, it is not
surprising that human and mouse epithelial cell types display similar behaviors in 3-D basement membrane
(matrigel) cultures: both cell types undergo morphogenesis to form spherical structures that are similar to acini in
vivo. (Reproduced with permission from Ronnov-Jessen, Petersen, and Bissell, 1996, and Schmiechel, Weaver,
and Bissell, 1998, with minor modifications.)
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analysis (Schmidhauser et al., 1992) identified a 160-nucleotide sequence that defined
an ECM-response element in the regulatory sequences of this gene. Using site-specific
mutagenesis, the response element was shown to be an enhancer and that C/EBPβ and
STAT-5 transcription-factor-binding elements were essential for its activity (Myers et al.,
1998). In this cell model, transcription factor binding was necessary, but not sufficient, to
activate transcription in the absence of ECM. We now have found evidence that ECM sig-
nals can alter the histone acetylation/deacetylation status of chromatin, and that this change
in chromatin structure is necessary to initiate the transcription of differentiation-specific
genes (Myers et al., 1998; Boudreau and Bissell, 1998; Pujuguet et al., 2001).

Concurrent with the discovery of this ECM-response element, our laboratory and many
others have investigated the ability of integrins, the largest and best studied class of ECM
receptors, to activate signaling cascades (Streuli and Bissell, 1991; for reviews, see Clarke
and Brugge, 1995; Yamada, 1997; Giancotti and Ruoslahti, 1999; Hynes and Zhao, 2000).
Two important properties of these extracellular matrix receptors are essential to link the
genome of a cell to its extracellular microenvironment, rendering the organism susceptible
to evolutionary selection by epigenetic factors. The first is the ability of intracellular sig-
naling molecules to modify the avidity of matrix receptors for their ligands, a property that
in turn affects the subsequent intracellular signaling pathways that are activated. This two-
way signaling across the membrane, referred to as “inside-outside” signaling, permits the
cells to continuously interact with the extracellular microenvironment (Faull and Ginsberg,
1996; Brown and Hogg, 1996; Ruoslahti, 1997; Liu, Calderwood, and Ginsberg, 2000).
The second important property is the ability of extracellular matrix receptors to
functionally associate with growth factor receptors, thus linking the information conveyed
by growth factors to the inside-outside paradigm (Hynes, 1992; Parsons and Parsons, 1997;
Howe et al., 1998; Wang et al., 1998; Streuli and Edwards, 1998; Giancotti and Ruoslahti,
1999). In addition to this two-way flow of information mediated by extracellular matrix
receptors, additional mechanisms permit extracellular matrix cues to be accessible to
the genome. For instance, extracellular heparan sulfate trafficks to the cell nucleus
(Bhavanandan and Davidson, 1975; Hiscock, Yanagishita, and Hascall, 1994; Isihara,
Fedarko, and Conrad, 1986; Liang et al., 1997) as a complex with high molecular weight
forms of extracellular basic fibroblast growth factor (bFGF; Amalric et al., 1994; Maciag
and Friesel, 1995; Nugent and Iozzo, 2000); together, they coordinate specific intracrine
functions within the nucleus (Nugent and Iozzo, 2000); bestowing the ability, for example,
to grow in serum-deprived conditions (Arese et al., 1999). Conversely, intracellular, phos-
phorylated forms of bFGF are secreted by a Golgi–endoplasmic reticulum–independent
pathway and these forms are preferentially delivered to the nuclei of neighboring cells
(Guillonneau et al., 1998). Similarly, extracellular hyaluronan can be transported from
either the extracellular matrix or intracellular pools into the cell nucleus (Collis et al., 1998;
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Evanko and Wight, 1999), where it likely associates with intracellular hyaluronan-binding
proteins (hyaladherins; Toole, 1990; Sherman et al., 1994). Some of these proteins are
known to associate with intracellular signaling molecules (Zhang et al., 1998) and to stabi-
lize their conformation (Grammatikakis et al., 1999). Interestingly, this group of “intracel-
lular” hyaluronan-binding proteins, can, like bFGF forms, also traffic outside of the cell
into the extracellular matrix and onto the surface of neighboring cells, where, together with
integrins, they regulate growth factor receptor signaling into the cell interior (Zhang et al.,
1998; see also www.glycoforum.gr.jp/science/hyaluronan/HA11/HA11E.html). Traffick-
ing hyaladherins and β-FGF resemble a growing group of proteins originally considered to
function strictly as nuclear or cytosolic proteins; referred to as “messenger proteins”
(Prochiantz, 2000), these include transcription factors such as engrailed that are exported
out of a cell, taken up by neighboring cells, and transported back into the nuclei of neigh-
boring cells. A viral mimic of this class of proteins is the HIV protein TAT. These mecha-
nisms exist to ensure constant communication between the extracellular matrix and the cell
nucleus, blurring the boundaries that once demarcated the cell and its microenvironment.

Experimental Evidence for the Role of an Intact Microenvironment

From our studies comparing simple monolayer cultures to cells maintained in a three-
dimensional, basement membrane–containing environment, we know that when a cell is
deprived of extracellular matrix signals, it loses its tissue-specific differentiation (fig-
ures 7.3, 7.5). When cells are maintained in an appropriate 3-D environment, extracellular
matrix receptors are correctly engaged, and a cell is able to coordinate subtle combinations
of signals to permit morphogenesis and differentiation to higher orders of organization
(figures 7.2–7.5). This principle applies equally to cancer cells: Weaver and colleagues
(1997) have manipulated the interactions between malignant mammary epithelial cells and
their microenvironment to effect a reversion to a functionally normal phenotype (figure 7.6;
for an overview, see Bissell et al., 1999). It is important to note that, in this example, the
genome retained its malignancy, yet form and function were normalized (figure 7.7).

A web of functional connections among thousands of signaling pathways sustains the or-
ganization that is necessary for differentiation. Because pathways and cells are now inter-
connected in three dimensions, perturbation of any connection will be detected as a change
throughout the tissues and organs. We argue that the computing power of a tissue is greater
than the sum of its component cells in much the same way that the collective properties of
an ant colony are greater than those of its member ants (figure 7.8). Researchers have con-
centrated on aspects of a tissue that come under the general rubric of “perception, cogni-
tion, and generation of action.” While current experimental methods focus on the relatively
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Figure 7.3
Electron micrograph of primary mouse mammary cells. Cross sections of primary mouse mammary epithelial
cells on reconstituted basement membrane (matrigel). (a) Flattened cells on plastic. (b) Alveolar lumina formed
by cells cultured on matrigel for 8 days in the presence of lactogenic hormones showing central lumen, minimal
apical microvilli, and small lipid droplets, typical of cells in these cultures. Bar: 20 µm. (Reproduced with
permission from Aggeler, Park, and Bissell, 1988.)

facile study of such aspects, robust techniques for quantitative and qualitative modeling of
tissue evolution, reproduction, morphogenesis, and metabolism remain elusive. 

Clearly, development of an organized extracellular matrix during evolution was an im-
portant step that enabled a collection of cells with individual features and characteristics to
form a tissue capable of displaying aggregate behavior above and beyond those of its con-
stituent cells. Knowing the essential attributes required to make this transition is akin to
defining the minimal gene set necessary for cellular life. Thus we posit the need for a min-
imal tissue project whose goal is to elicit the necessary and sufficient features required to
generate a functional tissue. The minimal genome project has estimated that 265–340 of
the 517 genes of the bacterium Mycoplasma genitalium are essential for life (Hutchison
et al., 1999). We propose that a minimal mammary gland tissue ecosystem includes lumi-
nal epithelial cells, myoepithelial cells, mesenchymal cells, lactogenic hormones, growth
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factors, mesenchymal ECM, and basement membrane. Outstanding experimental chal-
lenges include determining the full repertoire of molecular and cellular components
required to fabricate a minimal tissue ecosystem de novo.

Modeling the Role of Structural Cues

Current efforts to develop computational models of cells need to be accompanied by efforts
to create computational models of tissues. The fundamental theoretical problems are how
to create (1) mathematical formalisms with which to describe and define a tissue; (2) effi-

Figure 7.4
Three-dimensional basement membrane assay permits the expression of normal and malignant phenotypic traits
by human breast cells. Primary cultures of normal breast epithelial cells (A, C) or breast carcinoma colonies were
grown in 3-D matrigel for 7–10 days and were processed for immunofluorescence staining with antibodies di-
rected against sialomucin (a marker for apical cell surfaces; A, B) or against type IV collagen (a marker for base-
ment membrane; C, D). The staining here demonstrates that, whereas the normal breast epithelial cells grown in
three dimensions are capable of forming organized spheres with central lumina and basally deposited basement
membranes, their tumorigenic counterparts fail to undergo polarized morphogenesis and do not deposit endoge-
nous basement membranelike material. (Reproduced with permission from Petersen et al., 1998, with minor
modifications.)
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Figure 7.5
Hierarchy in regulation of mammary-specific gene expression in mouse epithelial cells. (Reproduced with per-
mission from Bissell, 1997, with minor modifications.)

cient algorithms to estimate such models from incomplete, noisy, and heterogeneous data;
and (3) techniques for generating nontrivial, accurate predictions at multiple levels of de-
tail and abstraction. Candidate formalisms include stochastic process algebras (Hillston
and Ribaudo, 1998) and graphical models (Jordan, 1998; but see also Britten and Rasskin-
Gutman, chapters 5 and 17, this volume). The primary benefit of these approaches is their
compositional nature: the components of a complex system and interactions between com-
ponents can be modeled separately; the resultant models have clear structures, are easy to
understand and can be constructed systematically by elaboration or refinement. Such tech-
niques permit a library of reusable, hierarchical models to be developed and maintained.
Because no single formalism will be adequate to represent all aspects of a tissue and no in-
dividual solution method will suffice to solve all models, an integrated approach will be
necessary. With the completion of a draft human genome sequence in 2001, we are in a po-
sition to uncover some of the forces governing the interplay between the extra- and intra-
cellular milieus that lead to formation and maintenance of a tissue. 

A theory called “highly optimized tolerance” has been proposed to account for the
tendency of interconnected systems to gain a measure of robustness against uncertain-
ties in one area by becoming more sensitive in other areas (see the work of Doyle and
colleagues at www.cds.caltech.edu/~doyle). If the unit of function in an organ (e.g., the
mammary gland) possesses such a property, what are the common and designed-for uncer-
tainties to which it is resilient? And what are the design flaws or rare events to which it is
hypersensitive? Controlling and redesigning this highly optimized system so that transi-
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Figure 7.6
Reversion of mammary epithelial tumor cells. Treatment of T4-2 tumor cells with β1-inhibitory antibody leads to
phenotypic reversion and acinar formation. Confocal immunofluorescence microscopy images of E-cadherin
(FITC) and β-catenin (Texas red; dark gray) of phenotypically normal S1 cells (a), malignant T4-2 cells (b), and
reverted T4-2 cells (c). In S1 (a) and T4-β1 reverted acini (c), E-cadherin and β-catenin were colocalized and su-
perimposed at the cell junctions. In contrast, E-cadherin and β-catenin were often not colocalized in mock-treated
T4 cells (b). (d–f ) Confocal fluorescence microscopy images of F actin (FITC; light gray) and nuclei (propidium
iodide; dark gray). Both the S1 (d) and the reverted T4-2 cells ( f ) showed acinar formation with basally localized
nuclei (propidium iodide) and organized filamentous F-actin, whereas T4-2 mock-treated colonies had disorga-
nized, hatched bundles of actin and pleiomorphic nuclei (e). Bar: 16 µm. (Reproduced with permission from
Weaver et al., 1997, with minor modifications.)

tions to an aberrant state are minimized will require understanding its structure and
behavior at many levels. One intriguing possibility is that the mammary gland exhibits the
phenomenon known as “stochastic resonance” (SR), a mechanism whereby the presence of
noise enhances the detection of weak signals; SR may be relevant to problems in sensory
biology. 

As a tissue evolves, it can adapt to, or learn from, its noisy environment. Whereas adap-
tation can be considered temporary with the system eventually resetting itself, learning in-
volves a persistent and heritable change. Perhaps it makes sense to appropriate language
from the machine learning community. Unsupervised learning, finding patterns or natural
groups in data, might be the primary manner in which a collection of cells learns from
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Figure 7.7
Evidence for phenotypic reversion rather than selection. Phase contrast micrographs of T4-2 (tumor) cells grown
in matrigel and in the presence of β1 function blocking antibody (T4 β1), mock antibody (T4-2 IgG) or no anti-
bodies (T4-2). Despite two rounds of treatment, these antibody reverted cells were able to resume their original
tumorigenic phenotypes when cultured in the absence of antibody. (Reproduced with permission from Weaver
et al., 1997, with minor modifications.)
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Figure 7.8
Central hypothesis: the bidirectional computing power of a tissue is greater than the sum of its component parts.
Bidirectional flow of tissue-specific information is dependent on the nuclear and chromatin structures, the nature
of membrane receptors, and environmental milieu.

its environment. Supervised learning necessitates the presence of a teacher to inform
and guide data modeling and interpretation. For dynamic reciprocity, both the nucleus and
ECM can play the role of teacher. Tissues might engage in what is known as “reinforce-
ment learning.” In the absence of a teacher, noisy feedback might serve to indicate how
good an action was: different costs could be associated with alternative responses and this
cost-benefit analysis of the stochastic environment might determine the actions imple-
mented by the ECM or nucleus. 

Cells inhabit an uncertain world. Signaling molecules that regulate intracellular and
extracellular processes may be present in a few to a few hundred copies and display sig-
nificant internal noise. Despite this, cells integrate and interpret myriad signals in a mean-
ingful way, provided they are grown in natural tissue environments. Against a stable
genome, cells differentiate into diverse phenotypes and associate into tissues, which in turn
connect to form the entire organism. It is clear that understanding how these processes are
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regulated will require studies that utilize tissues, organs, and tissuelike model systems. We
have taken the first steps along this pathway, but a long and interesting journey lies ahead.
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Genes, Cell Behavior, and the Evolution of Form8
Ellen Larsen

The “origination of organismic form” has two aspects, one evolutionary and one develop-
mental. This chapter focuses on cells and the half a dozen cell behaviors responsible for
multicellular forms in development, behaviors whose genetically based modifications may
result in the evolution of form. It provides reasons for suspecting that relatively few
changes in cell behavior may have dramatic effects on form without affecting the rest of
development and suggests an experimental approach to exploring the range of achievable
morphologies.

Darwin’s maxim that evolution is the result of “descent with modification” is one of the
most powerful statements in biology. It implies that different kinds of organisms look sim-
ilar in some ways because of common ancestry, and look different because the shared
heredity has been modified. Elsewhere in The Origin of Species, Darwin (1859) points
out that modifications in those aspects of heredity concerned with development are the
ones that may lead to new forms. Today, we might say that mutations in genes involved in
development provide the material basis for the evolution of form. 

Through mutational analysis and molecular biology, we have an overwhelming amount
of knowledge about the molecules that play a role in development; with the genome
sequencing of some organisms “complete,” we actually have a catalogue of all the genes in
organisms such as Caenorhabditis elegans, Drosophila melanogaster, and Arabidopsis
thaliana. Although our better understanding of genetics has not resolved all of the issues
relating genotype to phenotype, it has clarified ideas about evolution at the molecular level.
For example, we can no longer maintain that new forms evolve merely by evolving new
genes. Gene duplication and divergence are still a cornerstone of our understanding of evo-
lutionary change, yet the overwhelming evidence is that the gene families used today are
very ancient. Metazoans, at least, all use a remarkably similar set of genes not only for cell
structure, function, and metabolism, but also for development. Twenty-five years ago, we
accepted that enzymes in cell metabolism and structural molecules such as actin were
highly conserved in evolution, but we had little idea whether this held for developmentally
important molecules. Comparative studies of model organisms make it clear that most mol-
ecules regulating development are shared, with differences between taxa occurring in the
number of members of a gene family and in how they are used. Another conserved aspect
of development is that gene products involved in regulating development function in cas-
cades, which are also highly conserved in evolution (see, for example, figure 8.1). 

Because metazoans share so many genes and gene pathways, it is difficult to justify the
idea that, if we knew enough about gene functions, we would be able to read the genome
of an organism and determine its shape. From what we know about the genetic-molecular
machinery of development, it is easier to explain similarities between taxa than their
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Figure 8.1
In signal transduction cascades, similar molecules play roles with different developmental outcomes. The gener-
alized transduction of signals starts with a ligand-bound receptor, which sets off a cascade, of variable length, of
intermediate enzymatic steps usually involving phosphorylation changes. At some point, this cascade impinges on
the system for nuclear translocation of a transcription factor (as pictured here) or the transcription factor enters the
nucleus unaided and binds to DNA receptors. In the cases illustrated here, the interleukin-1 pathway in mammals
results in immune response activation, whereas putatively homologous pathways in flies result in dorsoventral
patterning in embryos or immune responses in larval cells. The same basic pathway can mediate different end
results by changing the binding properties of the cell membrane receptor or modifying target DNA so it can bind
a new transcription factor. (Modified from Hultmark, 1994.)

apparent differences. We are faced with the problem that the genotype must be significant
in evolution because it is the most important material passed from generation to generation,
yet our current knowledge does not permit an intuitive leap from linear DNA to a three-
dimensional organism. Thus we must look at the genotype-phenotype relationship in a
fundamentally different way. This chapter shows how cells and their properties form both
a material and conceptual link between genotype and phenotype. 

The Cell as Pivot between the Gene and the Development of Form

Because genes, by themselves, cannot specify form and because metazoan forms are mul-
ticellular, it is natural to look to the cell as an intermediary between gene influence and
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multicellular development. When we consider what cells do in the course of morphogene-
sis, we find only six overlapping cell behaviors: (1) division, (2) growth, (3) death,
(4) shape change, (5) matrix secretion, and (6) movement (Larsen and McLaughlin, 1987).
Different taxa use these cell behaviors to different extents. Cell movement is less fre-
quently used in arthropods than in vertebrates during morphogenesis, and not at all in
plants, whose sister cells share a common cell wall. Nevertheless, plants make all the
shapes basic to biological forms: rods, tubes, sheets, and spheres.

In addition to their role as providers of gene products for metabolism during the cell
cycle, genes influence when and where cell behaviors occur. Thus they influence form
through spatial and temporal coordination of cell assembly into multicellular structures.
Genes that coordinate cell behaviors I call “bureaucrat genes”; these tell other genes when
and where to turn on and off (Larsen, 1997). A brief look at the current literature in devel-
opmental genetics reveals that the number of such genes providing the signal transduction
and transcription cascades central to developmental change is enormous. Although we are
just beginning to see how these bureaucratic cascades effect changes in cell behavior, we
know that mutations in the bureaucrats often lead to abnormalities in what cells do. For
example, the famous fly mutation “Ultrabithorax” permits abnormal amounts of cell divi-
sion in the anterior part of the presumptive haltere, turning this region into a winglike struc-
ture. Genes whose products actually provide the material for cell behavior modification I
call “worker genes” (Larsen, 1997); these include genes for cytoskeleton and structural el-
ements of membranes. The terms bureaucrat and worker are operationally defined: the
same gene may perform both functions and thus be both a bureaucrat and a worker gene,
such as β-catenin, which plays a structural role in cell adhesion in some contexts and also
participates in the transcriptional control of other genes in others (Huber et al., 1996). 

Clues as to the amount of genetic “effort” required to coordinate the production of form
in taxa with different developmental mechanisms may be found by comparing ratios of
bureaucrat to worker genes. The initial analysis of the C. elegans genome project suggests
that this approach has potential. Of the approximately 19,100 protein coding genes found,
the 20 most common protein motifs occurred at 2,910 loci. Of these, over 70 percent can
be classified as “bureaucrats” for their putative signal transduction or transcription activa-
tion functions, whereas about 20 percent qualify as “workers” (C. elegans sequencing con-
sortium, 1998). How many of these bureaucrats operate during development is as yet
unknown. Because of the genome-sequencing projects currently under way or completed,
comparative analyses should be increasingly feasible. We can look forward to comparing
absolute numbers and relative numbers of bureaucrats and workers to see if these change
in evolution and can be correlated to different kinds of coordination of cells and tissues in
development.
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Coordinating Development at the Tissue Level 

In the hierarchy of metazoan structures, because cells are parts of tissues, it is natural that
cell behaviors participate in and are regulated by tissue-level mechanisms. Although it is
relatively easy to suggest how genes within a particular cell can influence that cell, once
tissue-level behavior comes into play, the coordination of groups of cells poses a more dif-
ficult problem. The simplest tissue to consider is the monolayer epithelial sheet, one of the
great metazoan inventions. Such an epithelial sheet consists of a single layer of cells, usu-
ally in a hexagonal array with a variety of junctions joining each cell to its neighbors.
Typically, cells in an epithelium are polarized both with respect to the types of junctions
from one end of the cell to the other and with respect to the location of subcellular
organelles and cell surface constituents (Yeaman, Grindstaff, and Nelson, 1999). When an
organism is multilayered, other tissues are usually derived from an epithelial sheet. For
example, mesenchyme in vertebrate development is pinched off from an epithelial sheet.
Some taxa are primarily composed of epithelia, arthropods being the most notable.
Surprisingly, the cephalochordate amphioxus is also an epithelial animal, although related
chordates are not. 

How do cells in epithelia communicate? Some of the junctions allow the passage of
small molecules, and some cells have receptors with ligands on neighboring cells that
allow signaling between cells. In development, a great deal of attention has been focused
on secreted molecules with a signaling range of a few cell diameters; a well-studied exam-
ple is the decapentaplegic protein important in axis formation (Lecuit et al., 1996).
Conceptually, the kind of communication seen in an epithelial tissue is two-dimensional;
often, a given sheet of cells is not affected by other tissues in the organism. This tissue
autonomy may account for the relationship between genes, cells, and tissues in epithelial
modes of development. Experimental results suggest that tissue autonomy is associated
with the cellular autonomy of important transcription factors. A gene is cell autonomous if
it produces a mutant phenotype in a cell surrounded by genetically normal cells. This kind
of test has established autonomy for such fly mutations as spineless aristapedia, in which
the antenna is turned into a leglike structure. Surrounded by a sea of antennal cells, even
a small patch of mutant cells will produce leg bristles, whereas larger patches will pro-
duce parts of legs (Postlethwait and Girton, 1974). Significantly, a single gene change in
an epithelial sheet can have a dramatic effect, not only on cell differentiation but also on
co-coordinating changes in morphology.

In contrast to arthropods, appendages in vertebrates arise as the result of an interaction
between an overlying epithelium and mesenchymal tissue (see Wagner and Chiu, chap-
ter 15, this volume). The latter is a mass of loosely cohering cells which migrate to the
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appropriate region under the epithelium and one way or two way chemically mediated in-
teractions occur between the tissues. The morphogenesis of legs in vertebrates is an excel-
lent example of a two-way interaction between tissues, where the mesenchyme determines
the type of leg (fore or hind) and induces “legness” in the overlying epidermis. The epi-
dermis feeds back on mesenchymal cell proliferation and is necessary for limb outgrowth
(Fallon and Caplan, 1983). This three-dimensional strategy for patterning structures is
widespread, not only in vertebrates, but in most metazoans, with exceptions such as the
arthropods, amphioxus, and nematodes. 

From the point of view of genetic regulation, one of the possible consequences of a
three-dimensional strategy of development is that a single gene change affecting one of
the interacting tissues will probably not transform the structure without complementary
gene changes in its interacting partner. The requirement for two genetic changes (for
example, in a receptor and its ligand) reduces the probability of large morphological
change. I have suggested that the differences in relationship between genes and the epithe-
lial sheet and tissue interaction modes of development may explain why, even though
transformations of appendages from one type to another are fairly common in arthropods,
one never sees people with feet where their hands should be (Larsen, 1992). To be sure,
modification in structure can occur in the tissue interaction strategy; the evolution of tetra-
pod limbs attests to that. However, the changes appear to be variations on a theme rather
than complicated transformational changes. For example, toe number can be experimen-
tally altered by altering the number of cells in the appropriate presumptive part of the limb
(Alberch and Gale, 1983). Presumably, polydactyly mutations act by increasing the num-
ber of cells in the presumptive digit regions so that the number but not the form of digits is
altered.

Finally, following the strategy of lineage invariance, most organisms develop structures
with a predictable cell number, division pattern, and final location of each cell. An exam-
ple in fruit flies would be the formation of cells for sensory structures in the peripheral
nervous system (Jan and Jan, 1993), each born in a particular place and in a particular
order. There are few taxa, however, in which every cell division in the development of the
organism can be mapped out and precisely what each cell will become is known. Among
those taxa is the well-studied nematode Caenorhabditis elegans, a small organism with no
more than 560 first-stage larval cells (Felix, 1999). Interestingly, the larger, marine nema-
tode Enoplus brevis lacks this total lineage predictability (Voronov and Panchin, 1998).
Thus it has been suggested that lineage invariance is a consequence of the phylogenetically
derived strategy of being  “paucicellular.”

Can we ascribe selective advantages to particular tissue strategies under particular con-
ditions? I have mentioned the possibility that lineage invariance may be a derived condi-
tion associated with having few cells. It may also be argued that tissue interaction strategies
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provide more developmental stability than autonomous sheet strategies because one gene
change is likely to have less impact on structure. Alternatively, there may be no selective
differences. At this point, the question is more interesting than the data available to sort out
such speculations.

Molecules to Morphogenetic Fields: Can We Integrate These Aspects of Tissue
Morphogenesis?

Trying to understand the coordination of development from a knowledge of molecules and
genes is akin to putting Humpty-Dumpty together again. One of the problems is illustrated
in figure 8.1 in which presumably homologous genes and cascades are associated with
different developmental outcomes. Furthermore, the same molecule can be regulated
by different genes in the same organism: engrailed, important for establishing segmental
boundaries in flies, is regulated by paired in one group of cells in each parasegment and by
fushi tarazu, four cells away (Manoukian and Krause, 1992); or by different genes in
different organisms: hedgehog, which is important for setting up the anteroposterior axis,
is controlled by bicoid in flies and caudal in the beetle Tribolium (Deardon and Akam,
1999). If the same genes or cascades produce different structures and different genes/cas-
cades produce similar morphogenetic effects, how can we understand multicellular devel-
opment? A reasonable conclusion is that the “meaning” of these molecular processes
depends on the context in which they occur. The morphogenetic field might provide a gen-
eralized concept for context. This term refers to the regulative properties of a presumptive
tissue. Consider presumptive leg tissue (which produces two legs when divided). In anal-
ogy to physical fields, the morphogenetic field of such tissue has a center of greater leg-
forming ability, which diminishes with distance. Because morphogenetic fields behave
according to rules and have dynamic properties, it is possible to model their behavior math-
ematically (Goodwin, 1997). 

Although dynamic formulations may satisfy the needs of some developmental biolo-
gists, most cry out for the material basis of such abstractions. A bold attempt to provide this
basis was put forward by Gilbert, Opitz, and Raff (1996), who proposed that morpho-
genetic fields be redefined in terms of gene cascades that appear to be crucial to the
morphogenesis of the structures arising from the field. Although their proposal merits
wide discussion, I have several reservations. First, it is not immediately obvious how these
cascades can account for the approximately 50-cell requirement to have the properties of a
multicellular field. Second, similar fields may have somewhat different players, which
suggests that the cascades are not the primary expression of the morphogenetic field.
Finally, regulative field phenomena such as regeneration can be set in motion by physically
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dividing a tissue in half. The tissue apparently “senses” the wound, and processes ensue
that involve the ectopic expression of signal transduction cascades. This suggests to
me that the morphogenetic field has emergent properties, independent of the particular
molecular entities which carry out the behavior of the field. 

Although I have no alternative proposal to explain the material basis of the field, I do
have a way of connecting gene expression and cell behavior to morphogenetic fields. My
suggestion is that we consider how gene products or their absence can alter cell behavior
within fields and thereby evoke morphogenetic consequences. Two examples come to
mind. Clark and Russell (1977) showed that a mutation, suppressor of forked, caused
cell death in leg imaginal discs of flies, which was correlated with leg duplications.
Presumably, the cell death instigated by the mutation functionally divided the disc as if it
had been surgically cut, thus invoking a field response. More natural examples might be
cases of classical individuation of fields. For example, in vertebrates there is a single eye
field in the neural plate, which normally divides to produce two eyes; if this fails, a central,
“cyclopic” eye results. One can imagine that altering the size of fields through cell division
enhancement or reduction could also give rise to morphogenetic change (see Müller, chap-
ter 4, this volume). This is consistent with previously described findings that experimen-
tally changing the number of cells in developing amphibian limbs may change the number
of digits (Alberch and Gale, 1983) and play a role in the development of (mutant)
polydactyly phenotypes.

Evolution of Morphogenesis

If morphogenesis is viewed as the result of co-coordinating cell behaviors, the evolution of
morphogenesis should involve changes in the coordination of such behaviors. But where
should we look for changes in coordination? And can small coordinative changes lead to
large morphological ones? Although signal transduction-transcription cascades would
seem well suited to such behavior at the molecular level, as I have discussed, evidence
suggests these cascades are ancient and widely used in metazoans, so that changing them
seems not to be generally important in morphological evolution. What is more likely to be
important is changing the receptors at the beginning of a cascade, the target genes at the
end (which effect cell behavior changes), or both. Thus coupling and uncoupling
cascades—or shuffling bureaucrat genes, as I have said previously (Larsen, 1997; Wagner
and Altenberg, 1996)—should be a frequent hallmark of evolution. 

Changing “who is coupled to whom” may occur at levels of organization above the mol-
ecular level. In fact, Simon (1973, p. 7) formalized this possibility in an essay on hierarchy
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theory and evolution: 

One can show on quite simple and general grounds that the time required for a complex system, con-
taining k elementary components, say, to evolve by processes of natural selection from those compo-
nents is very much shorter if the system is itself comprised of one or more layers of stable component
subsystems than if its elementary parts are its only stable components.

He went on to illustrate this with the parable of the two watchmakers assembling a
1,000-part watch. Each watchmaker is interrupted by a telephone call after assembling
on average 150 elements of the watch, at which point any assemblies that are not stable fall
apart completely. The first watchmaker makes stable subassemblies of 100 parts and then
assembles these into the watch. The second watchmaker does not organize his work.
On average, the first watchmaker will have finished a watch after eleven telephone calls,
and on average, the second watchmaker will never succeed in finishing a watch. Simon
also pointed out that, at a given level of a hierarchical system, components of the system
are only partially coupled and so long as the initial function of a component is maintained,
it is still possible for it to evolve. For example, so long as mitochondria supply a cell with
sufficient ATP for its processes, its DNA is free to change.

Some of the factors I consider important for the evolution of form are summarized
below:

1. Rates of morphogenetic evolution depend on changes in the coordination of develop-
mental processes and more specifically the ease with which it is possible to change the tim-
ing and location of a small number of generic cell behaviors.

2. The hierarchical organization of biological systems facilitates relatively rapid evolu-
tionary change because developmental systems are modular, modules are often partially
coupled, and coupling and uncoupling modules can change the number of interacting com-
ponents exponentially rather than linearly.

3. At the molecular level, surprisingly few genetic changes may lead to change in coupling
between genes and their regulatory signal.

4. Gene changes affect morphogenesis by affecting cell behaviors, including the cell
behaviors that modify morphogenetic fields.

5. At the tissue level, cell-autonomous genetic behavior in two-dimensional sheets may
permit large and evolutionarily rapid changes in morphogenesis, compared to changes in
interacting tissues that probably require complementary changes in both interacting tissues
to achieve change.

6. Because there are alternative routes to achieve a morphology using different cell be-
haviors, the likelihood of having sufficient genetic variation for selection is increased. 
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Are There Developmental Constraints?

Evidence for the existence of developmental constraints, defined as developmental varia-
tions that bias the kinds of forms likely to evolve,  comes chiefly from observing a paucity
of organismic diversity. For example, despite genetic variation, there are relatively few
body plans. We are now in a position to think about the way development is organized and
the kinds of genetic variation which can modify that organization in order to assess the ma-
terial reality of developmental constraints.

I suggest that there are properties of complex systems and specific aspects of morpho-
genesis that may bear on developmental constraints. Pertinent systems properties include
the hierarchical nature of living organisms from molecules to individuals and the modular
nature of hierarchies as well as the partial coupling of modules. Pertinent aspects of mor-
phogenesis include its being the result of co-coordinating cell behaviors through changes
in the coupling of regulatory cascades at intracellular, intercellular, and tissue levels of or-
ganization. Because experience demonstrates there is considerable genetic variation that
can change cell behaviors, we should be able to imagine any morphology and conceive of
several ways of organizing cells to make it. For example, isofemale fruit fly lines show sig-
nificant differences between line variation for cell size and number (De Moed, De Jong,
and Sharloo, 1997). Because of the flexibility of developmental coordination and the likely
presence of genetic variation for cell behaviors, I envision no absolute developmental
constraints on form.

There are, however, likely to be other kinds of constraints on the generation of form.
Although I have not explicitly considered the mechanical properties of cells and tissues
that contribute to morphogenesis (Newman and Comper, 1990; Newman, chapter 13, this
volume), I assume that these properties can be influenced by genes. In addition to such
physical constraints, because the minimal number of gene changes required to achieve a
certain morphology will depend on the cellular route taken and the starting genome,
there are likely to be constraints or biases in terms of the mechanisms used to evolve a
new form. For example, I would predict that it would take more genetic change to make
an ectopic fly limb using a tissue interaction strategy involving mesenchyme-epithelia
interactions than it would be to create an ectopic vertebrate limb from vertebrate
mesenchyme and epithelia. Why? Because we start with fly appendages made from a
two-dimensional sheet (but see Percival-Smith et al., 1997) and would have to “create”
mesenchymal cells and secreted molecules to elicit appendage growth in an overlying
epithelium.
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Figure 8.2
Steps in the plan to create a biramous appendage containing the distal regions of antenna and leg with a common
base on fly heads. (A) Portion of a fly head with two antennae. (B) An antenna duplicated under the influence of
the mutation, obake. Note the two branchlike aristae. (C) An antennal leg induced by Antennapedia protein in an
antenna disc. (D) Combining obake and a mutation causing antenna-to-leg transformation, AntpNS, a biramous
appendage is formed with both claw and arista.



Genes, Cells, and Form 129

Designer Organisms: An Experimental Approach

The thrust of my arguments has been that relatively few changes in cell behavior may be
responsible for large morphological changes without unraveling the rest of development. If
this is so, we should be able to redesign structures in an organism with a few well-chosen
mutations. In my first attempt, I set out to show that a uniramous fruit fly could be altered
to produce a biramous appendage as is found in Crustacea (Williams and Müller, 1996).
More specifically, I wanted to make an antenna-leg combination having the distal tips,
arista, and claw, respectively, of each structure. The plan was to induce a duplication of the
antenna morphogenetic field and then to transform one of the two fields into a leg field.
Two mutations were used for this purpose, one gene (obake) to create a mirror duplicate of
the antenna primordium and the other (Antennapedia) to transform one of the antennal pri-
mordia into a leg. Such biramous structures were achieved (figure 8.2), although at a lower
rate than creating multiple legs on the fly heads (figure 8.3; Dworkin, Tanda, and Larsen,
2001). We are finding ways to create a higher proportion of the desired biramous structures. 

Although the morphologies that we try to create are limited only by our imaginations,
those designs which attempt to create in one taxon something found in another are likely to
tell us the most about the minimum genetic change required to make a transition to the new

Figure 8.3
Portion of a fly head from an obake, AntpNS fly with five leglike structures. More than one duplicated antenna was
formed on one side of the head; all of these turned into legs.
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morphology. Besides creating “new morphologies,” we can also try to alter the processes
that determine the number of repeated units for, say, stable differences in segment number.

I am not suggesting that “designer organism” studies will cast light on what actually hap-
pened in the evolution of a structure. Rather, these developmental studies can help us
develop our intuition about the nature of constraints, to the extent they exist. They can
also help us understand the nature of “genetic backgrounds” required to stabilize the
development of these “new” structures, so that they can be produced more reliably. Under-
standing mechanisms for stabilizing the development of new structures may prove more
elusive and more important evolutionarily than finding genes that participate in creating
the forms. Combining studies of what forms arose in evolution with studies of what forms
are possible will provide a more informed basis for understanding the nature of the origin
of metazoan forms.
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PHYSICAL DETERMINANTS OF MORPHOGENESIS

Unlike materials of the nonliving world, which are molded by purely physical forces,
embryos and tissues seem to obey different rules: their forms appear to be expressions of
intrinsic, highly complex, genetic “programs.” Significantly, however, many forms and
patterns assumed by embryos and their tissues and organs resemble outcomes dictated by
the physics of nonliving materials. In some cases, this is because tissues are indeed subject
to the same physical forces that mold and pattern nonliving materials. But in other cases,
evolution seems to have produced genetic mechanisms that served to consolidate morpho-
logical outcomes originating in the action of physical processes on cell aggregates during
earlier periods of metazoan history. In this second scenario, genetic circuitry acts to
“overdetermine” the generation of forms and patterns, the originating causes of which may
be barely discernible behind the molecular complexity of the modern-day developmental
process.

The chapters of part IV present evidence that physical processes characteristic of non-
living, chemically active, condensed materials act, as well, within living embryos, where
they are responsible for some of their more unusual, apparently goal-directed construc-
tional properties. They generalize on such observations in order to extract principles by
which the interplay of physical and genetic processes in tissues can be “deconstructed” to
provide plausible and testable hypotheses for the evolution of biological form.

Malcolm Steinberg (chapter 9) discusses cell affinity, the defining characteristic of
multicellular organisms, and demonstrates that variations in such affinities in a tissue mass,
whether dictated by functional requirements, or even if incidentally present by virtue of
experimental mixing of dissimilar tissue cells, leads to “self-organization” of the common
cell mass into multilayered three-dimensional structures. Steinberg notes that “the specifi-
cation of such a structure cannot be rationalized as the genetic fixation of a successful
experiment of nature. Rather, it must reflect the expression of cell properties acquired for
employment in a different context.” He goes on to demonstrate that these properties are
adhesive differentials, formally equivalent to the molecular interactions that cause two
immiscible liquids to phase-separate when they are shaken up. This leads to the theoretical
inference, borne out by numerous experiments, that regardless of the specific molecular
bases of such cell adhesive differentials, they can drive morphogenetic rearrangements
such that “many paths [lead] to a common goal.”

Once multicellularity is established, the transmission of signals across the cell mass
becomes both a physical inevitability and a generator of phenotypic or developmental vari-
ation. The simplest way that this can occur is by the production of gradients of secreted,
diffusible molecules. Fred Nijhout (chapter 10) reviews the theoretical basis for the sur-
prising richness of pattern-forming potential in spatially extended systems in which both
diffusion and chemical reactivity are present. He shows that this capacity, originally ana-
lyzed by Turing in 1952, is an example of a virtually ubiquitous class of mechanism

IV
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referred to as “local activation and lateral inhibition.” Such pattern-forming processes are
generic capacities of both living and nonliving “excitable media”—materials that store
chemical or mechanical energy and respond actively when exposed to stimuli. Diffusion-
like communication can be mediated by numerous, physically distinct signaling modali-
ties, and activation and inhibition of biosynthesis can occur on multiple levels. Nijhout
uses this insight to account for, and productively allay, misunderstandings that have arisen
between “nuts and bolts” experimentalists who have been skeptical of pattern-forming
models that appear indifferent to the cellular and molecular details by which activation and
inhibition of cell behaviors arise, and theoreticians persuaded that generic generative
principles can provide powerful insights into developmental mechanisms.

Another generic property of chemically excitable media is the ability to exhibit chemical
oscillations—the periodic rise and fall of a component’s concentration. Olivier Pourquié
(chapter 11) reviews the prevalence of oscillatory phenomena in developing systems and
provides a typology of such behaviors and their potential roles. The extent to which such
rhythmic activities, which include calcium ion oscillations and the cell cycle itself, serve as
developmental timekeepers (clocks) or are simply biochemical epiphenomena, is an open
question. Pourquié discusses work in which he and his colleagues have determined that the
presegmental mesoderm in vertebrate embryos is the site of a periodic dynamic wave of
expression of the homolog of the Drosophila pair-rule gene hairy. New evidence suggests
that this oscillation, which is intimately linked to the generation of somites from the seg-
mental plate, may be a genuine developmental clock such as been predicted on theoretical
grounds to underlie somitogenesis.

Because individual cells, much as multicellular tissues, are chemically excitable, they
exhibit a wide range of dynamic behaviors which are reflected in characteristic steady-
state, oscillatory, and even chaotically changing levels of their biochemical constituents. It
is a standard expectation that identically prepared dynamical systems, such as cells with
the same genotype, will exhibit the same average behaviors over time. But Kunihiko
Kaneko (chapter 12) shows that this expectation is incorrect when interacting systems are
considered. Using a mathematical model of identical, dynamically complex cells in meta-
bolic communication with one another, he demonstrates that individual members of the cell
community are forced into specialized dynamical states that persist as long as the interac-
tions persist. Thus distinct cellular phenotypes arise epigenetically (by way of the physics
of complex systems) in a genetically uniform population. Kaneko draws out implications
of this “intra-inter dynamics” both for development, where it provides a means for initial
cell diversification in otherwise uniform tissue masses, and for evolution, in which genetic
change can stabilize the originally dynamically based and interaction-dependent pheno-
typic differences between cells or multicellular aggregates.



Given that modern-day multicellular organisms are produced by developmental mecha-
nisms that are composites between interaction-dependent physical processes generic to
semisolid excitable media and the more hierachically organized regulatory gene circuitry
that is the subject of most contemporary work in developmental biology, the question arises
as to the relation between these categories of process. Stuart Newman (chapter 13) proposes
that the history of multicellular life has been characterized by the evolution not just of the
organismal forms themselves but also of the nature of the processes by which they are gen-
erated. Taking the view that the evolutionary earliest multicellular aggregates were in-
evitably subject to an array of generic physical determinants that had not pertained to
single-celled life (i.e., differential adhesion, reaction-diffusion coupling, chemical wave-
fronts, and intra-inter dynamics), he suggests that the result was an array of multilayered,
hollow, segmented, and branched forms generated not by selection of incremental varia-
tions in form, but by the physics of these materials. Subsequent evolution of the genetically
variable components of such systems led to organisms increasingly (though not com-
pletely) generated by programlike genetic routines, driving the transition from physics to
modern development.
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9 Cell Adhesive Interactions and Tissue Self-Organization

Malcolm Steinberg

At present, it would be futile to speculate further upon the possible subcellular factors that are en-
gaged in cellular adhesiveness. It should be pointed out however that this principle is of universal
significance in morphogenesis, and that, in connection with directed cell movements, it is deserving
of more attention than it has received.
—Townes and Holtfreter, 1955

The Chordate Body Plan: Many Paths to a Common Goal

All members of the phylum Chordata possess, at some stage in their embryonic develop-
ment, not only the notochord (from which “chordate” is derived), but also a trilaminar
“basic chordate body plan,” in which a layer of ectoderm is outermost. Beneath it, an ecto-
dermally derived neural tube lies middorsally, flanked right and left by paired rows of
blocklike mesodermal somites and more laterally and ventrally still by a sheet of meso-
derm that will later give rise to kidneys, gonads, and other structures. Beneath the neural
tube lies the mesodermal notochord, and beneath that, the innermost, tubular, endodermal
gut. As is obvious from the many structural differences that distinguish man from
turtle from pelican from sea squirt, the developmental pathways leading to the adult
structure from the stage represented by the basic body plan have diverged greatly in the
course of evolution. 

Varying enormously in yolkiness and therefore in size, the zygotes of various chordates
do not diverge continuously from a common starting point but actually converge upon a
common stage along a broad range of developmental pathways. Whereas the cells of rela-
tively yolk-free, isolecithal embryos of a “primitive” animal with direct development, such
as the cephalochordate Amphioxus (now Branchiostoma), produce a spherical blastula and
early gastrula, those of a highly yolky, telolecithal reptile or bird embryo, for example, are
constrained to form a small disk lying outside the enormous yolk mass. This essentially
two-dimensional embryo must rearrange its parts quite differently from its three-
dimensional chordate ancestors. The evolution of placental mammals revolutionized the
embryo’s priorities, replacing the primacy of yolk accumulation with that of implantation,
producing a reversion to an isolecithal zygote that cleaves rather like an untidy Amphioxus
but still produces a blastodisk that gastrulates like that of its more immediate reptilian an-
cestors. Chordates with intermediate yolkiness, such as amphibians, develop along gener-
ally intermediate pathways.

Across the board, then, the chordate mesoderm takes its definitive position by a variety
of procedures referred to by terms such as invagination, involution, delamination,
ingression, and polyinvagination. In anurans, some or all of the prospective mesoderm may
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lie internally from the very beginning (Keller, 1986). The neural tube is depicted in most
textbooks as being produced by the sequence: thickening of the neural plate, folding,
fusion of the apposed folds and separation of the neural tube from the now-overlying
epidermis. In Amphioxus, however, separation from the epidermis does not await contact
between apposed neural folds. Rather, it occurs while the neural plate is still wide open, the
free margins of the epidermis then converging over the still-open neural plate in purse-
string fashion while the detached plate proceeds to roll up (Hatschek, 1881; Conklin,
1932). In teleost, ganoid, and cyclostomatous fishes, the neural plate never folds at all but
thickens enormously and sinks inward as a solid “neural keel” which only later cavitates
(Dean, 1896; Wilson, 1899; deSelys-Longchamps, 1910). 

In higher vertebrates, anterior and posterior portions of the same individual’s neural tube
may develop by different morphogenetic pathways (Schoenwolf, 1991). Here, the neural
plate forms in the textbook manner anteriorly. In frogs, however, more posterior regions
are initially solid and cavitate secondarily, whereas in the zebrafish tail bud, cells of the
prospective spinal cord actually sort out from an original admixture with future mesoder-
mal cells (Kanki and Ho, 1996). Many other examples of pathway differences could be
cited, including major differences in the manner in which the endoderm and the cavities of
somites are produced. Yet, for all of those differences, these pathways all lead to the for-
mation of the same basic body organization. One could scarcely imagine that in the con-
tinuous succession of ontogenies constituting the evolution of all of these closely related
animals, the outcomes of these developmental processes could have remained fundamen-
tally constant while the mechanisms underlying them were nevertheless changed.

This raises the question of what mechanisms are capable of specifying a morphological
outcome without specifying a specific pathway leading to it, which brings us to a body of
work describing self-assembly processes in metazoan systems.

Self-Organization in Animal Systems

This subject has its roots in Abraham Trembley’s historic experiments on the reorganiza-
tional capacities of Hydra (described in his 1744 Memoirs; see Lenhoff and Lenhoff, 1986)
and in H. V. Wilson’s subsequent discovery (1907) that dissociated cells of marine sponges
are able to reconstitute themselves into functional sponges.

Tissue and Cell Affinities

Some thirty years later, Johannes Holtfreter discovered that fragments of amphibian
embryonic tissues placed in a physiological salt solution would round up, adhering
and spreading over one another’s surfaces when placed in mutual contact. These
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rearrangements were not random. Rather, when tissues that normally cooperated to form a
particular structure were combined, they rearranged to form a semblance of that structure.
In one example, when fragments of gastrula ectoderm, mesoderm, and endoderm were
combined, the ectoderm took up an external position and the endoderm the innermost po-
sition, with the mesoderm in between: their anatomically correct positions (figure 9.1). It
seemed evident that this self-organizing behavior in vitro must result from “tendencies
which are probably of great importance for normal development as well” (Holtfreter, 1939,
p. 201). Holtfreter noted that some tissue pairs seem to associate preferentially, such as
mesoderm with either ecto- or endoderm, but that others, such as ectoderm with endoderm,
seem to avoid association. He therefore called these associative preferences “tissue affini-
ties” (Holtfreter, 1939, p. 198), in reference to “the forces that are instrumental in these
processes of attraction and repulsion.” As to the nature of these forces, he wrote:

the question of a chemotropic distant effect between cells has not even been touched upon. All the
phenomena here described occurred while the various kinds of cells and tissues were in direct mutual
contact. What was actually observed was an orderly union as well as non-unions and self-isolations.
The events proceeded in an age- and tissue-specific manner, removed from the embryo as a whole, in
a purely protective, indifferent medium and without the participation of a physically structured sub-
strate. We, therefore, called them autonomous events and ascribed them to mutual cell-specific stim-
ulation which we interpreted as an expression of affinities. Their chemical or physical nature was left
undiscussed (Holtfreter, 1939, pp. 223–224). . . . 

And again,

Figure 9.1
(a) Prospective amphibian gastrula endoderm plus mesoderm are wrapped in ectoderm. (b) Endoderm and
mesoderm rearranged, the latter forming a mesenchyme that envelopes the endoderm and separates it from the
outer ectoderm. (c) Endoderm forms an intestinal vesicle whose lumen arises by secondary cavitation. (From
Holtfreter, 1939.)
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We are still far from grasping the physico-chemical processes involved in this “self-mobilization.”
(Holtfreter, 1939, p. 220)

The next step in Holtfreter’s analysis of the capacities of embryonic tissues to self-organize
appeared in a paper on the development of the amphibian pronephros:

New experiments have shown that the tendency of embryonic cells to organize themselves into a typ-
ical pattern of organs is manifested even in material that has undergone complete disintegration. By
exposing amphibian explants to a pH of around 10.0, the tissues fall apart and form a suspension of
free cells. This cell heap can be further disorganized by stirring it with a glass needle. When returned
to normal pH conditions the cells reaggregate into firm bodies which continue differentiating. Instead
of retaining their chaotic cell pattern, the aggregates become organized into well separated tissues
and organs of a topographic pattern hardly less perfect than the one developed in a corresponding
untreated explant. (Holtfreter, 1944a, pp. 235–236)

Up to this point, Holtfreter’s experiments had dealt with the organizational behavior of
combinations of apposed tissue fragments of various kinds. The technique of cell dissocia-
tion and reaggregation now allowed him to increase the resolution of these experiments
from the level of tissues to the level of cells. A comprehensive series of cell-mixing exper-
iments conducted with his student, P. L. Townes, demonstrated that the intermixed and
reaggregated cells of dissociated embryonic tissues could sort themselves out to reconsti-
tute their tissues of origin, arranged in a semblance of their normal organization (Townes
and Holtfreter, 1955). For example, intermixed prospective epidermal and neural plate
cells coaggregated to form a sphere within which the two kinds of cells sorted themselves
out, the neural plate cells sinking into the interior—their normal position—to be replaced
by epidermal cells emerging from the interior.

In some cases, Townes and Holtfreter compared the behavior of combined intact embry-
onic tissue fragments with that of their component cells after dissociation, mixing and
reaggregation. An impressive example is illustrated in figure 9.2. When a fragment of
neural plate including the prospective neural folds was apposed to a mass of endoderm, the
plate folded normally and was partially enveloped by the endodermal mass. Some neural
fold cells emigrated from the plate, as they normally do, to produce an ectomesenchyme
surrounding the neural tube, whereas others formed a patch of overlying epidermis. The
final structure is depicted as resembling a rudimentary late neurula. In a parallel experiment
in which comparable tissue fragments were dissociated, intermixed, and reaggregated, not
only did the cells reassociate selectively to reconstitute the original tissues but these re-
constituted tissues were organized in their correct anatomical arrangements. The neural
mass developed a lumen and was surrounded by ectomesenchyme, which was in turn ap-
posed to the patch of epidermis, all lying on an endodermal mass. This embryo-like struc-
ture and the comparable structure self-assembled by the rearrangements of intact tissue
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Figure 9.2
Left sequence (A–D): When medullary (neural) plate and neural fold are combined with endoderm, the neural
plate portion invaginates partially and neural fold-derived epidermis caps a mass of neural crest-derived mes-
enchyme, which in turn enveloped the neural tissue. Right sequence (A–D): When dissociated cells of these same
tissues were intermixed, they segregated and rearranged to form a similar structure, following an entirely differ-
ent pathway. (From Townes and Holtfreter, 1955.)
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fragments were indistinguishable, at least as depicted in these drawings. Thus the “tissue
affinities” of 1939 became the “cell affinities” of 1955.

Selective Association and Selective Positioning of Embryonic Cells

It is important to note that in unscrambling and reorganizing themselves, these reconstitut-
ing embryonic tissues did two things simultaneously: (1) they chose to congregate with tis-
sues of the same kind; and (2) they chose to settle into their “correct” position relative to
the other tissues. Any explanation of “tissue affinities” must account for both of these be-
haviors and not only for a preference for association with “self.” Holtfreter struggled with
this realization and, after considering many possible mechanisms that might contribute to
tissue affinities, ultimately proposed two separate mechanisms, acting in succession, to ex-
plain these two behaviors. These were directed cell movements, by which particular kinds
of cells migrated either inward or outward within cell aggregates, followed by a “cell speci-
ficity of adhesion.” He suggested that the cell movements might be directed by a gradient
of substances lowering cell surface tension within cell aggregates, thereby inducing the
polarized protrusion of pseudopodia (Holtfreter, 1944b). Or, as he would later write:
“It seems necessary to assume the existence of a concentration gradient of some sort
between inner and outer milieu of the aggregate towards which the different cell types react
differently” (Townes and Holtfreter, 1955, p. 107). 

Having postulated mutual attractions and repulsions between cells (Holtfreter, 1939), he
proposed that not only the selectivity of cell-cell adhesions but also their relative intensi-
ties were important (Holtfreter, 1944b). He would later summarize both this plurality of
competing explanations and the uncertainty with which they were regarded: “Morpho-
genetic movements and cellular adhesiveness obey quite different controlling factors . . . in
morphogenesis, the forces controlling directed movements must overcome those of cell
adhesion, . . . Unfortunately, no satisfactory answer can be given to the question of what
makes the cells move either inward or outward under normal or experimental conditions”
(Townes and Holtfreter, 1955, p. 110).

Programmed Assembly of Novel Structures

Thus far,wehave focusedon theabilityofnormalcell and tissuecombinations—combinations
that participate in the formation of a normal structure—to reorganize, after disarrange-
ment, to form a semblance of that structure. Much insight into the mechanisms underlying
this behavior has been gained from study of the exceptions to it—cases in which the normal
structure either is not produced or does not even exist. For example, the three-layered struc-
ture depicted in figure 9.1 was produced only when the endoderm and mesoderm were en-
tirely covered by ectoderm at the outset. If, on the other hand, ectoderm initially shared the
surface with endoderm, the end result was as depicted in figure 9.3. In the final configuration,
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Figure 9.3
The same three tissues used in figure 9.1 were combined, with ectoderm and endoderm sharing the surface from
the outset. (a, b, c) In this case, a mesenchyme-filled cyst was produced, covered in part by a right-side-out
epidermis and in part by an inside-out gut epithelium. (From Holtfreter, 1939.)

a mesenchyme-filled cyst was produced, covered in part by a right-side-out epidermis and in
part by an inside-out gut epithelium. These two end configurations are topologically related.
In both cases, the mesoderm is apposed to the basal surfaces of both ecto- and endodermal ep-
ithelia, and each of the latter has maintained a free apical surface. The endoderm has done this
by producing the usual lumen in figure 9.1 but by exposing the normally adlumenal surface to
the immersion medium in figure 9.3. Both configurations are outcomes to be expected if (1) all
three tissues’cells resist intermixing, (2) neither epithelium’s apical surface can engage in cell
adhesion, and (3) both epithelia’s basal surfaces strongly adhere to the mesodermal cells.

In this way, these two end results taken together suggest that cell adhesion plays a di-
recting role in the tissue assembly process. Holtfreter recognized these facts and devoted
much attention to the powerful morphogenetic effects exerted by what he called the
“surface coat,” which rendered the free surfaces of amphibian eggs—and of epithelia in
general—nonadhesive (Holtfreter, 1943). It is worthy of note that the configuration
depicted in figure 9.3 is also produced in developing, intact embryos by conditions that
prevent normal involution, in which case it is referred to as “exogastrulation.”

A dramatic demonstration of the morphogenetic importance of nonadhesive cell surfaces
was provided by another experiment (Holtfreter, 1944b, p. 201): “If we remove the ecto-
derm [bearing the surface coat] from the invaginated layer of mesoderm . . . the mesoderm
contracts into smaller patches which sink into the underlying endoderm. Any part of the
mesoderm, however, that is covered by epidermis will not invaginate.” In fact, in the ab-
sence of the surface coat, the three germ layers turn themselves inside out. As Kelland and



144 Malcolm Steinberg

I discovered in 1967, the uncoated endoderm envelops the uncoated mesoderm, which in
turn envelops the uncoated ectoderm, making the uncoated ectoderm the innermost rather
than the outermost of these three tissues (see also Phillips and Davis, 1978).

What would happen if tissues that never normally encountered each other in the course of
development were placed in mutual contact? Would they even “recognize” each other? In
fact, tissues placed in such “abnormal” combinations consistently adhere to each other and
rearrange to give rise to a specific, if unprecedented, structure. Holtfreter reported that “a
fragment of medullary plate readily invaginates into the interior of a morula. In these
instances, the graft slipped in between the large cells of the animal pole region to become
permanently lodged within the underlying endoderm” (Townes and Holtfreter, 1955, p. 71).
Other “abnormal” cell combinations also give rise to specific structures when paired in
sorting-out experiments. Commonly, the reaggregated cell mixture forms one or more spher-
oidal aggregates; within each aggregate, one tissue partner forms an internal “medulla” sur-
rounded by a “cortex” formed by the other. Chick embryonic limb precartilage, for example,
has been reconstructed surrounded by cells as “foreign” as those of the mesonephros
(Trinkaus and Groves, 1955), liver (Moscona, 1957; Steinberg, 1963a), pigmented epithe-
lium of the eye (Steinberg, 1962c), and heart ventricle (Steinberg, 1963a).

Cell Behavior as a Guide to Morphogenetic Mechanism

In the course of evolution, genes must have been selected whose actions assure that our
limbs, for example, have load-bearing skeletal structures on the inside, a protective epider-
mis on the outside, and muscle in between, rather than some other, less functional arrange-
ment. Thus, when the intermixed cells of a dissociated and reaggregated limb bud sort
themselves out to give the precise arrangement of a limb, they have been genetically
programmed to do so. Yet, even though there can be no adaptive significance to any struc-
ture that might be generated by a combination of tissues that have never previously
encountered each other in the entire course of evolution, all such tissue combinations are
nevertheless also “genetically programmed” to assemble a specific structure that has no
counterpart in Nature and has never before been assembled by these cells’ ancestors. The
specification of such a structure cannot be rationalized as the genetic fixation of a success-
ful experiment of Nature. Rather, it must reflect the expression of cell properties acquired
for employment in a different context. But what properties are these?

Inspired by the work of Townes and Holtfreter, we set out to identify these properties by
the strategy of considering the then-existing hypotheses concerning the causes of cell sort-
ing within heterogeneous cell aggregates and devising situations in which the different
hypothetical mechanisms would produce different results. Initially there were only two
candidate hypotheses. As already noted, Holtfreter had favored directed migration of
individual cells inward or outward within aggregates, guided by radial concentration
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gradients of hypothetical chemotropic agents. He had proposed that differences in intercel-
lular adhesiveness came into play only after cells had completed their inward or outward
migrations.

I suggested an alternative possibility: that intercellular adhesive differentials might
cause these cell regroupings directly, in the absence of chemotaxis, the progressive associ-
ation of more cohesive cells squeezing less cohesive cells to the periphery (Steinberg,
1958, 74–75). Cell dilution experiments offered a means of testing these two hypotheses. I
reasoned that 

if directed migration in concentration gradients occurs, then even a few cells of the internally segre-
gating type, incorporated into an aggregate composed chiefly of cells of the externally segregating
type, will migrate into the central region of the aggregate. If, however, differences in the mutual ad-
hesiveness of the cells are directly responsible for the sorting out and selective localization, no such
translocation of the few “internally segregating” cells will occur, since they will be too sparsely dis-
tributed to encounter one another and exert group action to exclude the other cells. (Steinberg, 1962a,
p. 1578) 

The results of such an experiment were decisive: chick embryonic cells of a type that
segregated internally to those of a different type when they represented 23 percent of the
total cell number failed to move toward an aggregate’s center when they represented only
1 percent of the total. They did, however, avoid remaining in the aggregate’s surface, mov-
ing from surface to subsurface positions (Steinberg, 1962a). Thus their behavior was not to
seek the aggregate’s center but rather both to avoid its surface and to exchange heterotypic
for homotypic adhesions when presented with that opportunity. When internalizing cells
were abundant, the latter behavior led to their “initial clustering . . . in innumerable foci
throughout the interior of each aggregate,” these clusters continuing “to encounter and fuse
with one another, progressively building up one or more coherent, internal masses of . . .
tissue, the number of which reflects [their] proportion in the population” (Steinberg, 1962b,
p. 762). This progression is depicted on the right in figure 9.4 and contrasted with the pro-
gression, depicted on the left, to be expected if the internalizing cells were following a
radial concentration gradient of a chemokine. 

Although directed migration following radial chemokine concentration gradients was
now excluded as an explanation of cell sorting in these heterogeneous cell aggregates, a
third explanation had in the meantime been offered by Adam Curtis, who suggested that
cells of different types undergo certain surface changes at different times after their dis-
sociation. When cells of different types were coaggregated, these changes would be such
that cells experiencing them would be immobilized by contact either with the aggregate’s
surface or with other cells already so immobilized. Cells of the type that first experienced
this change would be trapped initially at an aggregate’s surface and then in sequential lay-
ers beneath it, leaving those of types that later experienced the change to be immobilized



146 Malcolm Steinberg

Figure 9.4
Time course of the sorting out (A–D) of two cell types within a mixed aggregate, as it would appear if brought
about through three different mechanisms. Centripetal migration in a diffusion-generated radial concentration
gradient (“directed migration”) would produce the pathway shown on the left. Differences in the intensities of
cell-cell adhesions (“differential adhesion”) would produce the pathway shown at the right. Timed changes in cell
surfaces following dissociation in the manner proposed by Curtis (1960), leading to a “herding” of one class of
cells in from the periphery, would produce the pathway shown in the middle. (After Steinberg, 1964.)
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in successive layers, the last cells to change occupying the aggregate’s center (Curtis, 1960,
1961, 1962). This hypothesis, which would produce the progression of events depicted in
the center column of figure 9.4, was also eliminated by establishing the progression shown
to its right. Of the three mechanisms proposed to explain cell sorting, only differential
adhesiveness correctly predicted the observed behavior of the segregating cells. 

In 1962, the sorting out of embryonic cells from a mixture was commonly interpreted as
indicating a preference of cells for association with “self,” that is, with other cells of like
kind (Moscona, 1962). In the course of an experiment designed as a direct test of Curtis’s
“timing hypothesis,” we stumbled upon an observation that transformed our perspective.
The object of this experiment was to mix cells from two tissues, one of which had been dis-
sociated earlier than the other. If inside versus outside stratification really reflected the tim-
ing of a process initiated by cell dissociation, giving the later-recovering cells a sufficient
“head start” should cause them to segregate externally instead of internally after coaggre-
gation. As it happened, the flasks allowed to “recover” for the longer time periods called
for by our protocol already contained sizable reaggregates before the time came to “mix”
their contents. Rather than depart from the protocol, we combined these reaggregates, plac-
ing them in the same shaker flask, although it seemed pointless to do so. The next morning,
many of these aggregates had adhered to one another, and it was clear that in all cases in
which two fused aggregates were of different kinds, one was enveloping the other. More-
over, the enveloping tissue was always of the same kind, regardless of the timing of disso-
ciation of either it or its partner; and this was also the same tissue that segregated externally
in mixed aggregates of freshly dissociated cells of these two tissues. A follow-up experi-
ment showed that cell dissociation could be dispensed with altogether; undissociated bits
of the same tissues displayed the same mutual envelopment behavior (Steinberg, 1962c). 

In the course of this envelopment of one tissue fragment by another, the two tissues were
“choosing” to increase their mutual contacts, not to decrease them. The common feature of
the phenomena of tissue spreading and cell sorting was therefore not a selection for self-
association at the level of cell pairs but a drive on the part of the cell population as a whole
to approach a particular configuration. The cells that engaged in these behaviors were
clearly both mutually adhesive and motile. Not only was the “timing hypothesis” elimi-
nated by these findings, but it now became possible to account for all of the observed
reorganizational behavior on the basis of a single, plausible premise: that the cell
rearrangements in all of these circumstances were guided by the exchange of weaker for
stronger adhesions, which would drive the system toward that configuration in which total
cell-cell adhesive bonding energy was maximized. We came to call this principle the
“differential adhesion hypothesis” (DAH; Steinberg, 1970). 

Adhesion-Specified Most Stable Structures Given a combination of two cell types
which might, in principle, cohere (to the same cell type; “homotypic”) and adhere (to the
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other cell type; “heterotypic”) with any set of relative intensities whatsoever, what would
be the correspondence between particular sets of relative adhesive intensities and the con-
figurations specified as “most stable”? In precomputer 1961, we approached this question
by modeling the behavior of such a system in two dimensions, representing the two cell
types as equal numbers of black (A) and white (B) squares on a graph paper grid repre-
senting a cell aggregate. Various sets of numerical values were assigned to the black-black,
white-white, and black-white cell-cell interfaces. Ten different cell distributions were mod-
eled, including random mixing, one or more square black (or white) islands in a white
(or black) sea and configurations in which black (or white) regions partially enveloped or
lay side by side with their opposites. For each of the ten configurations, the number of
black-black (AA), white-white (BB) and black-white (AB) interfaces was counted. These
numbers were multiplied by the numerical values (“adhesive strengths”) assigned to each
category of interface, and the sum of the products, representing the total adhesiveness at all
cell-cell boundaries within the aggregate, was calculated. The higher this number, the
greater would be the “total adhesiveness” or “adhesive stability” of the cell aggregate. 

Each set of relative adhesive “strengths” examined generated a different “most stable”
configuration. For heterotypic adhesions exceeding the average strength of the two kinds
of homotypic adhesions, stability was greatest when the cells were intermixed and least
when the more cohesive A cells totally enveloped B cells. Decreasing the strength of the
heterotypic adhesions to a value that was still intermediate between the two kinds of
homotypic adhesions but below the average of their strengths radically changed matters:
stability was least when the two types of cells were intermixed, greater when they were
segregated, and greatest when a B cell mass totally enveloped a mass of A cells. When het-
erotypic adhesions were the weakest of the three kinds, a still different configuration was
specified: stability was now greatest when A cells occupied one side of the square and
B cells occupied the other side. 

These results demonstrated graphically that differences in the strengths of adhesion
between motile cells of different types were sufficient to specify a particular most stable
anatomical configuration that would be approached from any initial cell distribution that
provided the necessary cell-cell contacts. Cell sorting, tissue spreading, the cell transloca-
tions themselves, and the self-ordering of segregating tissues into strata with a specific
arrangement were all natural consequences of the existence of particular sets of adhesive
differentials among motile cells.

Our graphical models were presented at the December 1967 meeting of the American
Association for the Advancement of Science, in a symposium to honor Johannes Holtfreter
as he approached retirement. Proceedings of the symposium were not published, and I
never submitted our simulations for publication because, unfortunately, it never occurred
to me, as an experimentalist, that such things were actually publishable. On the other hand,
much more sophisticated computer simulations of cell sorting and tissue spreading have
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since been published by others, with conclusions that both agree with ours and extend them
(e.g., Goel and Rogers, 1978; Rogers and Goel, 1978; Glazier and Graner, 1993; Glazier
et al., 1995; Mombach et al., 1995; Palsson, 2001).

A Syndrome of Liquid Tissue Behaviors The described behaviors of self-organizing
embryonic cell populations, although regarded as manifestations of the remarkable self-
assembly capacities of living systems, are in fact not unique to them. The same behaviors
are displayed by ordinary liquids. Thus, in heterogeneous mixtures of embryonic cells and
in dispersions of immiscible liquid droplets alike, cells or droplets

1. sort out (demix) to approach a specific configuration;

2. sort out by a coalescent pathway (smaller “islands” coalesce to form larger ones);

3. spread over the surface of those of another type; 

4. approach the same specific configuration by spreading as by sorting out;

5. round up (irregularly shaped masses assume a spherical shape);

6. tend to envelop or be enveloped by those of another cohesive type in a transitive series
of envelopment tendencies.

The sixth behavior served as the final behavioral test of the differential adhesion
hypothesis (DAH). When two immiscible liquid droplets are apposed, it is always the less
cohesive one (of lower surface tension) that tends to envelop its partner. This implies that
if droplets representing a large set of mutually immiscible liquids were combined in all
possible pairs, their mutual envelopment tendencies would form a transitive series, the
least cohesive droplet enveloping—and the most cohesive droplet being enveloped by—all
of the others. Such a series of mutually immiscible phases, though not readily available
among ordinary liquids, is readily found among embryonic tissues, almost all of which
have proven to be mutually immiscible. When six different chick embryonic tissues were
combined in all fifteen possible pairings, their mutual envelopment tendencies established
a single, hierarchical ranking (Steinberg, 1963b, 1970). This established a sixth behavior
common to embryonic cell populations and immiscible liquids. (The syndrome of liquid
tissue behaviors is illustrated in figure 9.5).

Analytical and Synthetic Confirmations of the Differential Adhesion Hypothesis

Direct Physical Measurements: Tissue Surface Tensions Direct Mutual
Tissue Spreading

Although, in the tests noted above, the actual behavior of confronted cell populations con-
formed in detail to the behavior predicted by the DAH, those tests were correlative in
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Figure 9.5
Syndrome of behaviors displayed both by many embryonic cell populations and by immiscible liquid pairs. (Top)
A mass of arbitrary shape rounds up to form a sphere, minimizing its surface area. (Middle) Intermixed phases sort
out by a process of coalescence, forming a continuous externalizing phase that envelops, to greater or lesser de-
gree, a discontinuous internalizing phase. When placed in mutual contact as separate masses, the same two phases
spread, one over the other, to approach the same (equilibrium) configuration approached by sorting out. (Bottom)
In a set of mutually immiscible phases, the tendencies of one phase to spread over another are transitive: if b tends
to spread over a and c tends to spread over b, then c will tend to spread over a. (After Phillips, 1969.)
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nature. A direct proof of the hypothesis requires that embryonic tissues be actually shown
to possess liquidlike surface tensions whose measured values consistently predict their mu-
tual spreading tendencies: a tissue that envelops another tissue must have the lower surface
tension of the two. Moreover, these tissue surface tensions should arise from the intensities
of adhesion between the tissues’ component cells.

The late Michael Abercrombie pointed me to the relevant physical literature on surface
and interfacial tensions and the derived “works of adhesion” within and between liquid
phases which correspond with one’s subjective sense of “adhesive intensity.” How to make
the proper measurements of “intercellular adhesiveness” eluded me and all others attempt-
ing such measurements until a biophysics graduate student with a background in physics,
Herbert Phillips, pointed out that the relevant thermodynamics required this to be done
through measurements of the shapes of liquidlike cell aggregates at shape equilibrium
under a measured distorting force. This was the crucial insight, and the effort to make such
measurements became the subject of Phillips’s doctoral dissertation. 

In our first efforts to make such measurements, Phillips and I devised an incubator cen-
trifuge to apply a sustained deforming force to living embryonic cell aggregates of chick
embryonic limb bud mesoderm, heart ventricle, and liver (sessile droplet method). We
established that these three tissues possess liquidlike surface tensions whose relative values
decline in the sequence cited, in agreement with their mutual spreading tendencies
(Phillips, 1969; Phillips and Steinberg, 1969). However, the development of a density gra-
dient in the serum-containing culture medium during prolonged centrifugation prevented
us from obtaining reliable numerical values of these tissue surface tensions. To avoid this
complication, Phillips and his student, Grayson Davis, subsequently applied sustained de-
forming forces to spheroidal cell aggregates, not by centrifugation, but by compressing
them between parallel plates to which they did not adhere (see below), calculating the
tissue surface tensions from the Laplace equation.

We subsequently devised a parallel plate tissue surface tensiometer that continuously
records both the force applied to a living cell aggregate and the aggregate’s profile shape,
allowing the approach to shape equilibrium to be constantly monitored in real time. Using
this device, we initially reported numerical surface tension values for chick embryonic
heart ventricle and liver (Foty et al., 1994) that confirmed the sequence established earlier
(Phillips and Steinberg, 1969). We then extended these measurements to a total of five
chick embryonic tissues. The resulting surface tension hierarchy (table 9.1) corresponds
precisely with the hierarchy in these tissues’ mutual envelopment preferences (Foty et al.,
1996). The probability that this correspondence is fortuitous being 0.0083, these measure-
ments demonstrated that the preferential envelopment behavior of embryonic tissues does
indeed result from the tissues’ relative surface tensions.
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Table 9.1
Segregation hierarchy of chick embryonic tissue

Tissue Surface tension (dyne/cm)

Internally segregating Limb bud mesenchyme 20.1

Pigmented epithelium 12.6

Heart ventricle 8.5

Liver 4.6

Externally segregating Neural retina 1.6

Note: Each tissue shown segregates internally to all others of lower surface tension and externally to all others of
higher surface tension.

Tissue Surface Tensions Arise from Intercellular Adhesiveness 

Surface and interfacial tensions in ordinary liquids being global reflections of the intensi-
ties of cohesion and adhesion between their component molecules, we have assumed by
analogy that tissue surface tensions are global reflections of the intensities of cohesion and
adhesion between their component cells. The ability to genetically engineer originally non-
cohesive cells to express particular cadherins in regulated amounts has now opened this
assumption to experimental examination. We have measured the number of cadherin mol-
ecules expressed per cell in clones of L cells transfected and selected to express a particu-
lar cadherin in different amounts. We have then measured the surface tensions of
aggregates of cells from each clone. If tissue surface tension is a pure reflection of inter-
cellular cohesive intensity, then the surface tensions of these aggregates should be a linear
expression of the numbers of cadherins per cell, extrapolating to a surface tension near zero
at zero cadherin expression. The experimental demonstration of precisely this relationship
(Foty and Steinberg, 1998, and in preparation) shows unequivocally that tissue surface
tensions are indeed pure and quantitative reflections of intercellular cohesive intensities.

Engineered Differences in Cadherin Expression Level Produce Tissue Segregation

The above studies have established that embryonic tissues can have certain of the physical
attributes of liquids; and that, like ordinary liquids, they can flow, one over the surface of
another, and rearrange in response to surface tensions arising from the energies of adhesion
between their subunits—in this case, their constituent cells. However, cells are collections
of molecules, and a great body of information has now been amassed concerning the mol-
ecules that mediate cell adhesions. Some of these molecules are proteins protruding from
cell surfaces; others are secreted by cells to form a part of the extracellular scaffoldings to
which they bind. Considering the complexity and cellular heterogeneity of the structures
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embryos assemble, it is to be expected that the developing animal’s many kinds of cells
must utilize many kinds of adhesion molecules to participate in specifying the diverse
structures that comprise the animal. And so they do. Moreover, it has been held to be com-
mon sense that the ability of cells to distinguish “self” from “nonself” and to segregate
from one another on that basis itself requires the action of cell-type-specific, molecular
recognition markers. Nevertheless, to examine this putative requirement, one may ask
whether a simple difference in the quantity of identical “homophilic” (self-associating)
adhesion molecules expressed at their respective cell surfaces would be sufficient to render
two cell populations “immiscible.” 

In 1963, I approached this question mathematically by calculating what the equilibrium
configuration of such a pair of cell populations should be. To do this, I considered the the-
oretical behavior of two model cell populations in which (1) the adhesive sites are ran-
domly distributed on the cell surfaces, (2) the areal frequency of bonds formed between
these sites is proportional to the probability of their apposition when the cells bearing them
are apposed, and (3) the work of adhesion between two cells is proportional to the areal
frequency of bonds formed between them. The configuration of minimal free energy for the
combined model cell populations turned out to be a sphere within a sphere, in which
the cells with the smaller number of binding sites are segregated from and totally surround
those with the greater number (Steinberg, 1963a, 1964). Thus it was shown in theory that,
for two cell populations to be immiscible, they do not have to use different molecular ad-
hesion systems, although of course they can. “Specificity” in this case arises not from
chemistry but from the simple mathematics of collision probabilities.

In 1963, no cell adhesion molecules were yet known. Since then, many different cell
adhesion molecules have been identified and classified into families and means have been
developed, as we have noted, to genetically engineer cells to express particular adhesion
proteins and even to control this expression quantitatively. Thus whether two cell popula-
tions would be rendered immiscible simply by expressing the same homophilic adhesion
molecule in different amounts, and what the equilibrium configuration of such a system
would be, advanced from the realm of theory to that of experiment. Friedlander and col-
leagues (1989) transfected weakly cohesive mouse sarcoma 180 cells with a complemen-
tary DNA (cDNA) coding for N-cadherin, a calcium-dependent cell adhesion molecule
first found in neural cells. Mixing two clones expressing high versus low levels of this cell
adhesion molecule, they reported a degree of segregation of the two cell populations. 

However, their studies did not address the specification of higher-order structure. Does
one of the two transfected cell populations segregate internally or externally to the other?
Would either of the two cell populations tend to envelop the other after mutual confronta-
tion? Would the two transfected cell populations tend to arrange themselves in a specific
anatomical configuration? To answer these questions, we combined two populations of
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L cells transfected with P-cadherin cDNA and expressing this homophilic adhesion mole-
cule in substantially differing amounts. When the two cell populations were intermixed,
they segregated to approach a sphere-within-a-sphere configuration, the cell population
expressing more P-cadherin forming islands that fused to become an internal “medulla.”
When the two cell populations were first prepared as separate aggregates that were subse-
quently allowed to fuse, the cell population expressing more P-cadherin was enveloped by
its partner, which formed an external “cortex” (Steinberg and Takeichi, 1994). 

Thus it was shown empirically that mere quantitative differences in the expression of a
single, homophilic adhesion molecule could at the same time render two cell populations
immiscible—“self-preferring”—and encode the self-assembly of these two cell popula-
tions into an organlike structure, layered in a specific, reproducible sequence. Not only the
adhesive affinities and the association constants of cell adhesion molecules but also their
mere abundance contribute to a thermodynamic address code specifying both the morpho-
genetic behavior of cells and the specific anatomical structures into which they will tend
spontaneously to assemble.

Differential Adhesion as a Determinant of Normal Embryonic Morphogenesis

Stratification of the Amphibian Primary Germ Layers and Neural Primordium

The first numerical values of tissue surface tensions were determined (Davis, 1984) for
subsurface samples of amphibian embryonic ectoderm, mesoderm, and endoderm (whose
self-assembly is represented in figure 9.1). As we noted earlier, in the absence of the
surface coat, the three germ layers turn themselves inside out, subsurface endoderm taking
up the external and subsurface ectoderm the internal position. Although the number of
cases was small, the measured surface tension values of these subsurface amphibian germ
layers fell in the sequence required to explain their stratification (Davis, 1984; Phillips and
Davis, 1978). The results of this study were extended in 1997. The self-assembly of ecto-
derm, mesoderm, and endoderm into the trilaminar gastrula was found to conform with
expectations based on these tissues’ surface tensions, taking into account both adhesive and
nonadhesive cell surface domains; moreover, the internalization of the neural plate at the
neurula stage was found to follow a sharp increase in its surface tension, again in confor-
mity with thermodynamic expectations that a tissue of higher surface tension will tend to
become enveloped by a tissue of lower surface tension (Davis, Phillips, and Steinberg,
1997).

Posterior Positioning of the Drosophila Oocyte within the Follicle

In Drosophila oogenesis, a germ-line cell divides four times to produce a cyst of sixteen
germ cells, one of which will subsequently become the oocyte while the other 15 become
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trophic nurse cells. The oocyte moves posteriorly within the cyst, coming to occupy the
most posterior position—a position that in turn determines the oocyte’s own anterior-
posterior polarity. At the same time, the cyst becomes enveloped by follicle cells. Recently,
two groups have independently demonstrated that the oocyte’s movements are brought
about by quantitative differences in the expression of Drosophila E-cadherin (Gonzalez-
Reyes and Saint Johnston, 1998; Godt and Tepass, 1998; see also Peifer, 1998). E-cadherin,
the principal Drosophila epithelial cadherin, is expressed on all germ-line cells, but the
oocyte expresses more E-cadherin than the nurse cells. All follicle cells also express
E-cadherin, but more cadherin is expressed by the posterior and anterior follicle cells than
by the lateral ones. In either germ-line or follicle cell clones lacking E-cadherin, the oocyte
is incorrectly localized. In chimeric follicles where some but not other follicle cells express
E-cadherin, the oocyte attaches itself to cadherin-expressing follicle cells, regardless of
their location. Oocytes lacking E-cadherin expression show no such attachment preference.
In the absence of E-cadherin-expressing posterior follicle cells, the oocyte preferentially
attaches itself to the anterior follicle cells, which also have a higher cadherin-expression
level than the lateral follicle cells. 

The data show that the oocyte, expressing more E-cadherin than its fifteen sister cells,
moves and attaches itself to follicle cells expressing higher amounts of E-cadherin. Thus
quantitative differences in expression level of a single cell-cell adhesion molecule, earlier
shown to be sufficient to cause tissue segregation and to specify a unique morphology
(Steinberg and Takeichi, 1994), have now been shown to specify the positioning of the
Drosophila oocyte that in turn specifies the future embryo’s anteroposterior axis.

The Sources of Specificity in Tissue Assembly

From Gene to Behavior

It is widely presumed that the root cause of every developmental process is genetic. A set
of genes, operating in a complex regulatory environment that includes specific transcrip-
tion factors and signal transduction pathways, gives rise to corresponding varieties of
messenger RNA (mRNA), which in turn give rise to proteins, which in turn become local-
ized, interact, and specify the developmental process in question. As these genes, their
descendent proteins, and the relevant regulatory pathways are identified, one hears the
confident expression that “we are finally getting down to the molecular level.” Although
this is of course true, it does not always tell us much about the mechanisms involved,
particularly those of morphogenesis, which involves the rearrangement of cells in space.
Because the movements of objects are brought about by forces, morphogenesis inherently
requires a physical analysis.
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In the case of localization of the Drosophila oocyte within the follicle, the molecular
analysis ends with E-cadherin on the surfaces of both the oocyte and the follicle cells it
seeks out. But E-cadherin is not restricted to these surfaces; it is normally present on every
germ cell, on every follicle cell, and on a great many other cells in the organism-to-be.
Morphogenetic understanding, in this case, comes with the realization that what deter-
mines oocyte placement are the presence of E-cadherin on germ cell surfaces, its presence
and graded expression on follicle cell surfaces, and a thermodynamic principle: that the in-
tercellular adhesive intensities of cells in a mobile population tend to be maximized. It is
this principle, operating in the context of the geometry of the E-cadherin gradient on the
follicle cells, that guides germ cell movement. As for the importance of E-cadherin itself,
presumably any other self-recognizing adhesion molecule could have served in its place. 

Cadherin Specificity and Cell-Cell Adhesive Recognition 

Following Holtfreter’s seminal discoveries, repeated efforts were made to explain “cell-
cell recognition” in terms of an underlying and corresponding molecular recognition. It
was first maintained that cells release tissue-specific materials, “factors” or “ligands”
whose interactions are responsible for the “tissue-specific cell adhesion” assumed to
underlie cell sorting (Moscona, 1960, 1962, 1963, 1968; Moscona and Hausman, 1977).
Indeed, cell adhesion was held to be tissue specific even though sorting-out cells of differ-
ent types, like demixing liquid phases, were consistently found to adhere to each other at
points of mutual contact from the moment of their initial coaggregation, throughout the
sorting-out process, and at the tissue or phase boundaries when segregation is complete. It
is both remarkable and instructive to note the wide and enduring acceptance this miscon-
ceived hypothesis received. However, with the discovery of genuine cell-cell adhesion
molecules, especially the cadherins, and the finding that most are shared by many tissues
(reviewed in Takeichi, 1988), putative tissue-specific adhesion factors silently fell from
grace.

In newly differentiating tissue, initiation of a morphogenetic movement, such as the
formation of the mesoderm, the lens vesicle, the neural tube, or the neural crest (Takeichi,
1988), was found to be associated with cessation of expression of a particular cadherin or
by a switch in cadherin expression from one subclass to another. When cadherin function
was blocked by antibodies (Matsunaga, Hatta, and Takeichi, 1988; Bronner-Fraser, Wolf,
and Murray, 1992) and when cadherins were ectopically expressed (Detrick, Dickey, and
Kintner, 1990; Fujimori, Miyatani, and Takeichi, 1990), morphological defects resulted. 

These findings demonstrated that normal tissue segregation is associated with proper
cadherin expression and function. E-cadherin’s vital role in the creation of an epithelium
was demonstrated using a mouse E-cadherin null mutant; homozygous mutant embryos
were unable to form a trophectoderm epithelium and were nonviable at a very early
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stage of development (Larue et al., 1994). To explain why cadherin type switching causes
tissue segregation, it was proposed that cadherin interaction is “homophilic” not only in the
sense that cadherins on apposed cells bind to each other but in the additional and more
restrictive sense that this binding is cadherin subtype specific as well (reviewed in
Takeichi, 1990). Cadherin type switching would then cause cessation of adhesion between
tissues newly expressing different cadherins, effecting their segregation. 

This hypothesis was tested by examining the ability of initially noncohesive L-cells,
transfected to express E- versus P-cadherin, to coaggregate in gyrated suspension cultures.
The E- and P-cadherin-expressing cell lines were reported to aggregate largely indepen-
dently, with little cross-adhesion, at least initially (Nose, Nagafuchi, and Takeichi, 1988;
Miyatani et al., 1989). These reports led to the conclusion that heterophilic interaction be-
tween E- and P-cadherin is absent or weak, even though fusion between aggregates of
E- and P-cadherin-expressing cells was actually observed when the cells were cocultured
for a longer time period (Nose, Nagafuchi, and Takeichi, 1988). As other cadherins were
discovered, their interactions were examined and characterized using similar assays.
Consequently, the majority of the cadherins have been classified as being homophilic
adhesion molecules in the more restricted, cadherin-type-specific sense. It has been widely
accepted that, with a few exceptions, cadherin-mediated cell-cell adhesion is restricted
largely to interactions between identical cadherin molecules on apposed cells (e.g., Shapiro
and Colman, 1998).

Cadherin binding specificity has almost universally been assessed through the use of
short term assays of initial cell-cell binding events in stirred suspensions (Nose, Nagafuchi,
and Takeichi, 1988, Murphy-Erdosh et al., 1995), first used to demonstrate “tissue selec-
tivity of adhesion” by Roth and Weston (1967; Roth, 1968). In such assays, colliding cells
in a sheared cell suspension have only a brief instant in which to adhere. This kind of assay
presents at least two serious problems. First, it is now known that physiological, cadherin-
mediated cell adhesions are not produced instantly upon cell-cell contact but require an
assembly process involving the clustering of cadherins, their connection to catenins, and
de novo actin polymerization, during which initially weak adhesions are greatly strength-
ened (Adams, Nelson, and Smith, 1996; Angres, Barth, and Nelson, 1996; Brieher, Yap,
and Gumbiner, 1996; Hinck et al., 1994; Lotz et al., 1989; Takeda et al., 1995; Yap et al.,
1997; Yap, Brieher, and Gumbiner, 1997; Yap, Niessen, and Gumbiner, 1998).

Because this process has been shown to take about an hour following initial cell-cell
contact (Adams et al., 1998), it cannot be reflected in an assay of the adhesive success of
cell-cell collisions lasting at most only a few seconds. Moreover, cells colliding in a stirred
suspension must overcome shear forces in order to come into adhesion. In such a circum-
stance, cells must establish, in the brief instant of their collision, sufficient adhesion energy
to resist reseparation by the shear forces that, in the next instant, will act to pull them apart.
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In effect, shear forces applied to mutually adhesive cells in suspension impose on the
aggregation process an “activation energy” whose magnitude is a direct function of
the shear rate—greater shear rates increase the ratio of elastic (rebounding) to inelastic
(adhering) cell-cell collisions.

A consequence of using the aggregation of sheared cell suspensions to assess “intercel-
lular adhesive specificity” is that quantitative differences in the rates of initiation of adhe-
sions between mutually adhesive cells of various kinds can be magnified into seemingly
qualitative differences. Our recent results have fully justified our long-standing reserva-
tions (Steinberg, 1970, 427–428; 1975, 440–441). Using adhesion assays conducted with
little or no shear, we have found that “heterocadherin” adhesions are in some cases some-
what slower to form. If these more slowly forming adhesions are not prevented from form-
ing by the application of high shear forces, however, L cells transfected to express any of
the classical cadherins tested in fact adhere strongly to those expressing any of the other
cadherin subtypes, even classical cadherins belonging to different homology classes (type I
versus type II; Duguay, Foty, and Steinberg, submitted). Interestingly, type I and type II
cadherins mediate strong cross-adhesions even though the latter do not possess the
histidine-alanine-valine (HAV) motif regarded as type I cadherins’ “adhesive recognition
domain” (Blaschuk et al., 1990). Thus adhesions between cells expressing different classi-
cal cadherins have in the past been artificially made to appear cadherin type selective
(Nose, Nagafuchi, and Takeichi, 1988; Murphy-Erdosh et al., 1995) by the high shear
forces used in the assays.

Qualitative and Quantitative Determinants of Tissue Segregation

If adhesive interactions between classical cadherins are in general not homophilic in the
more restrictive sense, what accounts for the tissue segregation that commonly accompa-
nies a change in cadherin subtypes? In previous studies demonstrating segregation between
cells expressing different cadherins, expression levels were generally not carefully mea-
sured. Because even a moderate difference in the expression level of a given cadherin is
sufficient to cause two cell lines to sort out (Steinberg and Takeichi, 1994; Duguay, Foty,
and Steinberg, submitted), might it be that cell sorting seen in the past between cells
expressing different cadherins actually resulted from differences in the amounts of
cadherin expressed by those cells, rather than from weak or absent recognition between the
different cadherins? 

To examine this possibility, we produced L cell populations expressing E-cadherin (LE
cells) at levels greater than, equal to, or lower than the level of expression of P-cadherin by
the L cells (LP cells) with which they were mixed. All mixtures of LE and LP cells coag-
gregated. When cadherin expression of LE cells and LP cells differed significantly,
whichever cell population displayed the greater amount of cadherin segregated internally
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to the other, which enveloped it completely. However, when the LE and LP cells expressed
their different cadherins at a similar level, they failed to sort out (Duguay, Foty, and
Steinberg, submitted). The failure of these two cell lines to segregate when the expression
levels of their different cadherins were approximately equalized implies that the “hetero-
cadherin” adhesion between E- and P-cadherin is not only stable but is just as strong as the
two “homophilic” adhesions. It should be noted that this is the same pair of cadherins that
were first reported as cross-adhering weakly if at all when tested in a sheared suspension
(Nose, Nagafuchi, and Takeichi, 1988).

Our results suggest that quantitative changes in cadherin expression or activity levels ac-
companying changes in the type of cadherin expressed may be a major cause of tissue seg-
regation not only in these in vitro experiments with genetically engineered cells but during
embryonic morphogenesis as well. This possibility could be put to an experimental test
within the embryo by increasing or decreasing the amount of the normal cadherin newly
expressed by tissues initiating a morphogenetic movement (e.g., N-cadherin in the mouse
primitive streak or neural plate). 

Levels of Causality in Morphogenesis

The examples given above illustrate the interplay of genetic, molecular, and physical
causality in bringing about the self-organization of cell populations. In each of these cases,
a heterogeneous population of motile cells reorganizes itself, adopting a new arrangement.
If the existence of the component cells and their motility are taken as givens (figure 9.6),
then the molecular cause of the rearrangements in each case is traced to the activities of
members of the cadherin family of cell-cell adhesion molecules. Both the interactions
of these cadherins with each other and with cytoplasmic proteins and their abundance on
the cell surfaces contribute to the binding energies of the cells to the other cells that they
encounter.

The latter factor—abundance—appears to play a much more important role here than
has been generally realized. Although molecular recognition specificity promotes cadherin-
cadherin interactions, it does not determine cell sorting, tissue segregation, or multicellular
organization. Rather, intercellular and cell-substratum binding energies constitute a set of
adhesive differentials that constantly and physically impel the cells to shift positions at
every opportunity to increase their overall binding intensities. Through repetition of this
process, the cell population approaches a configuration—a dynamically specified anatom-
ical structure—in which its interfacial free energy represents at least a local minimum (Foty
et al., 1996). No matter what other properties the cells may possess or how these properties
may change due to cell interactions, if the cells remain mobile, their cohesive and adhesive
interactions, both with each other and with extracellular materials, will constantly impel
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them toward this thermodynamically favored structure. Thus evolution has harnessed ge-
netic information and the molecular machinery it encodes to the principles of physics to
generate self-organizing, anatomical structures.
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Gradients, Diffusion, and Genes in Pattern Formation

H. Frederik Nijhout

Pattern formation, the process by which an orderly structure arises in a previously feature-
less field, represents a fundamental problem in developmental biology that has attracted the
attention of theoretical and experimental biologists alike. Both groups have made unique
contributions to our understanding of self-organizing processes in development. Theoreti-
cians have been largely concerned with the principles of how structure emerges within a
homogeneous system. Experimentalists, by contrast, have focused largely on the mecha-
nisms that control gene expression and on how such expression patterns vary in time and
space. Although the potential for mutual illumination between the two research traditions is
great, they appear to exist largely in parallel, with surprisingly little collaboration between
them. In pointing out some of the sources of misunderstanding and miscommunication be-
tween the two groups, this chapter suggests areas where fruitful collaboration might take
place in the future.

Diffusion and Lateral Inhibition in Pattern Formation

Interest in reaction-diffusion models to understand and explain how orderly pattern
emerges during development stems from the pioneering work of Turing (1952). Theorists
of developmental biology were intrigued by Turing’s finding that organized and stable
patterns could emerge spontaneously in an initially homogeneous and featureless field.
Spontaneous self-organization requiring the interaction of no more than two freely diffus-
ing substances seemed like a most parsimonious system worthy of further investigation,
especially so at a time when the search for the hypothetical inducers of development was
producing few if any results. Of the many mechanisms for pattern formation, reaction-
diffusion has attracted the most attention from theoreticians: as the most parsimonious of
mechanisms, it lends itself best to the elucidation of the principles of pattern formation.

The general applicability of reaction-diffusion mechanisms to a wide range of problems
in organismal development has been explored most thoroughly by Gierer and Meinhardt
(1972) and Gierer (1981). Meinhardt 1982 and 1998 are excellent surveys of the general
principles of pattern formation by reaction-diffusion, illustrating the great diversity of bio-
logically realistic patterns that can be produced by a very small set of interactions among
two or three substances. More general mathematical treatments of reaction-diffusion the-
ory are given by Segel (1984), Edelstein-Keshet (1988) and Murray (1989). These works
have firmly established the necessary and sufficient conditions for diffusion-driven pattern
formation. What is needed is an activator, a substance that somehow catalyzes its own syn-
thesis (a condition known as “positive feedback” or “autocatalysis”), and an inhibitor of
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Figure 10.1
General equations of reaction-diffusion for pattern formation. Local activation (upper equation) and long-range
(lateral) inhibition (lower equation) are accomplished by a small diffusion coefficient (Da) the activator, and a
much larger coefficient (Di) for the inhibitor.

this synthesis, a substance that keeps the concentration of the activator from growing with-
out bounds. In addition, the inhibitor must have a greater spatial range than the activator
(a condition known as “lateral inhibition”) to keep activator production from spreading.
The basic components of a reaction-diffusion system are illustrated in figure 10.1. Given a
certain array of parameter values (e.g., the relative diffusivities of the activator and in-
hibitor, the rates of synthesis and breakdown of the activator and the inhibitor, the reaction
constants of their interactions), such a system can produce a highly stable spatial pattern of
local activator synthesis. Moreover, a small change in one or more parameter values can
alter this pattern to a different stable configuration.

All models of reaction-diffusion driven pattern formation require some kind of initial
spatial inhomogeneity in the concentration of activator or inhibitor, say, a small random
variation or a simple gradient in the concentration of one or the other substance. The



Pattern Formation 167

kinetics of reaction and diffusion favor and amplify certain wavelengths of this inhomo-
geneity and represses others. In time, a fairly homogeneous pattern of peaks of local activator
production emerges, a pattern that can remain dynamically stable, or that can oscillate or
move about in an orderly way across the field. By adjusting the reaction kinetics, the shape
of the field, and the boundary conditions, it is possible to produce patterns that resemble the
initiation sites of tentacle formation in Hydra, the phyllotactic patterns on plants, the patterns
of imaginal disk initiation in Drosophila, compartment formation in Drosophila imaginal
disks, the entire diversity of color patterns on seashells and mammalian coats, the branching
patterns of veins and tracheae, and the chemotaxis of individual cells (Meinhardt, 1982,
1998; Murray, 1981a,b; 1989).

Perhaps the most important insight to emerge from the theoretical analysis of pattern
formation in development is that reaction-diffusion is a special case of a virtually ubiq-
uitous mechanism called “local activation and lateral inhibition,” according to which a
self-enhancing event or process, once initiated, tends to grow (mostly simply, through
a positive feedback mechanism), directly or indirectly inhibiting the same process in its
immediate surroundings (figure 10.2). Although reaction-diffusion happens to be a par-
ticularly simple and direct way of implementing such a mechanism, as we will see below,
biological systems have many other ways of accomplishing the same end.

Figure10.2
Local activation and lateral inhibition provide a general mechanism for self-organizing pattern formation. The ac-
tual mechanisms through which activation and inhibition are exercised can be extremely diverse and include mol-
ecular diffusion, action potentials, and mechanical traction. Local self-activation overwhelms inhibitory
reactions, but because inhibition spreads farther and more rapidly than the activation it inhibits self-activation in
adjoining areas. At a greater distance, where the inhibitory signal has decayed, activation can once more take
place. Such a process can produce regular spatial patterns of activation. Whether such patterns are pointlike, line-
like, or traveling waves depends on the details of the dynamics of activation and inhibition.
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Notwithstanding the richness and power of pattern formation theory, many experimental-
ists have criticized it as largely unhelpful to their research and have therefore largely ignored
it. This chapter highlights several specific critiques of pattern formation theory that illustrate
the absence of reciprocal illumination between experimentalists and theorists; it discusses
how pattern formation theory can and must be expanded to take account of recent findings
in developmental biology and genetic regulation, and what kind of new data will need to be
collected to fully integrate experimental and theoretical work in pattern formation.

Experiment versus Theory in Pattern Formation

Reaction-diffusion mechanisms can produce a wealth of realistic biological patterns, yet,
despite the well-developed insights into the fundamental principles of such patterns that
pattern formation theory has provided (Murray, 1989), it has had almost no influence on
experimental work in the field of pattern formation. Experimentalists have found models
based on the theory to be deficient in several respects. First, many models are not suffi-
ciently robust to adequately represent development: they produce the desired results only
under narrowly specified parameter values (Murray, 1982). Developmental systems, by
contrast, can tolerate a great deal of environmental and genetic variation without signifi-
cant changes in the final pattern. Second, because early experiments in the genetics of pat-
tern formation indicated that communication was by nearest neighbor interaction rather
than by long-range diffusion (Martinez Arias, 1989), experimentalists have questioned the
relevance of diffusion-based pattern formation models to any but a few exceptional cases
such as the syncytium of the early Drosophila embryo. Finally, the models are compatible
with too many mechanisms, and, regardless of the specifics of a particular mechanism,
produce essentially the same outcome (Oster, 1988). As such, they cannot be used to guide
an experimental approach to the identification of specific genes.

These criticisms are accurate as far as they go, but they reveal a fundamental misunder-
standing of the purposes of theoretical models in pattern formation: they are intended to
examine the principles, not the genetic mechanisms, of pattern formation. The models
show, for instance, that positive feedback is essential, but they do not specify which gene
should experience positive feedback. Interestingly, the necessity of many genetic regula-
tory interactions that are today being “discovered” were actually predicted by earlier
theoretical work (Meinhardt, 1983, 1994). Almost all theoretical work on pattern formation
has been done for the purpose of uncovering general principles, and explicating how these
might apply to real situations.

Experimentalists as a rule have little use for principle-oriented theory. In this regard, de-
velopmental genetics is quite different from evolutionary biology, where theory guides
almost every aspect of experimental research. In evolutionary biology, research programs
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are designed to prove or disprove the theoretical models and principles that form the foun-
dation of the field. Progress in the molecular genetics of development, by contrast, depends
in large measure on the development of new technology. Instead of a unifying theory, there
is an abundance of conceptual models to describe, for instance, how genes are regulated
and how a gene activates or inhibits a specific process. A fairly general qualitative agree-
ment of experimental results with the prediction of a conceptual model is usually accepted
as satisfactory support for a hypothesis about mechanism. Conceptual models are not
intended to be a rigorous statement about how a system operates, and are seldom phrased
in unambiguous quantitative terms that can be rigorously tested.

A few investigators have developed mathematical models for specific processes such a
the control of eve stripe formation in Drosophila (Reinitz and Sharp, 1995), Notch-Delta
signaling in pattern formation (Collier et al., 1996), and the control of the cell cycle in yeast
and Xenopus (Novak and Tyson, 1995; Tyson et al., 1995; Goldbeter, 1993). By examining
the quantitative consequences of various assumptions about the physical processes by
which gene products (enzymes, transcription factors) give rise to the observed feature, these
models aim to discover whether the known facts adequately account for the process of
interest. Such modeling can usually highlight misconceptions and point to interactions that
may have been overlooked. But they do not generally get at the principle behind the process
and therefore cannot say whether the process of interest is a special case of something more
general, or whether it defines a truly new mechanism. Indeed, few if any researchers are
investigating the principles that underlie the new molecular genetics of development.

Communication in Pattern Formation

All systems for chemical pattern formation require a mechanism that produces a graded or
discontinuous distribution of an activator or inhibitor in space. From a modeler’s perspec-
tive, the simplest and most parsimonious way of doing this is by means of diffusion, a ran-
dom process that minimizes the potential energy of a system and therefore occurs
spontaneously, unless physical barriers prevent passage of the diffusing substance. The
modeler’s assumption that molecules move by diffusion is merely an application of
Occam’s razor: diffusion is the only mechanism for moving chemicals that requires no
additional factors or special assumptions. Thus, unless other mechanisms are already known
to operate, investigations of chemical signal propagation should start with the assumption
that diffusion is the transport mechanism. The dynamics of diffusion are well known; it is
therefore possible to test empirically and quantitatively whether the dynamics of signal
propagation in an experimental system support diffusion as the mechanism.

It is essential, however, to recognize that “diffusion” is not intended to be taken literally
as the only, or even the primary, mechanism of transport in pattern-forming systems. In
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principle, diffusion means nothing more than communication (Harrison, 1993). Thus pat-
terns that are produced by reaction-diffusion can also be produced by mechanisms that use
other means for getting a signal from one place to another (though with different dynamics).
This is well illustrated by the work of Young (1984), who simply assumed that activator
and inhibitor had different ranges of constant signal strength, with sharp cutoffs at the end
of that range. Without using diffusion at all, Young’s mechanisms produced patterns iden-
tical to those generated by classical reaction-diffusion mechanisms. Swindale (1980) like-
wise proposed a model for ocular dominance stripes that relied on a static pattern of local
activation and long-distance inhibition, this one mediated through neuronal signals. The
critical components of pattern-forming systems, local activation and long-range inhibition,
can be implemented in many ways: reaction-diffusion and Swindale’s and Young’s discrete
mechanisms (e.g., figure 10.3) are just three of them. Mechanical force transmission and
neural action potential provide yet additional means of signal propagation in pattern for-
mation (Oster, Murray, and Maini, 1985; Ermentrout, Campbell, and Oster, 1986; Newman
and Comper, 1990). When vastly different signal transmission mechanisms such as action
potentials and mechanical stress are modeled, they can produce patterns that are indistin-
guishable from those produced by reaction-diffusion models (Oster, 1988).

That different mechanisms can produce identical patterns implies that the pattern itself
cannot be used to deduce anything about the actual mechanism that gave rise to it. Pattern
formation theory can be used to deduce the general properties of the mechanism, for in-
stance, that the lateral inhibition must be weak (or strong) relative to the local activation,
or that the rate of production of the inhibitor must be large (or small) relative to its rate of
decay. But it cannot specify the means by which activation and inhibition are implemented.
This “many-to-one” problem of process and pattern has discouraged many experimental
biologists from taking models of pattern formation seriously.

This problem applies only to the final pattern, that is, the final product of the process that
is being modeled, however. Different models make different predictions about the dynamics
of pattern formation and about the intermediate stages by which a system arrives at the
final pattern. There is an unfortunate paucity of experimental data on the dynamics of pat-
tern formation, which precludes testing alternative models rigorously. Most studies on
patterned gene expression, for instance, present only a single snapshot of an interesting but
arbitrary point in time. What is really needed are finely timed series, showing how the pat-
terns of all interacting species change in space and time. An example that approximates this
ideal is the work of Carroll and colleagues (1994) on the dynamics of expression of distal-
less in the wing imaginal disk of the butterfly Pecis coenia. This pattern goes through a
rather unusual series of intermediate stages before becoming restricted to a small group of
cells halfway between two wing veins. These cells will, at a later stage in development, be-
come the inducers for the formation of an eyespot pattern (Nijhout, 1994). This dynamical
pattern of distal-less expression had been predicted many years earlier based on a rather



Pattern Formation 171

Figure 10.3
Three mechanisms for local activation and lateral inhibition. (A) Reaction-diffusion, in which activation and inhi-
bition propagate from a common center but with different rates and different ranges. (B) Swindale (1980) model,
in which static but graded complementary patterns of activation and inhibition are centered on a locus. (C ) Young
(1984) model, in which a discrete local activation is replaced at a fixed distance with a discrete inhibition. All three
models can produce equivalent final patterns, but with different intermediate dynamics. The reaction-diffusion
mechanism is the more versatile because different reaction schemes can cause qualitatively different patterns to
develop (Nijhout, 1997).
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Figure 10.4
Simulation of the dynamical pattern of distal-less expression in a butterfly wing based on a local activation and
lateral inhibition mechanism (after Carroll et al., 1994; Nijhout, 1994). In this case, the final pattern of distal-less
expression marks the location of cells that will emit a signal that induces an eyespot of the color pattern on the
adult wing. Distal-less expression in butterfly wings is not controlled by the same regulatory cascade that controls
distal-less expression in Drosophila disks (see figure 10.6). Numbers represent arbitrary time units.

simple reaction-diffusion model (figure 10.4), indeed, the only model mechanism currently
known to produce the specific sequence of patterns that precedes the final expression of
distal-less in a small compact group of cells (Nijhout, 1990, 1994).

Oster (1988) has pointed out that different model mechanisms, however equivalent they
may be in the final patterns they generate, are not equivalent in the experimental approach
they suggest. For example, a pattern formed by a neural mechanism and one formed by a
diffusion-based mechanism would respond differently to the introduction of a neurotropic
agent. And a pattern formed by either of these mechanisms and one formed by a mechani-
cal mechanism would respond differently to a surgical disruption. Experimentally obtained
information is thus critical to uncovering the mechanism. Once the mechanism is known
and some of its components have been elucidated (as in figure 10.4), theory can point the
way to what additional interaction will make the system perform in the observed manner.

Cellular Mechanisms of Chemical Communication in Development 

Leaving aside neural and mechanical mechanisms of communication, let us briefly review
the diversity of mechanisms by which a chemical signal can be transmitted form cell to
cell in development (figure 10.5A). The simplest mechanism, by which ionic coupling
and dye coupling occur between cells in insect epidermis (Caveney, 1974; Safranyos and
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Figure 10.5
Five mechanisms (A, B, D, E, F) of cellular communication in biological pattern formation.

Caveney, 1985), is passive diffusion via gap junctions. Such communication is limited to
molecules small enough to pass through the gap junctions, which restricts this mode of
communication to molecules having a molecular weight of less than about one to a few
thousand. Larger molecules, including most transcription factors, cannot pass through gap
junctions and must be secreted into the extracellular matrix (figure 10.5D). Passive diffu-
sion (or advection, if there is a directional flow within the extracellular matrix) can carry
these molecules to the surrounding cells. Only cells that have receptors for the molecule
will respond to it. It is possible that a patchy or graded distribution of receptors also plays
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an important role in pattern formation in such a system. Thus two gradients, one of a mov-
ing ligand and one of a static receptor, interact to form a new pattern. In order to understand
the properties of such a system, we must discover by what dynamics the ligand moves, and
what process sets up the prepattern of receptors.

Communication that is based on the stimulation of novel activities in a cell through the
exchange of insoluble signals between immediate neighbors is another mechanism that
can propagate signals over distances (figure 10.5B). Notch-Delta signaling appears to be
such a mechanism (Collier et al., 1996). Here ligands that are bound to the cell surface in-
teract with receptors bound to the surface of a neighboring cell. When a ligand is acti-
vated by an intracellular process, it transmits this information to a neighbor, which can
repeat this process and transmit the same signal to cells further down the line. If the sig-
nals also include inhibition, (as they appear to in Notch-Delta signaling), then the funda-
mental conditions for pattern formation exist (Collier et al., 1996). Local interactions
among only a few neighboring cells can set up small patterns, which can subsequently en-
large by cell division (Martinez-Arias, 1989). If during cell division some quantitative
property of the cells becomes diluted, then new macroscopic gradients can be set up for
further patterning (figure 10.5C). In epidermal sheets, cells can communicate over long
distances by physically reaching out and touching distant cells by means of filopodia
(figure 10.5E), processes discovered in the epidermal cells of several species of insects by
Locke and Huie (1981a,b), who named them “epidermal feet.” These processes can
extend to cells as many as five to ten cell diameters removed and can thus be used for
medium distance communication. Their role in morphogenesis in the developing wing
was studied by Nardi and Magee-Adams (1986). Similar processes, called “cytonemes,”
have recently been reported in Drosophila imaginal disks (Ramirez-Weber and Kornberg,
1999). The filopodia in Drosophila have been shown to change over time and appear to
reach out from the recipient cells to the signaling cells, rather than vice versa. Although
obviously not a simple communication mechanism insofar as they involve rather complex
and nonrandom behavior of cell membranes and cytoskeletal elements, such processes
have the potential for carrying both stimulatory and inhibitory signals and thus readily
fulfill the general needs for pattern formation. Finally, Moline, Southern, and Bejsovec
(1999) have recently reported that the wingless gene product in Drosophila appears to be
transported via pinocytotic vesicles. Presumably, cells can emit the wingless signal, which
is then taken up by adjoining cells and transported within cytoplasmic vesicles to the
other side of these cells, where it is released again (figure 10.5F). With such a mechanism,
cells are in control of the directionality of transport. Moreover, cells could act to block the
progress of a signal (by failing to transmit it) and could fine-tune the local timing and rate
of transport of signals.
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Preexisting Patterns Are Ubiquitous, but Are They Universal?

To discover the principles of pattern formation and to establish the necessary and sufficient
conditions that can account for a particular phenomenon, pattern formation theories make
a number of simplifying assumptions about the structure and behavior of a system, taking
care, however, to make the fewest possible ad hoc assumptions about the system’s struc-
ture. We have already discussed one of these simplifying assumptions, namely, that com-
munication is by diffusion. Another simplifying assumption is that the pattern originates in
a field that is initially unpatterned. Most models assume that the system is initially in some
dynamic steady state and that pattern formation begins in response either to random fluc-
tuations in this steady state or to simple changes in the boundary conditions.

Unfortunately, because evolution of complex systems occurs by elaboration and modifi-
cation of previously existing systems, biological systems do not, as a rule, operate in the
most parsimonious way possible: they are not designed from the beginning in the most op-
timal fashion. Development likewise proceeds by the gradual modification of preexisting
structures. Pattern formation in development seldom occurs in a completely unpatterned
homogeneous field. Even the egg has gradients of maternal gene products that define its po-
larity and that control the early events of embryonic pattern formation. The ability to visu-
alize these previously hidden patterns is perhaps one of the greatest contributions of
modern molecular biology to our understanding of development.

The best-understood pattern formation systems from a genetic viewpoint are those that
control embryonic axiation, segmentation, and imaginal disk patterning in Drosophila
(e.g., figure 10.6). The mechanisms appear to be quite simple. In all these systems a con-
centration gradient in a transcription factor or signaling substance induces the expression
of a new gene wherever the concentration is above (or below) some threshold value. The
product of the activated gene, in turn, diffuses and becomes distributed as a gradient that
activates another gene in a threshold-dependent manner. Pattern specification in develop-
ment thus appears to be due to a cascade of gradient threshold events of gene activation
in which one gene sets up the conditions for the expression of the next one, and so on. All
of which raises the question of how such a system gets started in the first place. In the case of
the Drosophila egg, the initial conditions of embryonic pattern formation are set up in the
ovary of the mother: the first gradient is due, among others, to the deposition of maternal
messenger RNA (mRNA) for bicoid at one pole of the egg. In species of insects that do not
use bicoid, other maternal gradients may play a role in the control of early embryonic pat-
terning. In most cases of patterned gene expression, it is not known how the first-detectable
gradient is set up. It is an open question whether there is always an infinite regression of
prior gradients and patterns, or whether there exist cases in which a gradient is set up from
initially homogeneous conditions. Only empirical data will answer this question.
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Figure 10.6
The localized expression of distal-less in a Drosophila imaginal disk is based on a series of coupled diffusion-
threshold events. In each phase, relatively short-range signals at the boundaries between regions with different
gene expression patterns induce the expression of new genes. Three compartments of the disk are identified by the
expression of apterous and engrailed (A). A hedgehog signal from the posterior compartment induces the expres-
sion of decapentaplegic and wingless in the dorsal and ventral portions, respectively, of the anterior compartment
(A and B). Signals of decapentaplegic and wingless then interact to induce the expression of distal-less at their
joint boundary (C ). Distal-less marks the location where the disk will grow outward to form a tubular limb.

Reaction-Diffusion and Genetic Circuits

The interaction of activator and inhibitor in a local activation–long-range inhibition system
can be easily visualized in terms of a gene regulatory network. The genes involved in
pattern formation in Drosophila produce transcription regulators and ligands that diffuse
(or are transported; figure 10.5) to distant cells, where they affect the expression of other
genes. Some of these regulators stimulate transcription, whereas others inhibit it. Many
work in a concentration-dependent manner. The bicoid protein (a transcription regulator),
for instance, inhibits transcription of the Krüppel gene (which codes for another tran-
scription factor) at high concentration, but activates Krüppel transcription at low concen-
trations. Many genes are controlled through the interaction of several positive and negative
transcription regulators; many others have, in addition, multiple regulatory sites through
which they are regulated in different tissues under different chemical contexts. Although
the dynamics of these interactions are poorly understood, their overall interplay is very
similar to the interaction of activators and inhibitors in reaction-diffusion systems. The ex-
pression of engrailed, for instance, is regulated by positive feedback from its own product
(Heemskerk et al., 1991), and engrailed, wingless, and hedgehog are all involved in a
mutually stimulatory pathway. New cases of positive feedback in genetic regulation are
reported almost monthly. Thus local self-enhancement (positive feedback), a critical
feature of self-organizing pattern formation, appears to be a very common aspect of gene
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regulation. Genes are also inhibited by transcription factors produced by other genes. If
these inhibitors have a longer range than the activators, then two of the fundamental con-
ditions for pattern formation by reaction-diffusion are met. Even the diffusion part can be
taken quite literally: diffusion does indeed appear to be the main mechanism for transport
of many of these transcription regulators.

What is lacking in our current knowledge of the gene regulatory circuits involved in pat-
tern formation is an explicit dynamic model of such a system that takes both the reaction
kinetics and the diffusion (or whatever mode of communication is used) into account. A
simple static picture of development and pattern formation as a genetic regulatory circuit,
with activators and inhibitors pointing at each other, is inadequate: unless the values of ac-
tivation and inhibition are specified, it is impossible to know whether such a system will
actually behave in the anticipated manner. If, however, the equations by which activators
and inhibitors bind to their sites and the dynamics by which they compete or interfere with
each other can be specified, then it is possible to design a mathematical model that can rig-
orously test whether present knowledge adequately describes the system. Such a model
should also be able to predict how the system would perform under novel genetic and
environmental conditions.

The data necessary to develop such models are within easy reach of today’s molecular
biological techniques, although their collection will require a shift in research emphasis
from the identification of the component of a system to the analysis of the dynamics of their
interactions. From a theoretical viewpoint, the identities of the players are less important
than the mechanism by which they interact, particularly in evolved and diversified biolog-
ical systems, where the players may change, while the general principles by which these
systems operate stay the same.

Although most of the pattern-forming systems analyzed experimentally consist of cas-
cades of diffusion gradient threshold systems, we have at present no theoretical framework
to deal with such systems. Because simple diffusion threshold systems have some surprising
genetic properties (Nijhout and Paulsen, 1997), coupled systems may also have rather
surprising and nonintuitive behaviors. The dynamics of much simpler coupled systems, such
as biochemical reaction pathways (in which the product of one reaction is the substrate for
the next one), have a host of interesting emergent properties such as the dominance relation-
ships among alleles and the epistatic relationships among genes. (Kacser and Burns, 1981;
Keightley, 1989; Keightley and Kacser, 1987). These findings have led to a well-developed
body of theory and methodology called “metabolic control theory.” Attempts to build up a
similar body of work for static genetic circuit analysis are in their early stages (McAdams
and Arkin, 1998). Little has yet been done on investigating the formal properties of genetic
circuits whose kinetics vary spatially, as would be the case in systems of pattern formation.
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Some Questions about Development That Arise from Models of Pattern Formation

The general principles of pattern formation are reasonably well understood. Further
progress in the theoretical understanding of biological patterns will very likely depend on
two new approaches, both stimulated by the need to incorporate the new findings of devel-
opmental genetics into the body of theory on pattern formation: the development of a the-
ory of coupled dynamical systems and the acquisition of actual parameter values for the
interactions, so that the models can be made to fit real-life cases. What follows is a brief list
of the questions that need to be answered, and of the kinds of experimental data that need
to be collected to this end:

1. What is the rate of gene product synthesis, and the rate of its decay? This is important
because the gene product, the protein, is the active principle in genetic developmental reg-
ulation. The timing and rate of transcription, translation and breakdown need to be speci-
fied in quantitative terms.

2. Do synthesis and decay vary with time? The models produce different results if they as-
sume proteins are synthesized as a single pulse, which then decays, than if they assume that
protein concentration is actively maintained at a constant concentration.

3. How much protein is present? It seems that many regulatory systems require rather
small numbers of proteins. A simple calculation suggests that if a large protein is present at
a concentration of 10–6 M in a cell with a volume of 1 µm3, only about 600 molecules are
present. If numbers are any smaller, then stochastic processes are likely to be important de-
terminants of activity, and a Monte Carlo approach rather than one based on differential
equations may be more appropriate (e.g., McAdams and Arkin, 1997).

4. What controls the activity of a protein? Some proteins may always be active, but many
require cofactors for activation or inhibition of whatever effect they have on a system. The
kinetics of this interaction and the parameter values of this interaction (binding constants,
equilibrium constants, cooperativity), need to be established. Even if only a few aspects of
the reaction kinetics were known, this would place severe constraints on the types of mod-
els that could be fit to the data. The ability of Sharp and Reinitz (1998) to predict the ex-
pression patterns of bicoid and hunchback in certain mutants illustrates the power of this
approach.

5. What is the time course of evolution of a given pattern? In a dynamical system, it is
critical to have accurate information on the rates of processes.

6. What is a threshold? There are various mechanisms that can translate a continuous stim-
ulus gradient into a more or less discontinuous response. Some of these are based on coop-
erativity or some variant on it (e.g., Lewis, Slack, and Wolpert, 1977; Reinitz, Mjolsness,
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and Sharp, 1995). Here the Hill equation provides a way to make a transition that can be
arbitrarily sharp, depending on the number of cooperating species. Other models are based
on mutual inhibition among genes, and Meinhardt (1978, 1982) has shown how such an in-
teraction among genes can give sharp discontinuities of gene expression along a gentle gra-
dient of an inducing chemical. Most gradient-mediated gene activation mechanism in
Drosophila embryos and imaginal disks are believed to be responsive to threshold concen-
trations of either a ligand or a transcription factor, but the mechanism and the kinetics of
these thresholds have not been quantified.

7. Is the spatial pattern of gene expression at steady state or is it in flux? And a related
question: Is a gradient at steady state when it is read? If not, then what determines the tim-
ing at which a gradient is read? This is important because if the system is not at steady state,
small differences in the timing of events will have significant effects on the outcome.
Whether  a system reaches steady state will have important consequences for the evolution
of robustness in development and the role of heterochrony in evolution.
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A Biochemical Oscillator Linked to Vertebrate Segmentation11
Olivier Pourquié

Embryogenesis follows a precise and specific schedule of events shared by all individuals
in any given animal species. Although this precise developmental sequence might result
from the natural kinetics of the cascades of biochemical reactions required for constructing
the organism, an accumulation of evidence indicates that time-measuring devices must
exist to ensure that developmental processes in the embryo operate at the right time (Cooke
and Smith, 1990; French-Constant, 1994; Snow and Tam, 1980).

One type of mechanism for measuring time is thought to rely on oscillatory devices
(as does a clock). Well-described examples include oscillations in calcium concentration
(Jones, 1998; McDougall and Sardet, 1995; Swanson, Arkin, and Ross, 1997), the cell di-
vision cycle (King et al., 1996; Murray and Kirschner, 1989), and other rhythmic processes
such as the one recently identified in somitogenesis (Palmeirim et al., 1997). How these
oscillations are converted into temporal information, however, remains poorly understood. 

A second type of mechanism employs rate-limiting processes to measure time by the
accumulation or loss of a product (as does an hourglass). At a defined time point, a thresh-
old of the product is reached, which acts as a switch to trigger a particular developmental
process. Such a mechanism has been implicated in, for example, controlling the onset of
midblastula transition or the temporal control of oligodendrocyte progenitor differentiation
in the rat optic nerve (Durand et al., 1998; Newport and Kirschner, 1982). These biological
time-measuring mechanisms have been called either “developmental clocks” or “timers,”
depending on whether they relied on oscillations or on rate-limiting processes (Cooke and
Smith, 1990). This review discusses several such time-measuring mechanisms, placing
particular emphasis on oscillatory systems.

Ionic Oscillators in Development

The role of calcium as a second messenger within developing and differentiating cells is
well established. In many signaling processes, an increase of calcium concentration within
the cell occurs either as a single event or as a periodic phenomenon (Jones, 1998; Swanson,
Arkin, and Ross, 1997). Calcium oscillators have been described in early ascidian and
mammalian embryos, where calcium oscillations occur in response to sperm penetration.
In ascidians, these oscillations correspond to rapid calcium transients that travel along the
egg surface from the sperm entry point (McDougall and Sardet, 1995) and are correlated
with the first cell surface contraction wave, which leads to the relocalization of the super-
ficial cortex of the egg. They have a much shorter periodicity than the cell division cycle:
a series of 12 to 25 calcium oscillations are observed over the period of 25 minutes between
fertilization and expulsion of the first polar body.
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In all species examined thus far, a calcium increase (whether oscillating or not) at the
time of fertilization is thought to be important in promoting exit from meiosis, which
allows the first cell cycle to proceed. In mammals, the protein oscillin has been implicated
in triggering the periodic release of calcium from internal stores (Parrington, Lai, and
Swann, 1998).

Because some species show only an increase in calcium concentration following fertil-
ization, the advantage of an oscillating release of calcium remains unclear, although
Dolmetsch, Xu, and Lewis (1998) have suggested it may be important in reducing the
calcium threshold to that required for activation of transcription. Moreover, the frequency
of calcium oscillations has been shown to regulate transcriptional specificity, with a partic-
ular frequency activating a given set of transcription factors. Thus the frequency of calcium
oscillations might also direct cells toward specific developmental pathways. On the other
hand, the number of oscillations does not appear to be tightly controlled, and it is debatable
whether these calcium oscillators should be considered as clocks.

Oscillations of calcium, chloride, and potassium concentrations whose frequency corre-
lated with that of the cell cycle have been reported during the first cell divisions following
fertilization in sea urchins, fish, frog, and mouse eggs (Block and Moody, 1990; Day,
Johnson, and Cook, 1998; Johnson and Day, 2000; Swanson, Arkin, and Ross, 1997). The
relationship between these oscillations and the triggering of mitosis remains controversial,
however: they proceed even if early cell divisions are prevented. Similar oscillations linked
to cell division have been observed in cultured cells (Kao et al., 1990). The driving force of
these oscillators is unknown and it remains to be established whether they are a cause or a
consequence of the cell cycle oscillator.

Researchers have also found evidence of calcium oscillations in later embryos. In the
zebrafish Danio rerio, the embryo exhibits a periodic series of intercellular, long-range cal-
cium waves with a 5- to 10-minute frequency during gastrulation and somitogenesis
(Gilland et al., 1999). Moreover, these pulses emanate from distinct loci at different devel-
opmental stages, notably from the node and tail bud regions during somitogenesis (Gilland
et al., 1999). The role of these periodic waves remains to be established. Because somite
formation time in the zebrafish does not correspond to the frequency time of the calcium
waves described, a direct link with the somitogenesis is unlikely. Nevertheless, the cells
remain phase coordinated over a long time span which, in the absence of cell communica-
tion, appears to demand an improbably precise control mechanism within each cell. The
high frequency of calcium waves described in the zebrafish suggests a means of intercellu-
lar communication, possibly via gap junctions, which could provide a mechanism of co-
ordinating the spatial and temporal regulation of highly localized processes across large
cellular domains (Bagnall, Sanders, and Berdan, 1992).
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Counting Early Cell Cycles?

One of the best-studied biochemical oscillators operating during development is the cell
cycle. Historically, the major component of the cytoplasmic oscillator driving the cell cycle
was identified by studying the first frog cell cycles, which are composed of rapidly alternat-
ing S and M phases (Hara, Tydeman, and Kirschner, 1980; Murray, Solomon, and Kirschner,
1989). This isolated component was able to induce premature mitosis when injected in an
interphase cell and was therefore called “maturation-promoting factor” (MPF). Subse-
quently, MPF was shown to correspond to the cyclin B/cdc2 complex. In contrast to circa-
dian oscillators, which rely on transcriptional mechanisms, the MPF oscillations are largely
driven by posttranslational modifications such as phosphorylation and protein degradation
(King et al., 1996). Thus entry into mitosis is promoted by the phosphorylation of the cyclin
B/cdc2 complex. This complex activates the anaphase-promoting complex (APC), which is
responsible for cyclin destruction by the ubiquitination pathway. This consequently allows
exit from mitosis and commencement of the next cycle. These biochemical oscillations of
MPF activity are coupled to and may drive the periodic cell movements called “surface
contraction waves,” which in turn are thought to be important for cytokinesis (Perez-
Mongiovi, Chang, and Houliston, 1998; Rankin and Kirschner, 1997).

An association between early cell cycles and time measurement is important during early
embryogenesis for controlling the timing of a phenomenon called “midblastula transition”
(MBT). For many animal species in which the egg contains a large amount of maternal
material, the first cell divisions occur in the absence of RNA synthesis. After a defined
number of cell cycles (twelve in the frog and ten in the fly), MBT occurs: transcription of
the zygotic genome becomes abruptly activated. It is now well established for insects and
vertebrate species, that the activation of zygotic transcription starts when a threshold in
the nucleocytoplasmic ratio is reached (Newport and Kirschner, 1982; Pritchard and
Schubiger, 1996; Sibon, Stevenson, and Theurkauf, 1997). Because no growth occurs at
these early stages, zygotic transcription is thought to be triggered when specific sets of
maternal factors are titrated out as a result of cell divisions (Newport and Kirschner, 1982;
Prioleau et al., 1994; Pritchard and Schubiger, 1996; Sibon, Stevenson, and Theurkauf,
1997). Thus, even though the timing of this mechanism does not involve direct counting of
the cell divisions, it is nevertheless a consequence of this process.

The Hox Clock or the Einbahnstrasse

Cell cycle oscillations have been hypothesized to function as a potential time measure-
ment device when the Hox gene cluster opens during organogenesis (Duboule, 1994).
Transcription factors that are expressed in almost all embryonic tissues, including the
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nervous system, Hox genes are thought to specify positional information in the cells, along
the anteroposterior axis in the embryo. Genes in the Hox complex are linearly arranged in
four homologous clusters in amniotes and expressed colinearly such that a gene located
more 3′ in the complex is activated in more anterior embryonic structures than its 5′

neighbor. In vertebrates, these genes are also expressed according to a temporal colinearity
resulting in an earlier activation during development of the genes located more 3′ than those
located 5′.

Studies on Hox gene activation in the developing limb bud have led to the proposal that
there may be a link between cell proliferation and the progressive opening of the Hox gene
complex (Duboule, 1994). During development, the limb bud extends proximodistally, as
tissue is progressively laid down from a highly proliferative zone (the progress zone)
located at the distal tip of the bud. Cells of the limb bud obey spatial and temporal colinear-
ity rules, in that the first cells produced by the progress zone give rise to the most proximal
part of the limb (humerus) and activate more 3′ genes of the cluster, whereas cells exiting
the zone later in development contribute to more distal structures such as the hand and acti-
vate the more 5′ genes of the complex. Because the distal cells have undergone a higher
number of cell divisions than those more proximal (Wolpert, Lewis, and Summerbell,
1975), it was proposed that cell division is linked to the progressive opening of the Hox
genes cluster.

This model is referred to as “Einbahnstrasse” German for “one-way street” because
the progressive opening of the Hox cluster, like time, is unidirectional (figure 11.1). A

Oscillator
Cell cycle

OPEN CLOSED

Anterior
Early

Posterior
Late

TIME

3' 5'

Figure 11.1
Schematic representation of the potential link between the cell cycle and the opening of the Hox gene cluster dur-
ing development. Cells with a high proliferative rate progressively open the Hox cluster (progressively activate
more and more 5′ Hox genes) as they divide. Cells exiting the high proliferation zones stop this process and some-
how freeze their configuration of activated Hox genes. Cells remaining the longest in the highly proliferating zone
will be positioned most distally in the limb bud and will display a fully opened Hox cluster with the most 5′ genes
activated. (After Duboule, 1994.)
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molecular explanation was proposed to account for this phenomenon. In this hypothesis,
proteins aggregate at a point of high affinity in the 5′ part of the cluster, preventing access
to the transcription machinery. Because of cell divisions, these proteins (which are rate-
limiting) become progressively titrated out resulting in a progressive depletion from the
Hox complex in a 3′ to 5′ fashion (Kondo, Zákány, and Duboule, 1998). This example
constitutes a true example of a clock in which the oscillator (the cell cycle) is linked to a
time-measuring device (unidirectional progression along the cluster).

Hourglass Types of Timers

In many instances in development, cells divide a defined number of times before they
differentiate and eventually exit the cell cycle. It has therefore been proposed that one means
by which cells know when they should undergo differentiation may be as a result of simply
counting the number of cell divisions (Quinn, Holtzer, and Nameroff, 1985; Temple and
Raff, 1986). No experimental demonstration of such a counting device, however, has been
reported; to the contrary, many experiments suggest that the timing of several developmental
process is controlled independently of cell cycle progression. For instance, blocking cell
divisions during early cleavage in ascidians or in the nematode Caenorhabditis elegans does
not prevent the expression of differentiation markers according to their appropriate schedule
(Laufer, Bazzicalupo, and Wood, 1980; Satoh, 1979). Similarly, temporal control of compe-
tence windows whereby cells respond differently to inducers such as mesoderm inducers in
early frog development was shown to be independent of the cell cycle (Cooke and Smith,
1990; Grainger and Gurdon, 1989). Degradation of the cyclins E and A prior to gastrulation
also appears to be controlled by an intrinsic timer independent of cell cycle progression and
of protein synthesis (Howe and Newport, 1996; Stack and Newport, 1997).

Another developmental system in which time measurement was shown to be indepen-
dent of the cell cycle is the maturation of oligodendrocyte progenitors in the rat optic nerve
(Gao, Durand, and Raff, 1997). Clonal analyses of oligodendrocyte precursor differentia-
tion suggest that these cells are intrinsically programmed with respect to the time at which
they arrest proliferation and start differentiating (Barres and Raff, 1994; Temple and Raff,
1986). The existence of a time measurement device composed of a timer, which measures
the time elapsed from the moment of commitment, and of an effector, which ensures that
cells adopt the correct fate at the right moment, was proposed to account for this behavior.
Time measurement was shown to be independent of the cell cycle by placing cultures at
33°C and showing that, even when the cell cycle was slowed down, the time at which prog-
enitors differentiated remained unaffected (Gao, Durand, and Raff, 1997).

One mechanism proposed for the timing of this process is the progressive accumulation
of products that result in blocking the cell cycle, once a particular threshold is reached



188 Olivier Pourquié

(Durand, Gao, and Raff, 1997). Thus the CDK inhibitor p27kip1, which blocks progression
from G1 to S phase, when it accumulates (even at 33°C) in the proliferating precursors, was
proposed to be part of the timing mechanism (Durand et al., 1998; Durand, Gao, and Raff,
1997). Mice mutant for the p27kip1 gene are one-third larger than wild types due to in-
creased cell proliferation in all tissues (Kiyokawa and Koff, 1998). This phenotype is in
agreement with p27 playing a role in limiting cell division in vivo. When oligodendrocyte
precursors from the optic nerve of p27kip1-/- mutant mice are cultured, they tend to differ-
entiate later than wild-type cells and to complete one more cell cycle before becoming
postmitotic (Durand et al., 1998). These observations indicate that levels of p27kip1 may
be part of both the timer and of the effector mechanisms in this system, although the
differentiation delay is rather limited, and other partners may well be involved in this
process. Similar mechanisms controlling the exit from the cell cycle are likely to be used
by many cell types.

A Biochemical Oscillator in Vertebrate Segmentation

Another type of oscillator involved in development has been identified during the process of
vertebrate somitogenesis (Dale and Pourquié, 2000; Palmeirim et al., 1997). In vertebrate
embryos, the most obvious segments are the somites, repeated epithelial structures of meso-
dermal origin formed in an anteroposterior sequence, in a bilateral fashion, and at regular
time intervals. Somites give rise to the vertebral column and to the striated muscles of the
body and provide the frame for the segmentation of the peripheral nervous system
(Hirsinger et al., 2000). The study of a vertebrate homologue of the fly pair-rule gene hairy,
c-hairy1, revealed a very unusual expression of its messenger RNA(mRNA) during somito-
genesis in the chick embryo. The profile of c-hairy1 exhibits a dynamic anteroposterior ex-
pression sequence which appears as a wave front sweeping along the avian presomitic
mesoderm (PSM), once during the formation of each somite.

The dynamic wave front of expression is independent of cell movements and does not
result from the propagation of a signal in the plane of the PSM but rather corresponds to an
intrinsic property of this tissue. Between the moment a cell becomes specified to a paraxial
mesoderm fate and enters the PSM and the moment this cell actually becomes incorporated
into a somite, twelve new somites will be formed in the chick embryo (figure 11.2). There-
fore PSM cells will undergo twelve cycles of c-hairy1 expression before becoming incor-
porated into a somite. These oscillations of the c-hairy1 mRNA in the presomitic
mesoderm have been proposed to define a molecular clock linked to somitogenesis
(Palmeirim et al., 1997). Strikingly, the existence of such oscillations had been predicted
in several theoretical models for somitogenesis. These include Cooke’s “clock and
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Figure 11.2
Expression of c-hairy1 in the presomitic mesoderm defines a clock linked to vertebrate segmentation. (A) Ex-
pression of c-hairy1 (black zones) appears as a wave arising from the posterior region of the embryo and
progresses in a rostral direction. S0, forming somite; SI, newly formed somite; SII, next oldest somite. (B) Between
the time that a presomitic mesoderm (PSM) cell (open circle) becomes first specified after gastrulation (0h)
and the moment it becomes incorporated into a somite (18h), twelve somites will form. Thus any cell in the PSM
will experience twelve c-hairy1 waves. (C) Oscillations of c-hairy1 mRNA expression in the cell illustrated in B
during the period it resides in the PSM. At the twelfth cycle, c-hairy1 expression either remains on if the cell is in
the caudal somitic compartment or turns off if it is in the rostral compartment. These oscillations of the c-hairy1
mRNA occur in every cell of the PSM and define a clock linked to somite segmentation. (After Palmeirim et al.,
1997.)

wavefront” model (1998), Meinhardt’s model (1986), Stern’s “cell cycle” model (Stern
et al., 1988), and a cell-cycle biochemical oscillation model (Newman, 1993). The purpose
of such a clock would be to generate a temporal periodicity, which could then be translated
into the basic metameric pattern of the somites.

The c-hairy1 homologue in the fly is a primary pair-rule gene that encodes a basic helix-
loop-helix transcriptional repressor (Barolo and Levine, 1997). Similarly, the HES1 gene in
the mouse, a gene whose structure is highly related to that of the c-hairy1 gene and one that
was demonstrated to oscillate in mouse presomitic mesoderm, encodes a transcriptional
repressor, shown to bind to its own promoter (Jouve et al., 2000; Takebayashi et al., 1994).
Thus c-hairy1 might be thought to regulate its own transcription, and regulation of the
somitogenesis clock to resemble that of other well-studied biological clock systems,
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implying that c-hairy1 might itself be acting as a crucial clock component. Because
inhibiting protein synthesis does not arrest cyclic c-hairy1 expression, however, such a
transcriptionally based mechanism seems unlikely (Palmeirim et al., 1997).

These findings are also supported by genetic evidence in the mouse, where no effect on
the segmentation clock is observed in the HES1-/- mutant. All of which suggests the exis-
tence of a mechanism acting at the posttranscriptional level, by means as yet unknown, to
regulate the transcription of hairy-like genes.

Meinhardt’s model incorporated the idea that the oscillatory mechanism used to gener-
ate the somites could serve to bestow regional identity to the somites. The number of
oscillations undergone by each cell would determine the segment-specific fate of its deriv-
atives, whether cervical, thoracic, lumbar, or other. He proposed an analogy with a grand-
father clock, in which oscillations of the pendulum correspond to the oscillations in the
presomitic mesoderm cells (Meinhardt, 1986). These would drive the rhythmic movements
of the clock hands, which can be related to formation of somite units and the regional
domains described above.

For such a mechanism to be implicated in somite determination along the anteroposte-
rior (AP) axis, the oscillations would have to start very early in the development of somitic
cells. Regional determination of the paraxial mesoderm cells along the AP axis is believed
to occur immediately after they leave the primitive streak (or tail bud) and enter the pre-
somitic mesoderm (Hogan, Thaler, and Eichele, 1992; Kieny, Mauger, and Sengel, 1972).
The PSM cells in which c-hairy1 oscillate are thus likely already determined with respect
to their future AP identity and location. Consequently, for a time-measuring mechanism
such as those proposed by Duboule and Meinhardt to be operational, the segmentation
clock has to be functional prior to cells entering the PSM, that is, in the somitic stem cells
of the primitive streak.

Studies of c-hairy1 expression have to date not addressed the status of the clock in the
presomitic territory of the streak and the tail bud, that is, before these cells enter into
the presomitic mesoderm. We have observed that, in the chick, the first appearance of
cycling RNA expression in the prospective paraxial mesoderm correlates with its ingres-
sion from the epiblast into the primitive streak (Jouve, Iimura, and Pourquié, 2002). Oscil-
lations of the cycling genes are then detected in the rostral primitive streak and the forming
PSM. Therefore, somite precursors in the streak undergo oscillatory expression of these
genes before their release into the PSM. This suggests that the segmentation clock is
already active in the somitic stem cells, which are located in the rostral streak. Conse-
quently, somitic cells deriving from these stem cells will not only have experienced twelve
oscillations, as reported in the initial study of c-hairy1 expression, but the number of
oscillations that directly corresponds to their position along in the AP axis. Thus cells that
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leave the stem cell zone early, and will thus be located anteriorly, will experience fewer
cycles of gene expression prior to their oscillation cycles in the PSM than cells that popu-
late more posterior somites and that continue to cycle in the streak before entering
the PSM.

These data suggest that the number of oscillations experienced by presomitic mesoderm
cells characterizes their specific anteroposterior position and therefore may be directly
linked with the regionalization of their somitic derivatives. One possible means of linking
these events is that the segmentation clock could control the cell cycle in these cells, thus
directly or indirectly controlling the activation of Hox gene expression.

Resetting and Pausing the Clock

The developmental clock is set at fertilization and starts to tick in every cell. Once cells be-
come determined, the time-measuring process becomes irreversible and cells follow their
own internal developmental program (Kato and Gurdon, 1993). On the other hand, de-
pending on the developmental mode of the embryos, the clock can be reset, made to pause,
or restarted at particular developmental stages in many species. For example, although the
clock is stopped in mouse embryonic stem cells (which can be cultured indefinitely), it can
be restarted, because these cells retain the capacity to generate a complete embryo when
injected into a blastocyst.

The same embryonic structures form at different developmental times in different ani-
mal species, a phenomenon called “heterochrony.” This differential timing is thought to
account for the generation of much of the diversity of body shapes found in the animal
kingdom. To achieve such heterochronies, the developmental clock must therefore be in-
dependently controlled in different structures. It also means that it can be made to pause at
different developmental time points, which vary between different animal species.

One way to produce these heterochronies might be to play on the timing of activation of
the Hox genes. Slight variations in the timing of expression of these genes can result in the
generation of different shapes from the same basic embryonic material (Duboule, 1994). In
Caenorhabditis elegans, the heterochronic genes have been shown to play an important
role in controlling when cells respond to inducing signals as well as cell cycle kinetics in
the development of specific organs (Euling and Ambros, 1996; Moss, Lee, and Ambros,
1997). Mutation in these genes can either advance or delay activation of the developmen-
tal program in a specific organ while the other organs are able to maintain their appropriate
pace. A high level of coordination between these different developmental programs is thus
required to generate a normal organism; such coordination is achieved through a tight
control of the different developmental clocks.
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Conclusion

Although different examples of developmental clocks are now well described, there is no
evidence to strictly associate an oscillating mechanism with the developmental measure-
ment of elapsed time. A role in time measurement has been more clearly indicated for hour-
glass types of developmental timers. The measurement of time during embryonic
development is also related to that of the whole lifespan. This has been demonstrated in
Caenorhabditis elegans, where in most cases, the gene mutations that lengthen the
animal’s lifespan also lengthen its embryonic development (Hekimi et al., 1998).

An important difference between circadian and developmental clocks is the absence of
temperature compensation. Modifying the ambient temperature of a developing embryo
usually changes the speed of its development and thus the period of most its developmen-
tal clocks, whereas temperature has little influence on the period of the circadian clocks.
Thus ambient temperature might play a role in the epigenetic control of morphogenesis by
acting on the developmental clocks as it does, for instance, in the control of sex determi-
nation in reptiles (Ferguson and Joanen, 1982). Finally, it must be recognized that whereas
studies in organisms as distantly related as algae and humans, have produced a reasonably
unified picture of circadian clocks and their regulation, no such picture has yet emerged
from the study of developmental clocks.
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12 Organization through Intra-Inter Dynamics

Kunihiko Kaneko

This chapter provides a new look at biological organization, based on studies by my col-
leagues and me of systems consisting of the intra-inter dynamics and reproduction of units.
Our scenario for cell differentiation and development serves to explain (1) the robustness of
developmental processes; (2) the mechanism of the stochastic differentiation of stem cells
and the hierarchical organization in the stem cell system; (3) the relevance of chemicals with
low concentrations to differentiation; (4) the differentiation of the equivalence group and the
community effect; (5) separation of germ cell line; and (6) the origin of multicellular organ-
isms and their life histories.Applying our results to evolution, we suggest that sympatric spe-
ciation can occur without assuming premating isolation in advance, and that it necessarily
occurs when the interaction among units becomes strong. Our results also help explain why
the rate of diversification of species seems to be different for each ecosystem and era, as well
as the relevance of low penetrance to evolution.

Organization in Dynamic Interaction

In considering biological organization, one often tries to isolate each part and its function
and to understand the whole organization by combining the processes of all the parts. One
extracts the function of each enzyme in the metabolic process, the role of each cell in
the tissue, and so forth. After selecting out each “part,” one looks for a rule connecting the
parts, such as “If this process is on, then that process starts. . . .” One focuses on the nature
of an interaction-independent part first, and then studies the effect of the interaction, to
describe the whole biological system as the “programmed” combination of all parts. One
studies the interaction dependence only as the modification of the character of individual
units (Alberts et al., 1994).

Of course, the function of each part is not rigidly predetermined: it depends on the whole
process through interaction. For example, the function of G-proteins is determined by other
kinases. The character of a cell is determined only after its interaction with the other cells
is prescribed. The fate of a cell through development generally depends on the other
cells, studied in terms of the equivalence group (Greenwald and Rubin, 1992) or commu-
nity effect (Gurdon, Lemaire, and Kato, 1993). Indeed, the function of a cell in isolation
can be essentially different from its function in the organism.

Nevertheless, one might think that by combining several predetermined functions, the
whole organism could be understood. The process of successively turning on and off com-
binations of genes is believed to produce a body plan. Assuming that the embryo is a ma-
chine like a parallel processor, then all cell differentiations occurring in the development
have to follow a strictly organized course.
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Owing to the uncertainty of each cell differentiation, however, such preprogrammed
rules cannot always work “correctly” (Kaneko and Yomo, 1999). For example, turning on
and off genes is not necessarily a logical process that always works correctly like a com-
puter. Although the expression of genes is a biochemical process often believed to be de-
termined by the threshold of the signaling molecule concentrations, because the number of
such signaling molecules is not large, this process is subject to inevitable molecular fluctu-
ations. Typically, for 1,000 molecules, the probability of error should be 1/

√
1000 ≈ 0.03.

As the number of genes increases, then, it is almost impossible to have a “correct” expres-
sion pattern.

Still, one might expect that errors in the developmental process would be overcome by
the interplay among the genes. For example, in Kauffman’s Boolean networks (1969),
some gene expression patterns are selected from several initial conditions. Each attracted
pattern is assumed to give rise to a particular cell type. Even though errors occur and
change the gene expression for each cell type, the expression pattern of genes can recover
the original one through the interplay among genes. Thus stability might be expected. If,
however, an error occurs during the differentiation of a cell to another cell type, the gene
expression patterns are affected, and a “wrong” cell type is produced. Despite these mole-
cular fluctuations, the developmental process is robust; thus the threshold mechanism alone
cannot account for the whole of it.

In earlier publications, Yomo, Furusawa, and I (Kaneko and Yomo, 1994, 1997, 1999;
Kaneko, 1997a; Furusawa and Kaneko, 1998a,b) have put forward a different viewpoint,
where developmental rules are not given in advance, but are formed from the interplay of
reproducing units with internal chemical dynamics. After outlining our approach, this chap-
ter sets forth the cell differentiation scenario we extracted from several simulations, reveal-
ing its underlying logic in later sections. It begins, not by combining symbolic rules of the
if-then type for cell differentiation, as is often the case in discussions of body plans from a
genetic network perspective, but by exploring how such rules appear from the complex pat-
tern dynamics at a lower (chemical) level. It then describes how our cell differentiation sce-
nario accounts for the formation of the multicellular organism, giving rise to a higher-order
recursive production. Finally, it discusses the evolutionary implications of our scenario,
where genetic fixation takes over the initial interaction-induced phenotypic differentiation.

Our Approach

Intra-Inter Dynamics

The internal chemical dynamics of each cell are not necessarily stable; indeed, because
the cell must be able to switch from one type to another in differentiation, they need to be
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somewhat unstable. With orbital instability, small differences between two cells can be
amplified. However paradoxical it may seem, stability is realized by taking advantage of
such “unstable” dynamics. Through development, the instability is weakened as some dis-
tribution of differentiated cell types is established. Rules for differentiation or reproduction
of units are generated that allow for the robustness of the developmental process. The gen-
erated rule is interaction dependent: information about the whole organism (i.e., distribu-
tion of cell types) influences the rule. The robustness of the cell society is a consequence of
such interaction-dependent rules.

In trying to understand how structures and rules are generated from dynamics, we
adopted a dynamical systems approach in the broadest sense. All biological units have an
internal structure that can change in time. Such a unit is represented by a dynamical sys-
tem, which consists of time, a set of states, an evolution rule, an initial condition of the
states, and a boundary condition. The state is represented by a set of k variables, the degrees
of freedom. Thus the state at an instant is represented by a point in the k-dimensional space,
the phase space.

These units, however, are not completely separated from the outside world. For example,
isolation by a biomembrane is flexible and incomplete, allowing the units, represented by
dynamical systems, to interact with each other and with the external environment. Hence,
we need to model the interplay between interunit and intraunit dynamics (Kaneko, 1990,
1993, 1998). For example, the complex chemical reaction dynamics in each unit (cell) are
affected by the interaction with other cells, which provides an interesting example of
“intra-inter dynamics.” In intra-inter dynamics, elements having internal dynamics interact
with each other. This type of intra-inter dynamics is neither only the perturbation of the
internal dynamics by the interaction with other units, nor is it merely a perturbation of
the interaction by adding some internal dynamics.

If N elements with k degrees of freedom exist, the total dynamics are represented by an
Nk-dimensional dynamical system (in addition to the degrees of freedom of the environ-
ment). Furthermore, the number of elements is not fixed in time, although they are born and
die in time, which is to be expected when one considers the development of a cell society.
As a result, the number of degrees of freedom, Nk, changes in time.

After the division of a cell, if two cells remained identical, another set of variables would
not be necessary. If the orbits have orbital instability (such as chaos), however, the orbits
of the daughters will diverge. Thus the increase in the number of variables is tightly con-
nected with the internal dynamics. It should also be noted that in the developmental
process, in general, the initial condition of the cell states is chosen so that their reproduc-
tion continues. Thus a suitable initial condition for the internal degrees of freedom is
selected through interaction.
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As a specific example of the scheme of intra-inter dynamics, I will focus on the develop-
mental process of a cell society accompanied by cell differentiation. Here, the intra-inter
dynamics consist of several biochemical reaction processes. The cells interact through the
diffusion of chemicals or their active signal transmission. The change of dynamics is
brought about by cell division and death, which also depend on the cellular state. 

Our Model

My colleagues and I (Kaneko and Yomo, 1994, 1997; Kaneko, 1994, 1997a; Furusawa and
Kaneko, 1998a,b) have tested several models by choosing (1) the internal variables and their
dynamics; (2) the interaction type, and (3) the rule to change the degrees of freedom
(e.g., cell division). For the internal dynamics, we chose autocatalytic reaction among
chemicals. Such autocatalytic reactions are necessary to produce the chemicals in a cell
needed for reproduction (Eigen and Schuster, 1979). Autocatalytic reactions often lead to
nonlinear oscillation in chemicals; we assumed the possibility of such oscillation in the
intracellular dynamics (Goodwin, 1963; Hess and Boiteux, 1971). The relevance of the
oscillation of Ca2+ concentrations to cell differentiation has been established experimen-
tally (Dolmetsch, Xu, and Lewis, 1998).

For the interaction mechanism, we chose the diffusion of chemicals between a cell and its
surroundings. To avoid the complication of spatial pattern formation, we assumed, for the
most part, that the surrounding medium was spatially homogeneous, in other words, that
each cell was coupled to all the other cells. In testing some models, we assumed that a nutri-
ent was actively transported into the cells, with the rate of active transport depending on the
concentration of other chemicals in the cell. In testing others, we assumed only diffusion.

The cell divides according to its internal state. In a number of the models we studied, we
assumed that some products were accumulated through biochemical reactions, and that the
cell divided into two when the accumulated products rose above some threshold. In other
models, we assumed that the cell volume depended on the amount of biochemicals in the
cell, with a cell dividing into two when the volume became twice the original volume. 

Of course, despite the variety of choices for a biochemical reaction network, the observed
results do not depend on the details of a particular choice, as long as the network allows for
the cell division and for the growth of the number of cells. Note that our network is not con-
structed to resemble an existing biochemical network. Rather, we tried to demonstrate that
important features in a biological system were the natural consequences of a system with in-
ternal dynamics, interaction, and reproduction. From our studies, we extracted a universal
logic underlying this class of models. I will survey this logic with regard to cell biology in
a later section; we believe our scenario holds generally for all biological systems.

Remarks In his pioneering study, Turing (1952; see also Newman and Comper, 1990)
proposed a pattern formation mechanism through spatial symmetry breaking induced by
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dynamic instability. Although this work is the classic masterpiece in dynamical systems
biology and pattern formation, Turing’s theory is not sufficient to explain how a differenti-
ation rule can be generated from pattern dynamics. In our approach, we studied the
generation of differentiation rules by introducing rich internal dynamics (such as chaos)
and the reproduction of units, selecting initial conditions to form discrete cell types and
rules for differentiation.

On the other hand, the aim of Kauffman’s Boolean network (1969) is the formation of
different cell types from symbolic rules, where multiple attractors coexist as different pat-
terns of gene expressions, each of which corresponds to a differentiated cell type (for a
realistic genetic network model with cell-to-cell interaction, see Mjoliness, Sharp, and
Reinetz, 1991). Still, Kauffman neither clarified the rules of differentiation nor resolved the
problem of the robustness of the cell society. We decided therefore to study the generation
of rules from patterns where the observed cell type is not an attractor but an attracting state
stabilized through cell-to-cell interaction.

Constructive Biology

Note that our model does not have any direct one-to-one correspondence in a specific cell
system in nature. Rather, we tried to capture the general consequences of a system with
internal dynamics, interaction, and reproduction of units. In this sense, our approach was
constructive (Kaneko and Tsuda, 1994, 1996; Kaneko, 1998). We first constructed a simple
“world” by combining fundamental procedures and by clarifying a universal class of phe-
nomena. Then we tried to reveal the underlying universal logic that the life process should
obey, to provide a new look at present-day organisms.

My colleagues and I believe that this “constructive” approach is essential to understand
the logic of life. As long as we study only the present organisms in nature, which come to
us as frozen accidents through evolution, it will be hard to distinguish the logic that organ-
isms necessarily should obey. The logic and universality of life can be clarified only by
constructing some world. Actual organisms are best understood as representatives of a
universal class, to which the life-as-it-could-be also belongs.

Scenario for Differentiation to Types

From several simulations of the models starting from a single cell initial condition, Tetsuya
Yomo and I (Kaneko and Yomo, 1997, 1999) proposed the following scenario (“isologous
diversification”), as a general mechanism of spontaneous differentiation of replicating bio-
logical units (see figures 12.1a–12.1d for schematic representation; our results are sup-
ported by numerical simulations of several models; see Kaneko and Yomo, 1997;
Furusawa and Kaneko, 1998a, for direct numerical results).
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Figure 12.1
(a) Stage I of differentiation scenario: differentiation in the phases of oscillation. (b) Stage II of differentiation
scenario: differentiation in chemical composition. (c) Stage III of differentiation scenario: determination of dif-
ferentiated cells. (d ) Stage IV of differentiation scenario: differentiation of cell groups into subgroups. Formation
of stem cells (S → A, B; A → A1, A2, A3) is represented here.
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Synchronous Divisions with Synchronous Oscillations of the Chemicals

Up to a certain number of cells (depending on the model parameters), the dividing cells
from a single cell have the same characteristics. Although, because of the accompanying
fluctuation in the biochemical composition, each cell division is not exactly symmetrical,
the phase of oscillation in the concentrations and thus also the timing of cell division
remain synchronous for all cells. Synchronous cell division is also observed up to the first
eight cells in the embryogenesis of mammals.

Clustering in the Phases of Oscillations

When the number of cells rises above a certain threshold value, the state of identical cells
is no longer stable. Small differences introduced by the fluctuation start to be amplified,
until the synchrony of the oscillations is broken. Then the cells split into a few clusters,
each having a different oscillation phase, identical for all cells belonging to that cluster.
Because the time average of the biochemical concentrations reveals the cells to be almost
identical, this diversification of phases cannot be called “cell differentiation,” however. At
this stage, the cells differ only in their phases of oscillation (figure 12.1a).

Which cells fall into the same cluster is highly sensitive to the small fluctuations brought
about by cell division, during which small differences are amplified, and the orbit of each
cell’s intracellular chemical dynamics is unstable. Once these small differences are ampli-
fied, the newly divided cells produce different phases of oscillations, and the orbital insta-
bility of the intracellular dynamics is diminished. Even if further fluctuation is added, all the
cells of a cluster remain in the same cluster. When the ratio of the number of cells in the var-
ious clusters falls within some range, the intracellular biochemical dynamics are mutually
stabilized by cell-to-cell interactions. For example, the dynamics are stable if the numerical
ratio of two type of cells is between, say, 38 : 26 and 40 : 24. In other words, the distribu-
tion is stable in the face of external perturbations. But then if all or many cells of one clus-
ter are removed externally, the cell society is destabilized, with some cells switching to a
different cluster to recover the original distribution.

Differentiation in Chemical Composition

As the number of cells increases, the average concentrations of the biochemicals over the
cell cycle, the composition of biochemicals, and the rates of catalytic reactions and trans-
port of the biochemicals become different for each group. Although the orbits of chemical
dynamics plotted in the phase space of biochemical concentrations lie in a distinct region
within the phase space, the phases of oscillations remain different for each group (see
figure 12.1b).

Distinct groups of cells are thus formed with different chemical characters. Each group
is regarded as a different cell type, and the process by which such types are formed is called
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“differentiation.” In biological terms, this third stage is none other than the division of
labor of several biochemical reactions in the cell, as can be seen in the use of biochemical
resources, which is different for each group.

With the nonlinear nature of the reaction network, the difference in chemical composi-
tion between the cell groups is amplified. By the formation of groups of different bio-
chemical composition, the intracellular biochemical dynamics of each cell are again
stabilized (see figure 12.1b).

Determination of the Differentiated Cells

After the formation of cell types, the biochemical composition of each group is inherited
by its daughter cells. In other words, the biochemical composition of cells is recursive over
divisions. To see this recursivity, we plotted the “return map,” that is, the relation between
the biochemical averages of mother and daughter cells. In the return map, the recursivity is
represented by points lying around the diagonal (y = x) line. Although, initially, biochem-
ical composition changes with each cell division, later it settles down to almost a fixed
value. The biochemical properties of a cell are inherited by its progeny; in other words, the
properties of the differentiated cells are stable, fixed, or determined over the generations
(see figure 12.1c).

It is important to note that the biochemical characters are “inherited” solely through the
initial conditions of biochemical concentrations after cell division. We have not explicitly
implemented any external mechanisms to get such cellular memory. The determination
of cells occurs at this stage, with daughters of one cell type preserving their type. After
several cell divisions, initial conditions of units are chosen to make the next generation of
cells the same type as their mother cell. Thus a kind of memory is formed. This memory
lies not only in the internal states but also in the interactions among the units, as will be
shown later.

Generation of Rules for Hierarchical Organization

As the number of cells further increases, differentiation proceeds. Each group of cells dif-
ferentiates further into two or more subgroups. Thus the total system consists of units of
diverse behaviors, forming a heterogeneous society.

The most interesting example here is the formation of stem cells (see figure 12.1d;
Furusawa and Kaneko, 1998a). This cell type, denoted as S here, either reproduces the
same type or forms different cell types, denoted, for example, as types A and B. Then, after
cell division, event S → A occurs. Depending on the adopted biochemical networks, the
types A and B replicate, or switch to different types. For example, A → A1, A2, A3 is ob-
served in some networks. This hierarchical organization is often observed when the inter-
nal dynamics have some complexity, such as chaos.
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As long as we distinguish only the cell type, the choice for a stem cell either to replicate
or to differentiate appears to be stochastic (i.e., probabilistic). Of course, because our model
itself is deterministic, if one completely determined the biochemical composition and the
division-induced asymmetry, then the fate of the cell would also be determined. Here, how-
ever, because such deterministic dynamics lead to stochastic behavior if one cannot deter-
mine the internal cellular state in every detail (as the phenomenon of chaos demonstrates),
such a possibility is practically irrelevant.

As we shall see, this stochastic differentiation is accompanied by a regulative mecha-
nism. When some cells are removed externally during the developmental process, the rate
of differentiation changes so that the final cell distribution is recovered.

Logic of Differentiation

Diversification

The change in phases of oscillation at the second stage is due to dynamic clustering, stud-
ied in coupled nonlinear oscillators (Kaneko, 1990, 1994). In a coupled dynamical system,
clustering generally appears if there is both an orbital instability to amplify small differ-
ences and interaction among units to maintain synchronization. Clusters are formed through
the balance between the two tendencies, with the numerical ratio of cells in the various clus-
ters satisfying some condition. This balance results in stability in the face of perturbations.

The differentiation at the third stage is expected if the instability is related also to the am-
plitude of oscillations. Some internal degrees of freedom are necessary to support the dif-
ference in the phase space position. Taking advantage of internal degrees of freedom, each
intracellular orbit is differentiated in the phase space.

Formation of Discrete Types That Are Recursive

Although the diversification trend can generally lead to cells whose (biochemical) charac-
ters continuously change, discrete types are formed through the (re)production process.
Formation of discrete types is due to selection of initial conditions for the cell states (after
cell division) that provide stability through later stages of the developmental process.

As for cell types, one might think that this selection is nothing more than a choice among
basins of attraction for a multiple attractor system. If the interaction were neglected, a dif-
ferent type of dynamics would be interpreted as a different attractor. In our case, this is not
true. In our model, cell-to-cell interactions are necessary to stabilize cell types. Hence, each
intracellular state is an attracting state stabilized by means of the cell-to-cell interactions.
Given cell-to-cell interactions, the cellular state is stable with respect to perturbations on
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the level of each cell’s intracellular dynamics. It is also stable with respect to small changes
of the interaction term. Even if the cell type number distribution is changed within some
range, each type of intracellular dynamics remains the same. Hence discrete, stable types
are formed through the interplay between intracellular dynamics and interaction. The
recursive production is attained through the selection of initial conditions of the intracellu-
lar dynamics of each cell, so that it is rather robust to the change of interaction terms as well.

In real organisms, cells tend to form several types, whose number is much smaller
than the number of units. As the number of cells increases, newborn cells fall into a few
discrete types. Although cells of the same type are not completely identical, the differences
between them are much smaller than those between cells of different types. In the course
of development, cells are initially undifferentiated, and change their states with time. Later,
in a process called “determination,” fixed cell types appear (Alberts et al., 1993). These
findings agree with the scenario my colleagues and I obtained from model simulations.

Rule Generation

Rules for transition between cell types—differentiation—formed after several generations
are classified as follows (see figure 12.2): 

“Undifferentiated cell” class (U): Cells change their biochemical composition with each
generation (figure 12.2a). 

“Stem cell” class (S): Cells either reproduce the same type or switch to different types
with some rate (figure 12.2b). 

“Determined cell” class (D): Biochemical composition is preserved in each cell division
(figure 12.2b).

“Tumor-type” cells: Appearing in a few examples with a large diffusion coupling, these
cells differentiate in an extraordinary way, destroy the cooperativity attained in the cell so-
ciety, and selfishly multiply faster. Their biochemical composition loses diversity, and their
ongoing chemical pathways are simpler than in other cell types (Kaneko and Yomo, 1997).

Differentiation rules are observed to be at a higher level than the rules for chemical
reactions. A differentiation rule is not necessarily determined by cell type alone; it also
depends on the intracellular state and the interaction.

Stem Cell

In our model, probabilistic differentiation from a stem cell originates in chaotic intracellu-
lar dynamics. Because such stochasticity is not due to external fluctuation but is a result of
the internal state, the probability of differentiation can be regulated by the intracellular
state. This is the origin of regulation mentioned in the previous section.
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Figure 12.2
Schematic representation of the differentiation rules observed in several models.
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The state of a stem cell has to be stable for reproduction, and unstable for differentiation.
Indeed, the cell’s stability has to change depending on its interaction with other cells. In
this sense, the intracellular state is weak with respect to external perturbation. Such weak
attracting states have recently been found in a class of dynamical systems of coupled units
(Kaneko, 1997b), where orbits starting from a large number of initial conditions are at-
tracted to such states, although any small perturbation to the states can kick the orbit away
from them. In this sense, they are a candidate for a system having both the stability and in-
stability of state, that is, the propensity to switch to a different state. Furthermore, the tran-
sition from one such weak attracting state to another caused by any small perturbation is
not completely random, but has some constraints. The switching dynamics among the
states, known as “chaotic itinerancy,” emerge out of high-dimensional chaotic dynamics
(Tsuda, 1992; Ikeda et al., 1989; Kaneko, 1990). Accordingly, there is a basis in dynamical
systems theory for the nature of a stem cell observed in our model.

In biological systems such as the hematopoietic system stem cells either replicate or dif-
ferentiate into different cell types. The differentiation rule is often hierarchical (Alberts
et al., 1993; Ogawa, 1993), and differentiation is often thought to be stochastic (Till,
McCulloch, and Siminovitch, 1964; Ogawa, 1993). The probability of differentiation to one
of the several blood cell types is presumed to depend on the interaction; otherwise, it is hard
to explain why the developmental process is robust. For example, when the number of some
terminal cells decreases, some mechanism is needed to increase the rate of differentiation
from the stem cell to the terminal cells. This need suggests the existence of interaction-
dependent regulation of the type we demonstrated in our results.

Relativity in Determination

Note that determination also depends on interaction with other cells. One effective method
to clearly demonstrate the intra-inter nature of the determination is the transplantation
experiment. Transplantation experiments are carried out by choosing determined cells
(obtained from the normal differentiation process) and putting them into a different set of
surrounding cells to make a cell society that does not appear through the normal course
of development.

When a determined cell is transplanted to another cell society, the daughters of the cell
keep the same type, unless the cell type distribution of the society is strongly biased (e.g.,
a society consisting only of the same cell type as the transplanted cell). When a cell is trans-
planted into a biased society, differentiation from a “determined” cell occurs. For example,
a homogeneous society only of one determined cell type is unstable, and some cells start to
switch to a different type. Thus, even though the cell memory is preserved mainly in each
individual cell, suitable intercellular interactions are also necessary to maintain it. 
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Internal Representation

How is the interaction-dependent rule mentioned earlier generated? Note that, depending
on the distribution of the other cell types, the orbit of internal cellular state is deformed.
Such modulation is made possible by our model’s dual memory system: a state of a cell is
characterized mainly by its discrete type. However, there remains analog modulation even
between the same cell types, carrying global information about cell type distribution.

For the stem cell case, the rate of the differentiation or the replication (e.g., the rate
of S → A, B) depends on the cell type distribution. For example, when the number of
type A cells is reduced, the orbit of a type S cell is shifted toward the orbits of type A, and
the rate of switching to type A is enhanced. The information of the cell type distribution,
represented by the internal dynamics of type S cells, is essential to the regulation of the
differentiation rate (Furusawa and Kaneko, 1998a, 2001).

Robustness

Our simulation and theory account for robustness at two different levels. First the develop-
mental process in our example is robust to molecular fluctuations. Second, it is robust to
macroscopic perturbations such as somatic mutations or the removal of some cells.

In general, when units with unstable dynamics interact with each other, there is stability
at the ensemble level (Kaneko, 1992; Kaneko and Ikegami, 1992). In the present case,
macroscopic stability is sustained by the change in the rate of differentiation, which is
achieved by the change in the internal dynamics through the interaction (as already
shown). But why is regulation oriented to preserving stability instead of undermining it? In
the example of figure 12.1d, the rate of differentiation from S to A is increased when some
of the type A cells are removed. Assume that regulation worked in the opposite way (i.e.,
that the rate of S → A was decreased by the removal of type A cells). Then, at the initial
stage when type A cells were to be produced, their number would decrease to zero. Hence
the type A cell would not appear from the beginning. In other words, only the cell types that
have a regulatory mechanism to stabilize their coexistence with other types can appear in
our developmental process.

In our scenario, global robustness has a higher priority than the local differentiation rule.
Let us consider an example from real life. Whereas, in the newt, the cells of a triploid type
are three times as large as those of the wild type, the total number of its cells is only one-
third the normal number and its body does not appear to be much affected by the condition.
In other words, the local rule of cell division (here, the number of divisions) is modified so
that the global body pattern remains undamaged (Alberts et al., 1993).

It should be stressed that our model’s dynamical differentiation process is always
accompanied by this kind of regulation, without any sophisticated programs implemented
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in advance. This autonomous robustness provides novel insights into the stability of the
cell society in multicellular organisms.

Irreversibility in Development

In general, stability of a state and dynamical irreversibility are tightly interrelated. For a
state to have stability, perturbation to it has to be damped, which implies the existence of
irreversibility in the dynamics of the cellular state. Because, in actual organisms and in our
model alike, there is a clear temporal flow (e.g., U → S → D) as development progresses,
with the degree of determination normally increasing, how can one quantify such irre-
versibility? Thus far, no decisive answer is available, although we have found the follow-
ing common tendencies in our model simulations of the process of U → S → D in time
(Kaneko and Furusawa, 2000): 

1. Stability of intracellular dynamics increases; 

2. Diversity of chemicals decreases; 

3. Temporal variation of intracellular chemical concentrations is smaller, and intracellular
dynamics become less chaotic. 

The degree of tendency 1 could be determined by a minimum change in the interaction
to switch a cell state, by properly extending the “attractor strength” introduced in Kaneko,
1997b. A cell in state U spontaneously changes its state without a change in the interaction
term, whereas the S state can be switched by a tiny change in the interaction term. The
degree of determination in the D state is roughly measured as the minimum perturbation
strength required for a switch to a different state.

The diversity of chemicals tendency 2 can be measured, for example, by

−
k∑

j=1

p( j) log p( j) ,

with p( j) as the fraction of the concentration of chemical j. As cells are differentiated from
stem cells and determined, this measure for the diversity decreases successively. Tendency
3 is also numerically confirmed by measuring an index characterizing the temporal varia-
tion of the chemical concentrations (Furusawa and Kaneko, 2001).

Origin of Recursive Units

In our studies, we took as given the existence of the cell itself, a unit separated from
the outside by a membrane and dividing to produce daughters. At the next level, there is the
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problem of the origin of multicellular organisms, where an ensemble of cells forms a unit,
which produces a similar unit, namely, the problem of recursive production at a higher
level than the cell replication.

To study this problem, Chikara Furusawa and I (Furusawa and Kaneko, 1998b) extended
the intra-inter dynamics to incorporate spatial structure. First, we assumed that units were
located in two-dimensional space and interacted locally through the environment, which
could change in space and in time. Second, we assumed that units moved in space passively
and randomly and that they were subject to fluctuation. Third, we assumed that adhesion
forces between the cells kept cell aggregates from disintegrating and that these adhe-
sion forces could depend on the character of the cells (i.e., chemical composition). In terms
of cellular process, we assumed only diffusion of chemicals through the cell membrane,
Brownian motion, and cell adhesion force.

We carried out several numerical experiments for this class of models. Again, up to some
number, cells were identical. With the division process, cells formed an aggregate. Then
the cells started to differentiate according to the mechanism mentioned already, forming
some spatial structure, such as a ring or a stripe pattern. For example, one type of cells was
located at the middle, and two different types of determined cells lay at the opposite edge.
As this stripe pattern was formed, positional information was given as gradients of some
chemical concentrations (Furusawa and Kaneko, 2000, 2002). In contrast with the conven-
tional positional information theory (Wolpert, 1969), this information was not externally
given but was instead generated spontaneously through the interplay between intracellular
dynamics and cell-cell interaction. Note also that the pattern here was formed only with an
increase of cell numbers, in contrast with the Turing pattern.

When all the cell types adhered to each other, the cell aggregate could not split; the inner
core no longer had access to resources. The growth rate of the cell cluster decreased and
finally the cluster stopped growing (in most cases).

With the adhesion force dependent on cell type, the cell aggregate could arrive at a novel
stage (see figure 12.3 for schematic representation). Because some types of cells did not
adhere to each other, a few type S cells were released from the aggregate. Due to Brownian
motion, the released cells moved away from the original aggregate. The chemical interac-
tion between the released and the original cells became negligible. The released cells en-
countered a new environment with rich chemical substances, and started to divide actively.
They formed an aggregate with a similar spatial pattern and with the same differentiated
cell types as the original cell aggregate. Again, some type S cells were released from this
“daughter aggregate.” Hence a new generation of a multicellular unit was formed from the
mother aggregate. At the same time, after some releases of cells, the cell division process
at the original cell aggregate grew slower, until only inactive cells without division were
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Figure 12.3
Schematic illustration of the emergence of life cycle and the multicellular organism. For simulation results, see
Furusawa and Kaneko, 1998b.

left. In this sense, the aggregate arrived at a halting (or dead) state, determining the lifetime
of the replicating multicellular unit. Because the new generation always started from type S
cells, the other D cell types (such as types A and B) did not affect the next generation. Thus
separation of germ cells and a closed life cycle emerged together.

Hence a life cycle of multicellular replicating units emerged without explicit implemen-
tation. Note that this emergence of replicating cell societies was a natural consequence of
a system with internal cellular dynamics with nonlinear oscillation, cell-to-cell interaction
through a medium, and adhesion dependent on cell type.

At the first stage of multicellularity in evolution as we observed it in our model simula-
tions, two daughter cells failed to separate after division, and a cluster of identical cell types
was formed. The differentiation of cells generally followed if they continued dividing.
Then the multicellular cluster had to release its active cells before the cells lost the capa-
bility of cell division. Thus the simultaneous emergence of germ cells and a closed life
cycle was a natural consequence of the system described here.

Of course, there can be other scenarios for the origin of multicellular organisms. We
have studied other possibilities by introducing cell death and active motion, instead of pas-
sive Brownian motion. From some preliminary studies, these processes also lead to the
emergence of life cycles. In evolution, there are at least three routes for multicellularity,
each of which may involve a different splitting mechanism.
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Evolution with Developmental Plasticity

Relevance of Phenotype Differentiation to Evolution 

One might wonder what the role of genes is in our cell differentiation scenario. Because
genes are chemicals, our scenario does not contradict the conventional view of differentia-
tion by genetic switches. In fact, we have often observed that some chemicals exhibit an
on-off type behavior in our model.

Still, genes are generally believed to have a rather special role among the intracellular
chemicals, working as controllers over other chemicals. They change to a much smaller
extent than other chemicals. In terms of dynamical systems, they act as the control param-
eter on the other variables. Assuming this distinction between parameters and variables, let
us discuss the inevitable consequences of the interaction-induced phenotype differentiation
(isologous diversification) for the problem of evolution.

According to the standard view of evolution in contemporary biology (see Futuyma,
1986; Alberts et al., 1994): (1) each organism has a genotype and a phenotype; (2) fitness
for survival is given for a phenotype, and the Darwinian natural selection process acts for
the survival of organisms, having a higher fitness; (3) only the genotype is transferred to the
next generation (Weismann’s doctrine); and (4) Finally, there is unidirectional flow of in-
formation from the genotype to phenotype (the central dogma of molecular biology), i.e.,
the phenotype is determined through developmental processes, given a particular genotype
and environment. With reservations about points 3 and 4 in certain cases, our scenario fol-
lows this standard view.

Note, however, that point 4 does not necessarily mean that the phenotype is uniquely
determined from a given genotype and environment. Although standard population genet-
ics assumes that it is, the standard view summarized above does not. Indeed, there are three
reasons to doubt the assumption of uniqueness, one theoretical and two experimental. 

First, and according to our isologous diversification theory as discussed thus far, two or
more groups with distinct phenotypes can appear from the same genotype. Because orbital
instability in the developmental process amplifies small differences (or fluctuations) to
the macroscopic level, the dynamical state of two organisms (cells) can be different, even
if they have the same set of genes. The organisms are differentiated into discrete types
through the interaction, where the existence of each type is necessary to eliminate the dy-
namic instability in the developmental process that exists when one of the types is isolated.
Hence the existence of each type is required for the survival of the others, even though
every individual has an identical or only slightly different genotype.

Second, it is well known experimentally that in some mutants, various phenotypes
may arise from a single genotype (Holmes, 1979), a phenomenon known as “low” or
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“incomplete penetrance” (Opitz, 1981). One of the more prominent headaches of genetics,
alleles of low penetrance exist even in Caenorhabditis elegans.

Third, in an experimental demonstration of interaction-induced phenotypic diversifica-
tion in specific mutants of Escherichia coli having identical genes, Ko, Yomo, and Urabe
(1994) showed (at least) two distinct coexisting types of enzyme activity in the well-stirred
environment of a chemostat. The coexistence of each type was supported by each other;
indeed, when one type of E. coli was removed externally, the remaining type differentiated
to recover the coexistence of the original two types.

Modeling Phenotypic Differentiation

How does the problem of interaction-induced phenotypic differentiation from the same
genotype bear on evolution? To explore the relationship between genotype and phenotype,
we need to consider a developmental process that maps a genotype to a phenotype. Let us
consider an abstract model consisting of several biochemical processes. Each organism
possesses internal dynamic processes that transform external resources into certain prod-
ucts depending on the internal dynamics. Through these processes, organisms mature and
eventually become ready for reproduction.

Here, the phenotype is represented by a set of state variables. For example, each indi-
vidual i has several cyclic processes j = 1, 2, . . . , k , whose state at time t is denoted by
X j

t (i). With k such processes, the state of an individual is given by the set (X1
t (i),

X2
t (i), . . . Xk

t (i)), which defines the phenotype. This set of variables can be regarded as
concentrations of chemicals, rates of metabolic processes, or some quantity corresponding
to a higher function. The state is not fixed in time, but changes temporally according to a
set of deterministic equations with some parameters.

Genes, which are nothing more than information encoded in DNA, could in principle be
included in the set of variables. However, according to the central dogma of molecular
biology (see point 4 of standard view of evolution summarized above), the gene has a spe-
cial role among such variables. Genes can affect phenotypes, the set of variables, but the
phenotypes cannot change the code of genes. During the life cycle, changes in genes are
negligible compared with those of the phenotypic variables they control. The set corre-
sponding to genes can be represented by parameters {g1(i), g2(i), . . . gm(i)} that govern
the dynamics of phenotypes. Because the parameters are not changed through the devel-
opmental process and control the dynamics of phenotypic variables, let us represent the
genotype by a set of parameters, which changes slightly by mutation, however, when an
individual organism is reproduced.

For example, let us adopt a model where each unit represents an abstract cell, whose vari-
ables change according to some dynamical equation governed by parameters. (Although
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our model is directed to unicellular organisms, the core idea here can be applied to multi-
cellular organisms). Indeed, Tetsuya Yomo and I (Kaneko and Yomo, 2000, 2002) have
carried out several model simulations with the following specifications:

1. Dynamical change of states generating a phenotype. The temporal evolution of the state
variables (X1

t (i), X2
t (i), . . . Xk

t (i)) was given by a set of deterministic equations, which
were described by the state of the individual, and parameters {g1(i), g2(i), . . . gm(i)}
(genotype), and the interaction with other individuals. 

2. Interaction between the individuals. Through the set of variables (X1
t (i), X2

t (i), . . .
Xk

t (i)), individuals interacted with all others through competition for resources, which
were used by all the individuals. To show sympatric speciation clearly, we took this ex-
treme all-to-all interaction in a well-stirred soup of resources, excluding any spatially
localized interaction.

3. Mutation. Each individual split into two when a given condition for growth was satis-
fied. When the unit reproduced, the set of parameters {g j (i)} changed slightly by mutation,
by adding a random number with a small amplitude δ, corresponding to the mutation rate.

4. Death. To avoid a population explosion and to ensure competition, individuals died
according to a certain death rate. 

Scenario for Sympatric Speciation 

From several simulations, we obtained a scenario for a sympatric speciation process, as
schematically shown in figure 12.4, which, in general terms, represents the results we ob-
tained when a phenotypic variable (P) and a genotypic parameter (G) were plotted at every
cell division event in several simulations (Kaneko and Yomo, 2000, 2002). The scenario is
summarized as follows.

Stage I: Interaction-Induced Phenotypic Differentiation When there are many indi-
viduals interacting for finite resources, the phenotypic dynamics starts to be differentiated
even though the genotypes are identical or differ only slightly. Phenotypic variables split
into two or more types. This interaction-induced differentiation is an outcome of the mech-
anism presented in previous sections. Slight phenotypic differences between individuals
are amplified by the internal dynamics, whereas through the interaction between organ-
isms, the differences in phenotypic dynamics tend to be clustered into two or more types.
Note that the differences are fixed at this stage neither at the genotypic nor phenotypic
level. After reproduction, an individual’s phenotype can switch to another type. With this
interaction-induced differentiation, the phenotypes of individuals split into two groups,
called “upper” and “lower” groups, in (figure 12.4b).
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Figure 12.4
Schematic representation of genetic speciation through interaction-induced phenotypic differentiation. For simu-
lation results, see Kaneko and Yomo, 1999.

Stage II: Amplification of the Difference through Genotype-Phenotype Relationship
At the second stage, the differences between the two groups are amplified both at the geno-
typic and at the phenotypic level. This is realized by a kind of positive feedback process
between the change of genotypes and phenotypes.

First the genetic parameters separate as a result of the phenotypic change. This occurs if
the parameter dependence of the growth rate is different for the two phenotypes: there are
one or several parameters g j , such that the growth rate increases with g j for the upper
group and decreases for the lower group (or the other way around).
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Such parameter dependence is by no means exceptional. As a simple illustration, assume
that the use of metabolic processes is different between the two groups. If the upper group
uses one metabolic cycle more than the lower group, then the mutational change of the
parameter gl to enhance the cycle favors the upper group, and vice versa. Indeed, several
numerical results support the existence of such parameters.

This dependence of growth rate on the genotypes leads to the genetic separation of the
two groups, as long as there is competition for survival, to keep the population numbers
limited.

Genetic separation is often accompanied by a second process, the amplification of the
phenotypic difference by the genotypic difference. In the situation illustrated in figure 12.4,
as parameter gl increases, phenotype variable X (i.e., a characteristic quantity for the phe-
notype) tends to increase for the upper group, and to decrease or remain the same for the
lower group. It should be noted that this second stage is always observed in our model
simulation when phenotypic differentiation occurred at the first stage.

Stage III: Genetic Fixation After the two groups have separated, each phenotype and
each genotype start to be preserved by the offspring, in contrast to the situation at the first
stage. However, up to the second stage, the two groups with different phenotypes cannot
exist in isolation. When isolated, offspring with the phenotype of the other group start to
appear. The two groups coexist interdependently.

Only at this third stage does each group start to exist on its own. Even if one group of
units is isolated, no offspring with the phenotype of the other group appear. Now the two
groups exist on their own. Such a fixation of phenotypes is possible through the evolution
of genotypes (parameters). In other words, the differentiation is fixed into the genes
(parameters). Now each group exists as an independent “species,” separated both geneti-
cally and phenotypically. The initial phenotypic change introduced by interaction is fixed
in genes, and the “speciation process” is completed.

Speciation as Reproductive Isolation in the Presence of Sexual Recombination

The speciation process is defined by both genetic differentiation and by reproductive isola-
tion (see Dobzhansky, 1937). Although simulating evolution through stages I–III led to ge-
netically isolated reproductive units, the term speciation should not be used unless these
units formed isolated reproductive groups under sexual recombination. Indeed, because the
parental genotypes are mixed by recombination, one might wonder whether our proposed
differentiation scenario works under sexual recombination.

On the other hand, because our scenario showed itself to be robust to perturbations, such
as the removal of one phenotype group, it might be stable in the face of sexual recombina-
tion, which mixes the two genotypes and may bring about a hybrid between the two
genotypes. To determine whether this was so, we extended the previous model to include
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the mixing of genotypes by sexual recombination. To be specific, when the threshold con-
dition for reproduction of two individuals, i1 and i2, was satisfied, the two genotypes were
mixed, producing two offspring, j = j1 and j2, with intermediate parameter values such
that gl( j) = gl(i1)rj + gl(i2)(1 − rj ) + δ , with a random number 0 < rj < 1 to represent
mixing the parents’ genotypes and a random mutation term, δ.

Even if two separated groups were formed according to our scenario, the above recom-
bination could form “hybrid” offspring with intermediate parameter values gl between the
two groups. Despite this mixing by recombination, we found in our numerical simulations
that two distinct groups were again formed, and that it became harder for an individual off-
spring of parents from the two distinct groups to breed true.

Of course, the mating between the two groups could produce an individual with
parameters in the middle of the two groups. However, an individual with intermediate
parameters between the two groups had a lower reproduction rate; indeed, before the
reproduction condition was satisfied, there was a high probability that the individual
would die.

As the two groups were formed with the split of the parameter values, the average
number of offspring of an individual having the control parameter between those of the
two groups began to decrease, and soon went to zero, implying that the hybrid between
the two groups was sterile. Because, sterility or low reproduction of the hybrid appeared as
a result, it is proper to call stages I–III “speciation” because they satisfy the criterion of
genetic differentiation and reproductive isolation under sexual recombination.

Note that we did not assume any preference in mating choice. Rather, according to our
proposed scenario, mating preference in favor of similar phenotypes “naturally” evolves
because it is disadvantageous for individuals to produce a sterile hybrid. In other words, the
present mechanism also provides a basis for the evolution of sexual isolation through mat-
ing preference (see also Lande, 1981; Turner and Burrows, 1995; Dieckmann and Doebeli,
1999; Kondrashov and Kondrashov, 1999). The premating isolation can evolve as a conse-
quence of postmating isolation.

Implications for Evolution

Although our scenario is based on Darwinian selection and on the central dogma of modern
biology (i.e., the parameters—the genes—can change the variables, but the variables cannot
directly change the parameters), it makes clear that the gene cannot be a “cause” for the evo-
lutionary process. Indeed in our model simulations, the speciation into two or more groups
occurs if and only if the phenotypes are separated into two or more groups by interaction.
Genes (parameters) become important later, to amplify and fix the differentiation. 
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Note that the interaction-induced phenotypic differentiation is deterministic in nature:
the initial parameters of the model determine whether such differentiation will occur. The
model’s speciation process is therefore also deterministic in nature despite its stochastic
mutation process. Once the condition for phenotypic differentiation is satisfied, speciation
proceeds rapidly. Indeed, in the simulations we carried out, it is completed in about the first
fifty generations. Our scenario may give a new and plausible explanation for the substan-
tial variation in the rates of evolutionary change, specifically for, punctuated equilibrium
(Gould and Eldredge, 1977).

In our scenario’s speciation process, the potentiality for a single genotype to produce
several phenotypes decreases. After the phenotypic diversification of a single genotype,
each genotype again appears through mutation and assumes one of the diversified pheno-
types in the population. Thus the one-to-many correspondence between the original
genotype and phenotypes eventually ceases to exist. As a result, one might expect that a
phenotype would be uniquely determined for a single genotype in wild types, because
most present-day organisms have gone through several speciation processes. One might
also expect that a mutant would tend to have a higher potentiality to produce various
phenotypes from a single genotype. Hence our scenario suggests an explanation for why
low or incomplete penetrance (Holmes, 1979; Opitz, 1981) is more frequently observed in
mutants than in wild types.

Conclusion

Cell differentiation and the formation of cell societies are a natural consequence of repro-
ducing, interacting units with internal dynamics, a universal phenomenon in a system
having intra-inter dynamics. The multicellular organism with a life history is also a conse-
quence of producing units with internal dynamics, which have mechanical and chemical
interactions locally in space. The speciation process is also a natural consequence of a sys-
tem having intra-inter dynamics and mutating parameters, where the interaction-dependent
phenotypic differentiation is fixed in the genes.

To determine the validity of “necessity” claims, the study of existing organisms is not
sufficient: it is hard to distinguish “chance” from “necessity.” Only by constructing a bio-
logical system under artificial conditions, can we show that fine-tuning by evolution is not
necessary to produce biological organization. We are hopeful that such experimental con-
structive biology (see Ko, Yomo, and Urabe, 1994; Xu et al., 1996; Prijambada et al., 1996)
will confirm our scenario for biological organization.

It is often taken for granted that symbolic representations such as genes are funda-
mental, and that the combination of such representations leads to a complex organization
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of behaviors. This chapter has put forward another viewpoint. As the evolutionary scenario
discussed above clearly demonstrates, interaction-dependent differentiation of behaviors
can come first, and the Symbolic representations (types) and rules can be generated and
fixed later.
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13 From Physics to Development: The Evolution
of Morphogenetic Mechanisms

Stuart A. Newman

Materials of the nonliving world take on forms dictated by an interplay between their
inherent physical properties and external forces to which they are susceptible. Water, for
example, forms waves and vortices when it is mechanically agitated, whereas clay bears
the record of physical impressions long after they have been made. Living metazoans—
multicellular animals—seem to obey different rules: their forms appear to be expressions
of intrinsic genetic “programs.” Aside from the exchange of energy and matter with the
external world that organisms require to stay alive, the general plans and fine details of
the forms they assume are taken to be independent of the external environment.

This chapter advances the hypothesis that the forms of the earliest multicellular organ-
isms were not generated in such a rigid programmatic fashion, that they were more like cer-
tain materials of the nonliving world than are the forms of their modern, highly evolved
counterparts, and that they were therefore almost certainly molded by their physical envi-
ronments to a much greater extent than contemporary organisms. Only later, with the evo-
lution of integrating, stabilizing, and canalizing biochemical circuitry, would generation of
organismal form have become more autonomous and programmatic.

This hypothesis has important implications for morphological evolution: it affirms that
whatever internal,programmedbasesexist for formgenerationinmodernorganisms, the tem-
plates for these forms must have been established by conditional organism-environment in-
teractions earlier in the history of the Metazoa. Stated simply, tissue forms emerged early and
abruptly because they were physically inevitable—they were not acquired incrementally
through cycles of random genetic change followed by selection. What was acquired through
these classic Darwinian means were stabilizing mechanisms, which eventually moved bio-
logical morphogenesis beyond the realm of determination by generic physical processes. A
“physicoevolutionary” approach (Newman, 1998a) thus provides a rational explanation for
the complexity and “overdetermination” of morphogenetic processes in modern organisms.
Discussions and examples of this approach can be found in Newman and Comper, 1990;
Newman, 1992, 1993, 1994; Müller and Newman, 1999; and Newman and Müller, 2000.

Multicellular organisms first arose more than 700 million years ago. By approximately
540 million years ago, at the end of the “Cambrian explosion,” virtually all the body plans
seen in modern organisms already existed (Conway Morris, 1989, and chapter 2, this vol-
ume). In particular, metazoan bodies are characterized by axial symmetries and asymmetries,
multiple tissue layers, interior cavities, segmentation, and various combinations of these
properties. The organs of these organisms are organized in similar ways, on a smaller scale.
Although the early world contained many unoccupied niches within which new organismal
forms could flourish, this alone can neither account for the rapid profusion of body plans
once multicellularity was established, nor for the particular forms these plans assumed.
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Just as we recognize that nonliving materials such as liquids, clays, taut strings, and soap
bubbles can take on only limited, characteristic arrays of shapes and configurations, it is
reasonable to ask what the characteristic spectrum of forms would have been for ancient
cell aggregates. Although such ancient aggregates would have resembled modern early-
stage embryos in being composed of cells producing numerous proteins, some used intra-
cellularly, others at the cell surface (providing the means for cell aggregation) and still
others released, they would have lacked the highly integrated genetic mechanisms of pat-
tern formation and morphogenesis by which modern organisms coordinate the generation
of their forms. Rather, as we will see, many of the body and tissue forms we have come to
associate with modern multicellular organisms were inherent in the physical makeup of
their less rigidly programmed ancestors.

The Earliest Metazoa: Excitable Soft Matter

The hallmark of a liquid is the ability of its component parts to readily move past one an-
other and thereby dissipate stresses, a property known as viscous flow. Elastic solids have
the ability to recover their shape after deformations. Living tissues may exhibit both vis-
cous flow and elasticity. In this sense they are similar to viscoelastic physical materials
such as clay, rubber, lava, and jelly—what physicists refer to as “soft matter” (de Gennes,
1992). In many mature tissues, however, the ability to behave in a liquidlike fashion is cur-
tailed by complexities of tissue architecture. Mature epithelial and epithelioid tissues, for
example, contain cells that are firmly attached to one another by means of highly structured
specializations such as desmosomes and adherens junctions, and therefore exhibit little or
no fluidity; the fibrous or mineralized extracellular matrices of mature connective tissues
permit little cell rearrangement.

In contrast, morphogenetically active tissues (those participating in embryonic develop-
ment, regeneration, and neoplasia) often exhibit liquid behavior. The cells of morpho-
genetically active epithelioid tissues, for instance, are attached by relatively weak
protein-protein interactions, and thus readily slip past one another. As a result, they display
properties characteristic of liquids, such as fluidity, viscosity, and surface tension (Foty
et al., 1996; Steinberg and Poole, 1982; see Steinberg, chapter 9, this volume). Connective
tissues that are morphogenetically active also differ from their mature counterparts: their
matrices are devoid of mineral, and relatively poor in structured fibrous materials. In such
“mesenchymes,” local rearrangements of both cells and matrix can occur, and these tissues
may also exhibit liquidlike properties (Newman and Tomasek, 1996).

The single cells of the premetazoan world were of a composition, internal organization,
and spatial scale for which the physics of soft matter was essentially inapplicable. But once
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cell aggregates appeared on the scene things changed. Lacking the complex specializations
that restrict cell arrangement in mature tissues of modern organisms, these macroscopic
parcels of matter would have behaved like liquids, spreading and exhibiting surface ten-
sion, diffusion gradients, and other properties of soft matter.

Physical scientists characterize materials that actively respond to their environment me-
chanically, chemically, or electrically (such as liquid crystal displays on electronic devices)
as “excitable media” (Gerhardt, Schuster, and Tyson, 1990; Mikhailov, 1990; Starmer
et al., 1993; Winfree, 1994). Because even the earliest multicellular organisms were com-
posed of chemically active cells with the ability to respond to their microenvironments by
exhibiting motile activity and expressing new arrays of gene products, metazoan progeni-
tors were excitable media from the start. The cells of these primitive aggregates were
highly evolved metabolically, with complex biochemical and genetic networks; they
were open and responsive to the external environment; and they were capable of “self-
organizing” dynamical activities under the appropriate circumstances. 

For instance, positive and negative feedback loops of chemical reactivity, when confined
to the interior of an individual cell, will often lead to temporal oscillations in one or more
chemical component (Goldbeter, 1996). Oscillations of glycolytic intermediates, for ex-
ample, were identified as dynamical curiosities in yeast more than forty years ago. Func-
tional roles for these periodic activities are obscure, and may not even exist. It is clear,
however, that they can readily arise as self-organizing “side effects” of the metabolic cir-
cuitry (Elowitz and Leibler, 2000), rather than as the expression of an evolved program. 

Although soft matter and excitable media do not, in general, coincide, in the parcels of
tissue that constituted the most primitive metazoans the defining properties of both were
found together in the same material. And because excitable soft matter has “generic” (char-
acteristic, physically inevitable) properties that can be predicted and analyzed by standard
physical theories and methods, we can make a number of general statements about the
kinds of forms that would have been readily assumed by this new kind of material.

The Physics of Cell Aggregates and the Origin of Body Plans

The following subsections briefly explore the consequences of some of the physical attrib-
utes of cell aggregates as excitable soft matter and suggest how the morphological charac-
teristics of metazoan body plans may have emerged from these properties.

Diffusion and the Formation of Spatial Gradients

The advent of multicellularity opened up possibilities for the molding of biological form that
were unavailable to single-celled organisms. The primary reason for this is that different sets
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of physical forces predominate at different spatial scales—the shapes and forms of macro-
scopic objects, such as multicellular aggregates, are influenced by physical determinants
different from those that noticeably affect microscopic objects, such as individual cells.

On the scale of a cell aggregate, the formation of gradients of released molecules is fos-
tered, rather than undermined, by diffusion (Crick, 1970). A group of cells in one region of
an aggregate that releases a product at a higher rate than its neighbors—either by sponta-
neous, stochastic effects, or because it is induced by an external cue to do so—can take on a
privileged, organizing role in the aggregate, particularly if an effect of the product is to in-
hibit surrounding cells from making the same thing. The “organizer” cells do not need to be
predetermined (although in certain embryos maternal determinants will bias their location):
once they are established, the diffusion gradients they set up will have global patterning con-
sequences. Although generation of molecular gradients by diffusion-dependent processes is
used widely in contemporary metazoan patterning, the basic ingredients were present even
in the most primitive cell aggregates.

Differential Adhesion and Compartment Formation

Unlike modern organisms, which have numerous highly evolved regulatory mechanisms
devoted to controlling the precise strength of intercellular adhesion, the earliest cell aggre-
gates would have been novices in the regulation of cell-cell interactions. Cell stickiness,
with little evolutionary history behind it (by some accounts, it may even have arisen as a
result of changes in the ionic composition of seawater; Kazmierczak and Degens, 1986) is
likely to have been less stringently regulated in the earliest metazoans than it is at present.
But we know from experiments in which cell types with different amounts of adhesion
molecules on their surfaces are mixed together that they will sort out into islands of more
cohesive cells within lakes composed of less cohesive neighbors. Eventually, by random
cell movement, the islands will coalesce and an interface become established, across
which cells will not intermix (Steinberg, 1998; chapter 9, this volume). When two or more
differentially adhesive cell populations are present within the same tissue mass (as they
would have been in primitive metazoan ancestors), multilayered structures can form auto-
matically, comprising nonmixing “compartments,” distinct spatial domains within a single
tissue, in which no interchange or mixing of cells occurs across the common boundary
(Crick and Lawrence, 1975; Garcia-Bellido, 1975).

What is observed is similar to what happens when two immiscible liquids, such as oil
and water, are poured into the same container. As long as the molecules that make up one of
the liquids have a greater binding affinity for one another than they do for the molecules
of the other liquid, phase separation will take place. This takes the form of an interface
within the common fluid that neither type of molecule will cross. When oil and water are



From Physics to Development 225

shaken together the molecules will move randomly by Brownian motion and eventually
settle into the same phase-separated equilibrium configuration. For cells, the analogous
source of random motion is undirected locomotion. When sufficient differential adhesion
exists between two cell populations, not only will each type of cell keep to its own side of
the interface, but, when dissociated and randomly mixed, the two populations will “sort
out,” much like the shaken mixture of oil and water, and for the same thermodynamic
reasons (figure 13.1A).

Figure 13.1
Differential adhesion can drive the sorting out of cells, as well as the formation of boundaries and lumina.
(A) Schematic representation of the behavior of intermixed cells and corresponding tissue fragments in two
differentially adhesive cell populations. The cell mixture will sort out as the more adhesive cells establish more
stable bonds with one another than with cells of the other population. Random motion leads to the formation of
cohesive islands of these cells, and these will ultimately coalesce into a separate tissue phase or compartment. The
equilibrium configuration of the cell mixture is identical to that which would be formed by fusion and spreading
of fragments of tissue consisting of the same differentially adhesive cell populations. (B) Schematic view of
formation of a lumen or internal cavity by differential adhesion in an epithelioid tissue consisting of polarized
cells. In the original state (top), the cells are uniformly adhesive, and make contacts around their entire periph-
eries. Upon expression of an antiadhesive protein (gray bars) in a polarized fashion in a random subpopulation of
cells (middle), followed by random movement of the cells, bonds between adhesive surfaces are energetically
favored over those between adhesive and nonadhesive surfaces, resulting in lumen formation (bottom).
(A adapted from Steinberg, 1998; B adapted from Newman, 1998a.)
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It is important to recognize that, whereas compartments in the developing embryos of
modern organisms are typically allocated with precision by spatially distributed signals
based on molecular gradients, because the sorting-out process will generally bring the cells
of similar adhesive state to one side or another of a common boundary, even random
assignment of cells to distinct adhesive states can result in a compartmentalized tissue. Thus
compartmentalization could have arisen rather early in multicellular evolution as a result
of stochastic processes within cell aggregates, and only later come under the control of
biochemically sophisticated regulatory processes.

The presence of nonmixing tissue layers within a common cell aggregate would have
represented a primitive form of gastrulation, achieved by physical, rather than genetically
programmed means. In such early forms, the spontaneous multilayering would have pro-
vided a template upon which different cell lineages within early metazoans (originally dif-
fering only by adhesivity), can have taken independent evolutionary trajectories, leading to
cell type specialization and differentiation. Such a central role of generic physical proper-
ties in the early evolution of the metazoan body plan clearly contrasts with scenarios based
on adaptations resulting from competition between specialized cell populations and among
the organisms that contain them (Buss, 1987).

Cell Polarity and Lumen Formation

Although some epithelioid cells, such as the blastomeres of the early mammalian embryo,
have uniform adhesive properties around their entire surfaces, many epithelioid and all
epithelial cells are polarized in the expression of several functions, notably adhesion
(Rodriguez-Boulan and Nelson, 1989).

The targeting of adhesive or antiadhesive molecules to specific regions of the cell
surface can have dramatic consequences. A tissue mass consisting of motile epithelioid
cells that are nonadhesive over portions of their surfaces will readily develop cavities or
lumina (figure 13.1B). As a result of random cell movement or the loss of cells next to the
nonadherent surfaces of neighboring cells, such spaces will come to adjoin one another.
Lumen formation could therefore have originated as a simple consequence of differential
adhesion in cells that expressed adhesive properties in a polarized fashion. 

The notion that lumen formation is a consequence of a delicate balance of adhesive
interactions between cells, their extracellular substrata, or both is supported by experimen-
tal studies and genetic analyses of various developmental and pathological conditions.
Recent studies of human autosomal dominant polycystic kidney disease (ADPKD) indicate
that the formation of cysts, rather than tubules, in the kidneys of severely affected patients,
involves the expression of mutated forms of polycystin-1 (Qian et al., 1996), an integral
membrane glycoprotein that normally forms complexes with the cell-cell adhesive protein
E-cadherin in kidney epithelial cells (Huan and van Adelsberg, 1999). Mammary epithelial
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cells when grown on tissue culture plastic in the absence of extracellular matrix adopt a flat
“cobblestone” appearance. In the presence of laminin, however, they round up and cluster,
and depending on the culture conditions, may form hollow, alveolar structures with well-
defined apical and basal surfaces (Li et al., 1987). Here formation of lumina in polarized
cells depends, not on a sorting process per se, but on apoptosis in the interior of the aggre-
gate, apparently brought on by abrogated adhesion to the polarized surface layer (Lund
et al., 1996; Bissell et al., chapter 7, this volume).

Although cell polarity would have had functional consequences even for free-living
cells, only with multicellularity would its morphological consequences have been mani-
fested. As a potential disrupter of the cell-cell adhesive interactions that define the multi-
cellular state, cell polarity set the stage for lumen or cavity formation. The conjunction of
cell polarity and differential adhesion can properly be identified as the basis of the critical
epithelioid-epithelial transition.

In contemporary organisms, other cellular mechanisms, such as the contraction of apical
actin filaments in a group of cells in a localized domain of an epithelial sheet, undoubtedly
contribute to and may even initiate lumen formation. But this mechanism also requires
polarized cells as well as a global pattern formation system to specify the position of the
contracting domain. The latter feature most likely arose later in evolution than the emer-
gence of the first hollow tissue formations.

Excitability and Segmentation

Because individual cells are metabolically active, thermodynamically open systems, tis-
sues composed of them are excitable media, as noted above. The capacity to generate os-
cillations of gene products or metabolites, and to have such oscillations triggered by
external effects, is a prime example of such excitability, which can be exhibited at the level
of a single cell or of a cell aggregate. 

The cell division cycle is a temporally periodic process driven by a chemical oscillation,
but one that has no morphological consequence in the world of single cells: for free-living
cells, cell division simply leads to more cells, no matter what its temporal dynamics may be.
Even in a multicellular entity the division cycle typically acts only to increase the mass
of the undifferentiated aggregate. But in a multicellular entity which contains an additional
biochemical oscillation with a period different from the cell cycle, populations of cells
will be generated periodically with distinct, recurrent, initial compositions. The morpho-
logical consequences of such metabolic excitability becomes clear when we look at what
happens if the periodic expression of some molecule becomes linked to the cell’s adhesive
properties.

Let us consider a synchronized population of cells that divide at regular intervals, with the
number of adhesive molecules on the surfaces of these cells set at the time of mitosis as a
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function of the cellular concentration of a regulatory molecule, R, and with each cell retain-
ing its adhesive state throughout its lifetime. If the concentration of R were to oscillate with
the same period as that of the cell cycle, each cell would be born with the same adhesive
state: the tissue so generated would be adhesively uniform. If, however, the period of the R
oscillation were different from that of the cell cycle, successive populations of cells would
be born with different adhesive states: the phase relation between cell cycle and regulatory
oscillator would ensure that adhesive states periodically recurred, and a spatial array of
alternating tissue compartments or segments would form (figure 13.2A; Newman, 1993).

It is therefore of considerable interest that c-hairy1, an avian homologue of the
Drosophila segmentation gene hairy, is expressed in the paraxial mesoderm of avian em-
bryos in cyclic waves whose temporal periodicity, though different from the cell cycle,
corresponds to the formation time of one somite (Palmeirim et al., 1997; see Pourquié,
chapter 11, this volume). Because the hairy molecular clock is upstream of the Notch-Delta
signaling pathway (McGrew et al., 1998), which in turn is implicated in the regulation of
cell adhesion (Lieber et al., 1992) and compartmental boundary formation (Micchelli and
Blair, 1999) in Drosophila, it corresponds to the factor R in the segmentation model
described above. Clearly, a periodic, adhesivity-regulating factor of this type could have
been involved in the origin of segmental organization during any of the the multiple times
it arose in the history of the Metazoa.

In this regard, it has seemed puzzling that evolutionarily related organisms such as bee-
tles (“short germ band” insects) and fruit flies (“long germ band” insects) have apparently
different modes of segment formation. For example, in short germ band insects (Patel,
Kornberg, and Goodman, 1989) and crustaceans (Itow, 1986), segmental primordia are
added in sequence from a zone of cell proliferation. In contrast, in long germ band insects,
such as Drosophila, a series of “chemical stripes,” consisting of alternating evenly spaced
bands of transcription factors in the syncytial embryo, ensures that when cellularization
finally takes place, the cells of the blastoderm have periodically distributed identities.
When these covert cell identities are later transformed into states of differential adhesivity
(Irvine and Wieschaus, 1994), overt morphological segments are formed.

Treating tissues as excitable media can unify our understanding of these phenomena
(Newman, 1993). The kinetic properties that give rise to a chemical oscillation (which most
simply arises from what mathematicians refer to as the “Hopf instability”) can also, when
one or more of the components are diffusible, give rise to standing or traveling spatial
periodicities of chemical concentration via the “Turing instability” (Boissonade, Dulos,
and DeKepper, 1994). Such reaction-diffusion coupling represents another means by which
the earliest metazoans could have acquired complex patterns (see Nijhout, chapter 10,
this volume). 

In the syncytial embryo of long germ band insects such as Drosophila, several of the
pair-rule gene products that become organized into the early chemical stripes freely diffuse
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Figure 13.2
Chemical oscillation can drive sequential or simultaneous segmentation. (A) Model for the generation of
segments in a zone of synchronized cell multiplication, by the temporal oscillation of the concentration of a
molecule (e.g., en, ftz, hairy) that regulates expression of a cell adhesion molecule. The clock faces represent the
phase of the cell cycle (C) and that of the periodically varying regulatory molecule (R). The duration of the cell
cycle is assumed to be three hours, the period of the chemical oscillation two hours, with both cycles starting
together. During the first cell cycle, newly formed cells have a level of cell adhesion specified by the initial
value of R (light gray). During the second cell cycle, R is in midcycle, and the newly formed cells have a differ-
ent level of cell adhesion (dark gray). During the third cell cycle, R is again at its initial concentration, and the new
cells have the first level of cell adhesion. The alternation of adhesive states can proceed indefinitely. The assump-
tion of cell synchrony is for simplicity; the mechanism would also give rise to segments in a zone of asynchro-
nous cell multiplication with local cell sorting. (B) Schematic representation of two modes of tissue segmentation
that can arise when the tissue’s cells contain a biochemical circuit that generates a chemical oscillation or “mole-
cular clock,” and the oscillating species directly or indirectly regulates the strength or specificity of cell adhesiv-
ity. (Left) The periodic change in cell adhesivity occurs in a growth zone in which the cell cycle has a different
period from the regulatory oscillator; as in (A). (Right) One or more of the biochemical species diffuse, leading to
a set of standing waves of concentration of the regulatory molecule by a reaction-diffusion mechanism, and then
to the simultaneous formation of bands of tissue with alternating cohesive properties. (A adapted from Newman,
1993; B adapted from Newman and Tomasek, 1996.)
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among the cell nuclei that synthesize their messenger RNA (mRNA). Some of these also
positively regulate their own synthesis (Harding et al., 1989; Ish-Horowicz et al., 1989), a
sine qua non of both chemical oscillators and Turing pattern-forming systems.

Once a successful morphological motif had been established in a particular taxonomic
group, the developmental mechanisms by which it had been ontogenetically achieved would
have undergone stabilizing evolution (see below), becoming more complex on the molecular
level. That striped expression of pair-rule genes in modern Drosophila can involve ornate
systems of multiple promoter elements responsive to preexisting, nonuniformly distributed
molecular cues (e.g., maternal and gap gene products; Goto, MacDonald, and Maniatis,
1989; Small et al., 1991) is thus not inconsistent with this pattern having originated as a
Turing-type process (figure 13.2B). Although, absent any direct evidence about ancient
mechanisms of segmental pattern formation, we can only hypothesize that such was the case,
it should be noted that, with the reaction-diffusion mechanism, chemical stripe formation is
achieved simply, with a minimum of molecular ingredients and physical processes. Because
periodicities are a virtually inevitable consequence of such systems, reaction-diffusion
processes represent a plausible basis for the origination of segmentation in a syncytial setting.
Indeed, recent computer simulations of the evolution of segmentation suggest that morpho-
genetically prolific genetic mechanisms would likely have been replaced by less prolific but
more stable ones as evolution proceeded (Salazar-Ciudad, Newman, and Solé, 2001; Salazar-
Ciudad, Solé, and Newman, 2001). In related organisms that did not have syncytial embryos,
as we have seen, segmentation could have arisen from the phase offset between the cell cycle
and a molecular clock (Newman, 1993; Salazar-Ciudad, Solé, and Newman, 2001).

Physical Processes and the Origins of Organogenesis

Once the major body plans were established, similar formative processes were played out
on a less global scale in the generation of organ primordia and the establishment their char-
acteristic structures. Pattern-forming mechanisms (such as the sorting-out and reaction-
diffusion process discussed above) were probably first deployed when cells had only
limited ability to differentiate and adhesion differences were among their few distinguish-
ing properties, and could later have affected other tissue features when repertoires of cell
types were more extensive.

Epithelial Tissues

A Turing-type reaction-diffusion mechanism apparently alters local adhesive properties
in chicken skin epithelium (Jiang et al., 1999), giving rise to the epithelial placodes that
provide the primordia for developing feathers (Chuong and Edelman, 1985a,b; Sengel,
1976). In fish skin, a similar mechanism controls pigment production, resulting in the
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formation of stripes or spots of color (Kondo and Asai, 1995). Comparative studies of
epithelial development in butterflies and fruit flies have shown that the same set of under-
lying morphogens can regulate integumentary color patterning or tissue shape depending
on the species (Carroll et al., 1994).

Depending on local and polar expression of adhesive molecules, epithelial sheets can be
bent, everted, invaginated, or formed into placodes, cysts, or tubules (Newman, 1998a).
Moreover, the physics of fluids (confined to a plane in this case) can account for many
details of epithelial sheet morphogenesis (Gierer, 1977; Mittenthal and Mazo, 1983).
For epithelial tissue primordia in which the cells have relative mobility (i.e., in early
embryos), the physics of soft matter must contribute to the molding of epithelial organ
form (Newman, 1998a). In ancient metazoans before the evolution of complex structures
mediating cell-cell attachment, physical determinants likely set the structural templates for
organs, as they did for body plans in an earlier era.

Mesenchymal and Connective Tissues

In contrast to epithelioid and epithelial tissues, in which cells directly adhere to one another
over a substantial portion of their surfaces, mesenchymal and other connective tissues
consist of cells suspended in an extracellular matrix (ECM). They are therefore subject to
additional morphogenetic mechanisms that depend on changes in the distance between
cells, the effects of cells on the organization of the ECM, and the effects of the ECM on the
shape and cytoskeletal organization of cells, changes that do not occur in epithelioid tissue
types (Newman and Tomasek, 1996).

As in epithelioid tissues, boundaries of immiscibility can occur in connective tissues: for
example, at the interface between the flank of a developing vertebrate embryo and a limb bud
emerging from the flank (Heintzelman, Phillips, and Davis, 1978). Because differential ad-
hesion per se is not relevant to cell populations in which cells do not contact one another
directly, a different explanation must be sought for immiscibility of various embryonic
mesenchymes. Here the in vitro phenomenon known as “matrix-driven translocation” is
helpful. Detailed investigation of this morphogenetic effect in nonliving ECM-based col-
loids has shown that subtle differences in the organization of molecular fibers can define dis-
tinct physical phases (Newman, 1998b; Newman et al., 1985, 1997; Forgacs et al., 1989,
1994). In principle, these phases can provide the basis for compartment formation in
mesenchymal tissues.

In mesenchymal condensation, often a transient effect in development, mesenchymal
cells initially dispersed in a matrix move closer to one another. Condensations generally
progress to other structures, such as feather germs (Chuong, 1993), cartilage or bone (Hall
and Miyake, 1992, 2000), or, after conversion to epithelium, kidney tubules (Ekblom, 1992).
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Various cellular mechanisms have been suggested for condensation formation, including
local loss of matrix materials, centripetal, chemotactically driven movement through the
matrix, cell traction, and absence of cell movement away from a center (see Newman
and Tomasek, 1996 for further references). In vitro studies of limb bud precartilage
mesenchyme have provided evidence that mesenchymal condensation can be accounted
for by local increases in adhesion proteins and random cell movement (Frenz et al., 1989;
Frenz, Jaikaria, and Newman, 1989), in line with predictions from theoretical models
(Glazier and Graner, 1993; Graner, 1993). Moreover, recent experiments have provided
direct evidence that the pattern of condensations in vitro arises from a reaction-diffusion
process leading to a patterned distribution of adhesion proteins (Miura, Komori, and
Shiota, 2000; Miura and Shiota, 2000a,b) in agreement with earlier suggestions (Newman
and Frisch, 1979; Leonard et al., 1991; Newman, 1996). It is therefore plausible that this
self-organizing process was at the origin of the vertebrate limb skeletal plan, whose basic
features are mathematically predictable from a reaction-diffusion model (Newman and
Frisch, 1979).

The formation of elaborate cell-ECM adhesive structures in developmentally mature
connective tissues permits physical forces originating within cells to contribute to tissue
morphogenesis (reviewed in Newman and Tomasek, 1996). In particular, intracellular
forces necessary for cell shape changes and migration can be imparted to the surrounding
cells and ECM, resulting in mechanical stress in the tissue as a whole (Beloussov,
Dorfman, and Cherdantzev, 1975; Grinnell, 1994; Ingber et al., 1994). Such cell-generated
stresses can cause extracellular fibers or cytoskeletal filaments to contract, orient, or as-
semble (Forgacs, 1995; Halliday and Tomasek, 1995; Harris, Stopak, and Wild, 1981;
Mochitate, Pawelek, and Grinnell, 1991; Nogawa and Nakanishi, 1987; Stopak, Wessells,
and Harris, 1985; Sumida, Ashcraft, and Thompson, 1989; Tomasek et al., 1992). In such
cases, because the cells are not independently mobile, the tissue no longer exhibits liquid-
like behavior, acting instead like an (excitable) elastic medium. 

The linking of cells in an elastic medium, which converts individual cell contractility
into global mechanical stress, is another example of new physical processes coming into
play in a multicellular setting. And because the resulting elastic media are also biochemi-
cally excitable, the stresses and strains generated within them can also regulate the active
behavior of the subunits. Cells recognize and respond to mechanical stresses by changing
their shape, growth, expression of specific gene products, and cytoskeletal organization
(Grinnell, 1994; Ingber et al., 1994), as well as by remodeling their extracellular matrix
(Lambert et al., 1992; Unemori and Werb, 1986). This response occurs in part by the trans-
duction of mechanical forces into chemical signals within specialized structures such as the
focal adhesion complex (Kornberg et al., 1992; McNamee, Ingber, and Schwartz, 1993;
Schaller and Parsons, 1994; Seko et al., 1999). 
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The importance of mechanical stress in morphogenesis is seen in the role of exogenous
mechanical loads in determining tissue pattern. It has long been known, for instance, that
the organization of the cardiovascular system is influenced by mechanical forces arising
from blood pressure and flow (Russell, 1916). In tendons, the fibroblasts and the extracel-
lular matrix they produce appear to be modulated according to their mechanical status
(Vogel and Koob, 1989). For example, in regions of tendons that wrap around bone, com-
pressive forces lead to the expression of the proteoglycans aggrecan and biglycan and the
formation of fibrocartilage (Evanko and Vogel, 1993). Similarly, the ECM is deposited
along lines of eventual tension and compression in bone (Koch, 1917). Interestingly, how-
ever, the ECM organization first arises during embryonic development, before substantial
mechanical stresses are placed on the bones. While some stress undoubtedly is generated
during embryonic growth (Herring, 1993), it is also possible that this is an example of the
phenomenon alluded to earlier, in which biochemical circuitry evolved that stabilized or re-
inforced an outcome originally generated by external forces. Such pathways may come to
be triggered earlier in the life history of the organism than the stage at which the external
forces originally acted.

Because connective tissue and tendons have the capacity to react to biomechanical stim-
uli by forming cartilage and bone, mechanical stress can also provide the basis for morpho-
logical innovation during evolution. For example, altered stresses on embryonic connective
tissue and tendon insertions arising as a consequence of changes of bone proportions can
generate novel, sesamoid skeletal structures (Müller and Streicher, 1989; Streicher and
Müller, 1992). Such structures represent interaction-dependent morphological templates
that, with subsequent genetic evolution, can become assimilated into the developmental
repertoire, which is to say, “autonomous” (Müller and Newman, 1999; Müller, chapter 4,
this volume).

Interplay of “Generic” and “Programmatic” Mechanisms of Development

The foregoing discussion supports the hypothesis that metazoan organisms look the way
they do in a general sense, not because of specific evolved adaptations, but because of the
combined effects of the various physical properties that were generic to the earliest multi-
cellular aggregates, presumed to be chemically excitable, viscoelastic “soft matter.” These
properties and the associated physical processes made a profusion of multilayered, hollow,
segmented forms virtually inevitable early in the history of metazoan life. During later
stages of evolution, these same and additional physical processes decreed the formation of
organs and appendages consisting of lobes and lobules, tubules, sacs, nodules, and rods.

Thus, even though the somatic organization of ancient organisms resembled in many
respects that of their modern counterparts, their developmental modes and mechanisms
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were, by this hypothesis, profoundly different. In particular, many of the earliest organisms
are likely to have exhibited multiple, interconvertible forms by virtue of the conditional
and interactive nature of the physical forces that molded them (Newman and Müller, 2000).
Only with the subsequent evolution of genetic redundancy and biochemical integration
(in the course of which forms that originated by physical processes were co-opted by
“hardwired” genetic circuitry) would organisms of the more familiar modern variety have
emerged: entities in which bodily form is achieved with decreased participation of external
physical forces and increased dependence on routinized genetic control. Scenarios in
which biological traits and properties originating in the interaction of the organism with its
environment were later incorporated into its developmental repertoire through natural se-
lection, were discussed by Baldwin (1902) and referred to by Simpson (1953) as the
“Baldwin effect.”

Certain theoretical considerations support the idea that morphological evolution can pro-
ceed from physically determined, and hence plastic, form generation to increased reliance
on routinized expression of gene activities—what is sometimes simplistically referred to as
“genetic programs.” For example, dynamical systems theory, a branch of physics that
describes the generic properties of complex networks of interacting components, has been
used to demonstrate that cells comprising identical biochemical networks can exhibit dif-
ferentiated states whose existence and stability depend on interactions among neighbors
(Kaneko and Yomo, 1997; 1999; Kaneko, chapter 12, this volume). Although phenotypic
plasticity and interaction-dependent stabilization could thus reasonably have provided a
basis for cell type diversification among early multicellular forms, it is clear that modern
organisms use a host of sophisticated chemical and structural mechanisms, some of them—
“epigenetic” in the sense of Jablonka and Lamb, 1995—to stabilize the differentiated state.
As opportunities for adaptation drove selection for functional integration and reproducibil-
ity, biochemical differentiation originally dictated by physical processes and interactions
would over time have become transformed into developmentally reliable generation of sets
of functionally coherent cell types.

In a parallel approach, my colleagues and I (Salazar-Ciudad, Newman, and Solé, 2001;
Salazar-Ciudad, Solé, and Newman, 2001) have considered the pattern-generating capabili-
ties of dynamical networks of interacting genes using computer simulation techniques.
When such systems were allowed to undergo an evolutionary search for spatiotemporal
patterns by mutation of parameters defining gene interactions, “emergent networks,” which
exhibited reciprocity of interactions and self-organizing behavior arrived at complex
patterns earlier than “hierarchic networks,” which were organized with unidirectional gene
interaction (Salazar-Ciudad, Garcia-Fernandez, and Solé, 2000). However, complex patterns
generated by hierarchically organized networks were evolutionarily more stable than the
same patterns generated by self-organizing networks, indicating a tendency for genetic
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“rewiring” (Szathmary, 2001) to take place over the course of the evolution of development.
A possible example of this is the case described above in which the striped pattern of
expression of certain pair-rule genes in Drosophila, hypothesized to have originated as a
self-organizing reaction-diffusion system in an ancestral form, evolved through promoter
duplication and genetic circuit rewiring into a system in which individual stripes are cued by
complexes of preestablished, graded factors (Newman, 1993; Salazar-Ciudad, Solé, and
Newman, 2001).

According to the hypothesis outlined in this chapter, physical forces and processes
largely irrelevant to producing the forms of individual cells were brought into play when
life became multicellular. Initially, the forms assumed by these primitive cell aggregates
were predictable, generic outcomes of the physics of excitable soft matter. Much of the
history of multicellular life has involved the gradual replacement of physically based self-
organization by hierarchically regulated, locally acting molecular interactions as the pre-
dominant basis of morphological development. If this hypothesis is correct, the challenge
for both developmental and evolutionary biologists will be to experimentally disentangle
and conceptually reintegrate these influences in modern organisms and their ancestors. 
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The foregoing chapters have provided much evidence that morphological information is
not encoded as softwarelike genetic programs. This inevitably raises the question of how,
in fact, the interplay between genetic and epigenetic processes originates and alters specific
morphological characters in evolution. The answer will amount to a causal understanding
of the phenomena of morphological evolution introduced in part II. In addition to the ge-
netic factors focused on by the standard evolutionary paradigm, such a postgenomic con-
sideration of evolution must include epigenetic determinants of form, in particular as they
relate to the phenomena of origination and innovation.

Epigenetic is here used in the sense of epigenesis, consisting of all conditional, nonpro-
grammed factors of development that act on the materials of the zygote and its derivatives,
including those specified by the genes, to generate three-dimensional biological forms.
These comprise physical and other conditional processes active in the molding of tissues at
various times in the history of multicellular life, the principal ones having been discussed
in parts III and IV. Another use is epigenetic variation, variations of the phenotype induced
by environmental or behavioral factors acting on genetic variation at the population level.
Epigenetic variation can bias phenotypic evolution through the modulation of genetic and
developmental reaction norms.

A more restricted use of the term “epigenetic” which has gained recent currency refers
to factors that modulate gene expression in development and/or the transmission of genetic
information from one generation to the next (epigenetic inheritance) by acting on DNA
without changing its sequence. These include X-chromosome inactivation, genetic im-
printing, and related phenomena of allelic interaction and “paramutation.” Although such
mechanisms may be the means by which some of the epigenetic effects discussed in this
book are mediated at the gene regulatory level, the determinants of epigenesis clearly in-
clude a much wider range of cell and tissue level processes, as described in the previous
chapters.

Evolvability can be thought of as the potential of a lineage to generate heritable variants
that respond productively to external challenges, including those properties of develop-
mental systems that constrain and bias further possibilities for morphological change. It is
clear that all the epigenetic determinants of form described above, whether primitive
physically based plasticity, divergent reactivity associated with underlying random genetic
variabilty, or specifically evolved response capacities, can contribute to evolvability. 

Part V explores the consequences of several of the concepts discussed in previous chap-
ters for evolution at the character level in a fashion that goes beyond the canonical notion
in which phenotypic evolution is strictly the outcome of evolving genetic programs. 

Vidyanand Nanjundiah (chapter 14) discusses how environmentally induced epigenetic
variation can be a factor in phenotypic evolution, starting with the observation that the
same genotype, in the same environment, can give rise to more than one phenotype and
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that, conversely, strong phenotypic constancy can exist in a given environment in the face
of genetic variability. To explore the possible mechanisms by which such environmentally
induced variants can become stabilized genetically, Nanjundiah reviews evidence that
environmental or genetic stress can trigger phenotypic variation between individuals
of the same, or different, genotypes. He distinguishes between two classes of stabi-
lizing mechanisms: those which depend on genetic uniformity in the initial population
(the “Baldwin effect”) and those which depend on preexisting genetic variability (the
“Waddington effect”), giving rise to genetic assimilation. In presenting a new computa-
tional model for genetic assimilation, he argues strongly for a concept in which environ-
mental or genetic stress act as initiating factors for phenotypic innovation by breaking up
previously established canalizations of epigenetic reaction norms. Selection in favor of a
new phenotype implies selection for novel regulatory gene combinations that now cause
the newly “assimilated” phenotype to be again canalized. 

Günter Wagner and Chi-hua Chiu (chapter 15) focus on a major evolutionary innovation
in vertebrates that may have arisen as a side effect of shifting domains of gene expression:
the tetrapod limb, which they link to the evolution of Hoxa-11 and Hoxa-13 regulation in
developing limb buds. They begin by clearly describing the origination of a developmen-
tally individualized autopodium (hand, foot), whose skeletal elements comprise the
mesopodium, the metapodium, and the digits. After analyzing the phylogenetic and devel-
opmental settings in which the fin-limb transition took place, they propose a new hypoth-
esis for the origin of the autopodium. From their review of the genetic factors implicated
in fin and limb development, they argue that segregation of the primitively overlapping
expression domains of Hoxa-11 and Hoxa-13 in limb bud development could have effected
the morphological transformation of distal fin elements into autopodial elements. In
discussing strategies to test their hypothesis, Wagner and Chiu emphasize that any valid
explanation of evolutionary novelty must take into account the epigenetic context in which
genes act.

Epigenetic context is shown by Georg Striedter (chapter 16) to determine the evolvabil-
ity of another organ system, in this case, the nervous system. He notes that vertebrate
brains do not evolve piecemeal, adding new divisions one by one, but as developmentally
and functionally integrated systems. Striedter distinguishes two basic modes in early brain
development, the “compartmental mode” and the “dynamic network mode.” During early
phases of neural development, the neurepithelium is divided, as a result of relatively local
cellular and molecular interactions, into numerous distinct compartments that are highly
conserved between species. During the second phase of neural development, the formation
of axonal connections enables a host of long-range, yet highly specific, developmental
interactions that contribute to the resculpting of previously established compartments, the
induction of late-appearing divisions, and the establishment of functionally integrated
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neuronal circuits. Striedter proposes that some of these capacities for epigenetic interaction
promote evolutionary change, whereas others constrain it. For instance, because phyloge-
netic changes affecting the second phase of neural development are likely to generate cas-
cade effects in distant brain regions, they can account for many of the more dramatic
species differences in brain organization. The compartmental mode of brain development
seems to be more conservative. Striedter argues that brain evolution is the consequence of a
balance between change-promoting and conservative mechanisms of neural development.

The rules of epigenesis and their potential influence on evolution become particularly
apparent in formal treatments of development. Diego Rasskin-Gutman (chapter 17) ob-
serves that morphological organization arises as the product of interactions among spatial
entities during ontogeny. Proportions, orientations, connections, and articulations are four
levels of morphological organization that can be recognized, separated, and subsequently
used for comparative analysis. Using boundary patterns between adjacent elements of ver-
tebrate skulls as an example, Rasskin-Gutman shows that these patterns not only determine
the structural scaffolding of skulls but also establish morphological constraints on embry-
onic development and its evolvability. Taking a graph-theoretical approach, he presents a
cellular automata-based program that can be used to model developmental and evolution-
ary connectivity patterns. It generates sets of boundary patterns that form a “morphospace
of connections,” which can then be compared with configurations of natural skeletal pat-
terns. Simulated “evolutionary runs” demonstrate constructional epigenetic constraints on
the emergence of pattern and novel structures in vertebrate skeletal macroevolution.
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Phenotypic Plasticity and Evolution by Genetic Assimilation14
Vidyanand Nanjundiah

Evolution by natural selection occurs whenever the following three conditions hold: pheno-
typic variation, differential reproductive success, and heritability. The last of these conditions
is important because, in the absence of heritability, there is no (additive) genetic component
to the overall phenotypic variance. At the same time, one knows that a given phenotype
develops only in the context of a specified environment (see Gilbert, chapter 6, this volume).
Moreover, the same genotype can result in different phenotypes in different environments,
thereby defining a reaction norm (Suzuki et al., 1986). The concept of reaction norm is re-
lated to that of phenotypic plasticity, the capacity of development to lead to the appropriate
(i.e., adaptive) phenotype in the appropriate the environment provided that environment falls
within the range of experience of the organism’s ancestors.

This chapter explores a different aspect of phenotypic plasticity, namely the ability of a
genotype to give rise to more than one phenotype even in the same environment. This
means that whether the environment is uniform or not, the relationship between genotype
and phenotype is one to many and not one to one. We note in passing that multicellular
development is a familiar example of cells with the same genome exhibiting extremely
diverse phenotypes. However, excepting organisms in which early embryonic develop-
ment is highly regulative (e.g., mammals), the internal environment in the unfertilized egg
is often functionally heterogeneous (Slack, 1985). The implication is that the diversity of
cellular phenotypes must just as often be traceable to environmental influences, in this case
an environment of maternal origin. 

The biological differences between individuals can come about both because of differ-
ences in their genetic makeup and because of epigenetic factors. The latter include physi-
cal factors, secondary modifications in DNA sequence or structure, and variations in
patterns of gene expression. Epigenetic factors lie behind the obvious differences between
cells of one tissue type and another in an organism. Two individuals that are genetically
identical (or virtually so), such as monozygotic twins, can differ in their phenotypes, and
therefore differ epigenetically. The differences can be largely or entirely environmental in
origin. For example, they can be caused by differences in early postnatal sensory experi-
ences (Hubel, 1988). But often, because we cannot readily ascribe the differences to the
environment, we put them down to “developmental noise,” a form of random, uncontrolled
variation between individuals (Waddington, 1957). 

Partly on account of its name, developmental noise tends to be regarded as an unfortu-
nate, but unavoidable, lack of precision in developmental systems, in short, as a nuisance.
To the contrary, I argue that developmental noise is yet another manifestation of the organ-
ism’s being “plastic” in its extended sense of “capable of adapting to varying conditions”
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(Merriam-Webster, 1993, 890). The term phenotypic plasticity accommodates the possibil-
ity that developmental noise can also originate from environmental causes. Besides, the ex-
ternal world, “environment” can include the internal microworld of cells and organisms.
Indeed, variations that occur independently of spatial or temporal heterogeneities in the ex-
ternal environment can be exploited for the purpose of evolutionary change. As I hope to
show in this chapter, given the right circumstances, phenotypic plasticity can play an im-
portant role in evolutionary change. (Figure 14.1 summarizes the essence of my argument.)
My use of “plasticity” does not demand that the new phenotype be adaptive, although it is
hardly necessary to add that grossly maladaptive phenotypic changes are unlikely to sur-
vive in the long run.

Many of these ideas, in particular the notion that developmental noise or phenotypic
plasticity could be a significant factor in evolutionary change, were anticipated by Bonner

Different phenotypes

(Epigenetic inheritance)

Selection for best phenotype
( or random fixation) 

Genetic assimilation

Many (modified) genotypes

Stress

Different genotypes

Canalization

Old phenotype

New phenotype

Figure 14.1
Flowchart indicating how genetic assimilation might lead to rapid evolutionary change. A set of genotypes con-
stitutes the “wild type” by virtue of being canalized for an optimal (old) phenotype in a certain environment.
Because of genetic or environmental stress, canalization breaks down. This leads to the appearance of a spectrum
of phenotypes; selection for the fittest phenotype is followed by its genetic assimilation and canalization. Epige-
netic inheritance may be an additional, though not an essential, factor in maintaining the favored phenotype,
whose development may also be supported by random fixation of alleles (not discussed in the text). 
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(1965, 1967) in terms of what he called range variation. One can do no better than quote in
detail: “. . . what apparently is inherited is the ability to vary within certain limits. The vari-
ation is therefore not genetic variation in the conventional sense, for the range of variation
is genetically determined but the size of any individual within that range is not” (Bonner,
1965, p. 95) [Note: “position” or “status” would be less restrictive than “size”]. What ad-
vantage might be served in having individual variants that are not genetically determined,
in having “this unconventional and relatively haphazard form of inheritance where geneti-
cally identical individuals can differ phenotypically over a considerable spectrum”? (Bon-
ner, 1965, p. 95). “The answer is clear”; in the specific case of the cellular slime mold
Dictyostelium discoideum (of which more below), “if this were not the case it would be im-
mediately impossible to use the variation for the kind of [evolutionarily stable] organiza-
tional hierarchy that we are suggesting here” (Bonner, 1965, p. 99). Bonner goes on to
discuss the implications of range variation extensively, and the only aspect of his discus-
sion about which one might quibble today is the group-selectionist viewpoint—which may
not be wrong in the context of clonal populations of slime molds or ciliates anyway. 

The chapter begins by listing examples of phenotypic variation between individuals
of the same genotype in the same (uniform) external environment. After outlining plausible
means for the origin of such variation, it describes a typical laboratory experiment carried
out by Waddington (and repeated by many others), in which he showed that artificial selec-
tion, acting on phenotypic variations, can lead to a major morphological change within a
very few generations. It provides a conceptual framework for modeling that outcome and
speculates on how genetic assimilation may bear on evolutionary changes in nature. 

The Same Genotype Can Give Rise to Different Phenotypes
in the Same Environment

Ranging over many phyla or divisions, instances of significant phenotypic variation be-
tween individuals raised in the same environment abound. In some cases, the individuals
are genotypically identical, such as members of a clone. In others, the observed variation
clearly appears to be independent of any genotypic differences that might exist. 

Instance 1: Bacteria 

Spudich and Koshland (1976) demonstrated that clonally related Escherichia coli bacteria
exhibit substantial differences in their chemotactic behavior under identical experimental
conditions. Upon exposure to an attractant, the swimming behavior of cells changes
transiently, with the time required to return to the prestimulus pattern of behavior (the
response time) varying enormously from cell to cell. The outcome is a cell-to-cell behav-
ioral flexibility that could conceivably prove advantageous to one clone over another. The
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flexibility is almost certainly not genetic in origin. Although one might object that the
external environment may not be exactly the same for all bacteria swimming in a liquid
medium, a careful study of the experimental conditions suggests that this is unlikely. A
more plausible hypothesis is that the bacteria exhibit different phenotypes on account of
statistical fluctuations—“noise”—inherent in the internal biochemistry underlying their
chemotactic behavior. This is especially likely if the relevant biochemistry includes auto-
catalytic reactions (Delbrück, 1940). If the capacity to exhibit such a high degree of phe-
notypic variation has a genetic basis, clones may possess heritable differences in the extent
to which they display a spread in response times. Consequently, the trait may be subject to
evolution by natural selection, with selection occurring between clones. 

Instance 2: Protozoa 

When starved after being raised in a common nutritive environment, genetically identical
social amoebas of the species Dictyostelium discoideum begin to exhibit striking differ-
ences in cell-to-cell properties, differences that culminate in the death of some amoebas
and the differentiation of the rest into spores. Nanjundiah and Bhogle (1995) have shown
that at least formally, the differences can be ascribed to a stochastic or “coin-tossing”
process in which cells acquire different predispositions with different probabilities. Al-
though the predispositions cannot be heritable (because some cells die), one can show that
they are correlated with differences that exist in the spore population of the preceding gen-
eration, for example, differences in autofluorescence and in the ability to take up certain
dyes (Baskar, 1996). The point is that phenotypic differences between genetically identical
amoebas, though not environmentally based, are important for the development of D. dis-
coideum and may have played a role in the evolution of social behavior in the species. 

Instance 3: Vertebrata

Ashoub and colleagues (1958) found that the temperature at which isogenic mice are raised
crucially influences their weight at different development stages up to the age of four
weeks. In general, the variability of mice raised at an extreme temperature (e.g., 5°C or
28°C) greatly exceeds the variability seen when they are raised at 21°C. Moreover, large
litters tend to show greater interindividual variability in birth weights than small litters do.
Here again is an instance of significant interindividual variation within a common, though
not necessarily identical, genotype. 

Thus phenotypic variability can be exhibited in a manner that is, first, epigenetic in origin
and, second, made manifest between genetically identical (or very similar) individuals raised
in a common environment. What evidence is there that the variations are heritable? In the
specific instances just discussed, none. However, there are observations testifying to the fact
that interindividual epigenetic differences can indeed be inherited.
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Epigenetic Inheritance

The evidence concerning the inheritance of epigenetic traits is extensive, as are discussions
of the possible evolutionary implications (Jablonka and Lamb, 1995). McLaren (1962)
cites the case of babies born at high altitudes in Peru. These babies have heart defects at
birth, presumably on account of anoxia. The fetuses born to mothers with heart defects also
tend to have heart defects themselves, showing that the effect can extend over generations.
Better-studied examples hint at possible mechanisms. Genetically identical bacteria grow-
ing in the same environment can differ in being able to metabolize lactose or not, and can
faithfully pass down either characteristic to their progeny (Novick and Wiener, 1957).
When seeds of flax, obtained from self-fertilized plants grown in diverse nutrient regimes,
are compared in the same environment, subsequent generations show stably altered char-
acteristics. The differences pertain to shape, developmental patterns, height, weight, and
nuclear DNA content; the fundamental change appears to occur in DNA sequences coding
for the 25S, 18S, and 5S ribosomal RNA (Cullis, 1988). In Mongolian gerbils, intrauterine
hormonal interactions between pups in the same litter affect both adult morphology and be-
havior. Female fetuses that happen to develop between two male fetuses are exposed to
high levels of testosterone, an androgenizing agent. Such females exhibit delayed puberty
and low lifetime fecundity in comparison with females that, as fetuses, were situated be-
tween two other females. Androgenized females produce litters with significantly male-
biased sex ratios. In consequence, they tend to have daughters that are themselves
androgenized (Clark, Karpluk, and Galef, 1993). Nuclear transplantation experiments in
the mouse show altered patterns of gene expression, in particular with respect to genes that
encode an olfactory marker protein and components of urinary proteins (Roemer et al.,
1997). These patterns persist in subsequent generations. Here the epigenetic change is cor-
related with changes in the level of DNA methylation in the relevant genes and is stably
propagated through heredity. 

What principles might underlie epigenetic inheritance? A genetic scheme due to Bussey
and Fields (1974) accounts for the inheritance of alternative epigenetic states (figure 14.2).
Their model is patterned on the mutual repression exhibited by the cI and cro genes in bac-
teriophage lambda. It depends on a network of positive and negative feedbacks between
three genes, a regulatory gene (R) and two structural genes (G1 and G2). The expression of
G1 by itself characterizes one phenotype and that of G2 by itself characterizes a different
phenotype. The R product represses G1 and G2 but activates R; the G1 product activates G1
and inhibits G2 and R; similarly, the G2 product activates G2 and inhibits G1 and R. To begin
with, let us say that the genes encoding G1 and G2 are repressed.An environmental influence
(the inducer) modifies the R product in such a manner that it can no longer regulate its own
production or that of G1. Then G1 will continue to be made in the absence of the R product.
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“Basal” state. Regulator
“on”, Genes 1 & 2 “Off”

Regulatory protein modified
by environment such that it
is unable to repress Gene 1
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modifies the Regulatory protein
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Gene 2, the Gene 2 product is
made. Gene 1 and Regulator
remain repressed.
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2

Figure 14.2
Model for hereditary transmission of epigenetically determined phenotypes. (After Bussey and Fields, 1974.) 

A parallel series of steps ensures that the production of G2 is triggered and thereafter stably
propagated. The explanation is similar to the one alluded to earlier that accounts for the sta-
ble transmission of the induced and uninduced states of the lac operon in Escherichia coli
under specified conditions (Novick and Wiener, 1957). Namely, the medium in which the
bacteria are grown is a “maintenance” medium. It has just sufficient lactose to ensure that
cells with lac in an induced state have daughter cells in which lac continues to be induced,
but not sufficient to cause induction in uninduced cells (or in their daughter cells).
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We have seen that alternative phenotypes can be found in the same environment and can
be propagated stably. Can such alternatives lead to interesting consequences? Yes, if there
are many alternatives and their fitnesses are not the same. The argument rests on two facts.
First, a stressful environment (one that departs sufficiently from the one to which the or-
ganism is adapted) can trigger phenotypic variation. Second, natural selection acts both on
the mean value of a trait and on the extent to which there are variations about the mean.
This puts a premium on the degree of reliability with which the optimal phenotype can be
specified.

Phenotypic Differences Can Come About as a Result of Stress 

Natural selection, in addition to molding the mean value of a trait, tends to improve the ex-
tent to which the trait is buffered. In other words, natural selection also sharpens the degree
of precision with which the selected phenotype develops. Equivalent terms for buffering
are epigenetic stability and canalization (Waddington, 1960). Here we consider the re-
verse, a breakdown of canalization and why the specification of the phenotype may be-
come imprecise. The stress can be genetic or environmental in origin. 

Genetic stress may be an inevitable correlate of developmental complexity. This can be
inferred from the observation that organisms have evolved means for overcoming certain
unavoidable consequences of possessing a complex internal biochemistry. The best-known
example comes from studies of metabolic pathways made up of enzyme-catalyzed reactions,
where the flux through a pathway constitutes an important component of the overall organ-
ismal phenotype. Kacser and Burns (1981) proved that when the pathway has a large number
of intermediates, substrate concentrations are low, and the effects of feedback and non-
linearity are negligible, the flux is automatically buffered with respect to genetic stress. They
showed that even when the level of an enzyme decreased by half (as might be caused when
an individual was heterozygous for the wild type and a loss-of-function allele), the flux
through the pathway changed to a negligible extent. The implication drawn by them was
that, notwithstanding a wide range of possible stresses caused by changes in enzyme lev-
els (which in turn could be due to mutations), metabolic fluxes are buffered—apparently
automatically.

The assumptions made by Kacser and Burns, specifically, that substrate concentrations be
low, feedbacks and nonlinearities unimportant, and oscillatory reactions not possible, turn
out to be crucial. If one or more of these assumptions is violated, the system is no longer
guaranteed to be insensitive to the effects of mutation, in particular the mutation of
regulatory genes (Cornish-Bowden, 1987; Grossniklaus, Madhusudhan, and Nanjundiah,
1996). The resulting genetic stress can impinge significantly on the flux. Therefore, if the ob-
servation is that the phenotype, and so fitness, remains unaffected even under stressful
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conditions, one might reasonably conclude that buffering mechanisms must have been se-
lected for during the course of the organism’s evolutionary history. Rutherford and Lindquist
(1998) have provided a striking demonstration of how mutations in regulatory genes can
destabilize development, conceivably by affecting the flux through one or more biochemical
pathways. They found that when mutated, the Hsp83 gene, which encodes the Hsp90 protein
of Drosophila melanogaster, causes an enormous range of phenotypes to be manifested.
(They went on to demonstrate that it was thereby possible to select for a novel phenotype; the
mutant allele could even be dispensed with during the course of the selection.)

When organisms encounter abnormal situations, there may be no escaping the ensuing
genetic stress. In normally outbred populations, inbreeding can cause genetic stress. In
organisms that are normally inbreeders, such as flax, the outcrossing of two inbred strains
imposes genetic stress. Inbreeding can lead to phenotypic variation in the progeny that
goes well beyond the range found in outbred individuals. A widely accepted belief is
that developmental pathways get destabilized by the high levels of homozygosity that fol-
low from inbreeding. Why inbreeding has this effect remains unknown, but an observation
made by Biémont, Aouar, and Arnault (1987) may offer a clue. These workers found that
after sixty-nine generations of sib mating, an inbred line of D. melanogaster showed
extensive reshuffling of the mobile genetic element copia. It appeared that a specific desta-
bilization of the copia element had taken place on account of inbreeding. 

The example of copia may point to a widespread source of genetic stress. The presence
of mobile genetic elements, parasitic entities potentially harmful to their hosts, represents
a trade-off between selection acting on the element to favor transposition and selection on
the host to favor suppression of transposition. The result can be a stable polymorphism
with respect to the distribution of the number of such mobile elements in the genomes of
different individuals (Nanjundiah, 1985). Additionally, selection can act on the host so as
to suppress transposition and thus improve the stability of its phenotype. But the transposi-
tion of mobile genetic elements is commonly replicative (Lewin, 1995) and involves oblig-
atory events that are part of the physiology of the cell, such as transcription, DNA
synthesis, and DNA recombination. Therefore, in attempting to suppress the replication of
the parasite, the cell risks deleterious side effects that might result from interference with
its own functioning. 

A way to guard against such side effects might be to make an inhibitor of transposition
in just sufficient amounts: one active copy of the gene encoding the inhibitor could block
excessive spread of the foreign element, an optimal outcome from the point of view of the
host. Two active copies might cause nonspecific deleterious effects; no copies at all would
be useless of course. Inbreeding would disrupt this pattern of peaceful coexistence: some
inbred lines would lack the inhibitor entirely, whereas others would suffer from a general
depression of physiology; in short, the outcome would be dysgenic. 
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What about the destabilization caused by the outcrossing of highly inbred lines, some-
thing actually observed when the normal mode of reproduction involves inbreeding? The
point to remember is that, irrespective of the nature of the accommodation that has been
reached between the transposable DNA parasite and its host, it is unlikely that the same
transposable element will have colonized all host lines. When two inbred lines are crossed,
because both cellular and chromosomal environments are new for each set of elements, the
resident parasitic elements in each genome may be released from the transposition block
that existed in their normal hosts. Once again, the outcome can be expected to be dysgenic
(Nanjundiah, 1985). 

Environmental variations in space,  time, or both can constitute an important source of
phenotypic variation. Given a sufficiently unpredictable environment, there may simply be
no single optimal phenotype (Levins, 1968). Even though environmental variations do not
occur or are insignificant in the situations we are considering, the environment is stressful
all the same. Under such conditions, stress can be a potent factor in eliciting large-scale
phenotypic changes (Parsons, 1997). Heat shock, a good example of stress, can cause many
cellular proteins to become dysfunctional (on account of abnormal folding, for example),
thereby inducing other forms of damage to the cell. The cell tries to protect itself by in-
creasing the rate of production of specialized stress proteins (formerly called “heat shock
proteins”) to sequester and dispose of the damaged proteins. 

Many stress proteins are multifunctional. For example, Hsp90 plays a role in signal
transduction, progress through the cell cycle, production of nitric oxide, transcription,
and translation (Mayer and Bukau, 1999; Nathan, Vos, and Lindquist, 1997). In order to be
able to carry out all these functions under normal conditions, it is evident that the cell must
manufacture the stress proteins in sufficient amounts. When it mobilizes them for emer-
gency functions, however, the cell could be compromising one or more of the normal func-
tions mediated by stress proteins. If so, the effect would be a destabilized phenotype
(Forsdyke, 1994). A stress-induced depletion of other regulatory molecules could be yet
another route to destabilization. The outcome could be that crucial steps in cellular metab-
olism or gene activation are switched from “on” to “off” or vice versa. It is worth noting
that genetic stress can also be thought of as a form of environmental stress, but this time
with reference to the internal environment of the cell or organism.

Rapid and Heritable Phenotypic Change Can Occur by Means
of Genetic Assimilation

Both Waddington (1953) and, independently, Schmalhausen (see Gilbert, 1994) predicted
that if organisms varied genetically in terms of their ability to respond to an environmental
stimulus by giving rise to novel phenotypes, natural selection could take advantage of that
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ability. Their reasoning was based on the assumption that among the phenotypes that re-
sulted as a consequence of the stimulus, some would have a higher reproductive fitness
than others. Selection would enrich the population with genotypes that responded to the en-
vironment by developing the most advantageous phenotype in a reliable manner. In partic-
ular, selection would tend to increase the sensitivity of genotypes to the environment.
Those genotypes would be most favored whose threshold of response to the stimulus was
extremely low; indeed, so low that the response—the favored phenotype—continued to be
expressed in the absence of the stimulus (Waddington, 1953). In this manner, a character
originally acquired through exposure to a particular environment would now be stably in-
herited, or, as Waddington put it, “genetically assimilated.” 

Waddington went on to demonstrate that genetic assimilation could also work under con-
ditions of artificial selection.Among the experiments carried out by him and repeated by oth-
ers later, one set involved the transformation of a normal, two-winged stock of Drosophila
melanogaster into flies with the four wings typical of the extreme Ultrabithorax phenotype
(see figure 14.3; Waddington, 1956a,b; Ho et al., 1983; Gibson and Hogness, 1996). Two fea-
tures made the process especially intriguing. First, it appeared impossible that mutational
change could have taken place. Second, the number of generations over which selection
needed to be practiced was quite small, of the order of 10–20. Thus genetic assimilation
appeared—misleadingly, as Waddington was the first to point out—to resemble an evolu-
tionary transition with Lamarckian overtones. Nevertheless, in his words, “if such a change
occurred during phylogenesis it would certainly be accounted a macro-evolutionary
phenomenon” (Waddington, 1956b, p. 1).

Figure 14.3
Schematic drawings based on originals. (Left) Multiply mutant fly with four wings. The anterior pair of wings is
usual; the posterior pair is supernumerary and occurs because the tiny dorsal metathoracic appendages, the hal-
teres, have been transformed into almost normal-looking wings. (After Suzuki et al., 1986.) (Right) Fly showing
effects of genetic assimilation for the Ultrabithorax phenotype. The normal wings have been removed to show
more clearly the modified, winglike halteres (dorsal metathorax → dorsal mesothorax transformation). (After
Waddington, 1956b.)
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The demonstration of genetic assimilation of the Ultrabithorax phenotype went roughly
as follows. Eggs aged 2.5–3.5 hours were exposed to ether vapor for about 25 minutes.
Some of the resulting adults resembled (not always very closely to begin with) four-winged
flies characteristic of the Ultrabithorax genotype. Selection could be practiced by breeding
from them: after many generations of selection these flies bred true for the new phenotype.
Other demonstrations of genetic assimilation were more dramatic (Waddington, 1961), in-
volving sib selection: breeding from the affected flies’brothers and sisters that had not them-
selves been exposed to the environmental stimulus. In such cases, neither the flies belonging
to the assimilated stock nor any of their direct ancestors had ever experienced the stimulus. 

In explaining genetic assimilation, Waddington made two assumptions: first, that canal-
ization of the phenotype would have masked the existence of genetic variation in the orig-
inal wild-type stock; and second, that new combinations of regulatory genes would arise in
each generation through recombination. The environmental stimulus would merely un-
mask, so to speak, the underlying genetic variation (figure 14.4). In the experiment de-
scribed above, Waddington managed to show by mapping that the selection regime had

Figure 14.4
Genetic assimilation: appearance versus reality. Panel I assumes a one-to-one relationship between genotype G
and phenotype P in the normal environment E, altered to a one-to-many relationship in the stressful environment
E′. Selection for phenotype P ′ followed by a return to the previous environment results in a new phenotype that
breeds true, making it appear that, mysteriously, a (single) new genotype G ′ has appeared. Panel II shows that,
because of canalization for the wild-type in the normal environment E, many genotypes (G1, G2, etc.) can be
consistent with the same phenotype P . A transfer to E′ results in a breakdown of canalization; the genotype-
phenotype relationship becomes many-to-many. Selection for P ′ implicitly involves selection for a new set of
genotypes (G ′ ). The large arrows symbolize the shift from one environment to the other and back.
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indeed given rise to the appearance of at least one new regulatory gene. A recent replica-
tion of the experiment (Gibson and Hogness, 1996) showed that four new regulatory gene
combinations had appeared in the course of the assimilation of the four-winged phenotype. 

A Model for Genetic Assimilation 

Waddington’s proposal does not seem to have been tested in an explicitly genetic model.
The importance of doing so is obvious: if genetic assimilation can result in a rapid, large-
scale change in the phenotype, it would constitute a plausible explanation for major evolu-
tionary changes that have taken place relatively rapidly. My colleague Narayan Behera and
I (N. Behera and V. Nanjundiah, unpublished) have developed a model for genetic assimi-
lation. The model depends on a computational algorithm we developed for studying the in-
teraction between phenotypic plasticity and regulatory genes (Behera and Nanjundiah,
1997). Genotypes are represented by two randomly generated strings of genes: a structural
string, which directly influences the phenotype, and a regulatory string, which influences
the phenotype indirectly by acting on the functioning of the structural genes. The distinc-
tion is more symbolic than real. Depending on the context, the same gene can be thought
of as structural or regulatory. To use the language of Larsen (chapter 10, this volume), most
genes do double duty as both “worker” and “bureaucrat” genes. Conventional thinking,
on the other hand, tends to be comfortable with a nomenclature in which the gene encod-
ing the last protein in a biosynthetic pathway is called a “structural gene,” whereas a gene
encoding any of the proteins that influence the preceding steps (either directly, as substrates
or products, or indirectly, as cofactors, activators, or repressors) is called a “regulatory
gene.” As far as the following discussion goes, I will use “structural” or “regulatory”
merely to refer to the more significant aspect of a particular gene in a particular context.

A structural gene can function constitutively, when it is intrinsically “on” or “off,” or fac-
ultatively, when it has no intrinsically well-defined state but can function as if it were “on”
or “off,” depending on how it is influenced by the set of regulatory genes that act on it. A
structural gene locus has three possible allelic states, 1, 0, and X (figure 14.5), representing
the “on,” “off,” and “either on or off ” states of the gene, respectively, with an X finally be-
having as if it were a 1 or a 0 (as explained below). Once the state of each X is unambiguously
assigned, the structural gene string has a phenotype associated with it. There is an optimal
phenotype associated with each environment and defined by an appropriate string of 1s and
0s. The starting environment is denoted by A. To begin with, all individuals express the same
phenotype, which we may identify with the wild-type phenotype in Waddington’s experi-
ments. In every generation, some individuals are transferred, or exposed at a critical stage of
their development, to a different environment, denoted by B. Operationally, the transfer in-
creases the likelihood that an individual express a (desired) novel phenotype. Let us imagine
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Figure 14.5
Genetic assimilation model, showing two haploid genotypes (small ovals) along with a transient diploid zygote
(large oval). Each haploid genotype consists of two strings of genes, a “structural set” (top of each pair, containing
1, 0, and X alleles) and a “regulatory set” (bottom of each pair, containing only 1 and 0 alleles). Recombinant
genotypes are generated via random crossovers occurring during meiosis. By influencing the probabilities of the
X → 1 and X → 0 transitions, the regulatory gene set specifies alternative epigenetic states of the same gene X.
The transitions result in genotype equivalents, affecting the expression of structural genes and helping to specify
the phenotype. “Coin tossing” alludes to the probabilistic basis of the transitions.
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that the starting phenotype is that of a normal (wild-type) fly and that the desired phenotype
is the full Ultrabithorax phenotype with four wings.

The siblings of those individuals that come closest to expressing the altered phenotype
after exposure to B are chosen for mating. This is merely in order to demonstrate the ver-
satility of the model; obviously, breeding directly from them would work better. We moni-
tor the success of the procedure in terms of a parameter, H, which stands for the fraction of
the population that expresses the desired phenotype, either after exposure to environment
B (HB) or without any such exposure (HA). In terms of Waddington’s experiment, HA is the
fraction of the population that expresses the Ultrabithorax phenotype without any prior
exposure to ether and HB is the fraction that does so after ether exposure. The upshot is that
on the whole both HA and HB increase over the course of generations. In other words,
genetic assimilation occurs. As is true of the experimental observation, in environment B
(i.e., after exposure to ether) a few genotypes give rise to the assimilated phenotype even
in the first generation but far fewer—possibly none—do so in environment A. The model
does not take advantage of all the restrictions that the experiments allow. It makes no as-
sumptions regarding the nature of the two environments, when the shift occurs or how long
it lasts. All it says is that the shift from environment A to environment B permits a broad
spectrum of phenotypes to develop. In contrast, the experimental protocols tend to involve
a well-defined environmental stimulus applied within a small time window at a specific
stage of development. As Waddington found, this approach can cause a rather narrow range
of phenotypes to appear. For example, ether treatment favors the “haltere-to-wing” transi-
tion, whereas heat shock affects the development of wing veins and leads to the appearance
of cross-veinless phenotypes (Waddington, 1961).

Here, in qualitative terms, is how our model works (the explanation is essentially
Waddington’s). As I have described the system, selection can act only between alternative
phenotypes that are correlated with different structural gene combinations. Regulatory
genes would seem to play no role in the specification of phenotypes. However, such a con-
clusion would be false, because the probability that a particular phenotype is actually
attained depends on whether an “X” is more likely to behave as a “1” than as a “0,” which
in turn is influenced by the regulatory genes. Selection acts on the regulatory genes, albeit
indirectly, in our model, favoring combinations of regulatory genes that lead to an increase
in the probability that an “X” will behave as a “1.” Thus selection leads to the occurrence,
through genetic recombination, of regulatory gene sets that ensure that the phenotype
corresponding to maximal fitness is attained with a probability close to 1—irrespective of
exposure to the source of environmental stress (exposure to ether in Waddington’s experi-
ment). In the beginning, environmental stress played a facilitating role by destabilizing the
course of normal development and making the appearance of desired phenotypes more
likely than would otherwise be the case. At the end, however, the stress is no longer
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needed; its role has been made redundant by the canalized action of a new set of genes
(figure 14.4).

Evolutionary Possibilities

Phenotypic plasticity can contribute to evolutionary change by two distinct routes, and it is
important that we do not conflate them.

In the first route, which I have explored in this article, the original phenotype is canal-
ized in the normal, nonstressful environment, and therefore any underlying genetic varia-
tion that exists is cryptic. Stress, whether environmental or genetic in origin, works on the
preexisting genetic variation and gives rise to a spectrum of phenotypes, many of them
novel, with the optimal phenotype having a higher reproductive success than the others.
Sexual reproduction and recombination constantly throw up new arrays of regulatory
genes, an obvious prerequisite being that some genetic variation does exist. Selection acts
on regulatory gene combinations so as to make the development of the optimal phenotype
increasingly probable. To put it differently, selection progressively delinks the appearance
of that phenotype from the particular stressful stimulus that potentiated its appearance in
the first place. The result is that evolution takes place via genetic assimilation. Epigenetic
inheritance is not necessary for this scheme to work; its existence would be an added
bonus, as it were. Yet another bonus would be for the optimal phenotype to be pro-
duced more or less consistently in the new environment. If that were the case, selection
would need to act merely to decrease the variance in the mean level of expression of the
optimum.

The second route to evolutionary change, which I have only touched on, could operate
in a background of genetic uniformity. Although here, too, phenotypic variation is induced
by stress, the cause now lies solely in the manner in which the genotype interacts with the
stressful environment. The consequence of the interaction is more than one phenotype. In
Bonner’s terminology (Bonner, 1965), the consequence is an enlargement in the range
variation of the phenotype. Among the phenotypes so generated, the one that leads to the
highest reproductive fitness can be rendered constitutive (eventually) via what has been
called the “Baldwin effect.” In the Baldwin effect, a phenotypic response to a specific
environment can become independent of the environment. Baldwin’s suggestion was that
what started out as a purely physiological adaptation to new conditions could end up, if the
right mutational changes took place, as a genetically constitutive outcome (Simpson,
1953). The Baldwin effect may work in situations where the starting population is geneti-
cally homogenous and the (stress-induced) variable phenotypes do not differ genetically, at
least not in the beginning. 
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Following a line of reasoning first advanced by West-Eberhard (1986), Stuart Newman
(personal communication; also see chapter 13, this volume) has pointed out that it may be
useful to broaden the meaning of “genetic assimilation.” This could be done by including
any set of events whereby a trait which originally depends on an interaction with the envi-
ronment becomes incorporated into the developmental repertoire of the organism through
genetic change. West-Eberhard’s (1986) model for major phenotypic change in evolution
depends on the ability of more than one phenotype to be consistent with the same genotype
or set of genotypes. Her starting assumption is that the same genotype can give rise to dis-
tinct but equally well-adapted phenotypes in different individuals belonging to the same
population. The alternative phenotypes could persist over generations. Subsequently, per-
haps on account of geographical isolation and the demands imposed by a new environ-
ment, just one of the alternatives could be favored. The genome would then be “released
from the constraints of having to accommodate multiple alternatives,” a step that could “fa-
cilitate speciation by accentuating divergence from the parent population” (West-Eberhard;
1986, p. 1388).

The less restrictive definition of genetic assimilation may be useful in that it helps
us to think in terms of an entire set of phenomena—phenotypic plasticity/epigenetic inher-
itance/the Baldwin effect/canalization/genetic assimilation—as lying on a  conceptual con-
tinuum. But by doing so we blur what may be a useful distinction between genetic
assimilation and the Baldwin effect; the latter would become just one of the many means
through which genetic assimilation could occur. As used here, however, genetic assimila-
tion is quite different from the Baldwin effect. Genetic assimilation requires preexisting
genetic variability, whereas the Baldwin effect does not. 

In both routes the stressful environment acts as a trigger that permits a whole range of phe-
notypes to develop. Although any phenotypic trait that thus develops need not be an adapta-
tion to the triggering condition, as we have seen, the trait might confer an advantage on its
possessor in a quite unrelated environment. In the case of the Waddington-type experiment,
the changed environment, E ′ in figure 14.4, is imposed by the experimenter; it is “a peculiar
form of predation” (Warburton, 1956, which contains a thought-provoking discussion of this
point). Other things being equal, it is reasonable to assume that, for a given intensity of
selection, the variance in the mean value of a trait will always be higher when development
occurs in a stressful, relatively less tolerant, environment than when it occurs in an environ-
ment free of stress. Such an assumption, if true, suggests that selection for a changed pheno-
type in a stressful environment ipso facto leads to unexpectedly reliable (strongly canalized)
development when the original environment is restored (see figure 14.4). 

The idea that the extreme phenotypic variation caused by genetic or environmental stress
can fuel rapid evolutionary change is not new. Levin (1970) proposed a model for speciation
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that involved, as a first step, the isolation of a small number of individuals from a larger
population. The smaller group could be located at the periphery of the main population, in
a region where the environment was suboptimal and, to that extent, stressful. The smaller
group would therefore be subject to strong directional selection. That, combined with
phenotypic changes resulting from a failure of reliable development (caused by inbreeding),
could lead eventually to the stabilization and fixation of a novel phenotype. In Levin’s
scheme, environmental stress plays an important role in generating developmental instabil-
ity, but so does a breakdown of canalization because of inbreeding and the concomitant
increase in homozygosity.

Both Levin’s and West-Eberhard’s proposals postulate phenotypic differences within
a common gene pool followed by a subsequent step or steps involving natural selection for a
genotype which buffers, or canalizes, the newly favored phenotype. These steps must neces-
sarily involve modifier loci. After canalization has been achieved, the modifiers will mask
whatever genetic variation there exists within the population. As a result the underlying
genetic variation will become cryptic. (The most famous, not to say famously disputed,
discussion of the likelihood of such a course of events is Fisher’s model for the evolution of
dominance; see Nanjundiah, 1993). But the fact that epigenetic states can be maintained and
propagated through many generations of reproduction provides, in principle, yet another
means for significant phenotypic variations to arise and evolutionary change to occur, this
time without any underlying genetic change—at least none to begin with. The inheritance of
epigenetic traits, and, more generally, of acquired traits, excites surprise only when it is
observed to occur across individual (organismal) generations. The reason behind this is our
ingrained belief in the correctness of Weismann’s doctrine of the separation between germ
line and soma. But in multicellular organisms, the epigenetic traits expressed by differenti-
ated cells are routinely inherited over many cellular generations. Besides, the germ line–
soma distinction breaks down in plants and in many invertebrates.

Finally, we need to address an important question. Why do organisms harbor the capac-
ity to exhibit a large degree of phenotypic variation? One possible answer is that selection
for complexity—for genetic networks with high levels of connectivity, feedbacks, and
nonlinearities—might automatically render the system susceptible to genetic or environ-
mental stresses. In other words, the capacity to exhibit phenotypic variation may be an
inescapable consequence of a complex genome and a complex physiological pathways.
Alternatively, as we have also seen, the course of developmental canalization may get
disrupted by stress. But there is a third possibility. It may be that for many organisms, the
native environments are so variable—“on all scales in space and time” according to Bell
(1992)—that natural selection has molded their capacity to exhibit a diverse range of
phenotypes when called upon to do so. 
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Genetic and Epigenetic Factors in the Origin
of the Tetrapod Limb15

Günter P. Wagner and Chi-hua Chiu

This chapter discusses the origin of the tetrapod limb from a morphological and develop-
mental perspective. In accordance with the majority view (see Ahlberg and Milner, 1994;
Coates, 1994; Sordino and Duboule, 1996; Capdevila and Izpisúa-Belmonte, 2001), we
argue that the origin of the tetrapod limb is coincidental with the origin of the autopodium,
that is, with the origin of distinct hands and feet in the paired appendages. In clarifying the
notion of an autopodium and proposing an evolutionary-developmental scenario for its orig-
ination, our goal is to exemplify the abstract concept of an evolutionary innovation. Our
review of the material and the argumentation based on it are thus guided by ideas, our own
and others’, about what that abstract concept means.

Müller and Wagner (1991; see also Müller, chapter 4, this volume) have argued that the
concept of evolutionary innovation is intimately connected to the concept of homology, or
to the more neutral concept of character identity (also known as the “biological homology
concept”). Following the lead of Shubin and Alberch (1986), we think that the best way to
define character is to identify the morphogenetic rules underlying its development: 

A character is a part of the body that develops according to a coherent (phylogenetically stable) set
of morphogenetic rules, which make a distinct range of phenotypic states accessible for this body
part, but not for other parts of the organism.

This formulation, though new, expresses essentially the same ideas as the definition of
biological homology in Wagner, 1989. The only difference is that it does not explicitly in-
voke developmental constraints or directly refer to developmental processes. By implica-
tion, an evolutionary innovation can be defined as “a part of the body that follows a set of
phylogenetically derived morphogenetic rules, which make a distinct set of morphological
states accessible to natural variation.” From a developmental perspective, this definition
implies that an innovation must in all, or at least in many, cases be tied to a certain mor-
phogenetic field (for the notion of a morphogenetic field, see Gilbert, Opitz, and Raff,
1996). An innovation can be realized by an ancestral field, which has acquired a new set of
morphogenetic rules, or by an altogether original morphogenetic field, which executes a
new set of morphogenetic rules. Based on this way of thinking, we argue that the key
developmental difference between a fin and a tetrapod limb is the existence of a morpho-
genetic field in limbs that does not exist in fins, namely, the autopodial field. We will
review evidence showing that the autopodium actually develops from a morphogenetic
field distinct from the proximal parts of the developing limb bud. 

The example of the tetrapod autopodium also helps to clarify the integral relationship
between genetic and epigenetic factors in the origin of morphological novelties. We agree
with Seilacher (1991), Müller and Newman (1999), and Newman and Müller (2001) that
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the origin of new characters requires epigenetic opportunity for the new morphological
states to occur. Genetic factors are required for the heritability and subsequent fixation of
new morphological states (compare Müller, chapter 4, this volume). This requirement does
not imply, however, that the specific nature of a new character is in any sense determined
or explained by the mutations that make the character heritable. Genetic variation also
plays a more subtle role, which is often overlooked. Indeed, one can infer that a new struc-
ture of the phenotype requires a minimal degree of genetic and developmental autonomy,
an inference derived from the expectation that characters are not only observable structures
of the phenotype but units or building blocks of phenotypic evolution (Wagner, 1995). To
have such autonomy, the new character needs to exhibit heritable variability that is to some
degree independent of the rest of the phenotype. Because heritable variation is in most
cases caused by genetic variation, independent heritable variation of a character needs to
be associated with some degree of developmental, genetic autonomy of the character. We
thus argue that the epigenetic opportunity for a new character to arise can only be realized
if there is also evolution of developmental autonomy and character individuality (see also
Müller, chapter 4, this volume).

The Morphological Pattern of the Fin-Limb Transition

As important new fossil evidence has emerged, the paleontological and anatomical evidence
connecting tetrapod limbs with fins has been repeatedly reviewed (see Milner, 1988, 1993;
Coates, 1991, 1993, 1994; Vorobyeva, 1991; Carroll, 1992; Ahlberg and Milner, 1994;
Shubin, 1995). Our present summary, based on these review papers and on original contri-
butions (Long, 1989; Coates and Clack, 1990; Lebedev and Coates, 1995; Cloutier and
Ahlberg, 1996; Coates, 1996; Daeschler and Shubin, 1998; Paton, Smithson, and Clack,
1999; Berman, 2000), is intended to clearly define the morphological transformation we
seek to explain.

A number of investigators have proposed that the autopodium is the innovation separat-
ing the limb from a fin (see, for example, Ahlberg and Milner, 1994; Coates, 1996; Sordino
and Duboule, 1996; Capdevila and Izpisúa-Belmonte, 2001). But what exactly is the au-
topodium? To answer this question, we have organized the comparative anatomical evi-
dence in the phylogenetic framework of vertebrate evolution. Although the phylogenetic
branching patterns of some lineages remain unresolved, there is an emerging consensus on
the relationships among taxa (see below) crucial to elucidating the fin-limb transition. 

Limbs and Fins: A Basic Taxonomy of Terms 

The archetypal limb of a tetrapod consists of three major segments: the stylopodium or upper
limb; the zeugopodium or lower limb; and the autopodium or hand/foot (figure 15.1A). The
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Figure 15.1
Comparison of paired appendage skeletons. (A) Typical tetrapod limb with three main segments: the stylopodium,
zeugopodium, and autopodium. (B) Pectoral fin of a blenny, a perciform fish. The distal elements are fin rays
derived from dermal scales and have no counterpart in the tetrapod skeleton. The proximal elements, though
endoskeletal, are not homologous to any bone in the tetrapod skeleton. (C) Endoskeleton of Eusthenopteron, a
fossil sarcopterygian relative of tetrapods. Note the branching pattern of skeletal elements, similar to the proximal
elements in the tetrapod limb.

stylopodium consists of one long bone: the humerus (attached to the shoulder girdle) in the
forelimb; the femur (attached to the pelvic girdle) in the hind limb. The zeugopodium is pri-
marily composed of two long bones: the radius and ulna in the fore limb; the tibia and fibula
in the hind limb. The autopodium consists of two segments, a proximal mesopodium and a
distal acropodium. The mesopodium, a complex of nodular elements in most tetrapods, is
called the “carpus” in the hand and the “tarsus” in the foot. The acropodium is a series of
small long bones, the metacarpals in the hand, the metatarsals in the foot, and the digits in
both (figure 15.1A).

The typical paired fin of a teleost (e.g., zebrafish) has no specific skeletal elements in
common with the tetrapod limb (figure 15.1B). The proximal endoskeletal elements are an
anteroposterior series of bones called “radials.” Distal to these radials is a row of small car-
tilages called “distal radials.” The most distal skeletal elements are the fin rays, lepi-
dotrichia and actinotrichia, which belong to the dermal skeleton. The tetrapod limb
contains no skeletal elements derived from fin rays. The connection between the fin and the
limb, however, becomes more evident upon examination of the more complex endoskeletal
fin structures of sharks, basal ray-finned fishes such as sturgeons, and the sarcopterygian
(lobe-finned) fishes, from which the tetrapods are derived (Janvier, 1996; figure 15.1C).

The tetrapod limb is derived from a posterior part of the fin endoskeleton of elasmo-
branchs and basal bony fish, the so-called metapterygium, a series of endoskeletal elements
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that is the first to form in the developing paired fins (Braus, 1906; Shubin, 1995; Mabee,
2000). It arises in close connection to the girdle and, in turn, gives rise to a series of vari-
able elements, usually at its anterior edge. In addition, an independent endoskeletal ele-
ment called the “protopterygium” develops anterior to the metapterygium in many basal
fishes (e.g., bichirs and sturgeons). Whereas teleosts have lost the metapterygium, sar-
copterygians have lost the protopterygium and thus develop all their endoskeletal struc-
tures, to include the tetrapod limb skeleton, from the metapterygium. The difference
between the tetrapod limb and the teleost fin may be explained, then, by a complementary
trend in the importance of the metapterygium. These observations limit the usefulness of
comparisons between zebrafish fin development and limb development to the most general
features, such as the presence of a zone of polarizing activity (ZPA): no specific compari-
sons are possible between the skeletal elements of these paired appendages. 

The Phylogenetic Position of Tetrapods

The hypothesis that tetrapods and sarcopterygian fishes form a clade is widely supported (see
Hedges, Moberg, and Maxson, 1990; Schultze and Trueb, 1991; Cloutier and Ahlberg, 1996;
Zardoya and Meyer, 1997). The question as to which of the two extant sarcopterygian fish lin-
eages, the lungfish (three extant genera) or the coelacanth Latimeria, is closer to the tetrapods
remains open (see Rosen et al., 1981; Panchen and Smithson, 1987; Chang, 1991; Schultze,
1991; Hedges and Maxson, 1993; Zardoya,Abouheif, and Meyer, 1996; Zardoya and Meyer,
1997). Because neither of these taxa represents the character state from which the limb is
derived (Vorobyeva, 1991; Shubin, 1995), this uncertainty is not relevant to our discussion.
There is strong evidence that the panderichthyids are the sister group to the tetrapods and that
the osteolepiforms, typified by the well-known Eusthenopteron, are the sister group to the
panderichthyid-tetrapod clade (Long, 1989; Coates, 1991, 1994; Vorobyeva and Schultze,
1991; Ahlberg and Milner, 1994; Shubin, 1995; Cloutier and Ahlberg, 1996; figure 15.2).

The panderichthyids, a group of Devonian sarcopterygians, share a number of cranial
and postcranial characters with the early tetrapods, but not the structure of the distal parts
of their paired appendages (Schultze and Arsenault, 1985; Vorobyeva and Schultze, 1991).
This group can thus be viewed as tetrapods with paired fins. Like the most basal tetrapods,
and much like extant crocodiles, these creatures were shallow water predators (Coates and
Clack, 1990; Ahlberg and Milner, 1994).

A third group of lobe-finned fish, the rhizodontids (whose interesting fin structure is
discussed below) may be the sister taxon to the ((tetrapod) panderichthyld) osteoleopiform
clade, as proposed by Schultze (1987), Long (1989), and Cloutier and Ahlberg (1996),
although the phylogenetic position of this group is still a matter of debate. The other
sarcopterygians (e.g., lungfish, coelacanths, and porolepiforms) have fin structures that
bear little resemblance to the early tetrapods and their immediate relatives. 
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Figure 15.2
Hypothetical phylogenetic branching pattern among sarcopterygian relatives of tetrapods. The phylogeny is sim-
plified from (Cloutier and Ahlberg, 1996, figure 4.) 

Phylogeny of Tetrapods

There is strong support for monophyly of all extant and fossil tetrapods (Panchen and
Smithson, 1988; Ahlberg and Milner, 1994; Carroll, 1995; Coates, 1996; Janvier, 1996;
Laurin, 1998), of amniotes, and of the lissamphibians (frogs, salamanders, and gymnophions;
Cannatella and Hillis, 1993; Hedges and Maxson, 1993; Gauthier, Kluge, and Rowe, 1988;
Laurin, 1998; figure 15.3). Relationships among the many Carboniferous amphibians and the
Lissamphibia, however, remain unresolved (Carroll, 1992, 1995; Milner, 1993; Ahlberg and
Clack, 1998; Laurin, 1998; Berman, 2000; Coates, Ruta, and Milner, 2000; Laurin, Gorondot,
and Ricqlés, 2000).

Evidence from trace fossils of the middle Upper Devonian, about 370 million years
ago, indicates that tetrapod limbs originated in the Devonian (Vorobyeva, 1977; Ahlberg
and Milner, 1994). Most of the anatomical evidence about the structure of primitive tetra-
pod limbs stems from the fossils of three Devonian tetrapods, Acanthostega, Ichthyostega,
and Tulerpeton, found in Late Famennian layers about 362 million years ago (Ahlberg and
Milner, 1994). According to cladistic analyses, the Devonian tetrapods are offshoots from
the tetrapod stem lineage (Ahlberg and Clack, 1998; Laurin, 1998), thus diverged before the
most recent common ancestor of the extant tetrapods (figure 15.3). This phylogenetic
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Figure 15.3
Hypothetical phylogenetic branching patterns among major tetrapod taxa, simplified after Ahlberg and Milner,
1994. All recent forms are derived from an ancestor more recent than any of the known Devonian tetrapods. This
hypothesis implies that the pentadactyl autopodium arose only once, before the emergence of the most recent
common ancestor of living tetrapods (Laurin, 1998).

hypothesis places the most recent common ancestor of extant tetrapods in the Lower
Carboniferous period at about 340 million years ago (Paton, Smithson, and Clack, 1999;
Laurin, Gorondot, and Ricqlés, 2000).

Stages in the Acquisition of Tetrapod Limb Characters

From the phylogenetic history outlined above, it is clear that the origin of modern tetrapod
limbs was not a single event, but instead a series of transformations that continued after
the origin of the first unambiguous tetrapod limbs, as shown by the difference between the
Devonian and Carboniferous tetrapods. There are at least two major steps to be distinguished:
first, the origin of the tetrapod autopodium (which we morphologically define as the “fin-limb
transition”); and second, the transformation of the archaic autopodium of Devonian tetrapods
into the pentadactyl autopodium of the extant tetrapods (Coates, 1994, 1996).

The three main outgroup taxa of tetrapods, panderichthyids, osteolepiforms, and rhi-
zodontids, have endoskeletal elements corresponding to the stylopodial and zeugopodial
elements in a tetrapod limb (Coates, 1991; Vorobyeva, 1991; Ahlberg and Milner, 1994;
Shubin, 1995). In addition there are elements that share the position and possibly the
developmental derivation of the ulnare and the intermedium. From these observations,
most authors have concluded that the stylopodial, zeugopodial, and proximal mesopodial
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elements have counterparts in the fins of tetrapod ancestors. Moreover, the lineage that leads
to the tetrapod ancestor shows a notable tendency to reduce the complexity of the en-
doskeleton distal to the zeugopodial segment (Coates, 2001). This trend culminated in the
pectoral fin of Panderichthys, which has only two distal elements, an elongated element cor-
responding to the intermedium and large bony plate corresponding to the ulnare (Vorobyeva
and Schultze, 1991). This pattern suggests that the autopodium did not arise from a transfor-
mation of the distal fin skeleton but from largely new elements, with only a few homologues
in the fin skeleton.

The neomorphic nature of the autopodium is also reflected in the problems to homologize
the digits, which most authors identify as homologues to the radials of a sarcopterygian fin
(e.g., Coates, 1994; but see Coates, Ruta, and Milner, 2000). If digits are “segmented radials
that do not support fin rays” (Coates, 1994), the question remains, to which radials do they
correspond? Given that in most recent tetrapods the digits derive from the digital arch in a
sequence from posterior to anterior (at least digits DIV, DIII, and DII, but not DV; Burke
and Alberch, 1985; and perhaps not even DI; see original data on the alligator in Müller and
Alberch, 1990, figures 4 and 7), it is tempting to assume that the digits correspond to post-
axial radials (Ahlberg and Milner, 1994). Postaxial radials, however, are not described
among the close outgroups of tetrapods. Osteolepiforms tend to only have anterior radials
and rhizodontids have terminal radials, much like digits (e.g., Barameda; Long, 1989;
Sauripterus; Daeschler and Shubin, 1998). Postaxial radials are present in lungfish, the
coelacanth Latimeria, and the shark Xenacanthus (Braus, 1906; Shubin, 1995) but these lin-
eages are not directly ancestral to tetrapods. Finally, cell fate mapping in bird limb buds does
not show a “bending” of posterior growth axis in the autopodium (Vargesson et al., 1997).
Hence it is not obvious that digits and the digital arch can be understood as a bent metaptery-
gial axis as proposed by (Shubin and Alberch, 1986). Below we argue that the digital arch
may have evolved during the stabilization of the pentadactyl autopodium, rather then during
the fin-limb transition itself.

The only consistent differences between sarcopterygian fins and the variety of primitive
tetrapod limbs are the mesopodial-acropodial pattern of skeletal elements in the autopodium
and the absence of fin rays. This implies the coincident origin of digits and the mesopodium,
carpus and tarsus. The typical mesopodium of extant tetrapods consists of a complex array
of three kinds of nodular elements: the proximal tarsals (ulnare/fibulare, intermedium, and
radiale/tibiale), the central carpals/tarsals, and the distal carpals/tarsals supporting the
metapodial elements. Among the recent tetrapods, there are a few examples in which tarsal
or carpal elements are secondarily elongated (Blanco, Misof, and Wagner, 1998). We will
discuss these exceptions below.

Not all mesopodial elements of crown group tetrapods are found in the most basal
stem tetrapods. The elaboration of the mesopodium occurred after the origin of the digits
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(Smithson et al., 1993; Coates, 1996). The carpus of Acanthostega is not known except
for the presence of an elongated fibulare (Coates and Clack, 1990). The tarsus of
Acanthostega, however, consists of elements corresponding to the proximal tarsals (tibiale,
intermedium and fibulare) and four distal tarsals supporting digits DII, DIII, DIV and DV,
although the preservation of the specimen suggests that some additional elements may have
been lost (Coates, 1996). The hind limb of Ichthyostega also has the proximal tarsals and two
distal tarsals, as well as one central element wedged between the intermedium and the
two distal carpals (Coates and Clack, 1990). Even among stem amniotes, the tarsus is still
more primitive than in crown amniotes (Smithson et al., 1993). Hence the mesopodium con-
sists of plesiomorphic elements that were integrated and transformed into the mesopodium
(the ulnare/fibulare and the intermedium) and of new elements, many arising after the origin
of the autopodium. Clearly, not all mesopodial elements of Devonian forms are nodular
(e.g., the carpal intermedium of Acanthostega) and many elements are added later. But all
tetrapod limbs have some nodular elements inserted between the zeugopodium and the dig-
its (in the structure we refer to as the “mesopodium”), regardless of the degree of elaboration.

We conclude that a developmental scenario for the origin of the autopodium has to ac-
count for the origin of a zeugopodial-mesopodial transition but not necessarily for the com-
pletely elaborated mesopodium seen in modern tetrapods. This transition corresponds to a
marked difference in skeletogenetic mode, from the development of large elongated ele-
ments to smaller and most often nodular elements, that occurs in all tetrapod limbs but not
in any sarcopterygian fin. 

After the establishment of the meso-acropodial pattern in the Devonian, the tetrapod
limb continued to evolve. The Devonian forms have an autopodium that is structurally dis-
tinct from all the limbs of extant tetrapods and from all known limbs of Carboniferous
forms (Coates, 1991, 1994). These forms are all polydactylous, ranging from eight digits in
Acanthostega (Coates and Clack, 1990) to six digits in Tulerpeton (Lebedev and Coates,
1995). Furthermore, the Ichthyostega foot (the hand is not known) is heterodactylous,
which means that the digits are heterogeneous in size trends and cross section (Coates and
Clack, 1990). Finally, the number of mesopodial elements is smaller, as discussed above.
Similarly, the urodeles have a radically different mode of hand/foot development than all
other extant tetrapods (Braus, 1906). From this it is clear that the pentadactyl tetrapod limb
morphology stabilized after the actual fin-limb transition (Ahlberg and Milner, 1994;
Coates, 1994, 1996; Laurin, 1998; Paton, Smithson, and Clack, 1999; Laurin, Gorondot,
and Ricqlés, 2000). The question thus arises, how does the development of extant tetrapod
limbs relate to the morphology of stem tetrapods, with their polydactylous limbs and primi-
tive mesopodial (Wagner, Chiu, and Laublichler, 2000)?

Recent tetrapods differ in the mode of digit development. There are at least four modes
for deployment of digits (figure 15.4). In the most common mode, the digital arch grows
from the ulnare/fibulare in a posterior to anterior direction and digits sprout from the
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postaxial side from the digital arch (figure 15.4a). Digit-forming condensations without
connection to the digital arch have also been observed; these give rise to the most posterior
digits in the amniotes, DV, and sometimes also to the most anterior digit, DI (see, for
example, Burke and Alberch, 1985; Müller and Alberch, 1990; Burke and Feduccia, 1997).
A single digit can develop from the radiale and tibiale each, the prehallux and the prepollex
(figure 15.4b). The digits I and II in urodeles are developmentally derived from the inter-
medium (Schmalhausen, 1910; Hinchliffe, 1991; Blanco and Alberch, 1992; Vorobyeva
and Hinchliffe, 1996; Hinchliffe and Vorobyeva, 1999; figure 15.4c). Hence the digital arch
is certainly not the only mode for deployment of digits in limb development, and there is
variation in the “digitogenic pathways” among recent tetrapods. We thus suggest that, in the
limb buds of Devonian tetrapods, several digitogenic pathways might have been used
simultaneously, which may account for the higher digit number compared to extant
tetrapods. This hypothesis may also account for heterodactly in Ichthyostega (Coates,
1991), assuming that digits with different morphologies are derived from different digito-
genic pathways. These suggestions are testable with loss-of-function mutations (see below).
The stabilization of the autopodial morphology may have then resulted from suppression of
some the digitogenic pathways, such as that from the radiale/tibiale in amniotes, and the ex-
pansion of the digital arch. Consequently, the extent of the digital arch found in amniotes
and frogs may be a derived developmental character of extant eutetrapods. We therefore
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Figure 15.4
Modes of digit development, corresponding to the three proximal mesopodial elements in the tetrapod limb,
which are the radiale/tibiale, the intermedium, and the ulnare/fibulare. (a) In almost all recent tetrapods most
digits are derived from the digital arch which is emanating from the ulnare/fibulare. (b) One digit also can arise
from the radiale or tibiale and is called the “prepollex” or “prehallux,” respectively. A predigit is a common fea-
ture of anuran feet, and is an occasional natural variant in newts (J. Rienesl and G.P. Wagner) and some lizards.
(c) The third mode of digit development is connected to the intermedium and is seen in many extant urodele
species (Schmalhausen, 1910; Blanco and Alberch, 1992; Vorobyeva and Hinchliffe, 1996; Vorobyeva,
Ol’shevskaya, and Hinchliffe, 1997).
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conclude that the digitogenic pathway of most recent tetrapods may not be a guide to the de-
velopmental mechanisms for the transformation of fins to limbs. In particular, the digital
arch may not be a defining feature of the autopodium.

Definition of the Autopodium

According to our hypothesis, the autopodium can be defined as the distal segment of a
vertebrate paired appendage that consists of mesopodial elements, which are mostly nodu-
lar, and acropodial elements, which are an anteroposterior series of small long bones
(metacarpals, metatarsals, and phalanges). The acropodial elements are characteristically
separated from the zeugopodium by one or more rows of mesopodial elements: this is the
only consistent morphological difference between fins and limbs, whether one interprets
the acropodial elements as radials or not. 

There are two recent tetrapod groups in which the proximal mesopodial elements have
been transformed into two long bones resembling zeugopodial elements: the anurans and the
crocodilians, with elongated tarsal elements (Blanco, Misof, and Wagner, 1998) and carpal
elements (O.C. Rieppel, unpublished), respectively. In both cases, the proximal tarsals/
carpals are true long bones with a bony collar and cartilaginous distal and proximal ends.
These elements ossify together with the other long bones rather than with the other mesopo-
dial elements. There is evidence that the transformation of the anuran tarsal elements repre-
sents a distal shift in the zeugo-autopodial border (Blanco, Misof, and Wagner, 1998).Among
the primates, elongated bones develop in the tarsus of the galago Otolemur and the tarsier
Tarsius, but there is no conclusive evidence as to the mode of ossification (G.P. Wagner and
C.-h. Chiu, unpublished). These transformations are complementary to the “mesopodializa-
tion,” that is, proximal shift of the zeugo-autopodial border, observed in aquatic reptiles
(Caldwell, 1997). These exceptions are likely due to evolutionary variation in the zeugo-
autopodial border, as suggested by Blanco and collaborators (Blanco, Misof, and Wagner,
1998), and are not in contradiction with the definition of the autopodium as a configuration of
mesopodial and acropodial segments.

Based on this definition of an autopodium, the two critical questions regarding the origin
of the autopodium are the following. What are the genetic and developmental mechanisms
that establish the zeugo-mesopodial boundary? Is the origin of these mechanisms also in-
volved in the origin of the autopodium? 

Development of the Autopodium

A morphological novelty can be defined as a character derived for a clade (i.e., autapomor-
phic), hence, not present in the ancestor of a more inclusive clade (Müller and Wagner,
1991). It follows that a morphological novelty is correlated with changes to an existing
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developmental program or creation of a new developmental pathway. Elucidating how
the zeugopodial-mesopodial transition, the innovation in tetrapod limb evolution, arose
requires a brief review of the genetic factors involved in limb development. 

Tetrapod limbs originate from groups of cells in the lateral plate mesoderm and develop
into mesenchymal buds surrounded by ectoderm (Searls and Janners, 1971).As growth con-
tinues distally, part of the ectoderm thickens, forming the apical ectodermal ridge (AER). In
amniotes the AER is essential for continued cell proliferation during limb bud growth. If the
AER is removed, cell proliferation is reduced, leading to truncated limbs (Saunders, 1948).
Not all tetrapods have an AER, however; for example, urodeles (Karczmar and Berg, 1951)
and the directly developing frog Eleuterodactlyus coqui (Richardson et al., 1998) do not.
Most strikingly, removal of the distal ectodermal cup of the limb buds of urodeles and E.
coqui does not lead to an arrest of limb bud growth (Lauthier, 1985; Richardson et al., 1998).
Although it is still a matter of debate whether fish (e.g., zebrafish) have an “AER-like” struc-
ture (Geraudie, 1978; Grandel and Schulte-Merker, 1998), recent genetic evidence suggests
that the fin fold has AER activity (Neumann et al., 1999). A group of mesenchymal cells lo-
cated in the posterior margin of the developing limb bud forms the zone of polarizing activ-
ity (ZPA), which controls patterning along the anteroposterior axis mediated by sonic
hedgehog (shh; Saunders and Gasseling, 1968; Riddle et al., 1993). The mesenchymal cells
at the distal end of the developing limb bud form the progress zone (PZ), where cell prolifer-
ation is maintained by signaling from the AER (Summerbell, Lewis, and Wolpert, 1973),
which in turn is maintained by the ZPAas development proceeds. This signaling mechanism
provides cells of the PZ positional clues as they later develop most of the endoskeletal ele-
ments of the limb in a proximal to distal sequence (Summerbell, Lewis, and Wolpert, 1973).

Several signaling molecules (e.g., shh, engrailed, retinoic acid, wnt, fibroblast growth
factors or FGFs), and transforming growth factors or TGFs that are involved in develop-
mental patterning and growth of the limb have been identified (reviewed in Schwabe,
Rodriguez-Esteban, and Izpisúa-Belmonte, 1998). In this chapter, we focus on evidence for
the developmental autonomy of the autopodium and on the current evidence about the
developmental origin of the zeugopodial-autopodial transition.

Evidence for the Developmental Autonomy of the Autopodium

Three distinct phases of expression of the Abd-B-like HoxA and HoxD group 9–13 genes in
developing chick and mouse limb buds have been described (Nelson et al., 1996). In the first
phase, group 9 (Hoxa-9, Hoxd-9) and group 10 (Hoxa-10, Hoxd-10) genes are expressed
uniformly in the mesoderm. Group 11 through 13 genes are not expressed in phase one. In
phase two, the Hoxd-9 through Hoxd-13 genes are sequentially activated at the posterior-
distal edge of the limb bud. With the exception of Hoxa-13, which is expressed only during
phase three, the Hoxa genes are expressed uniformly in phase two.
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During phase three, which corresponds to the stage in development when autopodium
skeletal elements are formed, Hoxd-13 through Hoxd-10 are sequentially activated in
reverse order, breaking the “temporal” and “spatial” colinearity rule (Nelson et al., 1996).
Transgenic experiments have shown that, whereas expression of Hoxd genes in the early
phases is regulated by several enhancer elements of each locus (Beckers, Gérard, and
Duboule, 1996; Hoeven, Zákány, and Duboule, 1996) in the third phase, expression of all
Hoxd genes is controlled by a single “global” enhancer (Hérault et al., 1999). The phase-
three expression of Hoxa-13 depends on fibroblast growth factors (FGFs) secreted from the
apical ectodermal ridge in the chick limb, but FGF-4-soaked beads cannot activate Hoxa-13
expression in phase two (Vargesson et al., 2001). This indicates that Hoxa-13 is under
different control in phase three than in phase two. Interestingly, phase-three expression of
Hoxa-13 appears earlier than that of Hoxd-13, suggesting that genes on the HoxA cluster
may be “upstream” to genes on the HoxD cluster and that paralogous genes of the A and D
clusters are under different regulatory controls during autopodial development (Nelson
et al., 1996). This is supported by analysis of mice mutant for posterior genes of the HoxD
or HoxA clusters where loss of function alleles lead to polydactyly (HoxD) or to loss of
digits (HoxA; Zákány et al., 1997).

Hoxa-11/Hoxd-11 double-knockout mice have relatively normal upper limbs and hands,
whereas the long bones of the lower arm are reduced to nodular elements (Davis et al., 1995).
In contrast, Hoxa-13/Hoxd-13 double-knockout mice have relatively normal upper and
lower limbs, whereas their hands/feet are severely abnormal (Fromental-Ramain et al.,
1996). Overexpression of Hoxa-13 in the chick wing leads to a loss of the long bone charac-
ter of the ulna and radius (randomization of the orientation of mitosis of chondrocytes) cou-
pled with the development of several small ectopic cartilages, reminiscent of mesopodial
elements (Yokouchi et al., 1995).

There is also evidence that chondrification of the mesenchymal condensations in the
proximal limb bud or in the autopodial anlage is caused by different molecular mecha-
nisms. Activin A is a member of the TGF-β superfamily of growth factors (Stern et al.,
1995), which is antagonized by follistatin (DeWinter et al., 1996). Activin A plays a role in
chondrogenesis during digit formation (Merino et al., 1999). This activity can be inhibited
by follistatin treatment. Interestingly, activin A is not able to induce ectopic chondrogene-
sis in early stages of limb development. In addition, follistatin inhibits cartilage formation
in the autopodium but not in the proximal regions of the limb bud (Merino et al., 1999).
This indicates that chondrogenesis is induced through different molecular pathways in the
autopodium and in the proximal parts of the limb. 

Development of the Zeugopodial-Autopodial Transition

The expression domains of Hoxa-11 and Hoxa-13 in the mouse (Haack and Gruss, 1993)
and the chick (Yokouchi, Sasaki, and Kuroiwa, 1991) are mutually exclusive: Hoxa-11 is
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restricted to the zeugopodium, whereas Hoxa-13 is expressed only in the autopodium
proper. The restriction of Hoxa-11 to the zeugopodial-autopodial boundary has also been
shown for Xenopus (Blanco, Misof, and Wagner, 1998), supporting the hypothesis that this
expression dynamic was already present in the most recent common ancestor of extant
tetrapods. Distal displacement of the Hoxa-11 expression domain in chick limbs leads to a
loss of the zeugopodial-autopodial transition (Mercanter et al., 1999). These findings sug-
gest that Hoxa-11 and Hoxa-13 are involved in determining the hand/foot field, which is to
say, the limit between the developing zeugopodium and the developing autopodium. 

In striking contrast to tetrapods, the expression domains of Hoxa-11 and Hoxa-13 ortho-
logues in the paired fin development in the teleost zebrafish are overlapping (Sordino,
Hoeven, and Duboule, 1995; Sordino and Duboule, 1996). However, the situation is com-
plicated by the recent discovery that zebrafish possess two HoxAclusters (a and b), each con-
taining a group 11 gene (Hoxa-11a, Hoxa-11b) and a group 13 gene (Hoxa-13a, Hoxa-13b;
Amores et al., 1998). In addition, Hoxa-11 is also expressed in the cells that enter the fin fold
(C.-h. Chiu and C. Pazmandi, unpublished), which is a cell population not found in limb
buds.As we shall see, in the following section, evolution of Hoxa-11 and Hoxa-13 regulation
may have been a key step in the fin-limb transition.

Genetic Hypotheses for the Origin of the Autopodium

Two specific hypotheses have been put forth to explain the origin of the autopodium by a
genetic mechanism. One is related to the maintenance of the progress zone and its associ-
ated interactions between the  zone of polarizing activity (ZPA) and the apical ectodermal
ridge (AER); Thorogood, 1991; Sordino and Duboule, 1996, whereas the other focuses on
Hox gene regulation in the autopodial anlage (Gerard, Duboule, and Zákány, 1993;
Hoeven, Zákány, and Duboule, 1996). 

The development of the distal parts of the tetrapod limb depends on the sustained activ-
ity of the progress zone, which in turn depends on the activity of the AER (at least in most
tetrapods; see above). The AER in turn is dependent on a sustained interaction with the ZPA
(see above). Geraudie (1978) and Thorogood (1991) have proposed that the absence of dis-
tal endoskeletal structures in the actinopterygian fin is due to the premature cessation of
AER-like activity because the ectoderm folds onto itself to become the fin fold. In support
of this hypothesis, Sordino and Duboule (Sordino, Hoeven, and Duboule, 1995) reported
that the expression dynamics of sonic hedgehog (Shh), a genetic marker of the zone of po-
larizing activity, differ in developing fin and limb buds. In zebrafish, Shh expression re-
mains in a proximal location, which is consistent with the idea that fish lack a “distal” phase
of ZPA-AER-like interaction. This finding could explain the absence of progress-zone-
mediated growth and the formation of distal endoskeletal structures. In tetrapods, in
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contrast, Shh expression moves distally as the limb bud grows. From these observations, it
has been hypothesized that the origin of the autopodium is due to a distalization of the ZPA.

The second hypothesis is based on the surprising discovery that the inverted colinearity
of HoxD gene expression in the autopodium (Nelson et al., 1996) is caused by a single
enhancer element (Gerard, Duboule, and Zákány, 1993; Hoeven, Zákány, and Duboule,
1996). It is thus easy to imagine that the autopodial expression pattern of Hox genes
resulted from a few mutations. Indeed, the acquisition of this enhancer element may have
been a key step in the origin of the autopodium and may be responsible for the postero-
anterior development of the digital arch. Below we evaluate these two hypotheses and
propose a third, which is complementary, rather than alternative, to at least one of the
proposals reviewed above. 

The paleontological evidence reviewed in “The Morphological Pattern of the Fin-Limb
Transition” above indicates that the tetrapod limb is derived from the paired fins of
sarcopterygian fishes, and that the closest known relative of tetrapods, the panderichthyids,
only possess two distal endoskeletal elements, whereas all the other outgroups have many
more (e.g., Eusthenopteron and Sauripterus). From this observation, we conclude that the
origin of the autopodium is not coincidental with the first appearance of additional
endoskeletal elements distal to the putative zeugopodial homologue in Panderichthys.
Because the tetrapod limb is not derived from the actinopterygian fin, the Thorogood-
Sordino-Duboule hypothesis may account for the stunted development of the actinoptery-
gian fin, as exemplified by zebrafish, but cannot account for the origin of the autopodium.
The appendages ancestral to the tetrapod limb possessed endoskeletal elements distal to the
zeugopodium. Therefore the lack of distal skeletal elements does not in itself account for
the difference between a sarcopterygian fin and a tetrapod limb: the distal skeletal elements
in the sarcopterygian fins do not form an autopodial configuration and are not obviously
individualized from the proximal parts, as is the autopodium of tetrapods. 

From the above reasoning, it is possible that the origin of the global enhancer element in
the HoxD cluster may have caused the origin of the digital arch and other osteological fea-
tures specific to the autopodium. Interestingly, knockout phenotypes of AbdB-like genes
from the A and D cluster of the mouse show that the deletion of D cluster genes leads to a
polydactylous phenotype with fully formed but shortened digits, whereas the deletion of
A cluster genes leads to digit loss (Zákány et al., 1997). Zákány and colleagues have sug-
gested that the autopodial enhancer acts downstream of Hoxa-13, which determines the
distal part of the limb bud to become an autopodium and that the HoxD cluster gene func-
tion is phylogenetically derived relative to the functional role of Hoxa-13 in autopodium
development. We therefore propose that the critical developmental change underlying the
morphological innovation (zeugopodial-mesopodial transition) is the origin of the genetic
mechanism responsible for determining the autopodial field. 
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The developmental genetic evidence reviewed above indicates that the spatially exclu-
sive expression of Hoxa-11 and Hoxa-13 is involved in the determination of the autopodial
field. We therefore hypothesize that the evolution of the Hoxa-11/Hoxa-13 expression
pattern may be causally involved in the origin of the autopodium. Although generally con-
sistent with the hypothesis that the third phase of Hox gene expression is involved in the
origin of the tetrapod limb (Zákány and Duboule, 1999) our hypothesis differs from it in
several specific respects. In particular, it is clear that function of the 5′ HoxD genes is
not necessary for digit development (Zákány et al., 1997). Further, we assume that the
Hoxa-13 function is an apomorphic character of tetrapods rather than plesiomorphic, as
suggested by Zákány and colleagues (1997). 

The expression patterns of Hoxa-11 and Hoxa-13 in forms basal to the tetrapod lineage
are not known. In the zebrafish pectoral fin bud, these genes have overlapping expression
domains (Sordino, Hoeven, and Duboule, 1995; see discussion above). Interestingly,
Hoxa-11 (the b paralogue; C.-h. Chiu) and Hoxa-13 (it is not yet clear which paralogue)
overlap completely in the distal part of the fin bud, but not proximally (Neumann et al.,
1999). Hence there is already a proximodistal difference in the Hoxa-11/Hoxa-13 expres-
sion, with Hoxa-13 being expressed only distally. But there is no local exclusivity of
Hoxa-11 and Hoxa-13. There is also some indirect evidence that Hoxa-13 is regulated by
Shh and hence by the zone of polarizing activity of the fin bud. In the zebrafish mutant
sonic you (syu), a loss-of-function mutation of the zebrafish orthologue of Shh (Schauerte
et al., 1998), expression of Hoxa-13 is lost in the fin bud (Neumann et al., 1999). Moreover,
in syu mutants, Hoxa-11 is only expressed proximally, but not in the region where it over-
laps with Hoxa-13 in the wild type. This finding could mean that there is already a ZPA-
dependent expression of Hoxa-13 in fish, just as in the tetrapod autopodium (Vargesson
et al., 2001), but no distal suppression of Hoxa-11. One has to note, however, that the reg-
ulation of Hoxa-13 by Shh has not been demonstrated beyond reasonable doubt: the lack of
expression of Hoxa-13 in syu mutants could also be due to the stunted fin bud development
typical for these mutant phenotypes. Regardless of whether Hoxa-13 is directly regulated
by Shh (Neumann et al., 1999) or by the FGFs from the AER (Vargesson et al., 2001), the
zebrafish expression patterns suggest that the main genetic change necessary to establish a
tetrapod-like expression pattern may be cis-regulatory mutations at the Hoxa-11 locus,
leading to the derived status of distal repression of Hoxa-11.

The situation in zebrafish and other teleosts is more complex, however, because they pos-
sess at least two copies (paralogues) of Hoxa genes of which there is only a single counter-
part (orthologue) in tetrapods (Amores et al., 1998). Awareness of this finding has not yet
penetrated the developmental literature: much of the expression data was reported before
the discovery of the additional gene copies in zebrafish; even some recent developmental
papers do not take notice of this fact. 
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Another caveat in interpreting the zebrafish results is that it is not clear which cell types
express Hoxa-11 in the fin bud. Antibody staining by C.-h. Chiu and C. Pazmandi, unpub-
lished, clearly shows that Hoxa-11 is also expressed in the cells that enter the fin fold and
presumably contribute to the development of the fin rays. In tetrapods, there is no corre-
sponding cell population, which makes the comparison of “expression patterns” between
teleosts and tetrapods difficult: such patterns may reflect expression in nonhomologous cell
populations.

All these are compelling reasons to move from zebrafish to nontetrapod species that rep-
resent more closely the character state ancestral for tetrapods. Prime candidates are the
extant sarcopterygians, lungfish, and coelacanth, as well as basal ray-finned fishes such as
bichirs and sturgeons. The closest relatives of tetrapods among extant taxa are the lungfish,
in which a study of gene expression, though difficult, is technically possible. On the other
hand, the lungfish paired fin skeleton is quite different from that of osteolepiforms. Indeed,
among extant forms, the metapterygium most similar to that known from osteolepiforms is
found in sturgeons and the paddlefish Polyodon (Mabee, 2000). Hence the lungfish may
not represent the character state most similar to that ancestral for tetrapods, which implies
that developmental data from both extant lungfish as well as several basal ray-finned fish
are needed to infer the ancestral genetic regulatory network. The situation is complicated,
by Cloutier and Ahlberg’s phylogenetic analysis (1996), however, which implies that lung-
fish fins may represent the ancestral fin skeleton for the Tetrapodomorpha (see Coates,
2001). Thus the similarity between the paddlefish metapterygium and that of the osteolepi-
forms might not reflect inheritance of an ancestral character state. 

Conclusion

The development of the tetrapod limb highlights distinct differences in the mode of pattern
formation between the phylogenetically old, proximal parts of the limb and the recent (apo-
morphic) distal autopodium. In the autopodium, the skeletal condensations are small and
display different developmental polarities with a tendency for development to progress
in the anteroposterior direction. These differences are mediated through changes in the
cell-cell and cell-matrix interactions (Newman, 1996; see also Bissell et al., Larsen,
Steinberg, and Newman, chapters 7, 8, 9, and 13, this volume) and thus represent the epige-
netic basis for the evolutionary origin of the autopodium as a morphological unit distinct
from any fin structure. In addition, this new mode of skeletogenesis occurs in an apomorphic
developmental field that represents a different mode of gene regulation. We conclude that the
evolutionary origin of the autopodium consists of both a change in the mode of pattern for-
mation and the origin of a new developmental field possessing distinct modes of gene regu-
lation that can accommodate the development of novel structures.
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Epigenesis and Evolution of Brains: From Embryonic Divisions
to Functional Systems16

Georg F. Striedter

Once upon a time, I hoped that many genes would be uniquely expressed in very specific
brain regions and thus serve as reliable “markers” of homology. Unfortunately, we now
know that most genes are expressed in several different locations and that many homolo-
gies based on the expression patterns of single genes have turned out to be controversial, to
say the least (e.g., Janies and DeSalle, 1999; and Conway Morris, chapter 2, Willmer, chap-
ter 3, Müller, chapter 4, Wagner and Chiu, chapter 15, this volume). I now tend to think of
brain regions as being defined or “specified” by some sort of combinatorial molecular code
(e.g., Redies, 1997). If this is true, then it should be possible to infer homologies from the
expression patterns of several different genes. 

Although this argument is appealing in its simplicity, many genes are expressed only
during specific developmental stages, which implies that any combinatorial “code” would
have to be decoded sequentially rather than simultaneously. In practice, this means that one
must consider a structure’s developmental history before one can know its “code” and find
its homologue in other species. But once a structure’s developmental history becomes part
of the argument about its homology, troublesome questions arise (Striedter, 1998). For ex-
ample, can homologous structures derive from nonhomologous precursors, and are all the
adult derivatives of homologous precursor regions homologous to one another (see Müller,
chapter 4, this volume)?

In grappling with these questions, I began to think of morphological structures as the
valleys in epigenetic landscapes of the kind originally proposed by Waddington (see fig-
ure 16.1). Specifically, I proposed that the valleys in an epigenetic landscape be thought of
as attractors (analogous to attractor states in other dynamical systems) that may appear and
disappear during individual development, but recur reliably across generations (Striedter,
1998). Because phylogeny can be conceptualized as a succession of epigenetic landscapes,
homologues can be defined as corresponding valleys (i.e., attractors) that have recurred
reliably since their origin in a single ancestral population. According to the “epigenetic
homology” concept, homologues are distinct, identifiable units in both ontogeny and
phylogeny.

This way of thinking about morphological homology resolves some conundrums that
have long plagued evolutionary developmental biologists. For instance, the epigenetic ho-
mology concept is consistent with the view that homologous structures may derive from
nonhomologous precursors, because it is possible (though perhaps rare) for cells and tis-
sues to converge onto corresponding attractors from various prior states. Similarly, because
attractors can be robust to minor changes in mechanism, the epigenetic homology concept
is consistent with the view that the mechanisms underlying a structure’s development may
change over evolutionary time (Striedter, 1998). Most important, the epigenetic approach
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Figure 16.1
Epigenetic landscapes (A) were used by Waddington (1957) to illustrate how an initially homogeneous morpho-
logical system develops into a number of distinct subsystems along a diverging series of buffered pathways or val-
leys. The branching topology of epigenetic landscapes nicely captures the progressive compartmentalization
seen during the early phases of brain development. The shape of an epigenetic landscape is determined by a com-
plex web of gene, protein, and environmental interactions (B). Some of these interactions may be axon-mediated,
particularly during the later phases of brain development, making it possible for one brain region to influence the
ontogenetic trajectory of a distant brain region. Such dynamic network effects are likely to promote functional
integration and facilitate brain evolution. (Modified with permission from Striedter, 1998.)
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to homology suggests that the mechanisms and rules of morphological development should
be closely related to the mechanisms and rules of morphological evolution.

Pursuing the latter idea, this chapter reviews what is currently known about the mecha-
nisms of brain development and then examines how these mechanisms might constrain or
facilitate brain evolution, or both. It argues that there are two fundamentally different modes
of brain development. The first, compartmental mode is characterized by a progressive com-
partmentalization of the embryonic brain and is largely complete by the time most neurons
become functionally interconnected. The second, dynamic network mode of brain develop-
ment is characterized by axon-mediated developmental interactions and involves both
trophic and activity-dependent mechanisms. It concludes that, certain exceptions notwith-
standing, the compartmental mode of brain development acts as a conservative force in brain
evolution, whereas the dynamic network mode provides for functional integration of dis-
parate brain regions and, thereby, promotes evolutionary changes in brain organization.

The Compartmental Mode of Brain Development

The notion that brain morphogenesis involves the formation of distinct developmental com-
partments has a venerable history. Back in the nineteenth century, embryologists first noted
that the brains of all vertebrates, at a stage shortly after neural tube closure, exhibit a number
of transversely oriented ring-shaped bulges, or neuromeres. Although neuromeres are most
evident in the hindbrain, where they are called “rhombomeres,” many researchers (e.g.,
Bergquist and Källén, 1954) have described neuromeres in the midbrain and forebrain as
well, at least during some stages of early development. The most widely accepted interpreta-
tion of these neuromeres was that they constitute transverse rings of increased proliferative
activity, separated by narrow zones of decreased proliferation. Subsequent developmental
processes were thought to further subdivide these neuromeric compartments, eventually gen-
erating a checkerboard pattern of distinct developmental compartments, from which young
neurons migrated out and formed the adult cell groups (see Nieuwenhuys, 1998).

These classical theories about neuromeres were largely forgotten until modern cellular and
molecular methods enabled researchers to show that (1) rhombomeres are indeed spatially
distinct domains of increased proliferative activity (Guthrie, Butcher, and Lumsden, 1991);
(2) cells rarely migrate across rhombomere boundaries (Fraser, Keynes, and Lumsden,
1990); and (3) most rhombomere boundaries are in register with the expression boundaries
of vertebrate Hox genes and other transcription factors (Wilkinson and Krumlauf, 1990).
Since then, many of these genes have been demonstrated to be essential for normal rhom-
bomere development (Carpenter et al., 1993; Bell, Wingate, and Lumsden, 1999), and gene
expression and lineage restriction domains that correspond to postulated neuromeres have
now been described also in the diencephalon and telencephalon (Bulfone et al., 1993;
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Figdor and Stern, 1993).Although the existence and boundaries of some neuromeres remain
controversial, particularly in the telencephalon (Alvarez-Bolado, Rosenfeld, and Swanson,
1995), the classical neuromeric theories have, in most respects, been well supported by the
modern cellular and molecular data (see Puelles and Rubenstein, 1993).

The initial formation of neuromeres is due in large part to the spatial segregation of
cells with different affinities for one another. In analogy to how body segments form in
Drosophila, it is thought that morphogenetic gradients within the early neural tube provide
individual cells with specific “genetic addresses,” which then cause cells in different spa-
tial positions to express different kinds and quantities of various cell adhesion molecules
(Lawrence and Struhl, 1996). Because cells with similar affinities tend to self-aggregate,
whereas cells with different affinities tend to segregate, differential cell affinity could in
and of itself lead to the formation of developmental compartments that are defined by lin-
eage restriction. Evidence in favor of this hypothesis derives primarily from rhombomere
transplantation and in vitro cell-mixing experiments (Guthrie, Prince, and Lumsden, 1993;
Stoykova et al., 1997; Wizenmann and Lumsden, 1997). The alternative hypothesis, that
neuromeres form because specialized “border cells” physically obstruct cell mixing, is un-
likely to be correct: experimental elimination of the border cells does not significantly dis-
turb neuromere formation (Nittenberg et al., 1997). It remains possible, however, that some
neuromere boundaries, particularly in the diencephalon, form at least in part because fiber
tracts, many of which course along neuromere boundaries, physically obstruct cell move-
ments (Wilson, Placzek, and Furley, 1993).

Soon after the neuromeres have formed, they largely disappear, making it tempting to
dismiss neuromeres as “merely” ephemeral structures with little bearing on the structural or
functional organization of the adult brain (Herrick, 1933). The adult hindbrain, for exam-
ple, is clearly organized into longitudinal cell columns, not into the transverse rings or
wedges that would be expected if the rhombomeric pattern of organization were retained
into adulthood. Moreover, it is not evident what, if anything, the adult derivatives of any
given rhombomere have in common with one another, either structurally or functionally.
For example, although it has been postulated that the neurons derived from rhombomeres 7
and 8 share electrical membrane properties that make them especially suited for the gener-
ation of rhythmic activity patterns (Bass and Baker, 1997), it is likely that cells in other
rhombomeres are also able to generate rhythmic activity (Fortin et al., 1995). Similarly,
although forebrain neuromeres probably exist, it is difficult to see what structural or func-
tional features are shared by the adult derivatives of any given forebrain neuromere. There-
fore, the suggestion that neuromeres are transient embryonic features, of little relevance to
adult brain organization, should be taken seriously.

The question of neuromere transience was recently examined by means of detailed cell-
fate-mapping studies (Marín and Puelles, 1995; Wingate and Lumsden, 1996; Díaz et al.,
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1998). These studies showed that embryonic rhombomeres do in fact give rise to transverse
wedges within the adult brain stem and that the boundaries of these wedges are often aligned
with the rostral or caudal boundaries of adult cell groups. That some wedge boundaries appear
rather fuzzy can in most cases be explained by the relatively late migration of cells (and entire
cell groups) rostrally or caudally away from their original embryonic location. Ultimately,
because many cell groups derive from multiple rhombomeres and therefore fuse across rhom-
bomere boundaries, the rhombomere boundaries do disappear in many locations, although
some may remain as cytoarchitecturally subtle (and as yet unknown) boundaries between dif-
ferent subdivisions of larger, rhombomere-spanning cell groups (Marín and Puelles, 1995).
But, even though the available cell-fate-mapping data support the hypothesis that the embry-
onic rhombomeres are causally related to the structural organization of the adult hindbrain,
some rostrocaudal cell group boundaries in the adult brain stem do not form in accordance
with rhombomere boundaries (Díaz et al., 1998). Therefore, factors other than rhombomeric
origin must be involved in generating at least some rostrocaudal cell group boundaries.

Significant progress has also been made in understanding dorsoventral patterning in the
brain. Within the hindbrain, several genes, including some required for normal develop-
ment, are expressed in clearly longitudinal domains (Graham, Maden, and Krumlauf, 1991;
Davenne et al., 1999). Whether these longitudinal gene expression domains are character-
ized by lineage restriction and whether their boundaries correspond to adult cell group
boundaries remain to be seen, but it is already known that some cell groups in the embryonic
brain stem migrate dorsoventrally for considerable distances to reach their adult locations
(Tan and Le Douarin, 1991). In the forebrain, numerous gene products are also localized
into domains that parallel the brain’s long axis (Bulfone et al., 1993; Shimamura et al.,
1997). Some of these longitudinal domains may be lineage restriction domains but, as in the
hindbrain, some forebrain cells are known to migrate far away from their original embry-
onic locations (Anderson et al., 1997). In addition, the dynamics of gene expression and
morphogenetic distortion in the telencephalon make it difficult to determine for any given
gene expression domain whether it is transverse or longitudinal. Nonetheless, it is reason-
able to conclude from all these data that the structural organization of the entire adult brain,
including the telencephalon, develops in large measure by the formation of successively
smaller developmental compartments, which ultimately give rise to the adult neuronal cell
groups.

Once the brain is divided into many cell groups, these must be interconnected by axons.
In this process, cell adhesion molecules are likely to play a significant role: functionally
interconnected cell groups and their axons frequently express the same cell adhesion mole-
cules (Redies and Takeichi, 1996). Because many cell adhesion molecules bind ho-
mophilically, it is postulated that axons adhere preferentially to other neurons that express
similar concentrations and combinations of cell adhesion molecules (Redies, 1997). Given
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the enormous variety of cell adhesion molecules known to be expressed in the nervous
system and the rapid rate at which more are being discovered (Kohmura et al., 1998), such
a combinatorial adhesive code could account for much of the brain’s connectional speci-
ficity. Complementing this adhesive chemoaffinity model (Sperry, 1963) is the hypothesis
that growing axons are guided into the proximity of their ultimate target by both attractive
and repulsive molecular signals they encounter along the way (Braisted, Tuttle, and
O’Leary, 1999).

In general, then, brain development can be envisioned as a process in which the growing
axons play a relatively passive role, responding to the information that was previously
established by the process of compartmentalization. On the other hand, as we shall see, there
is also considerable evidence that the axons themselves can actively influence the brain’s own
morphogenesis.

The Dynamic Network Mode of Brain Development

The brain is unique among organs in that many of its cells are interconnected across long
distances by highly specialized processes, namely, axons (but see Ramirez-Weber and
Kornberg, 1999). These interconnections endow the brain with much of its information-
processing capacity; they can also play an active role in the brain’s own construction. As
understood here, axon-mediated developmental interactions include trophic and activity-
dependent interactions that can influence the formation and survival of both neurons
and their connections (Purves, 1988; Katz and Shatz, 1996). A critical feature of these
interactions is that developmental alterations in one part of the brain can effect changes in
relatively distant, axonally interconnected parts of the brain. 

The best-studied type of axon-mediated developmental interaction is the modulation of
neuronal cell death by target-derived trophic signals. It has long been known that the amount
of normally occurring cell death among motor neurons can be increased by removing the tar-
get muscles, and reduced by providing additional target muscles (Holliday and Hamburger,
1976; Oppenheim, 1981). Trophic dependencies between neurons and their targets have now
been observed also in the central nervous system (e.g., Hughes and Lavelle, 1975) and are
known to be mediated by a variety of retrograde neurotrophic signals (see Johnson, 1999). In
addition, neuron survival may depend on afferent innervation (see Linden, 1994). Collec-
tively, these trophic interactions ensure that each muscle or neuron receives the appropriate
amount of innervation, and such “population-matching” interactions could, at least in theory,
cascade throughout a neuronal circuit (Katz and Lasek, 1978). It has been pointed out, how-
ever, that trophic cascades of cell group size are likely to be buffered out whenever neural
circuits converge or diverge, that is, whenever neurons can derive trophic support from mul-
tiple sources and whenever decreases in afferents from one source lead to compensatory
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increases in afferents from other sources (Finlay, Wikler, and Sengelaub, 1987). The extent
and precise form of trophic cascades are thus depend on how the individual neurons are in-
terconnected and how they respond to changes in other parts of the circuit.

Major changes in the size of one brain area can affect not only the size but also the con-
nections of other cell groups. Neonatal destruction of the cochlea on one side, for example,
leads to the degeneration of the (now-denervated) ipsilateral ventral cochlear nucleus
(VCN). It also leads to compensatory changes in the connections of the ipsilateral VCN,
which sprouts connections to brain stem auditory nuclei that normally receive inputs only
from the ipsilateral VCN (Kitzes et al., 1995; Tierney, Russell, and Moore, 1997). Similarly,
neonatal removal of one eye leads to compensatory innervation from the other eye to the
dorsal lateral geniculate nucleus (LGNd) and changes the pattern of interhemispheric con-
nections in the visual cortex (Sengelaub and Finlay, 1981; Guillery et al., 1985; Olavarria,
Malach, and Van Sluyters, 1987). Although the induced projections in these examples, were
of the same modality as the eliminated connections, compensatory innervation may derive
also from other modalities. Thus early removal of both eyes leads to the induction of novel
projections from a brain stem somatosensory cell group to the LGNd (Asanuma and
Stanfield, 1990). These cross-modal compensatory projections are relatively small, but can
be enlarged if eye removal is accomplished very early on in development and if the normal
target of the ascending somatosensory projections is experimentally reduced in size. These
data show that compensatory innervation can lead to functionally significant changes in
neural circuitry.

The best-studied examples of experimentally induced changes in neural circuits involve
the rerouting of retinal projections in hamsters and ferrets to thalamic nuclei that normally
process other sensory modalities (Schneider, 1973). In these studies, neonatal lesions were
used to reduce the size of the normal retinal targets (the LGNd or the superior colliculus) and
to deafferent thalamic nuclei belonging to other sensory modalities (Frost, 1981; Sur, Pallas,
and Roe, 1990; Angelucci et al., 1997). These manipulations induced the development of
compensatory projections from the retina to the denervated auditory and somatosensory
thalamic nuclei (as well as to visual thalamic nuclei not normally receiving retinal inputs).
These induced projections, though sometimes due to the retention of normally transient
axon collaterals, also involved the formation of at least some normally nonexistent connec-
tions (Bhide and Frost, 1992; Pallas, Halm, and Sur, 1994). The experimental manipulations
also induced a projection from a normally visual thalamic nucleus (the lateral posterior
nucleus) to the primary “auditory cortex,” without altering many other aspects of thalamo-
cortical interconnectivity (Pallas, Roe, and Sur, 1990). Intriguingly, the “auditory cortex” of
the “rewired” animals processed visual instead of auditory information and did so in a man-
ner reminiscent of primary visual cortex (Sur, Garraghty, and Roe, 1988). These similarities
are generally attributed to fundamental similarities in the intrinsic circuitry of all sensory
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cortices, rather than to any dramatic intracortical reorganization. However, some of the
horizontal connections intrinsic to the rewired “auditory” cortex were altered in such a way
that they came to resemble those of primary visual cortex (Gao and Pallas, 1999).

Cross-modal rerouting of sensory inputs to the thalamus may also have occurred natu-
rally during the evolution of blind mole rats. Specifically, the LGNd of blind mole rats,
whose retinas are highly degenerate, was reported to receive compensatory innervation
from the auditory midbrain and then to send this auditory information to the cytoarchitec-
turally identified primary “visual” cortex (Heil et al., 1991; Doron and Wollberg, 1994).
Other authors, however, have argued that the LGNd in blind mole rats is actually quite
small (e.g., Leder, 1975), that it projects specifically (albeit nontopographically) to the pri-
mary visual cortex (Cooper, Herbin, and Nevo, 1993a), and that the region identified by
some as LGNd actually comprises portions of the medial geniculate and posterior thalamic
nuclei, both of which process auditory information also in sighted rodents (Rehkämper,
Necker, and Nevo, 1994). According to this alternative explanation, no rerouting of affer-
ents has taken place: blind mole rats have simply reduced their thalamocortical visual sys-
tem, although the reduction in the visual system may have been accompanied by an
increase in the size of the somatosensory system (Necker, Rehkämper, and Nevo, 1992).
This interpretation is supported by the observation that sensory afferents in hamsters and
ferrets (see above) appear to be rerouted only if their normal targets have also been elimi-
nated, which is not the case in the blind mole rats. However, further studies on the cortical
representations of the various sensory systems in blind mole rats will be needed to resolve
this issue to everyone’s satisfaction.

In addition to modifying the size and connections of other brain regions, axon-mediated
interactions can also play an important role in the induction and histological differentiation
of other brain areas, particularly the neocortex. This is perhaps most evident in the
somatosensory system, where cortical differentiation coincides with the arrival of the thala-
mic afferents (Shlaggar and O’Leary, 1994) and peripheral changes consistently lead to
matching changes in cortical representation (Woolsey, 1990; Catania and Kaas, 1997).
Moreover, embryonic cortical tissue that normally gives rise to visual cortex can differenti-
ate into apparently normal somatosensory cortex (with its unique vibrissa-related cytoarchi-
tectural organization) when transplanted into a location where it receives somatosensory
thalamic afferents (Schlaggar and O’Leary, 1991). Thalamic afferents appear to be important
also for the differentiation of visual cortex: early enucleation in primates leads to a reduction
in the size of the primary visual cortex and can, under some circumstances, lead to the ap-
pearance of a novel visual cortical area (Dehay et al., 1996). Although it is clear, therefore,
that thalamic afferents play an important role in the areal differentiation of neocortex, some
aspects of cortical regionalization precede thalamic innervation and are not dependent on it
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for their normal development (Gitton, Cohen-Tannoudji, and Wassef, 1999; Miyashita-Lin
et al., 1999). It should also be pointed out that heterotopic cortical transplants do develop
some features according to their original embryonic location (Ebrahimi-Gaillard and Roger,
1996; Frappé, Roger, and Gaillard, 1999). It is thus most likely that molecular signals intrin-
sic to the embryonic neocortex interact with signals derived from the incoming thalamic af-
ferents to sculpt the adult pattern of areal differentiation (Levitt, Barbe, and Eagleson, 1997).

Many of the axon-mediated interactions described above probably arise as a result of com-
petition among neurons for trophic support; some can occur even when the neurons are elec-
trically silent (Chiaia et al., 1992). On the other hand, electrical activity can also influence
some aspects of neuronal structure (Katz and Shatz, 1996; Crair, 1999). For instance, intra-
cerebral injections of tetrodotoxin, which eliminate both spontaneous and environmentally
elicited brain activity, prevent the refinement of retinotopic maps in the midbrain, the forma-
tion of ocular dominance columns in the primary visual cortex, and the normal segregation
of retinogeniculate afferents into eye-specific laminae (Meyer, 1983; Stryker and Harris,
1986; Shatz and Stryker, 1988). In addition, neonatal eyelid suture or strabismus, which
alters stimulus-driven but not spontaneous activity, prevents the normal development of hor-
izontal connections within the primary visual cortex and of callosal connections between the
two visual cortices (Callaway and Katz, 1991; Schmidt et al., 1997; Zufferey et al., 1999).

Interestingly, in all these cases, the manipulations of neural activity alter the spatial dis-
tribution of axonal arbors within their normal target areas, without inducing gross cytoar-
chitectural changes (other than changes in cell group size) or projections to novel targets.
One possible exception to this rule is that neural activity can interfere with some aspects of
thalamocortical axon targeting (Catalano and Shatz, 1998), and aberrant thalamocortical
projections could conceivably induce aberrant cortical architecture (see above). In general,
however, the activity-dependent developmental processes studied thus far seem to have
more in common with the mechanisms underlying plasticity in adult animals (Merzenich
et al., 1988) than they do with the activity-independent axon-mediated interactions that
help to construct the brain’s cytoarchitectural entities and fundamental circuits during
embryonic development (Purves et al., 1994). 

Dichotomizing Development

The compartmental network mode of brain development involves the brain’s progressive
compartmentalization into smaller units, which then become interconnected by means of
a molecular affinity code, whereas the dynamic network mode involves axon-mediated
influences on neural differentiation and connectivity. Such a distinction has been implicit in
the previous literature, with most authors focusing on one or the other of the two modes
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in their reviews of brain development. Support for this distinction derives from the fact that
true axons are unique to the nervous system and thus axon-mediated developmental inter-
actions distinguish brain development from the development of other organ systems. In ad-
dition, the compartmental and dynamic network modes of brain development are largely
separate in time: most axonal connections form after most of the brain’s fundamental divi-
sions have already been established. This temporal separation is hardly precise, however.
Many early axons grow along early compartmental boundaries (Easter et al., 1994) and are
probably guided to their general target areas by molecular signals emanating from or in-
herent in the brain’s developmental compartments (Tessier-Lavigne and Goodman, 1996;
Braisted, Tuttle, and O’Leary, 1999).

Further blurring the distinction between these two modes is their ability to interact with
one another: changes in the relative size of one or more developmental compartments can,
for example, alter the outcome of later competitive interactions between axons and yield
very different adult circuitry (Deacon, 1990). Moreover, some of the region-specific pat-
terns of cadherin expression in the developing brain may be induced by the ingrowth of
axons rather than serving as a preexisting molecular code for where the ingrowing axons
should terminate (Huntley and Benson, 1999). Thus axon-mediated interactions may them-
selves influence brain compartmentalization. Finally, it is misleading to argue that the
dynamic network mode of brain development is somehow “more epigenetic” than the com-
partmental mode, in the sense that it is less dependent on the genome (Katz, 1982): both
modes depend on responses of the genome to other molecules, and even sensory stimuli
ultimately exert their morphogenetic effects through genomic responses. These considera-
tions suggest that, although the compartmental and dynamic network modes of brain de-
velopment are logically (and to some extent temporally) distinct from one another, one
should avoid dichotomizing them excessively.

Functional Integration and Evolvability

Perhaps the most important reason for distinguishing between the compartmental and
dynamic network modes of brain development is that the two have very different implica-
tions for the process of brain evolution. Specifically, the compartmental mode of brain
development acts as a conservative force in brain evolution, whereas the dynamic network
mode facilitates evolutionary change, primarily by promoting functional integration. 

Because morphological structures, to work, must be functionally integrated with the rest
of the organism, evolutionary changes are rarely restricted to single structures. But how can
the coordinated changes required for functional integration be achieved if evolution is based
only on chance mutations? In an early attempt to deal with this problem, Wilhelm Roux
(1895) proposed that there are specific developmental mechanisms that promote functional
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integration between different body parts. According to Roux and others (e.g., Alberch,
1982), these integration-promoting mechanisms, most occurring relatively late in develop-
ment, depend on interactions between body parts and between the body and its environment.
Thus they resemble or partly overlap with the axon-mediated interactions that characterize
the dynamic network mode of brain development described in this chapter.

Many previous authors have noted that, to be functional, evolutionary changes in one
brain region must be associated with evolutionary changes in other brain regions, and
that brain evolution would be arduous, to say the least, if the brain developed in a purely
compartmental manner, with all connections specified according to an explicit molecular
code (e.g., Stent, 1981). Functional integration is readily achieved in the dynamic network
mode of brain development, however: all neurons receive at least some innervation and the
balance of inputs to any given neuron reflects the size relationships of its various input struc-
tures (Katz, 1982; Finlay, Wikler, and Sengelaub, 1987; Deacon, 1990).

In contrast, the compartmental mode of brain development tends to oppose evolutionary
change because it does not, by itself, promote the functional integration required for survival
and speciation. Furthermore, it is likely that the evolutionary stability of many brain com-
partments has been enhanced over time by the evolution of mutually reinforcing develop-
mental mechanisms (epigenetic networks) that ensure the emergence of these compartments
even in the face of genomic change (Newman, 1993). Such epigenetic canalization
(Waddington, 1957) would be expected particularly for early embryonic compartments and
may, for example, explain why the hindbrain’s rhombomeric organization is so highly
conserved between taxa (Gilland and Baker, 1993). 

On the other hand, the compartmental mode of brain development need not always be a
brake on evolutionary change: major changes in brain compartmentalization, when viable,
are likely to trigger a wealth of changes in neural connections and open up many new
directions for evolutionary change (Raff, 1996). Conversely, the dynamic network mode
does not facilitate just any kind of evolutionary change. Changes in one part of the devel-
oping nervous system generally elicit highly specific and predictable changes in other parts
of the system (Katz et al., 1981). For example, similar neonatal brain lesions in hamsters
and ferrets cause very similar patterns of compensatory innervation (Frost, 1981; Pallas,
Roe, and Sur, 1990). Indeed, if evolution were ever to create hamsters and ferrets with se-
verely reduced superior and inferior colliculi, one would expect both new species to exhibit
similar patterns of retinal projections to normally nonvisual thalamic targets. The existence
of developmental “constraints” may help to explain some such cases of parallelism in brain
evolution (Wilczynski, 1984). 

The dynamic network mode of brain development may constrain brain evolution in
another sense: its adult products may not be optimal in terms of physiological or behav-
ioral function. There is no a priori reason, for example, to expect that rerouting retinal
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afferents to the medial geniculate nucleus should be functionally more advantageous than
rerouting them to some other dorsal thalamic nucleus. Compensatory innervation may
therefore lead to functional integration without necessarily achieving optimal function. 

Finally, that the compartmental and dynamic network modes of brain development dif-
fer in their propensity to generate cascades or avalanches of developmental change (Katz
et al., 1981) implies a difference in their tendency to support evolutionary change. In the
compartmental mode, because the mechanisms that lead to compartment formation tend to
be local, changes in one brain region tend to remain localized to that brain region. Even dif-
fusible morphogens, which are known to play an important role in the formation of some
developmental compartments, are unlikely to diffuse over great distances and may be un-
able to diffuse across compartmental boundaries (Lawrence and Struhl, 1996). Axon-
mediated interactions, on the other hand, can span relatively long distances and can, at least
theoretically, be chained together to generate complex cascades of developmental change.
Although axon-mediated cascades tend to be dampened when they involve neurons that
can obtain trophic support from multiple sources (Finlay, Wikler, and Sengelaub, 1987),
they can be significant in systems that are characterized by a low degree of connectivity
and a high dependence on trophic support. The visual system of blind mole rats, for exam-
ple, has become vestigial in most respects but retains a relatively large pathway from the
retina to the suprachiasmatic nucleus (Cooper, Herbin, and Nevo, 1993b), which is in-
volved in the control of circadian rhythms and unlikely to depend on axonal connections
for trophic support (Lehman et al., 1995).

Conclusion

In very general terms, then, brain development can be seen as a compromise between phy-
logenetically conservative mechanisms, associated primarily (but not exclusively) with the
compartmental mode of brain development, and radical, change-promoting mechanisms,
associated primarily (but again not exclusively) with the dynamic network mode. This
balance of opposing forces is unlikely to be an accident of nature, for an excess of conserv-
ative mechanisms would tend to obstruct evolutionary change, whereas an excess of change-
promoting mechanisms would lead to developmental instability even within a species. By
analogy to other complex dynamic systems, one might see brain development as being
poised at a “critical” state, where evolutionary changes in development are possible but not
catastrophic (Bak, 1996).

In contrast to the most frequently studied nonbiological complex systems, however, the
brain is not homogeneous with respect to its developmental mechanisms. Thus the compart-
mental mode dominates development in some brain regions, particularly in the hindbrain,
whereas the dynamic network mode dominates development in the forebrain, particularly in
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the thalamocortical system. These regional differences in the brain’s developmental mecha-
nisms correlate, to a considerable degree, with regional differences in brain function. Thus
aspects of hindbrain organization involved in the control of physiologically vital functions,
such as respiration and feeding, are highly conserved across species. On the other hand, the
forebrain, which is more plastic both ontogenetically and phylogenetically, functions pri-
marily in behaviors that vary greatly from species to species, adapting each to its niche.

As this chapter has shown, an understanding of how brains develop can enrich our un-
derstanding of how brains evolved and why they function the way they do. This kind of in-
tegration between developmental, evolutionary, and functional data is, in my opinion, the
ultimate goal of all brain research.
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In chapter 13 of On the Origin of Species, Darwin portrays morphology as “the most inter-
esting department of natural history.” Lacking knowledge of genetics and biochemistry, he
was nevertheless able to bring together a whole theory of evolution, which, although re-
fined, remains essentially unchanged through today. In spite of such a promising begin-
ning, after almost 150 years, the mainstream of evolutionary biology has abandoned the
analysis of form and finds itself confined to the analysis of molecular data. On many occa-
sions, evolution is defined purely at the level of changes in allele frequencies in a popula-
tion leading to speciation (textbooks are good examples of this reductionistic trend; see, for
example, Beck, Liem, and Simpson, 1991), rather than using a more integrative approach
where the genetic, morphological, and population levels are taken into account. Thus mor-
phology has been gradually left out of the evolutionary picture, employed only when
needed to make claims about adaptation and functionality.

To make matters worse for morphology, the research program for molecular evolution is
conceptually simple, involving the comparative analysis of well-defined molecular units
(i.e., bases, amino acids). All that is needed for comparison are some assumptions about the
tempo in which the units mutate. Disregarding the true nature of the homology between
equivalent positions among each one of these units (see, for example, Hall, 1994; Müller,
chapter 4, this volume), the comparison of, say, the amino acids of a protein such as hemo-
globin between a cow and a pig is straightforward.

Morphological information, on the other hand, is not that simple. Shape is an elusive con-
cept, intimately related to human perception and our scale of observation. On many occa-
sions, shape is loosely defined as “external appearance,” with no suitable units that can
account for, say, the formation of a crest and the length of a bone at the same time. The shape
of bone trabeculae are elements that cannot be used in a comparative analysis of, for exam-
ple, the visible features of skull bones of theropod dinosaurs (for the same reason the ge-
netic code has hardly anything to say about these same features). In contrast with the neat,
linear information encapsulated in the sequence of molecular units, an array of cells is in-
volved in the generation of a three-dimensional entity that exhibits shape, size, and relations
to neighboring tissues. Although, to be sure, nucleic acids and proteins also present three-
dimensional features, except for RNA secondary structure—the only instance in which ge-
netic material and shape are directly linked (see, for example, Fontana and Schuster,
1998)—these features are simply not used in comparative analysis.

All of which raises the question, should we abandon any attempt to use morphological
information as an indicator of evolution? The answer is, of course not. Disciplines such as
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developmental evolutionary biology and paleontology (to mention two of the most obvious
ones) would not benefit at all from such a decision: form data are needed, not only to ac-
count for the processes that generate morphological patterns, but also to elaborate phylo-
genetic hypotheses. On a more fundamental level, molecular evolution and morphological
evolution are two quite different processes; the end products of both are linked and ex-
pressed by the nonlinear events that occur during the development of an organism. One
could entertain the idea that morphological evolution may be undergoing different paces
and is subject to law-like changes independent from the genome. This would imply that we
should explore new avenues regarding the generation and transformation of form to eluci-
date and study an evolutionary story separate from that of the genetic code. In contrast with
genes, where changes are restricted to the accumulation of mutations, morphology is a
product of developmental pathways that are part of an epigenetic interplay between physi-
cal forces and geometrical arrangements.

This chapter explores a level of morphological organization identified as “connectivity”
for tetrapod skeletons, but easily extendable to other organisms. It introduces the physical
correlates of connectivity relations or “boundaries” in biological systems, briefly outlining
a system for the efficient description of organic form. It then analyzes patterns of form in
the framework of a morphospace of connections, highlighting the importance of boundary
patterns with two kinds of evidence: empirical data on bones of tetrapod skulls and com-
puter simulations from a theoretical approach to generate possible connectivity relations
that may correlate with those present in organisms. Theoretical computer simulations gen-
erate several morphospaces of connections made under different assumptions as well as
“evolutionary runs” that trace changes of connections throughout generations. These theo-
retical constructions, in turn, permit the exploration of the possible sets of boundary pat-
terns that may emerge under different connectivity constraints.

Levels of Morphological Organization

A system of description that could suitably separate different types of morphological in-
formation would allow us to efficiently assess patterns of form. Derived from comparative
information, these patterns would in turn suggest the existence of or the need for certain
kinds of processes to account for them. Such a system might be configured like the one out-
lined in figure 17.1 (see Rasskin-Gutman and Buscalioni, 2001), where each level of de-
scription provides its own type of information that can be used in comparative analyses.
Different analytical tools have to be used in each case, with a proper formalization and use
of morphospace representations according to their respective level of description. For the
analysis of the external appearance of adult organisms, shape and size are the most detailed
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Figure 17.1
(Above) System of analysis of morphological organization. (Below) Each organizational level acts on the others
in a nonhierarchical way. Constraints arise as a result of these interactions.

properties, whereas orientations, connections, and articulations characterize higher levels
of description.

Each of these four levels is present at different times and, most important, at different
scales, during embryonic development. Connectivity appears early in ontogeny as the most
fundamental relation among embryonic cells. Later, a cascade of differentiations and sec-
ondary inductions takes place, starting to shape tissues and organs. Proportions and orien-
tations along the three spatial axes of the embryo take over, giving rise to a new level of
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connections, this time between tissues. Articulations, which allow movement among ele-
ments such as in hard skeletal parts, appear much later, and can be said to be a by-product
of connections.

The formation of vertebrate limbs (see, for example, Hinchliffe and Johnson, 1980)
provides a suitable instance of the interplay among morphological levels of organization.
The initial state of a developing limb bud is a proliferation of mesenchymal cells. The
shape and size of the individual cells determine relations of connectivity among them,
which are prominent at this stage. The resulting mass of cells, packed together, forms a
bud. Thus the connectivity properties of the individual cells generate a higher level of
organization, the limb bud, which exhibits, on its own, properties of proportion (size and
shape) far removed from the proportions exhibited by the individual cells. In turn, the pro-
portions of the limb bud determine the number and position of cell condensations that
appear in the mesenchyme of precartilage areas, forming the primordia of future bones of
the limb, which start to assume identities of their own. Later, each condensed precartilage
center shows a preferential orientation as well as connectivity relations at a new organiza-
tional level, where the future bones are the new elements, and the individual cells are no
longer suitable to describe the system.

These four levels of morphological organization constrain each other during develop-
ment. Shape constrains packing, which constrains connectivity, which provokes induc-
tions, which generates new elements that exhibit shape and connection properties, and so
on. There is no hierarchy among these levels, but rather a nested succession of events in
which one property level originates structures that are then subjected to the influence of an-
other property level. This is the reason why any system of morphological description fails
to accommodate all levels at once.

The information provided by each level requires a formalization that is given by data
matrices in specific ways, leading to the construction of diverse morphospaces with varied
levels of complexity. Morphospaces provide frameworks in which both the variation of
morphological organization and morphological generation can be assessed. But they do
this in an extended way, allowing the visualization of possible forms of morphological
organization that encompass and go beyond those known in nature (see McGhee, 1999;
Chapman and Rasskin-Gutman, 2000; Rasskin-Gutman, 2000; Rasskin-Gutman and
Buscalioni, 2001). Thus morphospaces are heuristic tools in which the generation of
morphological organization can be efficiently addressed. If thoroughly modeled, they can
predict what sorts of processes are the most likely ones to account for patterns found in
nature. Boundary patterns, defined as the formalization and physical correlates of the
connectivity level of morphological organization, can be generated and combined to model
varied morphospaces in which naturally occurring patterns can be analyzed.
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Boundary Patterns

Some Early Attempts

Connections have been identified in the past as one of the most fundamental aids to recog-
nize homology: among others, Cuvier, Geoffroy Saint Hilaire, and Remane used the prin-
ciple of connections to recognize structural identities throughout organisms (see, for
example, Riedl, 1978; Rieppel, 1988). However, there have been only a few attempts to
provide a comparative framework that would recognize boundary patterns as a level of
morphological organization in their own right. Several ideas were developed in that direc-
tion, mainly by Woodger, Rashvesky, and Riedl.

A first attempt to use boundary information of vertebrate skeletal parts was made by
Woodger (1945), who tried to codify relationships in the tetrapod limb with three descrip-
tors, namely, “being distal to,” “being postaxial to,” and “to be articulated with.” The data
were then put together in a table where each bone was unequivocally characterized by its
relational position. But the method has never been applied, mostly due to its level of gen-
erality, as immediately recognized by Woodger.

Rashevsky (1954, pp. 343–344) attempted to work out connectivity from the point of
view of physiological relations among functional modules (the principle of “biotopologi-
cal equivalence”). Regarding morphology, he stated the following:

It may be possible to find a topological principle which relates the biological function graph to a partic-
ular three-dimensional bounded topological complex. . . . Considering an animal as a “system of linked
levers” . . . we notice that the (linear) topology or structure of the lever system is closely related to the
structure of the group of motions it can perform. Vice versa, the group of motions may well determine
the arrangement and structure of the lever system.

Although Riedl (1978) diagrammed the connectivity relations between bones to depict
the “mammalian morphotype,” no attempts were made to use such a descriptive approach
in a comparative framework. More recently, Young (1993) looked into connectivity rela-
tions and cellular components as a proxy for a new, modern notion of archetype.

Of all these attempts to codify connectivity information, Rashevsky came closest to
offering an efficient descriptive tool in terms of graphs and bounded topologies that could
be used for comparative purposes. Rather than follow Rashevsky’s emphasis on physio-
logical relations, however, this chapter will describe vertebrate skeletal parts, coupling
graph theory with modeling strategies based on cellular automata.

Boundaries, Connections, and Modules

Boundaries originate automatically when an entity takes shape and, more important for the
central theme of this chapter, when two or more entities make contact and form a new one



at a higher level of organization. Thus atoms form molecules by establishing covalent
bonds; layers of heterogeneous tissues arise out of the same precursor tissue; bones follow
an arrangement that makes them part of a network of connections, which, as we have seen,
can be identified as a lever system. The common phenomenon in all these cases is the emer-
gence of a new compound out of simpler elements. In the case of a molecule such as water,
new physical properties arise out of this association that were not present in the isolated
atoms of hydrogen and oxygen. The same can be said of organismal units. Cells of mes-
enchymal tissue must be in contact during secondary induction processes in order to gen-
erate new, differentiated tissues, such as epidermal glands (Bard, 1990). Cells that are
adjacent can communicate via membrane gap junctions or by morphogens that elicit spe-
cific gene expression patterns. As a result, one cell can induce its neighbors to follow a path
of differentiation that, separately, they would never have taken. The attachment of the hind
limbs to the pelvic girdles’ socketlike structure (acetabulum) provides an example for the
need of connections to form anatomical parts at the level of the skeleton. The acetabulum
originates as a result of the connection among the three bones that form the pelvis (ilium,
ischium, and pubis). Note that each bone, as it stands on its own, has no functional capac-
ities; the capacities to, say, transmit force and allow femoral movement, arise only after the
bones are put in contact as a connected network. The organization (in this case at the level
of connectivity) of the whole system is what confers functional capacities onto it. Thus
morphological organization is logically prior to any functional capacities. Geoffroy’s old
motto “Function follows form” is here absolutely vindicated.

This chapter uses topological relations of the skeletal parts as frameworks onto which
other properties can be mapped. Boundary or connectivity patterns are defined as “the mor-
phological arrangements that arise when two or more elements are in physical contact.”
The degree of connection is an abstract specification of each connected system; each ele-
ment has a “degree” of connectivity defined as the number of other elements to which it
connects. This quantitative measure can be used to evaluate general properties that apply to
any kind of connected system. Boundary modules, an abstraction of the physical contact
between elements, are defined as “coherent groups of the smallest number of elements into
which a connected system can be separated.” Modules can be linear (two elements con-
nected by a single edge); triangular (three elements mutually connected); or of higher order
with more than three elements connected in a ringlike fashion (quadrangular, pentagonal,
hexagonal, etc.).

Morphospaces are collections of morphological systems that bear some resemblance to
biological systems. As noted above, they form broad frameworks in which natural occur-
rences can be compared to forms that never appeared in nature. Generative morphospaces
are built by establishing a generative rule that forms a set of different patterns. In this con-
text, we can define a morphospace of connections of n elements for the probability space S

310 Diego Rasskin-Gutman
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and the generative rule G, as the collection of all configurations generated by G that meet
the constraint set by S, where S is a probability space of connectivity degrees, and G is a set
of rules to form boundary patterns as described below.

Material and Methods

The analysis of boundary patterns needs (1) an efficient way to code and quantify the no-
tion of connectivity; and (2) a generative tool to form patterns given a set of conditions.
Quantification and generation allow us to thoroughly explore the space of possible patterns,
while, at the same time, making operative comparisons between the theoretical patterns and
those patterns found in nature.

Quantifying the Morphospace of Connections

For the descriptive task, I have used graph theory, a well-defined mathematical discipline
that provides efficient ways to describe the general properties of boundary patterns (see, for
example, Harary, 1972, for a general introduction; and Rashevsky, 1955; Trucco, 1956a,b,
for some pioneer ideas about the information contents of graphs). Here a bone is repre-
sented as the vertex of a graph and the boundaries formed by two physically adjacent bones
as the edges that join two vertices (figure 17.2). Each skeletal pattern is then abstracted as

Figure 17.2
(a) Frequencies of appearance of connectivity degrees. Ilia are 2-degree bones, pubes and ischia are 3-degree
bones. (b) Graph representation of a skeletal part. A pelvic girdle of a theropod dinosaur (ventral view). Note the
quadrangular pattern between the pubes and the ischia (region of ventral symphyses) and both triangular patterns
where the acetabula form, allowing articulation with the femoral heads. il, ilium; pu, pubis; is, ischium.
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a graph and characterized by a table of frequencies for the degree of connectivity of each
bone. We can use these frequencies to set a constraint to generate connectivity patterns
in a morphospace of connections, so that only connections that meet these conditions are
considered. For a number n of bones, we can use a frequency table to specify a space of
probability, S, where

S = {p(0), p(1), p(2), . . . , p(k)}
� p(i) = 1; for i = 0 to k,

and where p(0) indicates the probability of having degree 0 (to be isolated), p(1) is the
probability of having degree 1 (to be connected only to one node), and so on. An example is
given in figure 17.3, along with one interpretation of a possible shape that the boundary
patterns may take, always preserving the connectivity relations. In this example, the mor-
phospace of connections is formed by all nonisomorphic configurations of n = 10 bones
for the space of probabilities P ={p(0) = 0; p(1) = 1/10; p(2) = 5/10; p(3) = 2/10;
p(4) = 1/10; p(5) = 1/10}. An interpretation of the proportions of the vertices such as in
figure 17.3 is called a “virtual skeleton.” Although the number of graphs that meet each
space of probabilities is finite, and the upper bound of this number can be computed with
the Polya formula (Harary, 1972), a complex mathematical analysis is needed to find out the
exact number of nonisomorphic graphs that meet a given space of probabilities.

Figure 17.3
(Left) A set of frequencies for connectivity degrees defines a set of constraints for a finite number of configura-
tions. (Above) One of the graphs that meets these constraints. (Below) Interpretation of the graph as a “virtual
skeleton.” Proportions are irrelevant as long as the connections are satisfied. Note the unavoidable opening inside
the pentagonal boundary pattern.
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A sample with nine skull roofs of tetrapods was used to look for real patterns and to
make a preliminary estimate of the frequencies of connections. The skulls belong to seven
diapsids, one anapsid, and one synapsid, taken from diagrams after Goodrich, 1930,
figures 336, 351, 352, 356, 369; Rieppel, 1993, figures 7.7A, 7.7B, and 7.7E; and Stahl,
1974, figure 7.31. The connectivity information of the boundary patterns used refers to
(1) the total number of bones to which a given bone is connected (degree of a bone); and
(2) the kinds of boundary modules they form (figure 17.4). Although a bigger sample is
needed to have enough confidence in these frequencies, the estimates can be used as para-
meters to feed the cellular automata as explained in the next section, and will probably not
differ too much as long as they are taken from skull roofs.

Figure 17.4
(a) Diagram of the lateral view of the pterosaur Dimorphodon (Reptilia, Diapsida). (b) Graph of connections.
(c) Diagram of the boundary modules. Note that for any three-dimensional structure, the connective net of bones
can be reduced to a two-dimensional graph with or without crossings.
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Generating and Exploring the Morphospace of Connections

A stand-alone simulation program designed and programmed in Turbo C++ for a DOS
environment, FRONTERA, was developed to generate and explore boundary patterns.
The program generates graphs taking into account conditions relative to the connectivity
degrees of each node and the final number of nodes sought. These conditions can be
changed by the user to suit special purposes. (FRONTERA can be downloaded from the
KLI homepage www.kli.ac.at). The architecture of FRONTERA is based on cellular au-
tomata models, consisting of a layout of cells that can be turned on and off according to a
set of local rules, which refer to the internal status of the cell and the status of the immedi-
ate neighbors. In a cellular automaton following the “Moore neighborhood,” each cell is
evaluated in relation to its nine neighbors (see, for example, Rietman, 1989). At each cycle,
the “universe” (the whole set of cells) changes globally after every cell has been evaluated,
according to probabilistic production rules that relate the on/off status of neighbors. As cy-
cles continue evolving, cells that are turned on form a boundary pattern in which connec-
tion is defined by adjacency between cells. Thus each switched-on cell is treated as the
vertex of an evolving graph.

The following is an example of a set of production rules for the automata. These rules
are evaluated by the program for each cell at every new cycle:

1. If the cell is off and up to four neighbors are on, then with P(0.01) turn the cell on (a rule
to add a cell to the pattern in relation to the neighbors).

2. If the cell is on, then continue being on (a rule for a cell already in the pattern to con-
tinue being part of the pattern, in order to preserve the evolving configuration).

An additional rule controls the deletion of cells that are part of the pattern in order to pre-
vent stagnation at a configuration from which the pattern cannot go further:

3. If the cell is on, then with P(0.001) turn the cell off, then test connectivity.

Note that the probability of deletion is much smaller than the probability for additions.
This is a way to simulate “history,” that is, to prevent a situation of permanent addition and
deletion where no pattern would be preserved. Also, after one cell has been randomly
selected to disappear, a check is performed in order to be sure that the pattern preserves
connectivity; if not, the cell remains turned on. Before starting a new cycle, the algorithm
checks out two stop rules. One is used to see if the desired number of vertices has been
achieved and the other to check that the pattern of connection degree for each vertex (the
probability space) has been attained.

The program operates by adding and deleting vertices from a user-defined pattern (the
initial condition) according to the local rules of interaction outlined above. From the initial
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configuration, the pattern keeps “evolving” until the stop rule is satisfied. This stop rule,
which can be changed by the user, can be based on the space of probabilities derived from
the empirical data. In this way, the program tries to arrive at a pattern that has the same num-
ber of vertices (bones) and the same pattern of edges (connections) as seen in real configu-
rations. By specifying ranges of the possible number of vertices for a given degree (as in the
example below), the possibilities are enlarged, and a broader number of real patterns can be
approximated. The program can be used to generate morphospaces of connections for a par-
ticular set of constraints (as explained above) or to analyze evolutionary runs, in which the
whole sequence from the initial configuration to the final pattern is studied (as explained
below). Analysis of evolutionary runs allows us to observe the generation of boundary pat-
terns as a sequence of events that can be interpreted as macroevolutionary dynamics.

Results

Empirical Data

The frequency distribution for the degree of connection of individual bones shows that
bones connected three and four times are the most abundant (see figure 17.5). Based on these
results, a theoretical assessment of the kinds of skulls that one would expect to find in nature
is shown in figure 17.6. On the other hand, the boundary modules derived from the connec-
tivity data show that around 75 percent of them are triangular, whereas the remaining ones
are hexagonal, pentagonal, quadrangular, and linear, with no preference among these.

Figure 17.5
(a) Frequency of degree of connections for a sample of ten tetrapod skulls. (b) Distribution of boundary patterns
for the same sample.
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Figure 17.6
Diagram illustrating a rough expectancy for tetrapod skulls in nature. Skulls will tend to triangulate spaces, usu-
ally around several fenestrae.

Simulations

Patterns resulting from a simulation run with the program FRONTERA are shown in fig-
ure 17.7. An initial hexagonal pattern of 6 vertices was set up in a universe of 8 × 6 cells.
The stop rule required a final pattern with 13 vertices. The specified degrees were 1 or 2
vertices of degree 1; 2 to 5 vertices of degree 2; 3 to 5 vertices of degree 3; 3 to 6 vertices
of degree 4; and 1 or 2 vertices of degree 5, approximating the results of the empirical data.

The program ran through 635 cycles before finding a pattern that met the requirements
of the stop rules. During the process, 22 stable boundary patterns were generated. The final
pattern configuration had 13 vertices and 16 connections: 2 vertices of degree 1; 4 vertices
of degree 2; 3 vertices of degree 3; 3 vertices of degree 4; and 1 vertex of degree 5. The
evolution curve (figure 17.8), defined as the number of additions or deletions of vertices
to the initial pattern, showed a rapid change toward a plateau (a period of stasis) up to
cycle 67. In this cycle, the pattern already had 13 vertices and the subsequent cycles were
attempts by the algorithm to find a configuration that met the stop rules. This was achieved
in the remaining 568 cycles. The first pattern after the stasis period was a reversion to the
previous pattern (pattern 41). Another reversion event occurred in pattern 240, which again
duplicated pattern 41. After that, a “novelty” event took place that made the whole system
able to evolve and find a final configuration. Figure 17.8 shows the evolution curve as well
as the evolution of the number of edges and the “compactedness” of the graph, defined as
the ratio between the number of actual edges and the number of possible edges for a given
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Figure 17.7
Patterns of a simulation run with the program FRONTERA. Numbers indicate the cycle at which each pattern was
generated.

number of vertices. Compactedness can be interpreted as a possible measure of the com-
plexity of the configuration.

Discussion

Multiple boundary-related processes take place during embryogenesis, forming the appear-
ance of the organism as it grows. Some of these processes are under genetic control and
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Figure 17.8
(Upper left) Curve illustrating changes in evolutionary steps as defined by the addition or deletion of elements.
(Upper right) Curve of changes in compactedness. (Lower left) Changes in number of edges. (Lower right) Evo-
lutionary steps as defined by changes in number of elements plus absolute changes in number of edges.

some are mechanically induced. One of the large-scale boundary phenomena in vertebrate
organisms is the establishment of boundaries between adjacent bones. Can this information
be useful for comparative analysis at macroevolutionary scales? Thus far, the morphologi-
cal data from bones in the literature are mostly related to shape and size, used to analyze the
proportions of detailed structures in each separate bone. Except for the references com-
mented on above, connections have been rarely used, or used only to derive functional prop-
erties of skeletal parts, such as the analysis of the “force lines” of dermal skull bones in fishes
(Thomson, 1995) or the analysis of the system of joints in dinosaur skulls (Weishampel,
1993).

Can such different features as the diameter of a notch and the angle at which bones ar-
ticulate, or the curvature of a ridge and the length of a whole bone, be meaningfully com-
bined? This chapter argues that each level of morphological organization conveys different
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information and that, to understand processes, each should be treated separately. Although,
when the aim is to infer patterns of relationships among taxa, as in cladistic analysis, mix-
ing information would seem more suitable, even if patterns can be discerned, the processes
that produce them simply cannot be followed when features of different levels of morpho-
logical organization are mixed together. The shape of emerging elements such as bones
varies amply in every lineage and for each structure, although this variation is constrained
by the boundary patterns established during growth. Conversely, a growing bone may
establish a boundary with another bone by a modification in proportions. Identifying and
separating these processes are crucial to our understanding of the design of the body plans
of organisms.

The preliminary data from the sample identify a set of boundary patterns that integrates a
skull. This set includes linear, triangular, quadrangular, pentagonal, and hexagonal patterns,
which can be thought of as the “construction modules” that make up a skull. The triangular
modules are the most conspicuous ones, which may reflect the simple constructional con-
straint for covering a surface with many elements, where every element touches at least
three other adjacent elements. Also, the data suggest that the design of a skull always con-
sists of an orbital pentagonal or hexagonal module surrounded by triangular ones, and may
sometimes consist of other, quadrangular or higher-order modules in the postorbital region
of the skull.

Every high-order pattern implies the existence of an opening. The orbital fenestra
of these reptilian skulls is the opening around which every other module is situated. The
postorbital region is highly variable. This variation coincides with the opening of other
fenestrae in this area, an event that has occurred in the synapsid and diapsid lineages. In
contrast, the rostral area seems to be more conservative. The opening of skull fenestrae is
a process that occurs in all lineages. The type of boundary modules and their distribution
around skull openings suggest that boundaries constrain their construction. 

Specifically, by looking at the types of modules where fenestrae open, one can identify
two types of fenestrae, corresponding to two different processes: active fenestrae, which
appear within a triangular module; and passive fenestrae, which appear within a higher-
order module. Active fenestrae occur when the presence of another tissue impedes the clos-
ing of the boundary area (e.g., a nerve), or when bone is resorbed later in the course of
development (e.g., the nares). In contrast, passive fenestrae occur within higher-order
boundary patterns when openings simply cannot close unless the patterns become triangu-
lar by the growth of one of the bones involved. A reasonable expectation of a model of fen-
estra types is that passive fenestrae will remain passive throughout a given lineage unless
a specific growth of one of the bones provokes contact with another bone, which could
provoke the closure of the opening. In the opposite case, when the common ancestor of a
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lineage has an active fenestra, this can only be closed up if the tissue involved in prevent-
ing the closure disappears. Thus closure of a passive fenestra requires heterochrony (rela-
tive growth of one bone), whereas closure of an active fenestra, which can be explained by
the action of an external tissue, does not.

The simulation run with FRONTERA showed that the program is a suitable tool to evalu-
ate macroevolutionary dynamics at the level of boundary patterns. Its modeling of processes
such as reversion, convergence, stasis, and novelty highlighted the problem of homology.
During quite a large number of cycles, the evolving pattern remained in a period of stasis,
finding the same pattern as if it had been a repeated process of convergence. Then a “novelty”
occurred that allowed the pattern to reach the final stop rules.

Using this program, the assessment of homology relations can be tackled easily provided
there is confidence in the whole sequence of changes from the initial pattern to the final
one, as shown in figure 17.9, where the initial hexagon can be misidentified if compared
only with patterns 258 and 319. When the whole sequence is present, the homologous areas
can be detected trivially.

Figure 17.9
Illustration of the problem of homology. Initial hexagon (a) cannot be assessed correctly if compared only with
patterns 258 (b) and 319 (c) (shaded hexagons). Knowing the whole sequence makes the homology test trivial;
the correct answer is pattern (c).
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Conclusions

Two ways to analyze boundary patterns have been indicated. The first is by using a proper
morphological framework and an efficient way to code the information of this organiza-
tional level. The second is by using a simulation program based on cellular automata to
generate evolutionary runs. Graph theory has much to offer for the first task, and many
structural properties of the boundary patterns can be analyzed that may lead to a better un-
derstanding of skeletal design. As used here, the simulation approach has certain problems,
the most important being that the layout of the automata universe already sets up a con-
straint on the production of patterns. Thus some real boundary patterns found in skulls can-
not be reproduced in a rectangular universe with a Moore neighborhood. This problem can
be surmounted by using a different layout, by allowing many cells to be part of the same
abstracted bone, or by using a different modeling approach, one not based on cellular
automata.

To be sure, the level of abstraction in the analysis of boundary patterns is a long way from
explaining all constraints involved in an evolutionary process. However, by abstracting
modules of different order, some constraints have been highlighted, such as the possible
existence of two different ways to generate fenestrae, with explicit and testable predictions
about evolutionary expectations in vertebrate lineages.

Can we derive lawlike principles at the boundary level? How are the boundary patterns
related to each other? Are they constraining the appearance of other boundary patterns?
Can we derive the subset of possible articulations out of the whole set of boundaries, and
if so, how? These are questions that could be tackled within the framework of the morpho-
space of connections by analyzing the dynamics involved in the establishment of bound-
aries during embryonic development and by looking at macroevolutionary boundary
patterns. This is a task that almost certainly would have intrigued Darwin, just as he would
have been fascinated with the discovery of the genetic code.

References

Bard JBL (1990) Morphogenesis: The Cellular and Molecular Processes of Developmental Anatomy. Cambridge:
Cambridge University Press.

Beck WS, Liem KF, Simpson GG (1991) Life: An Introduction to Biology (3d ed). New York: HarperCollins.

Chapman RE, Rasskin-Gutman D (2000) Quantifying morphology. In: Palaeobiology, vol 2 (Briggs D, Crowther P,
eds), 489–492. Oxford: Blackwell.

Fontana W, Schuster P (1998) Continuity in evolution: On the nature of transitions. Science 280: 1451–1455.

Goodrich ES (1930) Studies on the Structure and Development of Vertebrates. Vol 1. London: Macmillan.
Reprint, Mineola, N.Y.: Dover, 1958. 

Hall BK (1994) Homology: The Hierarchical Basis of Comparative Biology. San Diego, Calif.: Academic Press.



322 Diego Rasskin-Gutman

Harary F (1972) Graph Theory. Reading, Mass.: Addison-Wesley.

Hinchliffe JR, Johnson DR (1980) The Development of the Vertebrate Limb: An Approach through Experiment,
Genetics, and Evolution. Oxford: Clarendon Press.

McGhee GR (1999) Theoretical Morphology: The Concept and its Applications. New York: Cambridge Univer-
sity Press.

Rashevsky N (1954) Topology and life: In search of general mathematical principles in biology and sociology.
Bull Math Biophys 16: 317–348.

Rashevsky N (1955) Life, information theory, and topology. Bull Math Biophys 17: 229–235. 

Rasskin-Gutman D (2000) The operational strategies of theoretical morphology. Histor Biol 14: 305–308.

Rasskin-Gutman D, Buscalioni AD (2001) Theoretical morphology of the archosaur (Reptilia: Diapsida) pelvic
girdle. Paleobiology 27: 59–78.

Riedl R (1978) Order in Living Organisms: A Systems Analysis of Evolution. London: Wiley. 

Rieppel OC (1988) Fundamentals of Comparative Biology. Basel: Birkhäuser.

Rieppel OC (1993) Patterns of diversity in the reptilian skull. In: The Vertebrate Skull, vol 2 (Hanken J, Hall BK,
eds), 344–390. Chicago: University of Chicago Press.

Rietman E (1989) Exploring the Geometry of Nature. Blue Ridge Summit, Pa.: Windcrest. 

Stahl BJ (1974) Vertebrate History: Problems in Evolution. New York: McGraw-Hill. Revised edition. Mineola,
N.Y.: Dover, 1985.

Thomson KS (1995) Graphical analysis of dermal skull roof patterns. In: Functional Morphology in Vertebrate
Paleontology (Thomason JJ, ed), 193–204. Cambridge: Cambridge University Press.

Trucco E (1956a) A note on the information content of graphs. Bull Math Biophys 18: 129–135. 

Trucco E (1956b) On the information content of graphs: Compound symbols; different states for each point. Bull
Math Biophys 18: 237–253.

Weishampel D (1993) Beams and machines: Modeling approaches to analyses of skull form and function. In: The
Vertebrate Skull, vol 3 (Hanken J, Hall BK, eds), 304–344. Chicago: University of Chicago Press.

Woodger JH (1945) On Biological Transformations: Essays on Growth and Form Presented to D’Arcy Wentworth
Thompson (Le Gros Clark WE, Medawar PB, eds), 95–120. Oxford: Oxford University Press.

Young BA (1993) On the necessity of an archetypal concept in morphology: With special reference to the con-
cepts of “Structure” and “Homology.” Biol Philos 8: 225–248.



Contributors

Mina J. Bissell
Lawrence Berkeley National Laboratory
Berkeley, California

Roy J. Britten
California Institute of Technology
Corona del Mar, California

Chi-hua Chiu
Department of Ecology and Evolutionary Biology
Yale University
New Haven, Connecticut

Simon Conway Morris
Department of Earth Sciences
University of Cambridge
Cambridge, England

Scott F. Gilbert
Martin Biology Research Laboratories
Swarthmore College
Swarthmore, Pennsylvania

Kunihiko Kaneko
Department of Pure and Applied Sciences
College of Arts and Sciences
University of Tokyo
Tokyo, Japan

Ellen Larsen
Department of Zoology
University of Toronto
Toronto, Canada

I. Saira Mian
Lawrence Berkeley National Laboratory
Berkeley, California

Gerd B. Müller
Institute of Zoology
University of Vienna
Vienna, Austria

Vidyanand Nanjundiah
Developmental Biology and Genetics Laboratory
Indian Institute of Science
Bangalore, India

Stuart A. Newman
Department of Cell Biology and Anatomy
New York Medical College
Valhalla, New York



H. Frederik Nijhout
Department of Biology
Duke University
Durham, North Carolina

Olivier Pourquié
Stowers Institute for Medical Research
Kansas City, Missouri

Derek Radisky
Lawrence Berkeley National Laboratory
Berkeley, California

Diego Rasskin-Gutman
Integrative Morphology Group
Institute of Anatomy
University of Vienna
Vienna, Austria

Malcolm Steinberg
Department of Molecular Biology
Princeton University
Princeton, New Jersey

Georg F. Striedter
Department of Psychobiology
University of California at Irvine
Irvine, California

Eva Turley
Lawrence Berkeley National Laboratory
Berkeley, California

Günter P. Wagner
Department of Ecology and Evolutionary Biology
Yale University
New Haven, Connecticut

Pat Willmer
School of Biology
University of Saint Andrews
Fife, Scotland

324 Contributors



Index

Abiotic conditions, 96–97
Acetylation, 107
Action potential, 170
Activin A, 276
Adhesion
and brain development, 290, 291–292
differential, 147, 149, 224–226
differential hypothesis, 152–158
in embryos, 154–155
gradients, 142
heterotypic, 148
intercellular, 152
as key principle, 60, 77–79, 145–149
and limbs, 40
and lumen formation, 226–227
nonadhesive surfaces, 143–144
relative strengths, 147–149
and segmentation, 229
and surface tension, 149–152
timing hypotheses, 145–147

Altitude, 249
Amoebas, 248
Amphibians
in abiotic conditions, 96–97
digits, 125
egg surfaces, 143
embryos, 137, 138–139, 154
global body pattern, 207
predator-induced polyphenism, 95

Amphioxus, 138
Androgenization, 249
Apical ectodermal ridge, 275, 277
Apoptosis, 125, 227, 292–293
Arthropods, 26, 38, 123
Articulations, 307–308, 310, 318
Attractor states, 287
Autocatalysis, 198. See also Positive feedback
Autopodium
definition, 274
description, 267
development, 274–277
and digits, 271
genetics, 275–280
origin, 272, 274, 277–280
as transition, 266
zeugopodial boundary, 276–277

Axons, 291–292, 295, 296, 298

Bacteria
E. coli, 212, 247–248, 250
and epigenesis inheritability, 249
multicellular, 15
phenotypic plasticity, 247–248
and polyphenisms, 95–96
and sex determination, 93

Baldwin effect, 234, 242, 259, 260
B/cdc2 complex, 185
B-cells, 96
Behavior, 27, 55
bFGF, 107, 108
Bicoid protein, 175, 176, 178
Blind mole rats, 293–294, 298
Blood cells, 206
Body plans, 26, 45, 59
Bones, 97, 315, 319. See also Skeleton; Skulls
Border cells, 290
Boundaries, 306, 310. See also Connectivity
Brachiopods, 41
Brain
development of, 289–296, 298–299
epigenetic homology, 287–289
evolution of, 296–298
functional integration, 296–297
neocortex, 294–295
neural connections, 80
species differences, 243

Breast cancer, 108
Brownian motion, 209, 224–225
Bryozoans, 41
Bureaucrat genes, 121, 125, 256
Burrowing, 22
Butterflies, 170–172, 231

Cadherins, 152–159, 226–227
Calcium, 153, 183–184, 198
Cambrian explosion, 20–27
Camouflage, 93
Canalization, 251, 258–259, 261
Cancer cells, 108
Cartilage, 276
Cascades
in brain development, 292–293, 298
embryonic, 307–308
regulatory, 127
signaling, 119–121, 124–127

CDK inhibition, 188
Cell adhesion. See Adhesion
Cell aggregation, 36, 208–210, 223–224
Cell autonomy, 122, 126
Cells
in aggregates, 144–147
border, 290
chemistry of, 201–202, 204, 206, 208
clustering, 203
discrete types, 203–204
and immiscible liquids, 149, 222, 224–226
and mechanical stress, 232
mobility, 142, 144–147, 159
morphogenetic behaviors, 120–121, 126
nuclear control, 77–78



Cells (cont.)
segregating, 153–154
self-organization, 140–142, 149, 153–154, 159–160
signaling between, 77–79, 174
sorting, 145–149
stem, 202–209

Cell state numbering, 79–80, 83
Chaotic itinerancy, 206
Character identity, 265
Chemical composition, 201–202, 204
Chemokines, 145
Chemotaxis, 167
Chicks
embryos, 144, 145, 149
feathers, 230
Hox genes, 276
wings, 276

Chloride, 184
Chondrogenesis, 276
Chromatin, 107
Ciliated larvae, 17
Clocks. See Timing
Clustering, 203, 208–210
Cnidarians, 25–26
Collagen, 14
Color, 167, 230–231. See also Distal-less gene
Compactedness, 317
Competition, 95
Condensation, 231–232
Connective tissue, 231–233
Connectivity
boundary patterns, 309–310, 316–317, 321
morphospaces, 310–317
quantification, 311–313
significance, 306–308, 310
simulation, 314–317, 320

Convergence
appendages, 40
definition, 11, 33–35
and development, 35–38
vs. homology, 37–38
intra- vs. inter phyla, 33
larvae, 42–43
lophophores, 41–42
and molecular taxonomy, 43–44
as open question, 5
vs. parallelism, 34
and phenotypic plasticity, 45
and phylogenetics, 11
segmentation, 38–40

Crustaceans, 228
Culture systems, 104, 108
Cyclins, 185, 187
Cysts, 226

Designer organisms, 129–130
Determination, 204, 206
by details, 75–79, 83, 85

Deuterostomes, 23
Development. See also Embryos

of brain, 289–296, 298–299
cell formation, 81–82
constraints, 127
control of, 76–77
and convergence, 35–38
of early metazoans, 221, 233–235
and hierarchy, 127
and homology, 56, 61, 62
irreversibility, 208
and local interactions, 76–77
morphogenetic fields, 124–125, 126
noise, 245–246
of pattern formation, 175, 178
stabilization, 36–37
in stressful environment, 260
of tetrapod limbs, 274–277

Developmental clocks. See Timing
Differentiation. See also Tissue specificity
and boundaries, 310
of brain areas, 289–296
and chemical composition, 201–202, 204
intra-inter dynamic model, 198–203
logic of, 203–210
phenotypic, 211–217
plasticity, 103
rule generation, 204
spatial structures, 208–210
and stability, 207–208
stages, 200
and transcription factors, 108

Diffusion, 165–173, 176–177, 223–224
Digits, 123, 125, 271–274, 276, 278
Distal-less gene, 40, 170–172
Diversification
extrinsic factors, 24–25
genome role, 25–26
and taxonomy, 43–44

Drosophila
anal structure, 82–83
color, 231
embryonic patterns, 175
filopodia, 174
genetic assimilation, 254–255
Hsp83 gene, 252
inbreeding, 252
oocytes, 154–156, 175
and reaction-diffusion, 167, 168
stripes, 169, 228–230, 235
wingless gene, 174

Dynamic reciprocity, 103–104

326 Index



Echinoderms, 26
Einbahnstrasse model, 185–187
Elasticity, 222, 232
Embryos
anteroposterior axis, 186
calcium oscillations in, 183–184
cell self-organization, 140–142
chick, 144, 145, 149
chloride oscillations, 184
differentiation, 89, 154–155
environmental factors, 76, 90–98
and genetics, 89–90
and life span, 192
and mechanical stress, 233
mesenchymal tissues, 231–232
midblastula transition, 185
model system approach, 88
morphological organization, 307–308
organogenesis, 78–79, 307–308
physiological approach, 87–88, 90
potassium oscillations, 184
self-organization, 138–142
sex determination, 92
specification, 78
syncytial, 228–230
temperature effect, 192
yolkiness, 137

Engrailed, 108, 124, 176
Envelopment, 147, 149, 153–154
Environment. See also Extracellular

microenvironment
and brain development, 296–297
and Cambrian explosion, 24–25
and convergence, 33
and earliest metazoans, 222–234
and embryos, 76, 90–98
and genetic assimilation, 258–259
genotype sensitivity, 254
identical, 247–248
intra-intercell dynamics, 204–209
nutrition, 93, 97, 98n2
as open question, 7
and phenotype differentiation, 212–215
predators, 95–96
of reaction-diffusion, 167
seasonal, 93
and sex determination, 92–93
stressful, 253, 258, 259, 260
transplant experiments, 206
water, 96–97

Enzymes, 251
Epidermis, 174
Epigenesis
definitions, 241
and heredity, 249–251, 259, 261

and homology, 61, 62–63
and microenvironment, 107
as open question, 6, 8
Waddington landscape, 287, 288(figure)

Epigenetic homology, 287–289
Epigenotype, 91
Epithelia
and cadherins, 156–157
and extracellular microenvironment, 104
liquid behavior, 222
lumen formation, 225, 227
and mesenchymal tissue, 122, 127
origins, 43
and soft matter physics, 230–231

Equilibrium shapes, 36
Escherichia coli, 212, 247–248, 250
Eukaryotes, 15–16, 25
Evolution
of brain, 296–298
convergent, 33–35
genetic role, 103, 119, 216–217
and homologues, 59, 65
of morphogenesis, 125–126
morphological, 11–12, 65, 306
and phenotypes, 211–212, 246–247, 
259–263

of regulatory genes, 45
theory of, 7–8

Evolvability, 8, 241
Excitable media, 223, 227–230
Extinctions, 25
Extracellular matrix, 232
Extracellular microenvironment (ECM)
model, 104, 108–110
molecular cues, 104–108, 110–115
and natural selection, 103

Extraterrestrial impact, 25
Eyes
chicken gene in Drosophila, 83
and convergence, 38
cyclopic mutation, 125
evolution of, 24
and homology, 57
optic nerve, 187
vision, 292–295, 297–298

ey gene, 83

Feathers, 230
Fenestrae, 319–320
Fins, 242, 267, 279–280
Fish
apico-ectodermal ridge, 275, 277–278
basal ray-finned, 280
calcium oscillations, 184
and Hox genes, 279–280

Index 327



Fish (cont.)
neural tube, 138
pigmentation, 230

Flax, 249, 252
Follicle cells, 155
Follistatin, 276
Forked mutation, 125
Form, 127, 306–308
Fossils
Cambrian, 21–22
early eukaryotes, 15–16
metazoan, 16–20
stratigraphics, 20
trace, 22–23
of triploblasts, 23

Fringe gene, 40
Frogs, 95, 138
Fungi, 14

Gastrulation, 36, 143, 187, 226
Generic properties, 7, 60, 223, 233
Genes
bureaucrat, 121, 125, 256
and cell assemblage, 77
cell behavior, 122, 126
controller, 38
cooptation of, 40
developmental, 37–38
differing effects, 124
duplications, 44, 45
for eyes, 83
factors affecting, 91
5′ region, 105, 187
and hierarchies, 234–235
homologous, 57
large information-containing, 85
of metazoans, 119
redeployment, 26
regulatory, 45, 252, 256, 259
structural, 256
and timing, 191
worker, 121, 256

Genetic assimilation, 254–260
Genetic defects, 81
Genetics
and body plans, 45
and brain development, 289–290, 291
and convergence, 36–37
and embryology, 89–90
of epigenic inheritance, 249–250
and homology, 56–61, 62
issues, 5–6
of pattern formation, 176–177
and phenotypes, 5–6, 62, 91–92, 211–215
and regulatory signals, 126

role of, 216–217, 234
of tetrapod limb, 275–276

Genome
and body plans, 45
and diversification, 25–26
Hox genes, 26, 36
and microenvironment, 107
and (pre-)Mendelian phases, 60–61

Gerbils, 249
Golgi apparatus, 77
Gradients
and cellular aggregation, 223–224
diffusion, 223–224
in intra-inter cell dynamics, 209
in pattern formation, 172–174, 175,
178–179

Gravity, 97
Growth factors, 108, 275, 276
Gulonolactone oxidase, 98

Hairy genes, 188–190, 228
Halkieriids, 41
Hamsters, 293
Heart defects, 249
Heat, 25, 253, 258
Hedgehog, 124, 176
Heparan sulfate, 107
Heredity
of acquired traits, 261
of biochemical composition, 202
at cell level, 82, 202
epigenetic, 249–251, 259, 261

HES1 gene, 189
Hierarchy
and developmental constraints, 127
and evolution, 126
and intra-inter dynamics, 202
vs. self-organization, 234–235
stability, 234–235
and surface tension, 149, 151

Highly optimized tolerance, 111–112
Homology
and brain regions, 287
and character identity, 265
vs. convergence, 37–38
definitions, 34, 52
epigenetic, 287–289
future study, 66
morphological, 58–59, 65
as open question, 5
as organizational concept, 64–66
quantification, 59, 63
semantic issues, 52–59
significance of, 11–12
simulation, 320

328 Index



and structure-function, 62–63
three phase model, 60–64

Homoplasy, 5, 34
Hopf instability, 228
Hox genes
and brain development, 289
cluster arrangements, 37
in Drosophila, 82
duplications, 44
and fins, 279–280
and larva, 42
and limbs, 40, 186, 275–280
and monophyly, 44
and segmentation, 39
and tentacles, 41–42
and timing, 185–187

Hsp83 gene, 252
Hsp90 protein, 252, 253
Human beings, 95–96, 97
Human immunodeficiency virus (HIV), 108
Hunchback, 178
Hyaladherins, 108
Hyaluronan, 107–108
Hybrids, 216
Hydra, 26, 167

Immiscibility, 149, 222, 224–226, 231
Immune system, 95–96
Inbreeding, 252–253
Incomplete penetrance, 211–212
Inheritance. See Heredity
Innovation, 60–61, 233, 265, 274–275
Insects
butterflies, 170–172, 231
caste determination, 98
coloring, 93
embryonic specification, 78
filopodia, 174
nutrition effect, 93
pattern formation, 175
predator effect, 95
season effect, 93
segmentation, 228
sex determination, 93

Instructive interactions, 92
Integrins, 107–108
In utero position, 249
Ionic oscillators, 183–184

Jaws, 97
Joints, 307–308, 310, 318

Kidneys, 226–227, 231
Krüppel gene, 176

Larval hypothesis, 17
Larval types, 26, 42–43
Lateral inhibition, 165–168
Limbs
biramous, 129
and cell adhesion, 40
chick embryonic, 144
from fins, 242, 265–268 (see also Autopodium)
of flies, 124, 127, 129
and homology, 54–55
and Hox genes, 40, 186, 275–280
morphological organization, 308
and reaction-diffusion, 232
tetrapod, 242 (see also Tetrapod limbs)
vertebrate, 122–123, 127

Lineage invariance, 123–124
Liquid, behavior of, 149–152, 222, 224–226
Lophophores, 41–42
Lophotrochozoans, 23
Lumen formation, 225, 226–227
Lungfish, 280

Macromolecules, 77, 78, 81
Mammary cells, 104–105
malignant, 108

Mammary gland, 109–110, 112
Mass action, 77
Matrix-driven translocation, 231
Maturation-promoting factor (MPF), 185
Mechanical stress, 170, 232–233
Meiofauna, 17
Mesenchymal tissue
and boundaries, 310
and condensation, 231–232
liquid-like properties, 222
and vertebrate limbs, 122–123, 127

Messenger proteins, 108
Messenger RNA (mRNA), 175, 188
Metabolic control theory, 177
Metazoans
Cambrian explosion, 20–27
complexity emergence, 13–14
forms, 11
fossils, 16–20
genes, 119–120
homology, 60–61
progenitors, 222–223
transitional, 14

Mice, 248, 249, 276
Mitosis, 185, 187–188, 201, 229
Modularity, 5, 126, 208–210, 310
Molecular mechanisms
binding action, 77
causality, 3

Index 329



Molecular mechanisms (cont.)
of cell adhesion, 152–154
and diversification, 25–26
and morphogenesis, 35–36
and regulatory signals, 236
stress effect, 253
of tetrapod limb, 276
and tissue specificity, 104–108, 110–115

Molecular taxonomy, 43–44
Monophyly, 33, 44
Morphogenesis, 120–121, 125–126
Morphogenetic fields, 124–125, 126
Morphological organization
boundary patterns, 309–321
levels of, 306–308

Morphospaces, 308, 310–317
Multicellularity, 208–210
Mutations
and evolution, 103, 119
and fly legs, 125
sensitivity factors, 251–253
and timing, 191

Natural selection
conditions, 245
and details, 75
and microenvironment, 103
and morphology, 8, 51
and parasites, 252
and phenotypic plasticity, 253–254, 258
and physical properties, 35–36
quantification, 80
and shared functions, 81
as stress buffer, 251

Nematodes, 26, 123, 191, 212
Nervous system, 188, 242–243
Neural plate, 154
Neural tube, 138, 140, 290
Neuromeres, 289–291
Neurons, 26, 291–296, 298
optic, 187

Newt, 207
Notch-Delta signaling, 174, 228
Novelty, 5, 6, 60–61, 233, 274–275
Nuclear control factors, 77–78
Nutritional polyphenisms, 93, 97, 98n2

Olfaction, 249
Oligodendrocytes, 187
Orbital fenestrae, 319–320
Organogenesis, 230–231, 307–308
Orientation, 307–308
Oscillations, 183–184, 223, 227–230
Outcrossing, 253
Oxygen, 24

Parallelism, 11, 34
Parasites, 252–253
Pattern formation
communication of, 167, 168, 169–174
development, 175, 178
experimental approach, 168–169
genetics, 176–177
models, 171
reaction-diffusion, 165–168, 176–177,
228–230

theoretical approach, 165–168
Pax-6 gene, 38, 57
Permissive interactions, 92
Phenotypes
differentiation, 211–217
environmental factors, 91–92
genetic assimilation, 254–259
and genotype, 5–6, 62, 91–92, 211–215
isogenic, 211–212, 247–248, 259
persistence of, 6

Phenotypic plasticity
defined, 245
developmental noise, 245–246
and evolution, 259–262
and genetics, 45, 253–260
isogenic, 211–212, 247–248, 259
rationale, 261

Phosphorites, 19
Phyla, limitations of, 21
Phyllotactic patterns, 167
Phylogenetics, 4–5, 11
Physics, 159–160, 222–224
Pigment, 167, 230–231
Plasticity, phenotypic, 8, 45, 245–246,

256, 259
p27kip1 gene, 188
Polarity, 226–227
Polarizing activity, 268, 277, 279
Polycystin-1, 226
Polyphenisms, 6, 92–96
Positive feedback, 165–166, 168, 176–177
Potassium, 184
Predators, 95
Prokaryotes, 15
Proteins
bicoid, 175, 176, 178
fringe, 40
Hsp90, 252, 253
messenger, 108
in pattern formation, 178
stress, 108, 253
TAT, 108

Proteoglycans, 233
Protistans, 14, 15
Protozoa, 248

330 Index



Quantification
of cells, 83
of control elements, 79–80, 84–85
of homology, 59, 63
of morphospaces, 311–313
in pattern formation, 178

Range variation, 247–248, 259
Reaction-diffusion, 165–168, 176–177, 228–230, 232
Reaction norm, 92, 98n2
Recapitulation, 56
Recursive units, 208–210
Redundancy, 6, 81
Regeneration, 124–125
Respiration, 24
Retina, 293, 295, 297–298
Rhombomeres, 289–291
Rhythmic activity, 290

Salinity, 25
Segmentation
convergence, 38–40
in Drosophila, 82
physics of, 228–230
timing of, 188–191

Sensory input, 293–294
Set-aside cells, 17, 42
Sex determination, 92–93, 249
Shape, 127, 306–308
Shared function, 80–81
Shh gene, 277–278, 279
Side effect hypothesis, 61
Signaling
and brain, 292–293, 294–295
cascades, 119–121, 124–127
in culture system, 104
from ECM, 104–108
intercellular, 77–79, 174
intracellular, 107–108
and molecular changes, 126
Notch-Delta, 174, 228
and pattern formation, 170, 172–174
with small molecules, 173
and tissue specificity, 103
with transcription factors, 173–174

Size, 306–308
Skeleton, 21–22, 27, 233. See also Bones;

Connectivity; Limbs
Skulls, 243, 313–317, 319
Soft matter, 222–223
Somitogenesis, 188
Speciation, 213–216, 260
Sponges, 14, 25, 43
Stability, 207–208
Stem cells, 202–209

Stochastic resonance, 112
Strabismus, 295
Stress
environmental, 258, 259, 260
genetic, 251–253, 259
mechanical, 170, 232–233

Stress proteins, 253
Structure-function relationships, 62–63
Suppressor of forked, 125
Surface contraction waves, 185
Surface tension, 149–152, 154
Switching dynamics, 206
Synapomorphy, 54

TAT protein, 108
Temperature
and developmental clocks, 192
heat shock, 253, 258
ice ages, 25
and phenotypic plasticity, 248
and sex determination, 91, 92–93

Tendons, 233
Tentacles, 41–42, 167
Tetrapods, 268–270, 313
Tetrapod limbs
cell number, 123
components, 266–267
development, 274–277
and fins, 267–268
genetics, 242, 275–276
origination, 269–270
stages, 270–274

Tetrodotoxin, 295
Thalamus, 293–295
Thermodynamics, 159–160. See also Temperature
Threshold points, 61
Timing
and cell cycles, 185, 187, 201
heterochrony, 191
hourglass mechanisms, 187–188, 198
and Hox genes, 185–187
and intracellular chemicals, 208
intra-inter dynamic model, 198–203
ionic oscillators, 183–184
midblastula transition, 185
and mutations, 191
and oligodendrocytes, 187
for pattern formation, 178–179
and ratios, 201
of segmentation, 188–191
for self-assembly, 26–27

Tissues. See also Epithelia; Mesenchymal tissue
emergence of, 221–235
enveloping, 147, 149, 153–154
as excitable media, 227–230

Index 331



Tissues (cont.)
and immiscibility, 149, 231
interaction between, 122–123
liquid behavior, 149, 222, 224–226
and mechanical stress, 232–233
segregation, 158–159
self-organization, 138–142, 149, 156–158

Tissue autonomy, 122
Tissue organization
and cadherins, 152–158
differential adhesion hypothesis, 147, 149
embryonic, 307–308
pre-Mendelian
self-organization, 138–144, 149, 156–158
surface tension role, 149–152

Tissue specificity
adaptations, 112–115
and cadherins, 156–158
dynamic reciprocity, 103–104
model, 104, 108–110
molecular cues, 104–108
and stochastic resonance, 112
study requirements, 110–111

Toads, 96–97
Tolerance, highly optimized, 111–112
Tracheae, 167
Transcription factors
and brain development, 289
and calcium oscillations, 184
and differentiation, 108
and genes, 176–177
and nuclear control, 77–78
signaling with, 125, 173–174

Triploblasts, 23
Tumor cells, 204
Turing instability, 228–230

Veins, 167
Vesicles, 77
Viscosity, 222
Vision, 292–295, 297–298
Vitamins, 97, 98n2
von Baer’s rule, 35

Waddington effect, 242, 254–256, 287, 288 (figure)
Wingless, 174, 176
Wings, 276
Worker genes, 121, 256

Zebrafish. See Fish

332 Index


	Contents
	Series Foreword
	Preface
	I: INTRODUCTION
	1 Origination of Organismal Form: The Forgotten Cause in Evolutionary Theory

	II: PROBLEMS OF MORPHOLOGICAL EVOLUTION
	2 The Cambrian “Explosion” of Metazoans
	3 Convergence and Homoplasy in the Evolution of Organismal Form
	4 Homology: The Evolution of Morphological Organization

	III: RELATIONSHIPS BETWEEN GENES AND FORM
	5 Only Details Determine
	6 The Reactive Genome
	7 Tissue Specificity: Structural Cues Allow Diverse Phenotypes from a Constant Genotype
	8 Genes, Cell Behavior, and the Evolution of Form

	IV: PHYSICAL DETERMINANTS OF MORPHOGENESIS
	9 Cell Adhesive Interactions and Tissue Self-Organization
	10 Gradients, Diffusion, and Genes in Pattern Formation
	11 A Biochemical Oscillator Linked to Vertebrate Segmentation
	12 Organization through Intra-Inter Dynamics
	13 From Physics to Development: The Evolution of Morphogenetic Mechanisms

	V: ORIGINATION AND EVOLVABILITY
	14 Phenotypic Plasticity and Evolution by Genetic Assimilation
	15 Genetic and Epigenetic Factors in the Origin of the Tetrapod Limb
	16 Epigenesis and Evolution of Brains: From Embryonic Divisions to Functional Systems
	17 Boundary Constraints for the Emergence of Form

	Contributors
	Index
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	V
	W
	Z


