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Sabine Arndt-Lappe, Angelika Braun, Claudine Moulin, and
Esme Winter-Froemel

Expanding the Lexicon: At the crossroads of
innovation, productivity, and ludicity

1 The dynamic lexicon

Traditionally, the creation of new lexical units and patterns — understood in a
wide sense as not being necessarily limited to the word level — has been studied
in different research frameworks. Whereas approaches focusing on morphologi-
cal productivity are directed at system-internal (‘grammatical’) morphological
processes, other approaches have aimed at identifying general types of lexical
innovation and describing them in the larger context of lexical change, thus in-
tegrating system-external factors related to the historical background of the in-
novations and their diffusion. In this way, lexical change provides insights into
general motives of language change and basic mechanisms of language pro-
cessing.

The aim of this volume is to discuss fundamental aspects of dynamic pro-
cesses in the lexicon, including recent and ongoing changes as well as historical
processes of change, and to bring new evidence to bear on the traditional divid-
ing line between approaches oriented towards system-internal and system-exter-
nal aspects.

Current research in language change is marked by a renewed interest in the
lexicon, as documented by recent international conferences and publications on
structural, typological and cognitive approaches to the lexicon and on regulari-
ties of lexical change in the larger context of language change (see, among many
others, Blank 1997; Agel et al. 2002; Brinton and Traugott 2005; Haspelmath and
Tadmor 2009; Libben et al. 2012; Zeschel 2012; Ostermann 2015). At the same
time, within theoretical linguistics, recent years have seen an increase in more
and more psycholinguistically informed work on morphological complexity and
productivity, which explicitly relates issues of productivity and modularity in the
lexicon to what we know about lexical processing (e.g. Hay 2003; Baayen et al.
2011; Pirelli et al., in press).

The strong interest in this topic was also documented by the high number of
submissions we received for the call for papers for our international workshop
Expanding the lexicon / Extensions du lexique / Erweiterungen des Lexikons — Lin-
guistic Innovation, Morphological Productivity, and the Role of Discourse-Related

3 Open Access. © 2018 Sabine Arndt-Lappe, Angelika Braun, Claudine Moulin, Esme Winter-Froemel,
published by De Gruyter. This work is licensed under the Creative Commons Attribution-
NonCommercial-NoDerivatives 4.0 License.
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Factors / Innovation linguistique, productivité morphologique et le rdle de facteurs
liés au discours / Sprachliche Innovation, morphologische Produktivitit und die
Rolle diskursbezogener Faktoren held at Trier University (17-18 November 2016).
The workshop brought together participants with different theoretical back-
grounds and permitted multilingual discussions and exchange on a wide variety
of topics ranging from aspects of the lexicon in medieval times to current innova-
tions in German, English and Romance.

The contributions in this volume go back to papers presented at the work-
shop as well as to papers presented at the newly created Forum Sprache und Kom-
munikation Trier (www.fsk.uni-trier.de), which aims to foster inter- and transdis-
ciplinary linguistic exchange on a broad range of linguistic phenomena, taking
into account the cultural, social and historical contexts in which they are embed-
ded. At the workshop and in the discussions, three main aspects emerged as be-
ing of key interest: 1) lexical innovation and conventionalisation, 2) productivity
in its interplay with speaker creativity, and 3) the role of ludicity in lexical inno-
vation. These aspects are addressed from different perspectives by various papers
in the volume, as will be shown below. It should be stressed that many of the
papers touch upon several of the aspects mentioned, thus demonstrating how
closely they are interwoven. The following discussion of the three aspects and the
papers grouped in each of the main parts of this volume should therefore be in-
terpreted as showing only some of the many links and common lines of investi-
gation. The reader is invited to cross-read the volume and to discover further con-
vergencies, complementary discussions and perspectives for further research.

2 Innovation and conventionalisation

Studying processes of lexical expansion, the notion of lexical innovation and the
diachronic evolution of lexical innovations becoming conventionalised and pos-
sibly reused in new ways, represent first topics to be dealt with. These issues are
addressed from a theoretical perspective in Filatkina’s contribution, which is
complemented by Kremer and Stricker’s investigation of lexical innovation in Old
High German and Stumpf’s analysis of innovative free usage of unique compo-
nents in contemporary German. Moreover, the contributions which will be dis-
cussed in sections 3 and 4 below also touch upon synchronic and diachronic as-
pects of specific subtypes of lexical innovations and their subsequent diachronic
evolution.

Natalia Filatkina’s contribution, Expanding the lexicon through formulaic pat-
terns: the emergence of formulaicity in language history and modern language use,
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approaches the topic of innovation from the perspective of formulaic language.
As word-formations, formulaic patterns are considered an important means of
lexicon expansion and innovation. Filatkina uncovers substantial differences
and characteristics in the way formulaic patterns contribute to lexicon expan-
sion. The differences are particularly clear if studied from a (diachronic) perspec-
tive of the emergence of formulaic patterns and against the background of theo-
ries of language change. The argument is made that the usual “driving forces” of
language change such as regularity / irregularity, codification / normatisation,
cultural and contextual / discourse traditions and frequency do not apply to for-
mulaic patterns in the same way as they do, for example, to sound change, gram-
matical or even lexical change. The emergence of formulaic patterns can best be
understood as a process of integration of sometimes controversial aspects,
among which frequency and regularity seem to be important accompanying fac-
tors but not always driving forces. Irregular, idiosyncratic paths based on con-
flicts and violation of norms shape the development of formulaicity as well if they
are sufficiently supported by the speakers’ / hearers’ communicative needs and /
or embedded into discourse and cultural traditions.

A special dimension of the investigation of lexical expansion and innovation
is tackled in the paper by Anette Kremer and Stefanie Stricker (Selected Complex
Words in the Early Medieval Leges Barbarorum and their Contribution to Expand-
ing the Old High German Lexicon), namely the challenges encountered by the ex-
ploration of the topic in historical stages of languages for which our textual re-
cords provide only a very limited inventory of texts and a very small literary vo-
cabulary. This is the case with Old High German (AD 700-1050) where the explo-
ration of the lexicon is especially complicated due to the fact that extensive mon-
olingual sources are not available on a large scale over the relevant time axis. A
larger quantity of complementary Old High German material can be found in ver-
nacular glosses in Latin manuscripts and in the sources explored in the paper for
this volume, namely vernacular lexical items present in Latin law codes of the
Germanic peoples written in the Early Middle Ages, the so-called Leges Barba-
rorum.

In their paper, the authors analyse a selection of complex lexical items (com-
pounds, derivatives) taken from the Upper German law codes (Lex Baiuuariorum,
Lex Alamannorum, Leges Langobardorum), as these form a relatively homoge-
neous tradition. The investigation is carried out with the database of the LegIT
project and analyses the formation and use of relevant lexical items in the se-
lected corpus, depicting pathways of expansion of these items in the lexicon of
Old High German. Furthermore, the paper focuses on the dynamics of word for-
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mation in Old High German, with special attention to complex words not docu-
mented outside of the Leges tradition. In this context, specific relations between
their first and second elements can be traced and related to the specific text genre
where they occur. The analysis of derivation cases draws special attention to lex-
ical items resulting from morphological word formation processes that can be
considered typical for the law texts, but are no longer productive, and for which
we have hardly any evidence in other Old High German sources. Overall the re-
sults of the study show the manifold potential of investigation on the lexical level
offered by the Leges sources for the medieval vernaculars. For further research,
the analysis of these sources not only opens a specific reservoir of lexical domains
not recorded elsewhere, but will also enable crosslinked analysis with findings
in the textual and glossographic domain in order to trace general pathways of
lexical development through time.

Soren Stumpf’s paper, Free usage of German unique components: Corpus lin-
guistics, psycholinguistics and lexicographical approaches, investigates how
unique components in phrasemes can be (re-)used outside their original phrase-
ological context and thus contribute to linguistic innovation and expansion of
the lexicon. Normally, such unique components can only occur within set
phrasemes (e.g. German ins Fettndpfchen treten; an example from English would
be happy as a sandboy),! but as the author shows, they can be reactivated in lan-
guage use and once usualised, eventually find their way into dictionaries. Explor-
ing this type of lexical innovation through unique components has not yet been
approached in a comprehensive way, and the author focuses in his study on find-
ings from corpus studies on the German language and particularly the underlying
debonding processes (Norde 2009). Furthermore, he addresses psycholinguistic
issues exploring how phrasemes with unique components are processed in the
mental lexicon, how their debonding can be grasped and how the motivation of
the unique components plays a central role in this process. The author’s findings
point to the importance of further diachronic investigation of unique components
as a source for lexical innovation and open methodological paths for crosslin-
guistic research. Furthermore, the topic investigated shows close links to aspects
of productivity and creativity as well as ludicity in the expansion process, do-
mains that are the subject of the following sections of the volume.

1 For more examples see Dobrovol’skij (1988) or the “List of English Bound Words”:
https://www.english-linguistics.de/codii/codiibw/en/list-complete.xhtml (accessed 13 Septem-
ber 2017).
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3 Productivity

The discussion in section 2 has already indicated that one key means of lexical
expansion which languages have at their disposal are productive word-formation
processes. Such processes are traditionally defined as regular morphological
mechanisms, and determinants of as well as constraints on their productivity
have usually been described in terms of the components of the language system:
phonology, morphology, syntax, semantics (and, to some extent, pragmatics).
The articles that were discussed in section 2 above already point to a well-known
delimitation issue here, as we have seen that word-formation in this sense is only
one of several mechanisms of lexical expansion that can be productive (compare
e.g. the processes described in Kremer and Stricker’s paper with the productivity
of unique components studied in Stumpf’s article). In the present section, how-
ever, we limit the discussion of productivity issues to those arising in the syn-
chronic study of word formation processes in the traditional sense.

With respect to traditional notions of productivity, the articles in this volume
provide interesting insights in mainly two ways: One concerns the question of the
level of description needed to characterize productive processes. There are two
articles in this volume, one by Ingo Plag and Sonia Ben Hedia, and one by Marcel
Schlechtweg, which essentially show that, if we look at how novel linguistic ex-
pressions are used in actual speech (albeit, in Schlechtweg’s case, in an experi-
mental setting), it is necessary to take into account more than the system-internal
components that traditional analyses have studied. Plag and Ben Hedia’s article,
The Phonetics of Newly Derived Words: Some Case Studies, deals with how pre-
fixed words are realised phonetically in a corpus of English natural speech. They
find that the pronunciation of prefixed words reflects the segmentability of that
word. Segmentability encompasses both measures of semantic transparency as
well as frequency based measures of the competitive activation of morphologi-
cally complex words and their bases in language processing (cf. Hay 2003). The
findings are highly relevant for the study of lexical innovation: A high degree of
segmentability is a characteristic property of productive processes. Building on
Plag and Ben Hedia’s findings, we can thus expect newly derived words to be
pronounced differently (i.e. with longer prefix durations) from older, more lexi-
calised, derived words. It is an open question whether this type of effect can be
captured in terms of the level of granularity that can be formulated with the help
of phonological feature systems. Also, Plag and Ben Hedia’s findings suggest that
the study of newly derived words benefits from integrating the perspective of the
speaker and the speech event in the research paradigm. Segmentability and
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productivity are properties of individual words, as processed by the individual
speaker.

Marcel Schlechtweg’s contribution, How stress reflects meaning — The inter-
play of prosodic prominence and semantic (non-)compositionality in non-lexical-
ized English adjective-noun combinations, is concerned with the function of pro-
sodic prominence in novel English adjective-noun constructions. On the basis of
acoustic data elicited in a small-scale experimental study, the paper presents ev-
idence that prominence patterns are influenced by both the semantic composi-
tionality of the construct itself and the immediate sentence context in which the
adjective-noun construct occurs. Two types of context are tested in the experi-
ment: In the first type, the construct is followed by a relative clause that not only
paraphrases the non-compositional meaning but also uses a metalinguistic de-
scription to explicitly mark the paraphrase as a definition (which is called so be-
cause...). In the other type of context provided in the experiment, non-composi-
tionality is merely implied. Unlike in constructs with a compositional semantics,
where the noun tends to receive most prominence, in non-compositional con-
structs the adjective tends to be marked as more prominent. However, the differ-
ence between compositional and non-compositional items is only robust in sen-
tence contexts in which the meaning relation between the adjective and the noun
is not explicitly provided with the help of a paraphrase. Again, this has implica-
tions for the study of productive processes of lexical innovation, as it shows that
system-external factors like context influence the formal realisation of newly
coined morphological constructs.

A second aspect that characterises discussions of productivity in this volume
is the question if and how productive morphological processes are to be delimited
from other, specifically creative or playful processes. The article Expanding the
lexicon by truncation: variability, recoverability, and productivity by Sabine Arndt-
Lappe presents an analysis of truncation patterns (mainly patterns of name trun-
cation as in nickname and hypocoristic formation) in three languages (Italian,
German, and English), with a focus on two aspects that have traditionally been
used as criteria to delimit productive morphology from other processes. One is
structural variability: outputs of truncation are shown to provide evidence of the
existence of alternative forms, such that different patterns of truncation can be
distinguished. Crucially, variability is systematic and determined by both univer-
sal and language-specific morphological factors. The other aspect is semantic
transparency: it is argued that, even though in truncatory patterns composition-
ality of meaning does not correspond to compositionality of form, outputs of trun-
cation may still be transparent, in the sense that the regularities that determine
the shape of truncatory patterns as well as the way truncatory patterns are used
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in context are optimally geared towards ensuring that the base forms are recov-
erable, despite the loss of segmental material. The case of truncations thus chal-
lenges traditional assumptions that take the degree of productivity of a morpho-
logical process to be correlated with formal predictability and semantic com-
positionality. Instead, like other articles in the present volume, the truncatory
data seem to point towards an approach to productivity that relates this notion in
a more integrative way to mechanisms of language processing and contextual
factors.

4 Ludicity

The interplay of productivity and the speakers’ creativity touched upon in the pa-
pers discussed in the preceding section as well as the central role of individual
acts of innovation stressed in usage-based approaches to language change (see
also Filatkina’s contribution discussed in section 2) point to the active role of the
speakers in processes of lexical expansion. One type of lexical innovation in
which the active role of the speaker is particularly evident are ludic innovations.
Although ludicity is obviously an important dimension in lexical expansion, its
role has not yet been studied systematically in previous research. This aspect is
also linked to the general topic of the book series in which this volume is included
and which is dedicated to the dynamics of wordplay, the latter notion being un-
derstood in a broad sense, in order, among other things, to precisely include tran-
sitions between ludic and “serious” innovation and to explore degrees of ludicity
in lexical innovation. In this way, the present volume also presents strong links
to the upcoming volume on wordplay and creativity edited by Bettina Full and
Michelle Lecolle (in press).

Among the papers of the present volume, the ludic dimension is directly ad-
dressed by Braun, Dal and Namer, Winter-Froemel, and Moulin, focusing on dif-
ferent aspects of ludic usage and on different levels of linguistic description.

Angelika Braun’s contribution, Approaching wordplay from the angle of pho-
nology and phonetics — examples from German, aims to outline the benefits and
insights to be gained from a phonetically informed approach to wordplay studies.
She argues that various types of wordplay and potentially ludic processes of lex-
ical expansion can be described in a more fine-grained way from a phonetic /
phonological perspective. Distinguishing between wordplay which is based on
existing lexical items and wordplay involving the creation of new items (most im-
portantly, blending), she proposes a classification of various subtypes of word-
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play depending on which part of the syllable is involved and which phonetic pro-
cesses can be observed. In this way, a fine-grained classification of various sub-
types of wordplay and ludic processes of lexical expansion is obtained. This clas-
sification is tested by analysing more than 200 items collected by the author from
TV shows, newspapers, posted advertisements and previous research papers. All
of the examples studied are intended for a German audience, but the material
also includes English items, which testifies to the importance of language contact
in the domain of wordplay. Moreover, the survey confirms the manageability of
the taxonomy proposed and provides first insights into the importance of specific
patterns of wordplay. Although the contribution is dedicated to the analysis of
specific speech events, the findings thus also shed light on lexical innovation and
productive patterns of lexical expansion.

The complex interplay between creativity and productivity is also addressed
in Georgette Dal’s and Fiammetta Namer’s contribution on Playful nonce-for-
mations in French: creativity and productivity. While nonce-formations have been
in the focus of current research on English and German, there is still a lack of
studies on French. In order to fill this gap, the authors draw on corpus data avail-
able to identify recurring patterns of the emergence of nonce-formations and dis-
tinguish between different subtypes of nonce-formations according to structural
features as well as different ways in which the nonce-formations are embedded
in the utterance context. Adopting an approach which is based on the speakers’
and hearers’ perspective on nonce-formations, they argue that nonce-formations
represent a micro-system of its own. According to the authors, studying this mi-
cro-system requires a complete methodological reversal, focusing on the forms
themselves and adopting other criteria of identifying nonce-formations than the
standard tools used in morphological studies. In this way, their contribution also
provides important general insights into the possibilities and challenges of ap-
proaching productivity, combining structural analyses with pragmatic reflec-
tions on issues related to the use of the items in individual communication
events.

Finally, the contributions by Esme Winter-Froemel and Claudine Moulin, Lu-
dicity in lexical innovation (I / II) — French / German, are dedicated to ludicity in
the lexicon, taking into account ludic usage and lexicalised items that can convey
ludic effects. Lexicographic sources, including contemporary dictionaries as well
as historical dictionaries of both languages, are explored to investigate the im-
portance of ludicity across different types of innovations, languages, periods,
and contexts of use. Complementing each other, the two contributions argue that
ludicity should be recognised as a basic aspect motivating lexical innovation
alongside other factors of lexical expansion. At the same time, the authors show
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that the current lexicographic practice of marking ludic items is still in part un-
satisfactory, as labelling of pertinent items is still only unsystematic and not ex-
haustive.

Moreover, Esme Winter-Froemel’s paper focuses on the question of how the
lexicographic data can be reinterpreted from a usage-based perspective. These
reflections point to basic methodological challenges that need to be dealt with
when studying ludicity in the lexicon. In addition, she analyses how the speakers
and hearers produce and perceive ludic items, taking into account structural, se-
mantic and pragmatic patterns that emerge from the data provided by the Petit
Robert 2016 as well as historical dictionaries from the ARTFL database. From the
basic features of ludicity identified, markedness emerges as a common denomi-
nator that enables speakers and hearers to use the items as a joint action, where
both interlocutors demonstrate their linguistic mastery and engage in a game of
complicity. A diachronic survey based on the historical dictionaries of French,
most importantly different editions of the Dictionnaire de I’Académie francaise,
reveals basic patterns of evolution, including the emergence of ludic items from
citational uses and from a reinterpretation of obsolete items, patterns of relative
stability as well as wearout effects by which the lexical items are retained, but
lose their ludic dimension. In this way, ludic items are identified as a highly dy-
namic domain of the lexicon.

These findings are equally confirmed by Claudine Moulin’s paper. Before
studying ludic innovations in German, the author presents general methodolog-
ical reflections on the difficulties of tracing ludic items in lexicographic sources
across the history of German, and argues that sources of metalinguistic reflection
provide helpful additional information on the ways ludic items are used and per-
ceived in different historical contexts. Particularly interesting in this context are
the extensive reflections on wordplay and related phenomena during the Ba-
roque period in linguistic societies such as the Fruchtbringende Gesellschaft, with
the main actors Justus Georg Schottelius, Georg Philipp Harsdorffer, Philipp von
Zesen, and Kaspar Stieler. Historical dictionaries (Kramer, Adelung) and contem-
porary reference works (most importantly Duden online 2017) are analysed with
respect to the ways in which ludic items are described and to diachronic patterns
that can be observed in the creation and subsequent evolution of ludic items. The
author shows that nominal compounds and diminutives play a predominant role
in this context. Finally, certain pathways for the evolution of ludic items from the
18" century to current use are identified (+ludic > -ludic [+neutral]; +dialectal >
-dialectal > +obsolete; -archaic -ludic > + archaic -ludic > +archaic +ludic). These
pathways tie in with some of the pathways identified for French and confirm the
strong dynamics that can be observed for ludic items in the lexicon.
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In addition to the phenomena studied in the papers summarised here, certain
effects of ludicity also appear in other domains, e.g. in the formulaic patterns
studied by Natalia Filatkina, which also exhibit playful modifications. It can thus
be argued that ludicity represents an important dimension of lexical expansion.
At the same time, various contributions highlight the transitions between ludic
and non-ludic usage and the necessity to assume a continuum between creative
usage and conventionalised items of the lexicon conveying certain stylistic or
pragmatic effects. This can be seen as an additional justification for a deliberately
broad understanding of wordplay and ludicity, which also takes into account
what could be labelled “borderline cases” of wordplay and ludicity. Studying
these “marginal” phenomena thus also allows us to gain general insights into the
dynamics of the lexicon.
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Expanding the lexicon through formulaic
patterns

The emergence of formulaicity in language history and modern
language use

Abstract: The article aims to study the role of formulaic patterns in the expansion
of the lexicon. The notion of formulaic patterns is explained in section 1. It sug-
gests that the formulaic character of human communication overarches single
words, polylexical units, sentences and texts. As use of free word combination,
formulaic patterns are a constitutive part of human interaction and, therefore,
also of lexicon expansion. Section 2 provides a brief sketch of research findings
(mostly based on data from standard German) concerning the interaction of for-
mulaic patterns and word-formation products, which have up till now been con-
sidered the main tool of lexicon expansion. Here the argument is made that with
regard to the new understanding of formulaic patterns, their role in the lexicon
expansion process can be revised. Section 3 provides examples of the analysis of
the emergence of formulaic patterns in language history and modern language
use as an additional tool of lexicon expansion. In contrast to word formation, this
has been subject to relatively little investigation so far. In section 3, the analysis
is carried out against the background of language change theories. Such “driving
forces” of language change as variation / creative modification, regularity / irreg-
ularity, codification / normatisation, the role of cultural and contextual / dis-
course traditions and frequency are applied to the emergence of formulaic pat-
terns. As will be shown, the usual criteria with which we are familiar from
existing language (change) theories do not apply to formulaic patterns in the
same way as they do for example, to sound change, grammatical or even lexical
change. The results of the study are summarized in the concluding section 4. *
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1 The notion of formulaic patterns and their
status in the lexicon

Speakers of any language generally enjoy considerable freedom in selecting lex-
ical and grammatical items / tools of a given language in order to achieve their
communicative goals most effectively. The success of a communicative act de-
pends not only on the successful exploitation of a lexicon (good choice of indi-
vidual words) and the correct application of grammatical rules, but also on an
appropriate combination of words and rules with regard to the pragmatic and
conventional aspects of a particular communicative situation. All forms of oral
and written human interaction result from a large number of complex choices
that Sinclair (1991: 109) described as “the open choice principle”.

Nevertheless, Sinclair was also among the first scholars to empirically prove
that although some word combinations, sentences and texts are the result of a
complex choice based on linguistic freedom, others include “a large number of
semi-preconstructed phrases that constitute single choices (“the idiom princi-
ple”), even though they might appear to be analysable into segments” (Sinclair
1991: 110). At the end of the 19" and the beginning of the 20" century, similar
phenomena were recognized by Paul ([1880] 1995: 25), de Saussure ([1916] 1969:
177) and in Jespersen’s concept of the “living grammar” (1968: 17-29). Corpus lin-
guistics, usage-based approaches to language and cognitive sciences called at-
tention to the fact that speakers’ linguistic knowledge extends well beyond what
can be described in terms of rules of compositional interpretation stated over
combinations of single words. In the lexicon of a given language, preconstructed
conventionalised items seem to be as productive as free word combinations.! This

1 To my knowledge, much research remains to be undertaken as regards the quantification of
this proportion in many languages. According to Sinclair, “the open choice principle” is even
dominated by the “the idiom principle”. For English and German, first figures have been pro-
vided in favour of this observation, cf. an overview in Filatkina (forthcoming: 44-48). With re-
gard to a random sample of words starting with the letter fin a COBILD dictionary project, Stubbs
(2001: 80-81) notes: “One phenomenon, by its sheer frequency, shows the strength of phraseo-
logical tendencies across the most frequent words in the language. Suppose we take all 47 word-
forms which begin with fin the sample. In 41 cases, the following easily recognizable combina-
tions account for the collocation of node and top collocate. [...] [NF: e.g.:] despite the fact that;
faded away; fair enough [...]. In the remaining six cases, collocates further down the lists occur
in recognizable phrases, such as: natural fabrics; animal feed, filing cabinet [...]. With many
words, many more of the top 20 collocates are due to recognizable phrases. [...] I can think of no
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idea has just started to find its way into linguistic analysis of modern languages.
Depending on the research perspective, the terms phraseme or Phraseologismus
(Burger 2015), lexical priming (Hoye 2005), idiomatische Pragung (Feilke 1994),
formelhafte Sprache (Stein 1995), formulaic language (Wray 2002), usuelle
Wortverbindungen (Steyer 2013), Sprachgebrauchsmuster (Bubenhofer 2009) or
construction (Fillmore, Kay, and O’Connor 1988; Goldberg 1995) have been used
in order to address this observation.?

For any linguistic theory that is based on a view of language as a system of
signs (Systemlinguistik) or a conglomerate of dynamic grammar rules recruiting a
static lexicon into sentence generation (Generative Grammar) such items pose a
problem because they cannot be clearly attributed to one particular linguistic do-
main within this system, e.g. to the lexicon. Even though these items are highly
lexicalised and conventionalised signs, their function tends rather to be one be-
tween grammar, lexicon, syntax and discourse or, as Wray (2008) puts it, they
push the boundaries between these domains. Consider example (1a):

to brush one’s teeth

*to wash one’s teeth

*to clean one’s teeth

French: se laver les dents lit. ‘to wash the teeth’
German: sich die Zdhne putzen lit. ‘to clean the teeth’
Italian: pulire i denti lit. ‘to clean the teeth’

Russian: uucmumo 3y6wt (Cistit’ zuby) lit. ‘to clean teeth’

M

a0 o

The pattern (1a) can be used without any semantic difficulties for addressing a
daily morning and evening sanitary activity, but is rather idiosyncratic with re-
gard to the verb constituent: Examples (1b) and (1c) are formed with regard to the
(same) rules of English grammar as (1a) and would therefore have to be regarded
as correct. Their meaning will also be understood, but it would be confusing for
a native speaker of English to hear them being used to name the same sanitary
activity as (1a). The meaning in (1b) and (1c) is different from the meaning of ex-
ample (1a). The explanation for this confusion lies in the fact that the preferred
structure of this word combination in English favours the verb to brush and does

reason why a sample of words beginning with f might be untypical of the whole 1,000-word sam-
ple. We therefore have initial evidence that all of the most frequent lexical words in the vocabu-
lary have a strong tendency to occur in well-attested phraseological units.”

2 For a complete overview and the substantial differences between these approaches cf.
Filatkina (forthcoming).
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not allow for its substitution without a change of meaning. The preferred struc-
ture becomes particularly apparent if compared to other languages (1d) where the
preferred structures include a different verb constituent.?

Other examples are not only stable in terms of their formal structure. With
regard to their form, they are quite regular as they are formed according to the
rules of German grammar. However, with regard to their meaning, they are irreg-
ular as their holistic meaning is not predictable from the literal meaning of their
individual constituents, i.e. it is idiomatic, cf. the modern German example (2a).
The substitution of any single constituent even by family-resembling lexemes as
in (2b) would destroy the idiomatic meaning.

(2) a. Perlenvor die Sdue werfen
lit. “to cast pearls before swine”
‘to offer something valuable to someone who does not know its value’
b. *Diamanten vor die Schweine werfen
lit. “to cast diamonds before pigs”

In order to use (2a) according to the linguistic conventions of modern German,
one needs to know that with the preferred structure of this idiom Das ist / wdre
Perlen vor die Sdue (geworfen / zu werfen) lit. “it is / would be pearls (cast) before
swine” one can comment on any type of useless action that a person executes and
another one does not appreciate, but only in colloquial speech. Within the frame-
work of traditional approaches, formulaic patterns with semantic irregularity
such as (2) were considered rare “exceptions” mostly satisfying stylistic or aes-
thetic, not essential communicative needs. Consequently, they were not a central
focus of theoretical linguistic studies.

An extensive attempt to grasp the complex nature of such utterances was un-
dertaken within the framework of phraseology. The complexity was already re-
flected in the defining criteria of phrasemes. According to Burger (2015),
phrasemes are polylexical items that must consist of at least two constituents,
have a more or less stable form in which they are frequently reproduced by speak-
ers and can be idiomatic in meaning. Research traditionally focused mainly on
one type of polylexical word combination, namely idioms such as in (2) or English
spill the beans or break the ice, because they were considered to be at the centre
of the phraseological system. But as usage-based approaches show, the formulaic

3 Though language contact plays a role in lexicon expansion with the help of formulaic pat-
terns, for reasons of space, it cannot be touched upon in this article. The methodological and
theoretical importance of a contrastive perspective at such a core level as determining what is
formulaic in a historical text is briefly pointed out in footnote 17.
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character of human communication reaches far beyond the items that can meet
the criteria of phrasemes. It extends beyond single word conventionalised struc-
tures such as routine formulae and?, congratulations!, truly (speaking), adverbial
/ prepositional constructions like nonwithstanding or text markers such as Middle
High German firnim ‘remember, memorize, pay attention’ on the one hand and
formulaic text genres such as contracts, business correspondence, newsletters,
recipes, announcements etc. on the other. The texts are formulaic because they
can be produced and understood correctly only if they follow the conventional-
ised traditions of their formulaic matrix. Further examples of frequently used pat-
terns that have largely been excluded from the scope of research into phraseology
are listed in (3):

(3) a. German: allen Grund (haben), allen X zum Trotz, allen Ernstes, auch immer, nicht
zuletzt
lit. “(to have) all the reason, in spite of all X, quite seriously, also always, not least”
(Steyer 2013: 239-287)
b. English: you take, a little bit, one X after another, NP or something
(Langacker 1987: 35-36)

Moreover, the criteria established for phrasemes on the basis of modern lan-
guages turn out to be static and therefore not applicable to the study of the dia-
chronic dynamics of formulaic patterns. Polylexicality appears to be problematic
from the outset because of the general lack of any (mandatory) spelling norms in
the language history. As will be shown in section 3, stability is the exception ra-
ther than the rule in historical language use, frequency cannot be employed due
to the fragmentary character of historical textual heritage (among other more
substantial restraints), and idiomaticity often poses problems resulting from the
temporal and cultural distance between today’s researcher and the text under in-
vestigation.

This is why in Filatkina (forthcoming) typologically heterogeneous units
(1-3), single words and whole texts are described as formulaic patterns in a wider
sense. I will use this term in the following article although it is not yet well-estab-
lished within linguistic research. Based on the analysis of an extensive data set
from Old German, the following definition of formulaic patterns is proposed:

Formelhaft sind im weitesten Sinn:

a) Einwortausdriicke, typologisch heterogene Kombinationen aus mehreren Konsti-
tuenten bzw. ganze Sitze und / oder Texte,

b) die holistisch verstanden werden miissen,

c¢) sich auf unterschiedlichen (auch noch nicht abgeschlossenen) Stadien der for-

malen, semantischen und funktionalen Konventionalisierung befinden kénnen,
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aber eine stabile zugrundeliegende syntaktische und / oder kognitive Struktur
aufweisen,

d) auf Gebrauchskonventionen einer Sprachgemeinschaft beruhen, deren etablierte
kulturelle (auch kommunikative) Erfahrungen und Wissensbestiande sie tradieren,
und

e) diesich durch eine starke Funktionalisierung im Kommunikationsprozess bzw. im

Textaufbau auszeichnen kénnen (Filatkina forthcoming: 2-3 and 151-156).

[Formulaic patterns in the broadest sense are:

a) single words, typologically heterogeneous combinations of words, sentences and /
or texts

b) that must be understood holistically,

c) can show varying degrees of conventionalisation (ranging from high to low) with
regard to their form, meaning and functions, but have a stable underlying syntactic
and / or cognitive structure,

d) are based on and reflect the cultural and communicative traditions of the society
they are used in, and

e) which can be characterised by a considerable degree of functionalisation in the
production and reception of a particular act of oral communication, written text

(genre) or discourse (translation: NF)].

Formulaic patterns provide evidence for the necessity of understanding language
as a continuum of different linguistic and extra-linguistic domains that have to
be described in their entirety. Current usage-based linguistic theories systemati-
cally develop the notion of a language as an entirety. Within the paradigm of Con-
struction Grammar, for example, formulaic patterns have played a central role
from the very beginning (Langacker 1987; Fillmore, Kay, and O’Connor 1988;
Goldberg 1995). In fact, it was the inability of other (particularly formal) language
theories to describe “exceptions”, i.e. formulaic utterances as in (1-3), that led to
the establishment of Construction Grammar. One of its major principles is the as-
sumption that a human language consists of signs representing conventionalised
form / meaning correspondences that are not strictly predictable from the prop-
erties of their component parts or from other constructions. The term construction
is generally applied to generalisations over typologically very different language
instances, regular and irregular, ranging from morphemes and compounds (door
frame or lighthouse) to idioms (spill the beans) and degree modifiers (sort of / kind
of) to abstract constructions such as caused-motion, ditransitive or resultative
constructions. They differ with regard to their cognitive representations (from
concrete utterances on the language surface to abstract cognitive schemas) but
all tend to have a more or less restricted structure that has a certain meaning as
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well as different lexical slots whose specification can vary depending on the con-
text. All these extremely heterogeneous constructions stand on equal footing in
building the basis for human communication and understanding processes,
without being ascribed exclusively to core grammar or to the lexicon. The differ-
ence between the terms formulaic patterns and constructions is twofold: the for-
mer does not include morphemes but extends its scope to formulaic texts and
discourse; the latter prototypically does not include texts (cf. a different approach
in Ostman 2005), but incorporates morphemes.

The usage-based perspective changes the status of formulaic patterns from
peripheral (stylistic or aesthetic) “exceptions” to central means of human inter-
action. Consequently, it also sheds fresh light on their role as tools of lexicon ex-
pansion. Referring to features c), d) and e) from the above definition of formulaic
patterns, this point will be made in section 3 and applied to the emergence of
formulaic patterns in language history and modern language use.

2 Formulaic patterns, word formation, and
lexicon expansion

With regard to their function as a means of lexicon expansion, polylexical word
combinations were already studied in early research on phraseology. The term
formulaic pattern was not used in this paradigm. As noted above, research tradi-
tionally focused mainly on idioms. Their contribution to the expansion of the lex-
icon was compared to that of word-formation products (Fleischer 1992; Barz 2005;
Stein 2012). At least for German, there is a vast amount of literature dedicated to
this topic.* But with a focus on idioms, phraseology was treated as the rarest and
least significant path (Barz 2005: 1673; Barz 2007: 30; Stein 2012: 228). Taking into
consideration the pivotal role of formulaic patterns in the communication pro-
cess (cf. section 1), such a conclusion cannot be sustained. The “old” field is open-
ing up for new discussions guided by the assumption that artificial boundaries
between single words and formulaic patterns might be a misleading perspective.’

4 In addition to the above-mentioned work of W. Fleischer cf. Hartmann (1998), Barz (2005,
2007) and Stein (2012).

5 In its turn, research on word-formation has traditionally pursued the idea that the develop-
ment of new words is formulaic in nature as it generally functions according to specific patterns,
e.g. certain productive types of derivation, composition and conversion that may differ in their
productivity from language to language. For new insights cf. Arndt-Lappe (2015).
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In the traditional research, attention was drawn to the many similarities or
“the fuzziness” of the boundaries between compounds and idioms. These were
explained by a number of facts. In addition to the shared “naming” function, both
tools of lexicon expansion can be products of idiomatisation, e.g. (4):

(4) German: ein grofies Tier
lit. “a big animal”
‘an important and influential person’
German: Griinschnabel
lit. “green beak”
‘a young, inexperienced but often cheeky person’

Consequently, compounds and idioms undergo similar lexicalisation processes
with metaphorisation and metonymisation being the most productive. With re-
gard to idiomatisation, compounds and idioms were proclaimed complex lexical
signs whose meaning is not derivable from the meaning of their constituents.

It was also pointed out in previous research that sharing the referential func-
tion of naming means competition between phrasemes and word-formation prod-
ucts in some cases and complementarity in others (Barz 2007: 27-29). The cases
of competition include the coexistence of a phraseme and a word-formation prod-
uct that both use the same lexical constituents, e.g. idiom (4) ein grofes Tier ‘an
important and influential person’ versus compound Groftier ‘a big animal’.
Strictly speaking, such utterances do not compete as they differ semantically. Ex-
amples of semantically similar utterances can be found as well, cf. German stark
wie ein Bdir sein versus bdrenstark, Schwarzer Markt versus Schwarzmarkt. How-
ever, they do not seem to be widespread. In cases of complementarity, a word-
formation, e.g. Griinschnabel (4), does not have an immediate equivalent among
phrasemes and vice versa. Due to the fact that the communicative needs of the
speakers are met either by a word-formation product or by a phraseme, the sim-
ultaneous existence of both appears to be unnecessary. Again, the focus on idi-
oms led previous research to the conclusion that polylexical utterances are par-
ticularly productive in negatively connotated target domains such as HUMAN
MISBEHAVIOUR (deception), CHARACTER (stupidity), STATE (drunkenness) or INTERPER-
SONAL RELATIONS (reprehension) (Fleischer 1992, 1996, 1997). Although this seems
to be true for idioms, a different understanding of formulaic patterns sheds fresh
light on this research question as well. Recent studies that employ the concept of
Construction Grammar demonstrate that in the process of name creation lexical-
ised phrases, e.g. A + N phrases rote Karte ‘red card’, may function as names just
as A + N compounds (Freikarte ‘free ticket’) do. The choice between these two
forms is governed by the principle of analogy: It is largely dependent on the avail-
ability of similar constructions in the mental lexicon of the speakers (Schliicker
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and Plag 2011: 1539).° Lexicalised phrases and compounds are equally productive
constructions that make distinctions between lexicon (compounds) and syntax
(phrases) irrelevant for language users.

Another well investigated area of the “joint action” of phrasemes and word-
formation as tools of lexicon expansion is the use of phrasemes as a basis for the
creation of new words. In Germanic linguistics, the phenomenon has been ad-
dressed as dephrasemische / dephraseologische Wortbildung (Fleischer 1992;
Stein 2012: 231-233). It is illustrated in (5a) by means of an example from modern
German. Interestingly, even irregular constituents as in German Fettndpfchen
“little pot of fat” in (5b) take part in lexicon expansion. The constituent is irregu-
lar because it is obsolete and opaque with regard to the underlying cultural
knowledge (an old custom in traditional farmhouses of placing a small pot to col-
lect fat near the stove, cf. R6hrich 2004) for the majority of the native speakers of
German. In dictionaries of modern German (duden.de; dwds.de), it is noted as
bound to this idiom. However, according to the corpus analysis in Stumpf (2015a:
497), the actual boundness of the constituent to the idiom does not exceed 66%.”
This means that in the remaining 34% of all contexts studied in (Stumpf 2015a)
Fettndipfchen also occurs in isolation; its meaning, then, is the same as its corre-
spondent meaning in the idiom. Thus, the possibility of re-motivating the com-
pound synchronically without linking it to the underlying cultural knowledge
opens up this irregular constituent for “free usage” in the lexicon.

(5) a. Haare spalten > Haarspalterei
lit. “to split hairs” > “hair splitting”
‘to be excessively precise, pedantic’
b. bei jemandem ins Fettndpfchen treten > Fettndpfchen
lit. “to step in in a little pot of fat” > “little pot of fat”
‘to drop a clanger’

6 More precisely, Schliicker and Plag (2011: 1539) note: “The larger the number of lexicalized
compounds with the same adjective or noun, the higher the probability of the subjects choosing
a compound. The larger the number of lexicalized phrases with the same adjective or noun, the
higher the probability of the subjects choosing a phrase.”

7 For further examples see also the contribution by Stumpf 2017. The role of irregularity in the
development of formulaic patterns will be studied in section 3.2.
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3 The emergence of formulaic patterns and the
principles of language change

An alternative approach to the comparison of word-formation products and for-
mulaic patterns which can help to answer the question of the nature of lexicon
expansion is the analysis of the dynamics of the emergence of formulaic patterns
in language history and modern language use. In particular, studying diachronic
processes of the emergence of what is considered formulaic in modern languages
can provide the necessary insights. However, at the present stage of international
research, for the majority of languages, the implementation of this approach
faces methodological difficulties, a theoretical vacuum and most importantly the
lack of empirical data (Filatkina 2012, 2013, forthcoming). Since its establishment
in the 19" century, historical linguistics has focused strongly on the analysis of
the “open choice principle” and on the description of various but single and iso-
lated linguistic domains such as phonetics, grammar or the lexicon. The histori-
cal roots of the other basis of human communication, “the idiom principle”, re-
main without exception a fundamental research question for all languages. The
diachronic study of the emergence of formulaic patterns is often neglected en-
tirely, even in publications claiming the status of reference works on language
change (for a detailed overview cf. Filatkina, forthcoming). However, the re-
search conducted for Old German (Filatkina 2009, 2012, forthcoming)® shows that
analysing formulaic patterns can cast new light on the existing language
(change) theories and the understanding of lexicon expansion. The main point is
that the accepted criteria with which we are familiar from existing theories do not
apply to formulaic patterns in the same way as, for example, to sound change,
grammatical or even lexical change. Such criteria as variation / creative modifi-
cation, regularity / irregularity, codification / normatisation as well as the role of
cultural and textual / discourse traditions and frequency of use are the subject of
discussion in the present section.

8 One possible methodology to detect and extract novel formulaic patterns from modern oral
and written texts is shown in Schreiber, Mahlow, and Juska-Bacher (2012).



Expanding the lexicon through formulaic patterns =— 25

3.1 Formulaic patterns and the role of variation / creative
modification

In any natural language, even pre-constructed formulaic patterns are never ab-
solutely stable and unchangeable, cf. feature c) in the definition of formulaic pat-
terns in section 1. This point has already been made by classical research on phra-
seology and has led to a shift of paradigms (Burger 2015). Although in the
collocation to brush one’s teeth verb substitution is not allowed, as shown in (1),
different types of grammatical and lexical variation do not violate conventional
usage: to brush my teeth, to brush and polish one’s teeth, the teeth were brushed,
to brush the front teeth. One of the major achievements of phraseological research
in recent years is the understanding that even highly idiomatic units, such as Ger-
man Perlen vor die Siue werfen (2), are not as fixed as has previously been
thought. On the other hand, as was pointed out in section 1, computer linguistics,
cognitive sciences and most recently Construction Grammar suggest that free en-
tities of a language are not so free but rather pre-constructed. Thus, in any mod-
ern language, variation does not contradict but faithfully accompanies formulai-
city.

The diachronic investigation of formulaic patterns also supports the view
that such patterns are less characterised by syntactic fixedness than has often
been assumed. At the historical stages of the language, we see that fixedness or
stability can only be attributed to a basic structure underlying a formulaic pat-
tern. As a whole, this pattern possesses a certain meaning, pragmatic function
and structure, but both the filling of its lexical slots and grammatical elements
are only in the process of being formed. The patterns that might be considered
formulaic in a certain language at the current point in time are always products
of a process of change, which is inherently enabled by variation — the most natu-
ral form of existence of any actively used language and the driving force of any
change.’ As shown in Filatkina (2013), formulaic patterns undergo diachronic
changes at all levels: structure, semantics, pragmatics, ways of syntactic contex-
tualisation, distribution in texts, stylistic connotations, frequency of use, degree
of familiarity, cultural image component and so on. The idiom Perlen vor die Sdue
werfen (2), for example, occurs 33 times in German texts from the 9 to 16" century
(cf. the corpus description in Filatkina, forthcoming). Each time, however, it has
a different structure and syntactic contextualization, and moreover it also reveals
a semantic change from a very narrow meaning (which can only be found in reli-

9 For English, cf. Corrigan, Moravcsik, Ouali, and Wheatley (2009: XVI).
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gious contexts) to a much broader one. As regards the pragmatic level, the func-
tion of the idiom changes from ‘didactic’ to ‘commentarial’, in terms of the stylis-
tic connotation the noble expression of Biblical origin turns into a rather collo-
quial one. The restriction to religious texts becomes obsolete from the 15® century
onwards.

Historical formulaic patterns show a high degree of variation and allow for
the conclusion that a pattern becomes formulaic through a complex process of
change that takes place in different linguistic domains. It has to be noted though
that the changes in one domain (e.g. meaning) do not always cause immediate
changes in another domain (e.g. form); more common are cases of delayed fea-
ture-by-feature change and form / meaning / function-mismatch.” This means
that only a detailed diachronic analysis of variation processes in all linguistic
subsystems and of every single finding can lead to empirically valid generalisa-
tions about the paths of formulaicity.

However, the assumption that formulaic patterns emerge as the result of a
decline in variation should be reconsidered. Though the pivotal role of the de-
cline in variation has been most clearly demonstrated for orthographical (Kohrt
1998), phonetic (Kohrt 1998) and morphological (Werner 1998) norms, it does not
appear to be relevant to formulaic patterns. On the contrary, variation can be an
indication of the completion of a conventionalisation process and the establish-
ment of a new utterance: Only after a pattern has reached a high degree of fixed-
ness and conventionalisation, can it become subject to variation and / or modifi-
cation by language speakers and still remain recognisable and understandable
for them. In this sense, variation and to an extent modification are secondary
paths of lexicon expansion (cf. example 6a below).

Synchronic mechanisms of variation and / or modification have been studied
in detail within the framework of phraseology, particularly using data from
standard English(es), German, Russian, French, Italian and Spanish." Despite
the numerous studies, no theoretically liable distinction between variation and
modification has been proposed so far. The former is generally understood as a
regular formal change of a pattern licensed by the norms of a given language, cf.
the examples at the beginning of section 3.1. As it has to occur frequently, the
varied structure of a pattern might even form a new lexicon entry. In contrast,
modification is defined as an irregular, intentional and conscious intervention of

10 Cf. Traugott (2014: 8-10) for the diachronic path of the be going to-construction.

11 For reasons of space, only a small selection of scholarly work can be given here: Sabban
(1998); Langlotz (2006); Dobrovol’skij and Piirainen (2009); Dobrovol’skij (2013), and Burger
(2015).
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a speaker into the form and / or meaning of a pattern directed at the violation of
the existing norms.” This intervention is understood as occasional; therefore, it
allows for unexpected semantic-pragmatic effects on the part of the hearer and is
used creatively as a useful tool for wordplay, e.g. in mass media headlines, fiction
or commercials. Due to their occasional character, modifications have been ex-
cluded from the pool of means of lexicon expansion. However, Dobrovol’skij and
Piirainen (2009: 102-114) show that this is not justified: Playful modifications of
existing idioms (6a) or the usage of playful image components for the creation of
novel idioms (6b) may become conventionalised and enter the lexicon (see also
the contributions by Moulin and Winter-Froemel, this volume).

(6) a. fixund foxi modified from fix und fertig
lit. “fixed and foxi” / “fixed and done”
‘to be extremely tired and exhausted’
b.  blau sein wie ein Veilchen
lit. “to be blue as a violet”
‘to be completely drunk’

Though such cases seem to be rather rare, at least in standard German, they resort
to a number of various techniques (violation of grammar rules, semantic, syntac-
tic or lexical incompatibility, deconstruction of image consistency through blend-
ing, to name just a few) and are (partially) registered in German dictionaries. Do-
brovol’skij and Piirainen (2009: 102-114) address such examples with the term
usualisiertes Wortspiel mit Phrasemen (conventional wordplay with phrasemes).
Unfortunately, however, lesser-used languages, oral communication and dia-
lects (Piirainen 1995) continue to be underrepresented in or completely excluded
from this research. As they have not undergone normatisation, their contribution
to the theoretical distinction between variation and modification appears to be
particularly promising. The same holds true for the historical stages of any mod-
ern language (cf. example 8 below).

To my knowledge, such cases have not yet been considered within the frame-
work of Construction Grammar. According to this approach, creativity in lan-
guage arises exclusively from the free combination of constructions, subject to
there being no conflicts entailed in that combination (Goldberg 2003: 221-222).
Variation, on the other hand, is an intrinsic feature of constructions. It is gov-
erned by the principles of inheritance, analogy and family resemblance, meaning
semantic or phonological similarity between novel and existing forms, relational

12 In my view, this definition comes close to what is understood as wordplay in respective stud-
ies (Winter-Froemel 2016).
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knowledge and structural alignment. The conflict between these principles
should allow for creativity, but this point has yet to be made clear. Bybee (2010:
58) uses the above-mentioned principles for a fine-grained analysis of the varia-
tion potential of the construction it drives me X4, but does not discuss a novel
utterance it drives me happy as a possible creative modification (a construct?) in
certain contexts. In her eyes, it is just unlikely because — due to analogy and the
family resemblance principle — the drives-construction goes with adjectives and
phrases indicating madness or insanity. Much research has still to be undertaken
into the micro-steps of variation and particularly creative modifications in order
to satisfy the far-reaching claim of Construction Grammar as it is formulated in
Goldberg (2003: 219):

Constructionist approaches aim to account for the full range of facts about language, with-
out assuming that a particular subset of the data is part of a privileged ‘core’. Researchers
in this field argue that unusual constructions shed light on more general issues, and can
illuminate what is required for a complete account of language.

3.2 Formulaic patterns and the role of regularity / irregularity

The explanation of the development of formulaic patterns and their variation
simply as a case of regularity and analogy would be an oversimplification of the
actual state of affairs. Norm conflicts and preservation of lexical and / or gram-
matical constituents that have to be regarded as obsolete from the point of view
of free language use are widespread phenomena in the formation of formulaic
patterns. A corpus-based attempt to prove the high degree of irregularity (in
terms of norm conflicts and / or preservation of obsolete lexical / grammatical
constituents) in the emergence of formulaic patterns is undertaken in Stumpf
(2015a, 2015b). In Stumpf (2015b), the novel construction of modern German (7)
is analysed:

(7) kﬁnnen + NP(Xsubiect YobiectAcc)
‘X is capable of doing / achieving / implementing Y’
e.g. Kann Jogi Weltmeister?
lit. “Can Jogi [become] world champion?”
‘Can the German national football team under the coach Joachim Léw (Jogi) win the title of
world champion?’
Agypten kann Demokratie.
lit. “Egypt can [have / introduce / live in] democracy”
(Stumpf 2015b)
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The formulaic pattern (7) does not occur in this form and meaning before the 21
century and is viewed critically by some native speakers as bad German. This is
due to the fact that the conventionalisation process is marked by the violation of
two grammatical rules (Stumpf 2015b: 16): a) konnen is an auxiliary verb and pro-
totypically requires a full verb at the end of the construction and b) an (indefinite)
article is a compulsory determiner of an object in the accusative in prototypical
referential contexts. Neither of these rules is followed in (7). In spite of this, the
formulaic pattern currently serves as a basis for numerous occurrences predomi-
nantly in situations of oral communicative immediacy where it can be regarded
as stylistically neutral. As the corpus data presented in Stumpf (2015b: 10-11) in-
dicates, the pattern is also used in headlines and in the body of mass media arti-
cles as an expressive colloquial marker enabling the speakers to convey a com-
plex meaning (cf. the paraphrase in 7) with the help of a rather short form. This
is why the pattern differs from similar constructions, e.g. Olivia kann Mathematik
“Olivia can maths” ‘Olivia is good at maths’ or Jeder kann Gitarre [spielen] “any-
one can [play] the guitar” ‘anyone knows how to play the guitar’ with a much
narrower meaning and neutral stylistic connotations. The colloquial expressive
connotation prevents the pattern from entering all text genres: At present, it can-
not be found in formal fiction, for instance, or academic language. The occupa-
tion of the lexical slot Y seems to be barely determined at all semantically and /
or by family resemblance. Instead, it is occupied by heterogeneous nouns from
different semantic fields (profession, title, product, food, occupation, venture,
(music) instrument, country etc.) that can be reinterpreted within the pattern
(product > production of the product; instrument > ability to play it). X cannot be
a passive non-animate creature, but any active agent (an individual, a group of
individuals, a city, a party, a country, a continent etc.) is licensed by the construc-
tion. The holistic meaning of the pattern can be decoded only if the whole context
of use is accounted for and included in the interpretation. The uncertainty of na-
tive speakers with regard to the “correctness” of the pattern should be interpreted
as an indicator of its novel character. The expressiveness achieved by an irregular
form leads to (domain specific) frequency, not vice versa.”

13 The role of the cultural context, discourse traditions and frequency is studied in more detail
in section 3.4.
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3.3 Formulaic patterns and the role of codification /
normatisation

The decline of variation in the process of arising phonetic, morphological and
orthographical conventions in language use has often been attributed to the nor-
mative influence of dictionaries and grammar books. This is where the decline
predominantly took place as the lack of variation was treated as a necessary char-
acteristic of language norms in historical times. With regard to formulaic pat-
terns, this does not hold true as dictionaries, historical collections of proverbs
and idioms as well as chapters dedicated to formulaic patterns in early grammar
treaties were and have been compiled with goals rather different from a prescrip-
tive establishment of norms (Hundt 2000; Filatkina 2016; Moulin 2016). There-
fore, older texts and collections differ substantially with regard to the formulaic
patterns they include. Consider example (8):

(8) a. modern German: etwas auf dem Kerbholz haben
lit. “to have something on a tally”
‘to have done something wrong, to have committed a criminal action’
b. Early New High German (16" century): an ain kerbholtz reden
lit. “to speak to a tally”
‘1. to lie in order to make financial debts; 2. to make financial debts’
c.  hab oft an ain kerb geredt
lit. “[1] have often spoken to a tally”
d. dervilverhaifst an ain kerbholtz
lit. “[somebody] who promises a lot to a tally”
e. ichschneid oft an ain kerbholtz an
lit. “I often make a cut into a tally”
f.  (er) schrieb mirs an die kerb
lit. “(he) wrote it in the tallies”
g. soanden kerben zaichnet was
lit. “as it was written on the tallies”
h. der mich auch an das kerbholtz redt
lit. “[somebody] who puts me on the tally as well by speaking”
i.  kerbredner werden
lit. “to become a tally speaker”

In the corpus studied in Filatkina (forthcoming), before 1600, the idiom (8a),
which is used in modern German despite the obsolete and therefore irregular con-
stituent Kerbholz “tally”, occurs in only one text, namely in the “Schelmenzunfft”
by Thomas Murner. There, it has a different form and meaning (8b) strongly
rooted in the underlying image component — an ancient system of precise count-
ing (Wander [1987] 2001, 2: 1243-1244; Rohrich 2004, 3: 831). Until the 17™ cen-
tury, the system was used in bookkeeping and debt registration when landlords
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carved debts in a tally, called Kerbholtz in German. In only 38 lines of the chapter,
the pattern appears eight times, each time with the same meaning but in a differ-
ent form (8b-i): in the past tense (8c), with different verb constituents (8d-g), in
the passive (8g), the noun compound can be reduced to kerb (8f) and put into the
plural (8g). The whole idiom can be nominalized and serves as a basis for a new
compound (8i). In the period between the 15" and 18 centuries, not a single con-
temporary dictionary of Old German contains this idiom. The first entries can be
found only 300 years after the oldest known printing of the “Schelmenzunfft” in
19" century collections of proverbs (Eiselein 1840; Korte [1837] 1974). In striking
contrast, they list the idiom with verbal constituents that match neither the pre-
sent-day nor the historical usage in Murner’s text, cf. the examples in (9):

(9) a. aufs kerbholz losleben
lit. “to live to the tally”
b.  aufs kerbholtz lossiindigen
lit. “to sin to the tally”
c. aufdem kerbholtz stehen
lit. “to stand on the tally”
d.  aufs kerbholtz borgen
lit. “to borrow on the tally”
e. aufs kerbholtz nehmen
lit. “to take on the tally”
f.  einem etwas aufs Kerbholtz schneiden
lit. “to notch something onto someone’s tally”
g. einem etwas aufs Kerbholtz schreiben
lit. “to write something on someone’s tally”

Nowadays, one cannot judge in what sense these patterns served as earlier vari-
ants (or modifications?) of the idiom (8b) as historical texts known to date provide
no evidence of their existence.

3.4 The role of culture, text / discourse traditions, and
frequency

The analysis of processes of lexicon expansion by means of the emerging formu-
laic patterns will be insufficient if the major role of culture is disregarded. Partic-
ularly idioms (to cast pearls before swine, cf. example (2)) and proverbs (clothes
make the man) are strongly embedded in culture as they preserve the different
types of knowledge of past times in a modern language. This idea corresponds to
feature d) in the definition of formulaic patterns in section 1. Different types of
knowledge may be culture-specific and are almost always culture-based. The
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most extensive research dedicated to the classification of cultural phenomena in
idioms of modern language varieties was conducted within the project “Wide-
spread Idioms in Europe and Beyond (WI)” (Piirainen 2012, 2016). It had access
to 78 modern standard and lesser-used languages from all language families as
well as dialects and identified 470 idioms as similar and widely known. A simi-
larly large-scale project devoted to historical languages of the mediaeval and
early modern world does not currently exist and would not be possible as schol-
arly research is completely lacking in such data (cf. an overview in Filatkina,
forthcoming).

Two results of the WI-project are of particular importance. Firstly, earlier
ideas that the same genetic affiliation of two or more languages could explain a
similarity on the level of idioms have been disproven. These ideas disregard the
fact that the origin of the majority of idioms does not go back to a common “proto-
language” of an early past. As becomes obvious, distribution crosses genetic
boundaries. Secondly, the concept of a “common (European) cultural heritage”,
which was also often used to explain similarities in earlier works, requires more
detailed investigation. Until now, cultural traditions from Classical Antiquity,
Christianity (the Bible), the Renaissance, Humanism, and the Enlightenment are
included in this term. Though the role of these domains remains central, other
cultural domains such as folk narratives, jests and legends appear to be signifi-
cant as well. They have produced numerous widespread idioms (to fight like cat
and dog, to shed crocodile tears) and have not yet been listed under the concept
of “common (European) cultural heritage”. Today’s convergence of idioms is the
product of an intense exchange of thoughts among educated language users that
could only have been based on writing and reading books in historical times. This
shared knowledge of widely disseminated texts led to and supported the estab-
lishment of cultural memory and many formulaic patterns such as idioms and
proverbs. The WI-project describes this phenomenon using the term intertextual-
ity and calls for its precise validation in individual languages (Dobrovol’skij and
Piirainen 2005; Piirainen 2012: 520).

Cognitive linguistics acknowledges cultural models of human experience,
social interaction and embodied experience as important factors in the cognitive
categorisation of the world. However, research has tended to repeatedly empha-
sise the embodied experience. What cognitive research has been lacking to date
is a diachronic perspective on the dynamics of the cultural components used in
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formulaic patterns as, to my knowledge, there are no monograph-length histori-
cal studies.” Within the framework of the Cognitive Theory of Conventional Fig-
urative Language (Dobrovol’skij and Piirainen 2005), an elaborate classification
of cultural domains as they are manifest in modern languages was developed. At
present, the question whether formulaic patterns in historical texts are founded
on the same source domains (texts, knowledge types) remains unanswered.
There is also little knowledge available about the historical target domains that
are predominantly verbalised with the help of formulaic patterns. Furthermore,
the question still remains as to the impact of historical text / discourse traditions
(Coseriu 1988; Blank 1997; Koch 1997) on the emergence of formulaic patterns.
This impact can be observed in the development not only of idioms and proverbs
but of any type of formulaic patterns. It reduces the role of another driving force
of any language change, namely frequency of use. Theories of language change
(morphological, typological, lexical and semantic) stress the pivotal role of fre-
quency in any process of emergence of novel items. It is a well-known fact that in
the process of lexicon expansion, for example, a sporadic innovation only has a
chance to enter into the lexicon if it is supported by a sufficient number of speak-
ers, i.e. if the item is frequently used by them in a new form and / or meaning and
function. It is clear that the emergence of formulaic patterns involves frequency.
However, another fact has to be taken into account as well: Formulaic patterns
are constitutive elements of human communication only with regard to their type
frequency; by contrast, their token frequency is generally low. In other words: a
certain degree of formulaicity can be attested to absolutely any written text or
oral communicative act because any of these sources contain different types of
formulaic patterns (type frequency). The problem is that each type might occur
only once (token frequency).

What seems to be a crucial factor for lexicon expansion through formulaic
patterns is not so much just the frequent use of a pattern but its frequent use in a
specific communication situation or in a specific (cultural) text / discourse tradi-
tion. This observation corresponds to the feature e) in the definition of formulaic
patterns in section 1. The link between a formulaic pattern and a context ensures
that speakers resort to appropriate (even the most irregular!) units in relevant sit-
uations. Evidence for such links has already been provided from different re-
search perspectives and various modern languages, most recently within the
fine-grained concept of construction discourse and the notion of discourse pat-
terns in Ostman (2005, 2015). Feilke (1994: 226) notes that the German formulaic

14 One of the first studies of this kind is Geeraerts and Grondelaers (1995).
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pattern (10a) is determined by and strongly bound to a formal festive act of cele-
brating something joyful and cannot be used in a formal funeral ceremony. The
pattern is a substantial part of both linguistic knowledge of German native speak-
ers and their general world knowledge about festive acts. The non-conventional
variants (10b) and (10c) will not evoke the same knowledge structures as they are
— at least at present — neither lexicon entries nor part of the world knowledge.

(10) a. Ich erhebe mein Glas |[...]
lit. “I raise my glass to X”
b.  *Wir erheben unsere Sektgldser
lit. “we raise our champagne glasses”
c.  *Ich erhebe meinen Krug
lit. “I raise my jar / jug / pitcher / mug”
(Feilke 1994: 226)

Similar ideas based on English data are expressed by Wray (2009: 36) and Wray
and Perkins (2000: 7):

However, it may be premature to judge frequency as a defining feature of formulaicity. It
has yet to be established that commonness of occurrence is more than a circumstantial as-
sociate. There are certainly many formulaic sequences whose culturally-based familiarity
belies their comparative rarity in real text (e.g. That’s another fine mess you’ve gotten me
into; Time for bed, said Zebedee; Here’s one I made earlier) (Wray 2009: 36).”

Though frequency is discussed here with regard to its role as a defining feature of
formulaic patterns in modern English, the data from Old German in Filatkina
(forthcoming) allows for a similar observation in the case of emerging formulaic
patterns in language history.

Frequency seems to be a less important factor even in the most recent in-
stances of the development of formulaic patterns. Before 2015, example (11a)
could have been considered a completely unmarked routine formulation formed
in accordance with the rules of German grammar. But on 31 August 2015, it was
used by Chancellor Angela Merkel in her speech during the press conference for
the German mass media (Bundespressekonferenz) in order to confirm her refugee
policy and to appeal to the German population to support the integration of refu-
gees. The pattern is the concluding part of a wider context as quoted in (11b).

15 Hoffmann (2004) questions the role of frequency in the grammaticalisation of complex prep-
ositions such as by dint of, in conformity with etc. by drawing a distinction between conceptual
and absolute frequency and taking into account the role of analogy.
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(11) a.  Wir schaffen das!
lit. “We will manage it!”
b.  Deutschland ist ein starkes Land. Das Motiv, mit dem wir an diese Dinge herangehen,
muss sein: Wir haben so vieles geschafft — wir schaffen das!
“Germany is a strong country. The motto with which we approach these things has to
be: We have managed to do so much — we will manage this!”

Since then, the chancellor has repeated this statement only twice, at the CDU
party congress on December 14" 2015 and during her New Year’s address to the
nation. But the pattern has been more widely cited in the mass media, has initi-
ated a controversial debate about refugee policy and advanced to a key slogan of
a new culture of welcome in Germany. It is deeply embedded in the refugee dis-
course and changes its pragmatic connotation because of this functional
strength. As Kreuz and Stumpf (forthcoming) show, most recently the pattern is
also used in comics, caricatures and memes that are no longer restricted to the
refugee discourse and has become variable with regard to its form, meaning and
function. However, the crucial factor in the emergence of this formulaic pattern
is not the frequency of use as such but its origin in the refugee discourse and the
acute and controversially discussed importance of this discourse for German po-
litical and everyday life.'

For historical times, frequency presents even more far-reaching (methodo-
logical) consequences. When studying the historical dynamics of lexicon expan-
sion through formulaic patterns, not only the low token-frequency of single pat-
terns has to be accounted for.” The sporadic, fragmentary and often incomplete
records of written texts add to the problem. As was mentioned with regard to the
German example (2) Perlen vor die Sdue werfen, it occurs in historical texts only
33 times, showing a high degree of variation at all levels. But it also contains the
noun constituent Sdue that is completely stable even in modern German though
less frequent in the free, non-formulaic usage. Text corpora provide hardly any
evidence for its substitution by the more frequent lexeme Schweine. The use of
the constituent Sdue in place of Schweine must be attested to the use of precisely
this constituent by Martin Luther in his translation of the Bible. In my eyes, the

16 In my view, the emerging English patterns Make America great again, fake news or the older
war on terror are undergoing similar discourse changes.

17 This is why the decision as to the formulaic character of a certain unit often cannot be made
on the basis of one language alone. The cross-linguistic approach becomes an essential method
of historical analysis, determining even the decision-making at the core level of definitions. In
other words, the existence of a certain formulaic pattern in different historical languages can be
considered additional evidence for its formulaic character in the language under investigation
(Filatkina, Miinch, and Kleine-Engel 2012).
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strong involvement with cultural traditions also has to be taken into account in
the emergence of the non-frequent formulaic patterns (5b) bei jemandem ins Fett-
ndpfchen treten “to step in a little dish of fat” and (8) etwas auf dem Kerbholz ha-
ben “to have something on a tally”. Despite not being frequent, they are highly
lexicalised, opaque with regard to the underlying cultural knowledge and con-
tain the irregular (i.e. obsolete) constituents Fettndpfchen and Kerbholz. There-
fore, in contrast to morphological or lexical irregularity that can arise through
frequent use (e.g. suppletive verb forms), frequency does not necessarily explain
formulaic irregularity as (token-wise) formulaic patterns are seldom extremely
frequent units.

4 Conclusion

Bearing in mind the aspects analysed, we can conclude that formulaic patterns
have to be considered important tools of lexicon expansion both in language his-
tory and in present times. As they share a naming function (among others) with,
for instance, word-formations, they can contribute to this research field in the
same way as the latter do. Formulaic patterns are by no means just a storage area
waiting to be recruited into sentence generation but a part of non-static
knowledge. Being formulaic does not imply lack of variation or change. From a
diachronic point of view, any formulaic pattern undergoes complex variation
processes not only with regard to form and meaning but also with regard to all
other aspects of pattern use. From a synchronic point of view, variation can even
serve as an indicator of a high degree of conventionalisation when established
patterns are opened up for variation and (playful) modification by language
speakers. Since utterances that can be considered formulaic are extremely heter-
ogeneous in nature, explanations pointing out single factors of their emergence
appear to be inconsistent. The emergence of formulaic patterns can best be un-
derstood as a process of integration of sometimes controversial aspects, among
which frequency and regularity seem to be important accompanying factors but
not always driving forces. Irregular, idiosyncratic paths based on conflicts and
violation of norms shape the development of formulaicity as well if they are suf-
ficiently supported by the speakers’ / hearers’ communicative needs and / or em-
bedded into discourse and cultural traditions. Formulaic patterns therefore pro-
vide ample proof of the need for comprehensive theories treating language as an
entire adaptive system built upon integration and interaction of cognition, cul-
ture and discourse.
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Complex words in the early medieval Leges
Barbarorum and their contribution to
expanding the Old High German lexicon

Abstract: This article examines selected complex words (compounds, deriva-
tives) taken from the early Leges barbarorum and illustrates how these words
expanded the lexicon of Old High German. The examples are taken from the
Upper German laws (Lex Baiuvariorum, Lex Alamannorum, Leges Langobar-
dorum) which form a relatively homogeneous tradition. In the area of com-
pounding, complex words unattested outside of the Leges tradition are exam-
ined which exhibit specific relations between their first and second elements. In
the area of derivation, focus is placed in particular on lexemes resulting from a
word formation process which is productive in the type of text examined but
which is hardly seen elsewhere in Old High German and is no longer productive.
The data presented in this article come from the LegIT database which has been
studied since 2012 within the scope of a research project at the University of
Bamberg.

1 Introduction

The vernacular words that appear in the medieval law codes of various German-
ic peoples, the so-called laws of the barbarians (Latin: Leges barbarorum),' are
among the earliest records of the German language. The Leges are mainly writ-
ten in Latin, but numerous vernacular words are inserted in the Latin text.
Commonly referred to as inserts, these words were integrated into the text at the
time it was written and were not entered subsequently, as was the case with Old
High German glosses in Latin manuscripts (Stricker 2009: 31-32).? The inserts
are essential elements of the text and serve a specific meaning within the legal
practices of the various Germanic tribes, as they contribute to providing the
most compact and precise information about a legal case.

1 This is the general term established for all continental Germanic laws known to date
(Kroeschell 2008: 23).
2 For further information about the term insert see Prinz (2010: 292-322).

3 Open Access. © 2018 Anette Kremer, Stefanie Stricker, published by De Gruyter. This work is
licensed under the Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
https://doi.org/10.1515/9783110501933-045
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When comparing the Leges barbarorum with other forms of Old High Ger-
man traditions, such as the texts and glosses, the number of vernacular words
contained in them is rather low: The Germanic laws contain about 1,200 ver-
nacular lemmata (types) and more than 42,000 tokens. The contribution to the
overall tradition of Old High German is approximately three percent.’ At the
same time, the Leges represent a very old type of text (for comparative data on
the gloss tradition cf. Stricker 2009: 31-32; regarding text tradition cf. Meineke
and Schwerdt 2001: 99-165). The first laws were written down in the fifth centu-
1y, in a period when Old High German (OHG), the earliest known stage of Ger-
man, was only a fragmentarily attested language. Besides the vernacular Leges
inserts, only a small number of runic inscriptions and proper nouns from this
time have survived (Untermann 1989: 15-18; Sonderegger 2003: 83-85). The
tradition of the Upper German Leges examined here began (with the exception
of Edictum Rothari in a manuscript from the seventh century) in the latter half of
the eighth century. The Leges are ultimately also of importance because they
offer “a direct link with the language and life” (Bostock 1976: 83) of the various
Germanic tribes. The inserts are extremely precious evidence for the earliest
testimonies of German, and of great importance not only for linguists but also
for historical grammarians, historical lexicographers, historical pragmaticians,
legal and medical historians and cultural scholars.

The low frequency of lexemes and tokens in the Leges compared to Old High
German texts and particularly to glosses, is accounted for by their functional
limitation. The lexemes and tokens are encountered exclusively in a specific
type of text, the Germanic laws, and within this type of text above all in the
keyword-type labels of legally relevant facts, such as crimes, violations, legal
facts, etc. They are encountered indeed not only in the legal lexicon but also in
the lexicon of everyday life, albeit with a relatively modest overall distribution.

Due to their long and heterogeneous process of emergence, the vernacular
lexicon of these sources is disparate, containing not only younger Old High
German lexemes but also older Germanic lexemes that had been transferred into
Medieval Latin. The latter will not be examined in this article. Here, we intend to
illustrate how, in the early Middle Ages, the Old High German lexicon within the
Upper German Leges was expanded. To this end, we will concentrate on a selec-
tion of complex words, namely compounds and suffix derivatives, in particular

3 The data published in Stricker and Kremer (2014: 239) and Stricker, Kremer, and Schwab
(2014: 285) have been updated. Current status according to the Bamberg gloss database BStK
Online: https://glossen.ahd-portal.germ-ling.uni-bamberg.de/pages/1 (accessed 21 June 2017);
see also Bergmann (2005: 49).
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on those which appear exclusively or are concentrated in these laws. Prior to
this explorative qualitative analysis, we will provide some notes on the state of
research and above all, on the function and meaning of vernacular words from
the Leges which have been attributed to this specific type of text.

2 The state of research

Previous linguistic works have investigated other selected aspects: Baesecke’s
(1935) work, for example, is dedicated to etymological aspects and the manu-
script filiations, while Schmidt-Wiegand and her academic followers primarily
discussed semantical issues from a semasiological perspective (Hiipper-Dro-
ge 1983; Niederhellmann 1983; von Olberg 1983, 1991; Schmidt-Wiegand 1991).
Tiefenbach (2004) analysed grammatical characteristics of the vernacular vo-
cabulary of the Bavarian laws regarding not only phonological and lexical but
also morphological specificities, as we have done in this article.

Apart from these fundamental works, the Leges vocabulary is seldom found
in historical German grammars and dictionaries. Exceptions to this are the in-
serts in Graff’s Althochdeutscher Sprachschatz (‘Old High German Thesaurus’,
1834-1842, Deutsches Rechtsworterbuch (‘German Legal Dictionary’; since 1914)
and Seebold’s Chronologisches Worterbuch des deutschen Wortschatzes (‘Chro-
nological Dictionary of German’; 2001). The entry selection of all of the afore-
mentioned dictionaries is based on the editions of the Monumenta Germaniae
Historica (1863-1926), which also do not include the overall tradition (Stricker,
Kremer, and Schwab 2014: 287). The vocabulary is missing in the comprehen-
sive Althochdeutsches Worterbuch (‘Old High German Dictionary’) edited by
Karg-Gasterstddt and Frings (since 1952, KFW), in the Etymologisches Worter-
buch des Althochdeutschen (‘Etymological Dictionary of Old High German’) edit-
ed by Lloyd, Springer, and Liihr (since 1988) as well as in Schiitzeichel’s dic-
tionaries (Schiitzeichel 2012, SchGW), which aim to register the complete
vocabulary of the Old High German glosses and texts. The reason why the ver-
nacular inserts have been neglected in these essential linguistic works of refer-
ence is that these words have not yet been collected systematically, as the cor-
pus is not easily accessible in either direction, formally and semantically
(Tiefenbach 2009: 975). Consequently, they are mostly omitted in historical
linguistic follow-up studies (Tiefenbach 2004: 263).



46 —— Anette Kremer and Stefanie Stricker

3 The emergence and the function of vernacular
words in the Leges barbarorum

Latin was the lingua franca of the written culture in Medieval Europe. As such,
it also served as the common legal language used since the Germanic tribes
made contact with the Roman Empire during the Migration Period and adopted
the tradition of written legal statutes, as well as the practice of codifying the
law, also assimilated from the Romans. Nevertheless, there remained a co-
existing, primarily oral legal tradition maintained by each of the various Ger-
manic tribes from their pre-literary custom law. Although the Roman influence
on the individual laws of the barbarians obviously varies according to the inten-
sity of contact between the Germanic peoples and the Empire, we may notice a
general change in the basic Germanic legal system, by which the primarily oral
customary law was transformed into a written record of legal practice. This
change was largely motivated by a desire for legal certainty, a desire which all
Germanic tribes had shared (Frassetto 2003: 231-232; Schmidt-Wiegand
2006: 143; Oliver 2011: 8—-10; Hihnchen 2012: 108-109).

The use of vernacular vocabulary in the ancient laws reflects the persisting
importance of oral tradition, even within written legal authority. The vernacular
lexemes may have already been established in the oral legal tradition as tech-
nical terms. They may, however, have also been transferred from everyday lan-
guage into the legal language without having acquired a specific legal meaning
until used in the context of a legal text. This transfer process did not cause the
creation of whole lexical inventories within the Leges tradition, but it did pro-
vide a small selection of technical terms (See 1964: 2; Poethe 2000: 203). This
kind of transfer of single, everyday language lexemes to coin a new term in a
language for special purposes is closely linked to partially undocumented phe-
nomena of language change. In many cases, a semantic change — primarily a
reinterpretation — can be observed when a specific meaning is developed to
name a referent related to the legal context in a more precise and nuanced
manner (See 1964: 20).

For instance, the noun OHG marach, which is known as Mdhre ‘female
horse of minor value’ in contemporary German, was commonly used until the
sixteenth century as a general reference to a ‘female horse, mare’ (DWB,
VI: 1467-1471). Thus, it appears in the gloss tradition as the vernacular equiva-
lent to the Latin words equa and iumenta (Graff 1963, 1I: 844; KFW, VI: 478). In
the Leges manuscripts, however, marach is reinterpreted as a ‘valuable char-
ger’; it no longer describes the sex, but rather the quality of a horse. On the one
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hand, the striking position of a marach becomes apparent through the contrast
with less valuable horses, such as wilz ‘(mediocre, regularly used) Wendish
horse’, and angargnago ‘rejected grazing horse’ (see below). On the other hand,
its value is further confirmed by examples such as the extraordinarily high pen-
alty fee that, according to Bavarian law, had to be paid for its injury (Nétari
2013: 274; Schwab, forthcoming).

During the process of writing down the Germanic laws, scribes preserved
the vernacular terms, which were already known from the oral law tradition, in
the Latin text (Lithr 1989: 46). In many cases, however, they could not rely on
widely established vernacular terms to express specific criminal offences or
injured parties, particularly if there was no appropriate German equivalent
available. Thus, they were forced to create a new technical term in order to
summarise the details of a legal case, which could otherwise be described com-
prehensively by a Latin sentence. Hence, the vernacular inserts functioned as
lexical tags in the Latin text (Tiefenbach 2004: 263; Tiefenbach 2009: 960). To
highlight the vernacular inserts within the Latin text, as well as to raise aware-
ness of the following change from Latin to vernacular language, the scribes
used specific meta-communicative markers, formulaic phrases such as e.g. quod
Alamanni / Baiuvarii ... dicunt ‘which the Alamans / Bavarians call ...", quod ...
vocant / vocamus / vocatur or quod ... dicunt / dicimus / dicitur / ‘which they / we
call / is called ...".

One such tagging term which is introduced by a meta-communicative
marker is the noun OHG pulislac, an insert that can typically be found in the
Upper German laws, for example in the Alemannic law:

Lex Alamannorum, LVII, 1: Si quis alium per iram percusserit, quod Alamanni pulislac di-
cunt, cum uno solido conponat (MGH LL nat. germ. 1,5,1: 116a). ‘If anyone strikes another in
anger, which the Alamans call pulislac, let him compensate with one solidus’ (Rivers
1977: 85).

This endocentric determinative compound is described by the determinant puli-
(< OHG biil(Da ‘bump’) and the determinatum OHG slag ‘blow’ (KFW I: 1487;
Schiitzeichel 2012: 296). The meaning of the compound can be described as ‘a
blow that causes a bump’. The determinant represents the consequences suf-
fered by the injured party resulting from a serious crime of passion. This kind of
relation between both elements of the compound is not documented beyond the
Leges tradition. Other Old High German compounds that contain the determina-
tum slac express different kinds of relations between the two stems: hantslag ‘a
blow struck by the hand’ and hamarslag ‘a blow struck by the hammer’, for
instance, which involve the instrument used to strike a blow. The nouns
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bruodersleggo, fatersleggo and kindsleggo ‘a blow against the brother / father /
child’ specify the person that was hit (Schwab, forthcoming). These examples
illustrate the important role that word formation plays in the creation of new
signifiers intended to become valid and binding terms within the legal practice.

Dealing with such lexical tags in a philological analysis means dealing with
semantic ambiguities; it is often difficult to grasp the specific meaning of the
insert in the different Germanic laws. In this regard, semantic analysis of the
inserts is a more complex matter than the analysis of the Old High German
glosses. The glossation method allows the provision of a one-to-one corre-
spondence between the Latin and the German word, and is often accomplished
without any major issues. When we examined the vernacular Leges vocabulary,
we observed that there is often a larger scope of interpretation and a lack of
formal and semantic symmetry between Latin and German. On the one hand,
these problems are caused by the divergent syntactic, morphological and se-
mantic structures of Latin and German. On the other hand, the Latin text refers
to the description of complex legal circumstances. In some cases, this descrip-
tion renders the distinction in the use of the vernacular to tag an entire sen-
tence, a single syntagm, or even a single word of the Latin sentence unclear.

An example of this is the noun marach cited above:

Lex Alamannorum, LXI, 2: Et si ille talem involaverit equum, quod Alamanni marach dicunt,
sic eum solvat sicut et illo amissario (MGH LL nat. germ. 1,5,1: 131a). ‘And if he steals such a
horse as the Alamans call marach, let him pay for it just as for the stallion’ (Rivers
1977: 91).

In the Alemannic laws, marach is closely related to the Latin noun equus, which
generally means ‘horse, steed’. It is clear in the text passage that the insert re-
fers to a male horse, but it does not explicitly identify it as a valuable steed,
leading us to further analysis and discussion about the use of marach in similar
contexts (see the details above). As a further consequence, the New High Ger-
man semantic paraphrases vary widely, ranging from a single word to a highly
complex syntagm (Schwab, forthcoming).

The lexical tagging of essential legal facts by means of the vernacular vo-
cabulary is vital in forming a connection between the written Latin text and the
oral vernacular language of each Germanic tribe. It ensured that all members of
the tribe, particularly criminal suspects or defendants, could face accusations at
trial and comprehend details relating to the injured party even without an un-
derstanding of Latin (Schmidt-Wiegand 1989: 550).

In this particular genre, legal words form a substantial part of the overall
vernacular vocabulary. They are predominantly used to label various kinds of
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criminal offences and the persons or animals that are involved in a crime, for
example as an injured party. However, as the following overview illustrates,
whilst legal terms may represent the bulk of the vocabulary, there remains a
broad range of other semantic fields to which the words refer, as they are used
in legal context. They are listed in their present entirety as follows:

1. legal vocabulary (209 types, e.g. gezunfti ‘agreement, alliance’)

2. medicine (145 types, e.g. ddargrati ‘wire section’)

3. social structure (92 types, frigilaz ‘freed man’)

4, animals (72 types, e.g. leitihund ‘leading dog’)

5. agriculture (52 types, e.g. zurft ‘clod of earth’)

6. art of warfare (52 types, e.g. sahs ‘sword’)

7. architecture (48 types, e.g. winkilsil ‘corner column’)

8. measurement and currency (43 types, e.g. fant ‘pledge’)

9. everyday life (24 types, e.g. fuora ‘journey’)

10. myths and religion (21 types, e.g. grapworf ‘throwing a dead body out of the

grave’)
11. craft (11 types, e.g. handegawerc ‘handicraft’)
12. proper names (57 types; Godofrid, Fresia ‘Frisia’).

The vernacular Leges words cover completely different semantic fields than
those in the Old High German glosses or texts. As the glosses and texts are pre-
dominantly associated with religious and theological contents, lexemes from
the aforementioned semantic fields would be less likely to appear there (Tiefen-
bach 2004: 263).

4 Word formation in Old High German

In contemporary German, the most important patterns of word formation are
composition and derivation. Compounds are formed by a combination of (proto-
typically two) stems represented by simple or complex words, whereas the cen-
tral model of a derivative is characterised by the addition of a simple or a com-
plex word (= base) to an affix (Fleischer and Barz 2012: 84-87).

The central role of Old High German compounding and derivation is
demonstrated clearly in works by Meineke (1994), Splett (2000), Meineke and
Schwerdt (2001), and Miiller (2016).* The distribution of these two models, or

4 Additional literature referring to word formation in Old High German can also be found here.
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rather, of their subtypes “differs with respect to word classes” (Miiller
2016: 1880). Most Old High German compounds are nominal endocentric deter-
minative compounds with a simple nominal stem as first and second elements
(e. g. OHG bluom-garto ‘flower garden’, bior-faz ‘beer barrel’). Furthermore,
there are complex words with a determinant which indicates an inflectional
marker, e.g. the genitive marker -es in OHG tag-es-zit ‘day time’. Such words are
usually referred to as case compounds (German: unechte / uneigentliche Kom-
posita). There are only a few adjective determinative compounds, e.g. OHG gold-
faro ‘golden’ (Splett 2000: 1213-1214; Meineke and Schwerdt 2001: 290; Miiller
2016: 1870 and 1880), whereas the formation of new verbs by compounding is
“an atypical means” (Miiller 2016: 1880).

The semantic relationship between the substantive determinant and the
substantive determinatum is variable, depending on the context, whereas the
relationship for an adjective determinans in Old High German is usually attribu-
tive (OHG junc-man ‘young man‘) and a verbal determinant often represents the
purpose for which the determinatum is being used (OHG blas-balc ‘bellows‘)
(Splett 2000: 1215).

As for derivation in Old High German, the patterns of prefixation and suf-
fixation are indeed relevant. Since the pattern of “suffixation is much more
pronounced” (Miiller 2016: 1886) and only suffixation is relevant for our article,
only this will be briefly introduced here.’ Focus is placed on our priority accord-
ingly in the case of the following examples of adjectival and substantive deriva-
tives. Particularly in Old High German, the latter are prominently represented in
the form of abstract nouns® which have verbal, adjectival or substantive bases
(Meineke and Schwerdt 2001: 295-296). More productive still are suffixes which
form nouns, including -i(n), -ida, -unga, -ari and -nissi. Those which only appear
sporadically, or are no longer productive at all include -il, -t and -idi. Adjective
derivatives arise predominantly out of substantive or adjectival bases in con-
junction with inherited suffixes (e.g. -ig, -isc, -in) or through morphological
means which in Old High German still do not hold the confirmed status of a
suffix, but which also appear as free words, e.g. lith” ‘body, shape, form’, haft
‘bound’, samo ‘same’ (Splett 2000: 1218—1219; Meineke and Schwerdt 2001: 299-
301).

5 For more information about prefixation in Old High German, see Splett (2000: 1216—1218)
and Miiller (2016: 1885-1886, 1890-1891, 1894-1898).

6 For more detailed information, see also Meineke (1994).

7 For a comprehensive summary, see also Schmid (1998).
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It is, in many cases, impossible to determine beyond any doubt whether Old
High German compounds and derivatives are new formations of productive or
simply active patterns of word formation and whether inherited lexemes origi-
nate from the pre-Old High German era. What is in many cases all the more
problematic is the question of the degree of semantic motivation and morphem-
ic transparency, i.e. it is not always possible to say unequivocally whether indi-
vidual lexemes should remain classified as semantically transparent morpheme
combinations, or rather as simplexes (Splett 2000: 1213).

5 The contribution of word formation to the
vernacular Leges vocabulary

Morphological aspects of word formation have been of only marginal relevance
to date, mostly in connection with semantic-etymological problems and ana-
lyses of the vernacular Leges vocabulary. Thus, until now, a relatively modest
number of Leges inserts has been investigated regarding their word formation
patterns. A somewhat more extensive grammatical investigation of the word
formation patterns occurring in the Leges and their productivity is offered by
Tiefenbach (2004) with regard to the Lex Baiuvariorum. His explanations there
serve as the basis and starting point of reference for our article. For our analysis,
we have chosen examples of compounding and derivation taken from the Upper
German laws, particularly the Alemannic and Bavarian laws, to illustrate the
diversity of occurring formation patterns. All of the examples are Old High Ger-
man words taken from the semantic field of legal vocabulary.

5.1 Compounds

Compounds are used in the Leges® as a central opportunity for compressing
information. They are characterised by a high level of expressivity, which is why

8 The complex words found in the Leges are recorded in the LegIT database. The database is
related to the LegIT project, which started at the University of Bamberg in 2012. It is supervised
by Professor Stefanie Stricker and funded by the German Research Foundation (DFG). The
project aims to collect the vernacular vocabulary found in the set of continental West-Germanic
law manuscripts. Furthermore, it seeks to analyse the Germanic lexemes according to a deter-
mined number of formal and semantic criteria, whereby the main focus is set on the grammati-
cal approach. All of the vocabulary and the results of our analysis will be made available
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they play such a crucial role, specifically in the formation of technical terms.
These compounds feature consistently throughout a range of languages for
special purposes, with particular meaning found in contemporary German, as
well as throughout its history. In that regard, the early medieval legal language
is an illustrative example of these preferences (Schmidt-Wiegand 1999: 77; Stein
2000: 286; Tiefenbach 2004: 278).

We identified a high number of compounds in the Leges, the most frequent
of which consisted of two stems, which may be either simplexes or complex
words. According to our recent lemma inventory of the LegIT database, a con-
siderable number of them occur exclusively in the Leges, either to label a crime
or to name a person or animal involved in an offence. The nouns angargnago
and taudragil exemplify the characteristics of compounds mentioned above.

Angargnago, which is part of the semantic field of animals, is only recorded
in the Bavarian laws. Taudragil, which we linked to the semantic field of medi-
cine, is found in the Alemannic and Bavarian laws. Both compounds represent
the injured party of a criminal offence:

(1) OHG angargnago
Lex Baiuvariorum, XIIII, 12: Et si deterior fuerit[,] quod angargnago dicimus, qui in hoste
utilis non est, cum tremissa conponat (MGH LL nat. germ. 1,5,2: 418). ‘And if it [= a horse] is
of inferior value, which we call angargnago, which is unsuitable for military campaigns,
let him compensate with one tremissis’ (Rivers 1977: 157).

(2) OHG taudragil
Lex Alamannorum, LXV, 34: Si quis in genuculo transpunctus fuerit aut plagatus, ita ut
claudus permaneat, ut pes eius ros tangat, quod Alamanni taudragil dicunt, cum 12 solidis
conponat (MGH LL nat. germ. L,5,1: 127). ‘If, however, one injures another in the knee so
that he remains lame and his foot drags [...] through the dew, which the Alamans call
tautragil, let him compensate with twelve solidi’ (Rivers 1977: 89).

Angargnago literally means ‘rodent of the meadow’. As the aforementioned
Bavarian law excerpt in (1) demonstrates, this term describes an inferior horse
that is no longer fit for military or agricultural use. It is barely fed by its owner
and spends its days gnawing at the grass of a meadow, waiting to die (Tiefen-
bach 1980: 300; Notari 2013: 274).

through our web-service. Because the project is still a work in progress, access to the database
is password protected. The LegIT website, which offers background information about our
project and the laws, is available without any restrictions, see http://legit.ahd-portal.germ-
ling.uni-bamberg.de/. Detailed information about the LegIT database is also provided in
Stricker, Kremer, and Schwab (2014) and Stricker and Kremer (2014).
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The determinant of the compound is the masculine noun OHG angar
‘meadow’; the determinatum is the masculine noun OHG gnago, which is an
agent noun formed by suffixation with -o on the strong verb OHG gnagan ‘to
gnaw’. The derivative gnago provides the earliest record of gnagan, occurring
for the first time in Bavarian law manuscripts written in the second half of the
eighth century.’ Further early records of this verb appear in the tradition of Old
High German glosses, though these do not occur until the ninth century
(SchGW, III: 481).

In Alemannic and Bavarian law, taudragil refers to a male person who drags
a lame foot through the morning dew after being injured in the knee. The de-
terminant component of taudragil is the noun OHG tau, tou ‘dew’ (Schiitzeichel
2012: 333). The determinatum is the masculine agent noun OHD dragil or, with
primary umlaut a > e, dregil ‘someone who drags (something)’ < Germanic
*pregila. 1t is formed by the addition of the derivational suffix -il to the gothic
strong verb pragjan ‘to run’, which has its origin in the Germanic root *prag-,
*brag- ‘to drag, to slide on the ground’ (Meineke 1982: 257; Walde and Hofmann
1972: 698f.). In early Old High German, the suffix -il is no longer productive and
is replaced by -ari (Meineke and Schwerdt 2001: 296). The single component tau,
tou occurs frequently in Old High German glosses and texts. It is the vernacular
equivalent to the Latin noun ros and is found, for example, in the Old High
German Isidor and in the Murbach Hymns (SchGW, X: 10). The noun dragil,
however, was already archaic in early Old High German (Meineke 1982: 257).
Therefore, it is certainly a possibility that the complex word was already no
longer morphemically transparent in Old High German. The compound itself is
found exclusively in Alemannic and Bavarian laws, with no further records in
the gloss or literary tradition, rendering it perfectly suited to illustrate the
uniqueness of the Leges inserts.

As both of the aforementioned compounds are characterised by a metony-
mic character and a near-poetic expressivity, they are fitting examples of the
lexical richness and variation of the early medieval legal language.

Apart from such singular phenomena, there are numerous word families
that emerged through compounding, with one such example based on the ad-
jective determinatum wunt ‘wounded’, an element of the semantic field of medi-
cine. It consists of four endocentric compounds that appear in the Alemannic
and Bavarian laws.

9 Munich, University Library. Cim 7 (= 8° Cod. ms. 132).
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(3) OHG (hWrev(a)wunt
Lex Baiuvariorum, V, 5: Si quis eum percusserit, ut cervella eius appareant, vel in interiora
membra vulneraverit, quod hrevavunt dicunt, vel eum ligaverit contra legem, cum VI sold
conponat (MGH LL nat. germ. 1,5,2: 340). ‘If anyone strikes him so that his brain appears,
or injures the internal organs, which they call hrevavunt, or binds him contrary to law,
let him compensate with six solidi’ (Rivers 1977: 135).

The determinant of the adjective (h)rev(a)wunt is the strong masculine noun
OHG (Wref / (Wrev ‘uterus, mother’s womb’ (Schiitzeichel 2012: 255). The Leges
context clearly indicates that the determinant provides information on the site
of the injury, as the adjective is used to refer to wounds inflicted upon the inter-
nal organs of the (lower) abdominal area (Riecke 2004: 405). Because
(h)rev(a)wunt occurs in a manuscript of the Leges Baiuvariorum that was written
down in the second half of the eighth century, it constitutes the first record of
the adjective wunt in Old High German. Other records in Old High German
glosses and literature appear later, for instance in the Muspilli (Hellgardt
2013: 288).

Furthermore, we can find one of the oldest records of the German noun
Wunde ‘wound’ (< OHG wunta) (Schiitzeichel 2012: 400) in the same manu-
script, where it occurs with the determinant (h)rev(a):

(4) OHG (h)revawunt(a)

Lex Baiuvariorum, X, 4: Si autem ignem posuerit in domo ita, ut flamma eructuat et non pe-
rarserit et a familiis liberata fuerit: unumquemque de liberis cum sua hreuauunti conponat,
eo quod illos inunuuan, quod dicunt, in disperationem vitae fecerit (MGH LL nat. germ.
1,5,2: 387). ‘However, if he starts a fire in a house so that the flame bursts forth, and it is
not burned down and is saved by the domestic slaves, let him compensate for each one of
the freemen with his hrevawunta, since he did those things in inunuuam, which they say
endangers life’ (Rivers 1977: 147).

This noun stands for various kinds of bodily wounds, in particular, chest
wounds, abdominal wounds or injuries to internal organs (Niederhellmann
1983: 249-250; Tiefenbach 2004: 281).

In some of the tituli of numerous manuscripts of the Alemannic and Bavari-
an laws, we observed that there are synonyms for the adjective (h)rev(a)wunt,
which are used to describe an injury to the internal organs:

(5) OHG ferahwunt and

(6) OHG gorawunt

10 Munich, University Library. Cim 7 (= 8° Cod. ms. 132).
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Lex Alamannorum, LXV, 27: Si autem interiora membra vulneratus fuerit, quod ‘refvunt’
{ferhvunt", gorovunt?} dicunt, cum 12 solidos conponat (MGH LL nat. germ. 1,5,1: 126,
12b). ‘If, however, the internal organs are injured, which they call ‘refvunt’ {ferhvunt,
gorovunt}, let him compensate with twelve solidi’ (Rivers 1977: 89).

The adjective ferahwunt is documented in manuscripts of the Lex Alamannorum
and Baiuvariorum, which emerged between the tenth and the twelfth century.?
The determinant is the strong neuter noun OHG ferah ‘life, soul, heart’. This
compound means ‘critically or even mortally wounded’, by which the determi-
nant refers to the consequences the wound has for the injured party (Nieder-
hellmann 1983: 207).

The adjective gorawunt is the result of an occasional word formation docu-
mented in the Alemannic laws. It can be found in manuscripts written between
the second half of the ninth century and the first half of the tenth century. It
contains the strong neuter OHG gor ‘faeces (presumably only of animals), ma-
nure’ (KFW, IV: 331) as determinant, which describes the site of the injury in
such a way that it refers to a wound on the intestines or on the intestinal wall
(Niederhellmann 1983: 252; Riecke 2004: 338).

5.2 Suffix derivatives

The Germanic laws contain several vernacular derivatives created by suffixa-
tion. One of the typical suffixes, which frequently occur in the Leges, is -i(n).
When attached to verbal bases, -i(n) produces feminine abstract nouns. This
deverbal pattern has ceased to be productive in Old High German but still ap-
pears in the works of the glossator and translator Notker (Schatz 1927: § 364,
369; Wilmanns 1967: § 237-239; Tiefenbach 2004: 280-282). New Old High Ger-
man words with -1(n) show adjectives or participles as bases (Splett 2000: 1218).
A particularly unique accumulation of this pattern is noticeable in the Bavarian
laws, where it predominantly forms nouns based on phrases, for example

(7) OHG firstfalli
Lex Baiuvariorum, X, 3: Si quis desertaverit aut culmen eicerit, quod sepe contingit, aut in-
cendio tradiderit, uniuscuiusque, quod firstfalli dicunt, quae per se constructa sunt, id est

11 Stuttgart, State Library of Wiirttemberg. Cod. iur. 4° 134.

12 Leiden, University Library. Voss. lat. qu. 119; Vienna, Austrian National Library. Cod. 502.
13 Munich, Bavarian State Library. Clm 5260; Munich, Bavarian State Library. Clm 5260; Mu-
nich, Bavarian State Library. Clm 5260.

14 Leiden, University Library. Voss. lat. qu. 119; Vienna, Austrian National Library. Cod. 502.
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balnearius pistoria coquina vel cetera huiusmodi, cum III sold conponat et restituat dissi-
pata vel incensa (MGH LL nat. germ. 1,5,2: 387). ‘If anyone destroys or knocks down a roof,
which often occurs, or burns it, which they call firstfalli, let him compensate with three
solidi for each no matter how it is constructed, that is, a bakery, bath, kitchen or other of
this kind, and let him restore what he destroyed or burned’ (Rivers 1977: 147).

The noun is based on a phrase consisting of the noun OHG first ‘roof ridge’ and
the strong verb OHG fallan ‘to fall’ (KFW, III: 917, 542-546). According to the
text passage above, it represents ‘the falling (by which destruction is meant) of a
roof by knocking it down or burning it’.

(8) OHG marchfalli
Lex Baiuvariorum, 1V, 18: Si quis aliquem de equo suo deposuerit, quod marachfalli vocant,
cum VI sold conponat (MGH LL nat. germ. 1,5,2: 329). ‘If anyone pulls someone from his
horse, which they call marachfalli, let him compensate with six solidi’ (Rivers 1977: 132).

The noun is based on a phrase consisting of the noun OHG march / marah
‘charger’ and the strong verb OHG fallan ‘to fall’ (Schwab, forthcoming; KFW,
III: 542-546). As described in the text passage above, this represents the falling
from a horse (more specifically, a charger).

(9) OHG kepolsceini

Lex Baiuvariorum, 1V, 4: Si in eo venam percusserit, ut sine igne sanguinem stagnare non
possit, quod adargrati dicunt, vel in capite testa appareat quod kepolsceini vocant, et si 0s
fregerit et pellem non fregit quod palcprust dicunt, et si talis plaga ei fuerit, quod tumens sit:
si aliquid de istis contigerit, cum VI sold conponat (MGH LL nat. germ. 1,5,2: 318). ‘If he cuts
through his vein so that he cannot stop [the blood] without a cauterizing iron, which they
call adarcrati; if the skull appears on the head, which they call kepolsceini; if he breaks a
bone and the skin is not broken, which they call palcbrust; and if he causes such an injury
that a swelling results: if any of these things happen, let him compensate with six solidi’
(Rivers 1977: 130).

The noun is based on a phrase consisting of the noun OHG gebal ‘skull’ and the
strong verb OHG skinan ‘to shine’ (Seebold 2001: 372b; Tiefenbach 2004: 281).
As the passage above illustrates, this stands for an injury which implies the
exposure of the cranial bone.

Apart from this particular phrase-based pattern, derivatives with -i(n) ap-
pear in the Alemannic and Bavarian laws, where they function primarily as
determinata within endocentric determinative compounds. An example of this
is the noun scarti ‘gash, deep cut in the skin’ (Tiefenbach 2004: 287-289;
Schwab, forthcoming). The base of the term is the adjective OHG scart, derived
from the strong verb OHG sceran ‘to cut, to shear’ (Kluge 2011: 796, 801). Ac-
cording to Kluge (2011: 796), there is no textual evidence of this noun as a single
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word until the thirteenth century. Investigating the Leges, however, we can
report to the contrary, as scarti occurs in two manuscripts of the Alemannic law,
which were written down in the eighth and ninth centuries.” On the basis of
this, the etymological information for the lemma scarti or, in contemporary
German, Scharte, should be corrected in future editions of the dictionary.

Apart from the limited evidence of the single noun that can be found in the
laws, there are numerous records citing its occurrence in endocentric determi-
native compounds, where it functions as the determinatum, namely in

(10) OHG lidiscarti
‘mutilation of a part of the body’ with the determinant OHG lid ‘part of the body’ (Riecke
2004: 383).
In the Lex Baivariorum, the noun describes a deep cut in the skin of an ear:
Lex Baiuvariorum, 1V, 14: Si aurem maculaverit, ut exinde turpis appareat, quod lidiscarti
vocant, cum VI sold conponat (MGH LL nat. germ. 1,5,2: 326). ‘If he mutilates the ear so that
it appears disfigured, which they call lidiscart[i], let him compensate with six solidi’
(Rivers 1977: 132).

In Alemannic law, a synonym for lidiscarti is

(11) OHG orscarti
‘cutting off (a half of) the ear’ with the determinant OHG o6r(a) ‘ear’ (Schiitzeichel
2012: 245)
Lex Alamannororum, LX, 3: Si enim medietatem auris absciderit, quod orscardi Alamanni
dicunt, cum 6 solidis conponat (MGH LL nat. germ. 1,5,1: 118b). ‘Furthermore, if he cuts off
half [of] the ear, which the Alamans call [or]scardi, let him compensate with six solidi’
(Rivers 1977: 86).

(12) OHG aranscarti

Lex Baiuvariorum, XIII, 8: Si quis messem alterius initiaverit maleficis artibus et inventus
fuerit, cum XII solidis conponat, quod aranscarti dicunt, et familiam eius et omnem sub-
stantiam eius vel pecora eius habeat in cura usque ad annum (MGH LL nat. germ. [,5,2: 411).
‘If anyone performs magic on another’s crops through witchcraft, which they call
aranscarti, and he is discovered, let him compensate with twelve solidi. And let him [the
latter] have the former’s domestic slaves and all his property and livestock in his care for a
year’ (Rivers 1977: 154-155).

In aranscarti, the determinant is OHG noun ar(a)n ‘harvest’ (KFW, I: 618;
Graff 1963, I: 528; Tiefenbach 2004: 287). As illustrated above, in the Bavarian

15 Wolfenbiittel, Herzog August Library. Cod. Guelf. 513 Helmstadiensis; Paris, Bibliothéque
Nationale. lat. 10753.
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laws, aranscarti is linked to the destruction of harvest (perhaps by cutting it
down?) supposed to have ensued under the influence of magic.

Meineke (1994, 133-198) presents only two records of the suffix -i(n) within
the parallel tradition of the Old High German glosses and texts, namely
fliukonuueri “fly whisk’ (StSG, I: 147, 1) and kirihuuigi ‘parish fair’ (“Laubhiitten-
fest”) (StSG, I: 253, 12). Both have nominal bases and are taken from the Ger-
man-Latin Abrogans glossary, the earliest preserved manuscript of which
emerged at around 790."® When compared with the variety of evidence in the
Leges manuscripts, it becomes apparent that the suffixation with -i(n) is a pat-
tern of word formation highly related to the early medieval legal language, par-
ticularly the legal language of Bavarian law.

Moreover, a wide range of feminine abstract nouns was created by the old
Germanic suffixes -(s)ti / -tu, which were added to strong verbs. These are no
longer productive in Old High German (Bergmann 1991: 243-246, 251; Tiefen-
bach 2004: 280). Nevertheless, several words formed by these suffixes have
been preserved in contemporary German, “which are still recognizable as corre-
sponding derivations” (Miiller 2016: 1875), for example, Fahrt ‘drive, journey’ or
Sicht ‘sight’. The types that are recorded in the Leges, more precisely in the Ba-
varian and Lombard laws, frequently “have a relation to a morphological-
semantic base which has become more or less unclear, and have taken on the
character of simplex forms” (Miiller 2016: 1875). These usually occur as deter-
minata within endocentric determinative compounds. The examples (13) to (15)
demonstrate clearly once again how semantic change and reinterpretation are
affecting the lexemes, as is seen in their progression from words of everyday
language into technical terms:

(13) OHG zuht

This noun is based on the strong verb OHG ziohan ‘to move; to raise; to pull’.
The meaning of zuht depends on the context; it stands for ‘move’, ‘raising’, or
‘food’ (Meineke 1994: 331-397). In the Leges, zuht only occurs as a determina-
tum e.g. in heimzuht ‘sudden move towards someone, ambush’, which contains
the noun determinant OHG heim ‘home’’:

Lex Baiuvariorum, IV, 24: Si autem minus fuerint scuta, verumtamen ita per vim iniuste
cincxerit, quod heimzuht vocant, cum XII sold conponat (MGH LL nat. germ. 1,5,2: 332). ‘If,
however, there are fewer men [literally, shields], by whom he is unjustly and forcibly sur-

16 St. Gall, Abbey Library. Cod. Sang. 911.
17 See also the New High German noun Heimsuchung ‘ambush’ (Saar 1999: 247).
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rounded, which they call heimzuht, let him be compensated with twelve solidi’ (Riv-
ers 1977: 133).

(14) OHG runst

Runst is based on the strong verb OHG rinnan ‘to gutter’. Its meaning can be
described as a ‘trickle’, ‘stream’, or ‘flow’. In the Leges, the noun can only be
found as a determinatum e. g. in hovarunst | hoverunst ‘illegal, violent access to
a farmstead’ with the noun determinant OHG hov / hof ‘courtyard, property’ and
in bluotruns(t) ‘bleeding injury’ with the noun determinant OHG bluot ‘blood’
(SchGW, VIII: 23-25; Bulitta and Schmidt-Wiegand 2000: 60; Kluge 2011: 136):

Lex Baiuvariorum, X1, 1: Si quis in curtem alterius per vim contra legem intraverit, quod ho-
verunst vocatur, cum III sold. conponat (MGH LL nat. germ. [,5,2: 396). ‘If anyone enters
another’s courtyard by force contrary to law, [which they call hoverunst], let him com-
pensate with three solidi’ (Rivers 1977: 150).

Lex Baiuvariorum, 1V, 2: Si ei sanguinem fuderit, quod plotruns vocant, solidum I et semi
conponat (MGH LL nat. germ. 1,5,2: 317). ‘If he spills his blood, which they call plotruns,
let him compensate with one and one-half solidi’ (Rivers 1977: 130).

(15) OHG grif(t)

Grif(t) is based on the strong verb OHG grifan ‘to grip’. It means ‘grip; handful’.
Leges compounds in which this noun occurs are e. g. huorgrif(t) / horcrift ‘inde-
cent assault of a woman’ with the noun determinant huor ‘fornication; prosti-
tute’ and anagrif(t) ‘attack’ with the prepositional determinant OHG ana
‘against’ (KFW, IV: 1018, 1383-1385; Graff 1963, IV: 319; Schiitzeichel 2012: 34):

Lex Baiuvariorum, VIII, 3: Si quis propter libidinem liberae manum iniecerit aut virgini seu
uxori alterius, quod Baiuuarii horcrift vocant, cum VI solidis conponat (MGH LL nat. germ.
1,5,2: 355). ‘If anyone lays a hand on a freewoman because of lust, or on a virgin or on an-
other’s wife, which the Bavarians call horcrif[t], let him compensate with six solidi’ (Riv-
ers 1977: 139).

Leges Langobardorum (Rothair’s Edict), 214: Si quis liberam puellam absque consilio paren-
tum aut voluntate duxerit uxorem, conponat, ut supra, anagrift solidos XX et propter faida
alios vigenti (MGH LL IV: 52). ‘He who takes to wife a free girl without the advice and con-
sent of her relatives shall pay twenty solidi as composition for the seizure, as above, and
another twenty solidi to avert the feud’ (Fischer Drew 1973: 93-94).

When examining the patterns of suffixation within the vernacular Leges vo-
cabulary, it is interesting to note that suffixes which are productive in Old High
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German rarely occur in the legal codes. Frequently occurring productive suffixes
such as -lth, -unga and -ida, for instance, are recorded only sporadically:

(16) OHG haiftlich
Lex Alamannorum, IX: Si quis in curtem episcopi armatus contra legem intraverit, quod
Alamanni haistera handi {Bawari haiftlichen} dicunt, 18 solidos conponat (MGH LL nat.
germ. 1,5,1: 76b). ‘If anyone armed enters the courtyard of a bishop contrary to law, [...]
which the Alamans call haistera handi {the Bavarians call haiftlichen}, [let him compen-
sate with eighteen solidi]’ (Rivers 1977: 70).

The adjective is a hapax legomenon within both the Alemannic law and the en-
tire tradition of Old High German (Schmid 1998: 445). It is formed by the Old
High German adjective base haift ‘vehement’ and the suffix -lich, which is one of
the most popular adjective suffixes in German, especially in combination with
substantive and adjective bases (Meineke and Schwerdt 2001: 301). In the text
passage above, action is marked as ‘vehement’, especially when referring to the
level of violence which is used by the actor. There is hardly any difference in
meaning between the base haift and the suffix dervative haiftlich, something
which is often observed in Old High German adjective derivatives with an adjec-
tive base (Splett 2000: 1219).

(17) OHG murdrida

Lex Baiuvariorum, XIX, 2: Si quis liberum occiderit furtivo modo et in flumine eiecerit vel in
talem locum eiecerit, ut cadaver reddere non quiverit, quod Baiuuarii murdrida dicunt,
inprimis cum XL sold conponat eo quod funus ad dignas obsequias reddere non valet (MGH
LL nat. germ. 1,5,2: 455). ‘If anyone Kkills a freeman in a secret manner and throws him into
a river or throws him into such a place that the corpse cannot be recovered, which the Ba-
varians call murdrida, in the first place let him compensate with forty solidi, since he
cannot recover the corpse for a worthy burial’ (Rivers 1977: 167).

Based on the legal context described above, this noun can be described as ‘se-
cret murder’ (Weisweiler and Betz 1974: 75; Tiefenbach 2004: 279). As a common
element in Old High German (Splett 2000: 1218), the suffix -ida is combined with
a verbal base, OHG murd(i)ren ‘to murder’ (KFW VI, 12: 916).

(18) OHG himilzorunga
Lex Baiuvariorum, VIII, 4: Si indumenta super genucula elevaverit, quod himilzorun[ga]
vocant, cum XII solidis conponat (MGH LL nat. germ. 1,5,2: 355). ‘If he lifts her garments
above the knees, which they call himilzorunga, let him compensate with twelve solidi’
(Rivers 1977: 139).

Himilzorunga is an endocentric determinative compound formed by the ele-
ments OHG himil ‘sky, ceiling’ and the suffix derivative zorunga, which is one of
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the earliest records for -unga in German. According to N6tari (2013: 277) “the
morpheme himil can be understood with the help of the German and the Anglo-
Saxon word hama and the Middle High German words ham, heme with the
meaning dress. However, this requires presumption of a hem form in order to
deduce himil from it by the addition of the suffix -ila.”"® Zorunga is based on the
strong verb OHG zeran ‘to tear’. Thus, in referring to the text passage above, the
noun can be described as ‘indecent tearing at a woman’s garments’ (Tiefenbach
2004: 279-280).

The derivatives mentioned above appear primarily in Upper German laws,
the origins of which reach back to the eighth century. They therefore pertain to
the earliest records of the suffixes presented here, which were productive not
only in the Germanic period but, to some extent, also in early Old High German,
even up to contemporary German. Likewise, the suffixes -lich and -ung are used
today to form new signifiers in everyday language as well as to coin technical
terms in languages for special purposes.

6 Conclusion

Compounding and suffixation are highly productive and indispensable patterns
of word formation in the early legal language of the Germanic tribes. Primarily,
they are used to create lexemes that provide compact and condensed infor-
mation pertaining to significant legal facts, such as the criminal offences, which
are negotiated in court, and the injured parties. The complex words contribute
to the expansion of the lexicon in various aspects. Two particular findings have
been investigated in this article, for which, due to lack of space, admittedly only
a few examples could be given: (1) word formation via compounding is used
rather broadly, whereby it not uncommonly produces complex words which
were exclusively identified in the Leges. Additionally, compounds can exhibit
an exclusive semantic relationship between their first and second elements. (2)
In the case of derivation, it may be observed that the Upper German Leges pro-
ductively use the suffix -i(n), whereas this is only found sporadically elsewhere
in Old High German in a number of complex words.

18 The Old High German noun hamo and the Middle High German successor ham, which are
related to the contemporary German Hemd ‘shirt’, belong to Germanic *hama-, *haman- ‘shell,
skin’, which is related to the Indo-European stem *kem- ‘to cover’. OHG himil is likely to be a
part of this word family (https://www.dwds.de/wb/Hemd#et-1, accessed 21 June 2017).
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The systematic investigation of the word formation patterns of all complex
vernacular Leges words remains an endeavour for future research. However,
this will only be possible following a comprehensive inventory of the inserts.

The tradition of the laws of the barbarians contains numerous other seman-
tic, lexical and morphological peculiarities that demand urgent, detailed exam-
ination by historical linguists. Moreover, because the lexemes have spread into
several Germanic and Old High German dialects, they provide a very interesting
corpus that can be used in more intense linguistic analysis, for example for a
phonological and graphemic investigation. Its results would certainly serve to
further enrich our knowledge about historical German grammar.
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Soéren Stumpf
Free usage of German unique components

Corpus linguistics, psycholinguistics and lexicographical
approaches

Abstract: In phraseological research, unique components are words that only
occur within phrasemes (e.g. in jmdn. an den Pranger stellen TO PUT SOMEBODY IN
THE UC [= unique component] (Pranger PILLORY) ‘to pillory somebody’ and im
Handumdrehen N A Uc (Handumdrehen HAND’S TURNING) ‘immediately, in the
twinkling of an eye’. Still, observations of actual language use show that seem-
ingly unique components can also be (re-)used outside of phraseological con-
texts and that they can contribute to the expansion of the lexicon. This paper
deals with this free usage of unique components and focuses on corpus analyti-
cal, psycholinguistic and lexicographical approaches. It addresses questions
about how the free usage of unique components can be ascertained with the
help of corpus linguistics, how this usage can be explained from a psycholin-
guistic perspective and to what extent freely used unique components are re-
corded in German dictionaries. *

1 Introduction

Within phraseological research it seems to be a well-investigated fact that
phrasemes can be the origin of lexical-semantic innovations by functioning as
source units for secondary words and meanings as well as for the respective
formation processes / products (e.g. Haare spalten - Haarspalterei) (cf. Stein
2012: 231-233). This paper deals with a phenomenon which at first sight seems
paradoxical and has not received much attention up to now: Lexical expansion
through unique components.! This seems to be especially paradoxical in view of
the fact that unique components are words which (nowadays) only occur in
formulaic expressions and can therefore, by definition, not be used as autono-
mous lexical units (as in: klipp und klar UC AND CLEAR ‘very clearly’; Fersengeld
geben 10 GIVE UC (Ferse HEEL + Geld MONEY) ‘to escape, to take to one’s heels’; etw.

* T would like to thank Viola Kdmmer for translating this article into English.
1 These elements are also called “unique elements” (Jaki 2014), “bound words” (Soehn 2004,
2006; Trawifiski, Sailer, and Soehn 2005) or “cranberry words” (Richter and Sailer 2003).

3 Open Access. © 2018 Séren Stumpf, published by De Gruyter. [ X202 This work is licensed under the
Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
https://doi.org/10.1515/9783110501933-069
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auf dem Kerbholz haben TO HAVE SOMETHING ON THE UC (Kerbe TALLY + Holz STICK)
‘somebody has committed a crime, to not have a clean record’) (cf. Hacki
Buhofer 1998: 162).% This is why they are often referred to as lexical irregularities
in phraseological research (see Stumpf 2015; in print a; in print b).

Looking at this from the point of view of corpus linguistics, it becomes ap-
parent that many of the words research has previously classified as unique
components can be found not only in phraseological contexts but also increas-
ingly in free contexts (see Stumpf 2014; accepted) such as:

(1) Ein Fettndpfchen war den Méchtigen des Verbandes offenbar genug. Vor Wochenfrist

hatte sich Assistenztrainer Hansi Flick (Foto) verbal vergaloppiert, als er das Rezept gegen
Freistof3e von Portugals Cristiano Ronaldo benannte: “Stahlhelme aufsetzen und grof3
machen.” (Hamburger Morgenpost, 15 June 2012)
[One single blunder was apparently enough for those who have the say in the association.
Before the week was out, assistant coach Hansi Flick (photo) had taken the wrong verbal
track when he called the recipe for dealing with Portugal’s Cristiano Ronaldo’s free kicks:
“putting on steel helmets and making ourselves great.”]

Here, the unique component Fettndpfchen is used as an autonomous unit and is
separated from its phraseological context of ins Fettndpfchen treten / tappen TO
STEP INTO THE UC (Fett FAT + Ndpfchen LITTLE POT) ‘to displease somebody because
of an inconsiderate comment / behavior, to blunder’.

This paper deals with this specific usage of unique components and focuses
on the question in what way and to what extent freely used unique components
can contribute to lexical expansion. Among others, the following questions can
be considered relevant:

1.  What methods could be applied in order to empirically prove the usage of

components outside of phraseology? (section 3)

2. How can it be explained that seemingly unique components defy their

phraseological fixedness? (section 4)

2 Throughout this article, the German phrasemes and their meaning will be translated into
English wherever possible. If the morphemes of a unique component are opaque and occur
only within the scope of phraseological boundedness, no English equivalents can be given. If
the unique component is a compound, the individual constituents of this compound will be
translated. Translated constituents are written in small capital letters; the phraseological
meaning is written in single quotation marks.
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3. How can this usage outside of phraseology and the process of debonding?
unique components be explained from a psycholinguistic point of view?
(section 5)

4,  What are the criteria for categorizing a unique component used outside of
phraseology as an autonomous lexical unit? (as opposed to unique compo-
nents that are occasionally freely used in the sense of phraseological modi-
fications) (section 6)

5. How and to what extent are unique components which have become free
lexemes dealt with in German dictionaries? (section 7)

These questions will be answered empirically with the help of extensive corpus-
based analysis (drawing on the Deutsche Referenzkorpus / DeReKo and the
analysis tool COSMAS-II).* From a theoretical point of view, the concept of se-
mantic decomposability will be used to explain the usage of unique components
outside of phraseology.

2 The current state of research

In previous research unique components have been defined as words that can
only be found in the constituent inventory of phrasemes (e.g. im Brustton der
Uberzeugung WITH THE UC (Brust CHEST + Ton TONE) OF CONVICTION ‘with complete
and utter conviction’ and seit Menschengedenken SINCE UC (Mensch HUMAN +
Gedenken MEMORY) ‘as long as anyone can remember’) (cf. Dobrovol’skij
1989: 57; Fleischer 1997a: 37; Hicki Buhofer 2002a: 429; Cermak 2007: 21 and
Crudu 2016: 113). Unique components are mainly considered phenomena that
prototypically reveal the fixedness of phrasemes (cf. Korhonen 1992: 49 and
Hécki Buhofer 2002b: 129). In many cases they are lexical units which have

3 By using the term “(phraseological) bonding” I refer to the phenomenon that certain words
only occur in formulaic expressions and that they more or less disappear from free language
use. Furthermore, the “process of bonding” (German: Unikalisierung(sprozess)) refers to the
process of a free lexeme becoming phraseologically bound. “(Phraseological) debonding”
indicates the reverse process: Phraseologically bound components are separated from their
formulaic expression and are used as autonomous lexemes of the lexicon again. I have taken
the term from research on (de-)grammaticalization. Here, “debonding” means “a composite
change whereby a bound morpheme in a specific linguistic context becomes a free morpheme”
(Norde 2009: 186). Thus, I adopted the term which is usually used with morphemes and ap-
plied it to lexemes.

4 https://cosmas2.ids-mannheim.de/cosmas2-web/ (accessed 27 March 2017).
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become rare or even obsolete and which can no longer be found in free use but
only in formulaic language. The fossilization of these elements in phrasemes
shows their phraseological boundedness and can be regarded as a sign of the
stabilizing effect of phrasemes (cf. Palm 1997:30). This is the reason why
phrasemes — due to their fixedness — can be considered repositories for archaic
parts of a language.’ Previous attempts at categorization were based on theory
and included various levels of description (structural, semantic, etymological
etc.). Nevertheless, their weak spot lies both in conveying the idea of an easy
distinction between “phraseologically bound” and “non-phraseologically
bound” elements and in compiling an exhaustive and representative list of
phraseologically bound components (see Dobrovol’skij 1978; Feyaerts 1994 and
Dobrovol’skij and Piirainen 1994a, 1994b). Previous classification models pro-
ceed on the assumption that categorization must be dichotomous: Either a
component is phraseologically bound or it is not. However, an attentive observ-
er might see that words which have been classified as unique by research can,
in fact, occur outside of phraseological contexts, as is the case with the follow-
ing three examples taken from the DeReKo:

(2) Der Nationalismus der korsischen Separatisten mit seinem Bombenterror gegen “Uber-
fremdung” und fiir die Abtrennung vom franzésischen Mutterland ist oft nur der Deck-
mantel fiir Korruption und Verbrechen. (Salzburger Nachrichten, 31 October 1992)

[The Corsican separatists’ nationalism with its terror bombing against “foreign infiltra-
tion” and for separation from the French mother country often serves as a pretext for cor-
ruption and crime.]

(3) Man kann ja iiber alles nachdenken und planen, blof3 sollten Luftschldsser ausgeschlos-
sen bleiben. (Niederosterreichische Nachrichten, 15 March 2012)
[Of course it is legitimate to think about everything and anything and make plans, but cas-
tles in the air should be excluded.]

(4) Der “gliicklichste Formulierer” [...] ist der bayerische Ministerprisident Edmund Stoiber
noch nie gewesen. [...] Nun schien wieder so ein Tag eines Stoiber’schen Barendienstes
zu sein. (Rhein-Zeitung, 11 August 2005)
[Bavaria’s premier Edmund Stoiber has never had the “most fortunate turn of phrase”. [...]
And today seemed to be another day of Stoiberian disservice.]

5 However, it should be emphasized that even with unique-components-expressions there can
sometimes be considerable structural variation (as in aussehen / geschmiickt / herausgeputzt /
vorgefiihrt werden wie ein Pfingstochse TO LOOK LIKE / TO BE DECORATED / TO BE PRIMPED UP / TO BE
PRESENTED LIKE A UC (Pfingsten PENTECOST + Ochse 0X) ‘to look like / to be decorated / to be
primped up / to be presented in a grossly overstated way’).
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With such examples, the crucial point is that they contradict the rigid and di-
chotomous definition of unique components by exhibiting the free usage of
exactly those components that had previously been classified as unique. The
observation that some unique components may occur in free usage is not a new
one in unique component research. Hacki Buhofer (2002b: 154) finds that every
lexeme in phrasemes (with unique components) whose meaning can more or
less be derived from its form can also be used as an individual lexeme. Thus,
she concludes that in most cases it is very difficult to draw a clear and reasona-
ble line between uniqueness and non-uniqueness in a synchronous language
system (cf. Hacki Buhofer 2002b: 155).

The problematic initial situation is as follows: On the one hand, there are
the prevailing dichotomous definitions of previous phraseological research and
the ensuing attempts at classification. On the other hand, there are examples
and researchers’ affirmative opinions about a usage outside of phrasemes that
contradict this approach. Thus, the question arises as to how this situation
should be dealt with and in how far this contradiction can be resolved. In my
opinion, this should be done with the help of empirical analysis, as this ap-
proach is the only way to react to the previous, mainly intuitive and theoretical
research into unique components.

3 Corpus analysis of unique components: unique
components as a prototypical category

In order to empirically examine or even disprove a dichotomous distinction
between unique components and free lexemes, corpus analysis would appear to
be a suitable approach. It is only through a systematic and corpus analytical
method that the actual usage of (seemingly) unique components can be ascer-
tained and the essence of this uniqueness be described on an empirical level. It
is this corpus-based method of examination that Steyer (2000: annotation 16)
draws attention to when she writes that even supposedly unique components
and thus, an element’s boundedness to the respective phrase as well as a ‘no-
longer-existence’ outside of the phrase, can be assessed through corpus analy-
sis.®

The empirical section centers around the question as to what extent the el-
ements can be considered phraseologically bound (also see Barz 2007a). The

6 However, this method has rarely been used in previous research on unique components.
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underlying basis for the analysis is the DeReKo, with which it is possible to

search for words in millions of texts and to ascertain and describe their usage

with the help of mass data (cf. Steyer 2004: 94). Using the results from the cor-
pus analysis, the concept of uniqueness can then be drafted.

The evaluation is based on a corpus of 1,909 components presumed to be
unique components. The corpus was compiled with examples taken from previ-
ous unique component research and from the phraseological dictionaries of
Rohrich (2006), Duden (2008), Quasthoff (2010) and Schemann (2011). The re-
sult is a list of phrasemes containing words that one might suppose to be
unique. Within the scope of this corpus analysis, 1,318 components were as-
sessed.

The quantitative analysis consists of the following three steps:

1. Determination of the absolute quantity of unique components: The first
task is to determine the absolute quantity of the single lexemes (e.g. search-
ing for Gdngelband). The result reveals the absolute occurrence of the con-
stituent: At the time of retrieval, Gédngelband can be found 848 times in the
DeReKo. Self-evidently, this set of results contains phraseologically bound
lexemes as well as free realizations.

2. Determination of the unique components’ extra-phraseological usage:
This second step of the procedure centers on how many cases there are
where the unique component is used in a non-phraseological context. In
order to make this free usage more apparent, differentiated queries are used
to exclude cases where the lexeme is used in a phraseological unit. To de-
termine the basic form of a ,unique component®“-idiom, co-occurrence
analysis are conducted in which those words are rendered visible that are
frequently used in combination with the search word and that can therefore
be seen as variants of the same phraseme (e.g. jmdn. am Géngelband fiih-
ren / haben / halten ‘to keep somebody on a leash, to keep somebody tied to
one’s apron strings’ // jmdn. vom Gdngelband befreien / ldsen ‘to let some-
body off the leash, cut somebody loose from one’s apron strings’). The re-
sults show that there are 91 instances where Gdngelband is not used in the
word combinations jmdn. am Géingelband fiihren / haben / halten /| jmdn.
vom Gdngelband befreien / losen. The full text display shows these free re-
alizations; for example:

(5) Dabei wiren viele Firmen in Mittelfranken bereit, Behinderte ihren Fdhigkeiten entspre-
chend einzusetzen, “wenn das Gédngelband der Politik nicht ware”. Es sei schlieilich
“gesellschaftliche Pflicht, etwas fiir die Menschen zu tun, die nicht auf der Sonnenseite
des Lebens stehen.” (Niirnberger Nachrichten, 01 May 2003)
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[Yet many companies in Middle Franconia would be prepared to employ disabled people
according to their abilities, if politics didn’t have them (the companies) on a leash. After
all, it was a social obligation to do something for those who don’t live on the sunny side of
life.]

3. Calculation of phraseological boundedness: In a third and final step the
percentage proportions of instances of free usage are compared with those
of phraseological usage. The word Gdngelband can be found 848 times
(=100%). 91 of these 848 instances occur within an extra-phraseological
context (= approx. 11%). Thus, the component Gédngelband (only) occurs in
phraseological word combinations in about 89% of all instances.

The analysis reveals that these instances are rather heterogeneous with regard
to their phraseological boundedness, which is why the components can be
ranked by the degree of their phraseological boundedness (cf. Stumpf
2015: 479-525). Apart from words that are only used in formulaic contexts (e.g.
Schnippchen in jmdm. ein Schnippchen schlagen ‘to trick / outwit somebody’),
corpus analysis also brings to light those lexemes that are (phraseologically)
bound only to a lesser extent (e.g. Gardinenpredigt in jmdm. eine Gardinen-
predigt halten TO GIVE SOMEBODY A UC (Gardine CURTAIN + Predigt SERMON) ‘to give
somebody a lecture’). However, the most interesting aspect is that there are
many words located in the “intermediate zone” between these two points (e.g.
Schokoladenseite CHOCOLATE + SIDE and Armutszeugnis POVERTY + CERTIFICATE).
From a corpus analytical point of view, there is a gradual distribution ranging
from strongly phraseological to almost non-phraseological constituents. The
empirical approach disproves the prevailing dichotomy of previous research: A
component is not “either — or” but “more or less” phraseologically bound.
Therefore the dichotomous division of unique components and free lexemes has
to be relativized and replaced by a more dynamic concept.

Unique components embody a prototypical category, which can be visual-
ized by a center-periphery model (see Figure 1).” Lexemes which possess a
strong phraseological boundedness (e.g. Kieker) can be regarded as prototypical
representatives of the whole category and are thus located in the center as op-
posed to lexemes that possess a weaker phraseological boundedness (e.g.
Zwickmiihle DOUBLE + MILL ‘quandary’, Denkzettel THINK + NOTE / REMINDER ‘a les-
son taught’ and Irrweg ERRING + PATH ‘wrong track’). Outside of the peripheral

7 Cf. also Holzinger (2013: 64), who refers to this as a continuum.
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bounds there are those lexemes that are not bound to a formulaic context (e.g.
Garage ‘garage’).
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Fig. 1: The center-periphery model of unique components

4 Semantic decomposability as a determining
factor of free usage

Given the relative boundedness of unique components, the question arises as to
what kind of factors lead to the free usage of unique components. In fact, the
semantic decomposability / analyzability® of the idioms which contain unique
components plays a decisive role. It is the principle of compositionality that can
be considered the basis of the theory of semantic decomposability (see Frege
1923) as it claims that the meaning of a complex expression is determined by the
meanings and the composition of its parts (cf. Rabanus et al. 2008: 28):

Contrary to the traditional view that idioms are non-compositional, many idiomatic
phrases appear to be decomposable or analyzable with the meaning of their parts contrib-
uting independently to their overall figurative meanings [...]. (Gibbs 1990: 422)

8 See Gibbs and Nayak (1989); Gibbs, Nayak, and Cutting (1989); Gibbs et al. (1989) and Gibbs
(1990). In German “semantically decomposable / analyzable phrasemes” are known as seman-
tisch teilbare Idiome (cf. Dobrovol’skij 1997: 23-27).
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In the case of phraseological word combinations, semantic decomposability is
closely connected to a parallelism in the segmentation of the lexical and seman-
tic structure of an idiom and, thus, also to the semantic status of the single
components (cf. Dobrovol’skij and Piirainen 2009: 46). Semantic decomposabil-
ity applies to those idioms whose constituents or constituent groups can act as
relatively autonomous units that carry meaning, as is the case with the idiom
(leeres) Stroh dreschen, in which the phraseological component Stroh could
stand for ‘dummes, inhaltsloses Zeug’ (Engl.: ‘stupid, meaningless stuff’) (cf.
Dobrovol’skij 1988: 131-132):

Tab. 1: Semantic decomposability of (leeres) Stroh dreschen

(leeres) Stroh dreschen
‘dummes, inhaltsloses Zeug reden’
(EMPTY) STRAW TO THRESH
‘stupid, meaningless stuff to talk’

The dissolution of uniqueness caused by semantic decomposability is also em-
phasized in the research:

Da die Konstituenten der sekunddr motivierten, semantisch teilbaren Phraseologismen
eine selbststindige Bedeutung haben, tendieren sie besonders zur Autonomisierung [...].
Die semantische Teilbarkeit der Phraseologismen ist demzufolge [...] eine Voraussetzung
fiir das Auftreten neuer Sememe bei einem Wort, die einem Phraseologismus entsprungen
sind. (Féldes and Gyorke 1988: 105; see also Foldes 1988: 71 and Ptashnyk 2005: 92-93)
[As the constituents of the secondarily motivated, semantically decomposable phrasemes
possess an independent meaning, they are prone to autonomization [...]. Thus, the seman-
tic decomposability of the phrasemes is [...] a premise for the occurrence of new sememes
which stem from a phraseme.]

I then subjected this assumption, which has previously only been illustrated
with the help of a few examples, to empirical analysis. 153 expressions, taken
from the list of “living” unique-components-idioms compiled by Dobrovol’skij
and Piirainen (1994a, 1994b), were examined with regard to their semantic de-
composability. Here, the central question is how the semantic decomposability
of a unique component is linked to its phraseological boundedness.

In order to determine decomposability, I included not only the comparison
between the structure of an idiom and the structure of its semantic equivalent
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but also an analysis of syntactic transformations® such as 1) “relative clause”
transformation, 2) “interrogative sentence” transformation and 3) the possibility
of replacing the unique component with a demonstrative pronoun (Dobro-
vol’skij 2004: 67):

(6) Die gestern an den Tag gelegte Geschlossenheit ldsst daher an die disziplinarische Gardi-
nenpredigt denken, die Parteiprasident Fulvio Pelli seinen Delegierten vor zwei Monaten
in Rapperswil hielt. (Die Siidostschweiz, 14 March 2008)
[The unity that was displayed yesterday reminds us of the disciplinary lecture the party’s
president Fulvio Pelli gave his delegates two months ago in Rapperswil.]

(7) Ach Valentin, héttest Du je gedacht, welch grofie Werbetrommel in Deinem Namen einst
geriihrt werden wiirde? (Braunschweiger Zeitung, 14 February 2008)
[Oh, Valentine, would you ever have thought that so much would be drummed up in your
name one day?]

(8) Der nationale Verband verhehlt nicht, dass er an die Unschuld seiner prominentesten
Athletin glaubt und ihr durchaus dieses Hintertiirchen offen halten wird. (Niirnberger
Nachrichten, 14 December 2009)

[The national association makes no secret of the fact that it believes its most prominent
female athlete to be innocent and that it will keep this loophole open for her.]

Overall, 59 (39%) out of 153 unique-component-idioms are semantically decom-
posable (e.g. jmdm. eine Standpauke halten TO GIVE SOMEBODY A UC (Stand STAND-
ING + Pauke KETTLEDRUM) ‘to give somebody a (real) dressing-down’). Figure 2
illustrates the relationship between semantic decomposability and the degree of
phraseological boundedness of the respective unique-component-idioms.

As can be seen from the overview, there seems to be a connection between
semantic decomposability and phraseological boundedness. The empirical
analysis shows that the number of semantically decomposable unique-
component-idioms decreases with the increase of phraseological boundedness.
Semantically decomposable unique components are usually less phraseologi-
cally bound because they possess a certain meaning of their own, which allows
them to be used outside of the phraseme. For example, 90% of the unique com-
ponents which have a phraseological boundedness of 0-29% are semantically
decomposable. Conversely, about 6% of the unique components that occur
almost only in phrasemes (those that are phraseologically bound in 96% of all
cases) possess semantic decomposability. Thus, semantic decomposability de-
creases with increasing phraseological boundedness.

9 Transformation tests provide proof of decomposability by giving the component a referential
status and, thus, an autonomous meaning (cf. Dobrovol’skij 2000: 118).
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Fig. 2: Quantitative distribution of semantic decomposability of unique components

It can therefore be concluded that the most important feature for the process of
autonomization is semantic decomposability, through which phraseological
meaning can be allocated to the single constituents (cf. Barz 2007a: 16). In this
way, the unique components gain morphosyntactic autonomy and develop
semantic-associative potency (cf. Fleischer 1997a: 240).”° Semantic decomposa-
bility leads to a free usage of the unique components with a phraseologically
motivated meaning (cf. Barz 2007b: 33).

10 This morphosyntactic autonomy also becomes apparent in forms of use usually reserved for
free words. In the following text, for example, the (unique) substantival component of the
phraseme Luftschlosser bauen TO BUILD UC (Luft AIR + SchlOsser CASTLES) ‘to make unrealistic
plans’ is used in the singular form and with the function of a genitive attribute: Auch der
Einsturz des Luftschlosses “Einkaufszentrum” wird in Lampertheim kein grofles Bedauern
ausldsen. (Mannheimer Morgen, 20 December 2000).
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5 Psycholinguistic reflections on the free usage
of unique components

The free usage of unique components can also be explained using psycholin-
guistic evidence. Here, it is especially research in the field of language pro-
cessing that draws attention to the important relationship between phrasemes
and lexemes and between phrasemes and free syntagmata: Although
phrasemes — like words — are represented mentally as units, they are not neces-
sarily treated as connected units by the speaker or hearer (cf. Burger, Hacki
Buhofer, and Sialm 1982: 187), but are subject to the mechanisms governing the
usage of free syntagmata (cf. Barz 2007a: 9). From a psycholinguistic point of
view, phraseological variants are clues which suggest that phrasemes are not
necessarily stored as complete and solid units but that they might be cognitive
units, brought into being through certain production processes (cf. Hacki
Buhofer 1999: 71). Through this variability, the syntactical-semantical unit of
the phraseme is broken down, which — at least to some extent — makes it seem
like a structured unit that is composed of autonomous parts (cf. Sabban
1998: 108). Unique-components-idioms, too, are processed as semantically (rel-
atively) autonomous entities in the mental lexicon (cf. Dobrovol’skij 1995: 24).
Although the speaker stores them as a whole, he is also capable of understand-
ing their single constituents as autonomous words with a specific meaning.
According to this assumption, the relevant unique-components-idioms are per-
ceived as lexical units produced in line with the rules of semantic composition
(cf. Dobrovol’skij 1995: 25), which benefits their autonomization and, thus, also
their usage outside of phraseology.

Often speakers are not aware of the phraseological boundedness of the sin-
gle constituents. Burger (2015: 92) points out that test subjects are able to visual-
ize certain unique components (e.g. Hungertuch HUNGER + CLOTH, Kerbholz TALLY
+ stick and Maulaffen MOUTH + MONKEYS) and are even capable of indicating fea-
tures associated with these words." From a cognitivist perspective, the “necrot-
ic” character of unique components, which also calls into question whether
these elements, because of their lack of meaning, can still be called words, has
to be strongly relativized. Cognitive tests show that — despite their phraseologi-
cal isolation — meaning can be attributed to the unique components (cf. Dobro-
vol’skij and Piirainen 1994h: 449). It can therefore be noted — as Hallsteinsdottir
(2001: 278) puts it:

11 Cf. also Burger (1973: 27).
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Eine unikale Komponente wird isoliert nicht als bedeutungslos angesehen, sondern ihr
wird eine Bedeutung zugeordnet, die als die wortliche Bedeutung aufgefasst wird. Auch
wenn die etymologisch korrekte Bedeutung nicht bekannt ist, konnen Sprecher bei unika-
len Komponenten — durch eine Quasimotivierung [...] — eine wortliche Bedeutung konstru-
ieren.

[Taken by itself, a unique component is not regarded as meaningless, but is attributed a
meaning that is considered literal. Even if the etymologically correct meaning is unknown,
speakers can construct unique components’ literal meanings through a quasimotivation.]

Regarding the free use of unique components, the process of phraseological
bonding as well as the reverse process have to be brought into focus. The bond-
ing can be seen as a kind of terminal point through which phraseologically
bound components lose their status of autonomous elements in the lexicon (cf.
Fleischer 1997h: 12). However, corpus analysis also proves the reverse case to be
true: Through both an elliptic formation of meaning (see section 6) and through
“cognitive processes of re-motivation” (Hacki Buhofer 2002a: 432) phraseologi-
cally bound constituents can regain their status as autonomous semantic ele-
ments in the lexicon. Thus, the terminal point of the bonding process can be
overcome and unique components can once more gain a meaning (even if it is
probably a slightly different one) (cf. Hacki Buhofer 2002a: 432f).

According to Hécki Buhofer (2002a: 432), the benefit of a cognitivist per-
spective lies in the fact that it enables us to describe and explain why unique
components can be taken out of their phraseological boundedness and why
they can be used freely with a (re-)motivated meaning. Speakers possess a
strong cognitive tendency to attribute meaning to constituents which could
stem from correct as well as incorrect knowledge (from the point of view of his-
torical linguistics) or from synchronic and contemporary processes of motiva-
tion (cf. Hacki Buhofer 2002b: 156). According to Hacki Buhofer’s (2002b: 135)
understanding of the psycholinguistic perspective and psycholinguistic find-
ings, the concept of uniqueness is a contradiction per se and would therefore
lose its legitimization almost completely.

6 Freely used unique components as a
contribution to the expansion of the lexicon

The question arises as to what kind of (lexical) status can be ascribed to unique
components: Primarily, this is about the connection between phraseology and
word formation, which is especially characterized by the fact that the formation
potential in both word formation and phraseology are a source of lexical-
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semantic innovations (cf. Stein 2012: 230). Phrasemes can function as source
units for secondary / derivative words and meanings as well as for the respec-
tive formation processes and products (cf. Barz 2007a: 8). In the case of unique
components, so-called “de-phraseological derivation” plays the essential role in
their autonomization. Foldes (1988: 69) describes de-phraseological derivation
as the development of word formations on the basis of a phraseme. This pro-
cess, which takes place when unique components autonomize, can be defined
as “elliptical meaning formation” (cf. Stein 2012: 235).

Tab. 2: Sitzfleisch (phraseological boundedness 35%)

kein Sitzfleisch haben
‘keine Ausdauer haben’
NO SITTING + MEAT TO HAVE
‘no stamina to have’

As Barz (2007a: 13) points out, this phraseological meaning formation is based
on the principle of elliptical language use. According to this principle, parts of a
complex expression can be left out if the communication partners share a suffi-
cient amount of foreknowledge (cf. Fritz 2006: 51). Thus, the left-out expres-
sions are a form of content which is not included in the verbal expression but
which has to be mentally added (cf. von Polenz 2008: 302). Unique components
that are freely used can therefore contribute to the expansion of the lexicon
while they take on the meaning of the phraseme they are taken from (cf. Barz
2007a: 7). Foldes (1988: 71) already draws attention to this special variety of
lexical expansion by emphasizing that the extracted element gains formal-
syntactical autonomy and absorbs the semantics of the whole construction. This
“absorption” of the phraseme’s meaning is seen clearly in the following exam-
ples:?

(9) Strapazierfdhiges Sitzfleisch ist neben guter Kondition wichtig, wenn 35 Mitglieder des
RV Wanderlust Beddingen am Montag, 17. Juli, sich auf den Weg zum Bundestreffen in
Kiel machen. Vor den Radsportlern liegen 375 Kilometer, die an sechs Tagen auf den
Zweirddern bewaltigt werden miissen. (Braunschweiger Zeitung, 13 July 2006)

12 The individual meaning specifications are taken from Duden (2013).
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[Besides being in good shape, iron stamina / a resilient butt will be important for the 35
members of the RV Wanderlust Beddingen who will start out for their national meeting in
Kiel on Monday, 17" July. The cyclists will have to tackle 375 kilometres in six days.]

Tab. 3: Kohldampf (phraseological boundedness 57%)

Kohldampf schieben
‘(grofBen) Hunger haben’
CABBAGE + STEAM TO SHOVE
‘(ravenous) hunger to have’

(10) Méchtiger Kohldampf muf3 einen jungen Mann in Berlin verleitet haben, den Ausdruck
Schnellimbif} zu wortlich zu nehmen. (Rhein-Zeitung, 28 January 1998)
[Ravenous hunger must have driven the young man in Berlin to take the expression fast
food restaurant literally.]

Tab. 4: Daumenschraube(n) (phraseological boundedness 72%)

die Daumenschrauben anziehen
‘den Druck erhéhen’
‘(mehr) Zwang ausiiben’
THE THUMB + SCREWS TO TIGHTEN
‘the pressure toincrease’
‘(more) coercion to exercise’

(11) Auch Groflbritannien und Frankreich, die im UN-Sicherheitsrat wie die USA, Russland
und China ein Vetorecht haben, forderten weitere Daumenschrauben fiir die Fiihrung in
Teheran. (Hannoversche Allgemeine, 05 December 2007)

[Great Britain and France, who - like the US, Russia and China - have the right of veto in
the UN Security Council, demanded that further pressure be put on the leadership in Te-
heran.]

In the examples quoted, Sitzfleisch has the meaning of ‘Ausdauer / Durchhalte-
vermogen’ (Engl.: ‘stamina / perseverance / endurance’), Kohldampf means
‘(grofer) Hunger’ (Engl.: ‘(ravenous) hunger’) and Daumenschrauben means
‘Druck / Zwang / Sanktionen’ (Engl.: ‘pressure / coercion / sanctions’). As a
result of the constituents’ separation from their phraseological context, there
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exists a free usage which is motivated by the phraseological meaning (cf. Hacki
Buhofer 2002b: 135). In the case of unique components, a new — since the item
was no longer part of current usage outside of the phraseme — lexeme can de-
velop in this way (cf. Barz 2007a: 14 and Hécki Buhofer 2002b: 155).

In the case of elliptical meaning formation on a phraseological basis, Barz
(2007b: 33) comes to the conclusion that, compared to meaning formation on
the basis of word formation, it does not lead to the expansion of the lexicon that
frequently, as most instances of a free use of unique components are occasional
in nature. My own corpus analysis, however, illustrates that freely used unique
components can by no means be reduced to occasional modifications. Some
unique components contribute to lexical expansion because they have under-
gone the process of lexicalization completely and are thus available to the
speaker as free lexemes with a distinct meaning. The crucial question is when a
unique component that is used outside of phraseological contexts gains the
status of an autonomous lexeme. For this purpose, the quantitative analysis of
the degree of phraseological boundedness conducted in the present paper can
be extremely helpful. In my opinion, unique components which are semantical-
ly decomposable and also freely used in more than 50% of all cases cannot be
denied a certain meaning of their own and, thus, they can also not be denied
the status of a lexeme (e.g. Denkzettel THINKING + NOTE / REMINDER and Krokodils-
trdine(n) CROCODILE + TEAR(S)).

7 Inclusion of debonded words in the online
Duden

Needless to say, for lexicography the previously illustrated process of debond-
ing involves the inclusion of the relevant elements in the dictionary. As part of
the present paper, the inclusion of 81 unique components, which range from a
low to a high degree of phraseological boundedness, will be further examined.
As can be seen from the online Duden,” although more and more of the freely
used unique components have their own entries in the dictionary, the lemmati-
zation does not seem to take place systematically. Table 5 shows a summarized
segment of this analysis:

13 http://www.duden.de/ (accessed 27 March 2017).
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Tab. 5: Inclusion of the debonded words in Duden online

Boundedness Component Meaning specification in Duden online
10% Gardinenpredigt ‘Vorhaltungen in strafendem Ton, durch die jemand
(CURTAIN + SERMON) seine Verdrgerung zu erkennen gibt’
‘Remonstrances in a punitive tone, that display
somebody’s annoyance’
11% Armutszeugnis
(POVERTY + CERTIFICATE)
23% Extrawurst
(EXTRA + SAUSAGE)
26% Luftschloss ‘etwas Erwiinschtes, was sich jemand in seiner Fanta-
(AIR + PALACE) sie ausmalt, was aber nicht zu realisieren ist’
‘something wished for that somebody pictures in
his / her imagination but that cannot be realized’
35% Sitzfleisch (umgangssprachlich scherzhaft) ‘[mit geistiger Trag-
(SITTING + MEAT) heit verbundene] Ausdauer bei einer sitzenden Tatig-
keit’
(colloquially jocular) ‘stamina in a sendentary occu-
pation [often associated with mental sluggishness]’
46% Denkzettel ‘exemplarische Strafe oder als Warnung angesehene
(THINKING + NOTE / RE- unangenehme Erfahrung’
MINDER) ‘Exemplary punishment or unpleasant experience that
is seen as a warning’
57% Kohldampf ‘starkes Hungergefiihl; grofler Hunger, von dem
(CABBAGE + STEAM) jemand befallen ist’
‘Ravenous hunger; somebody is ravenously hungry’
66% Fettndpfchen
(FAT + LITTLE POT)
72% Daumenschraube
(THUMB + SCREW)
78% Zwickmiihle (umgangssprachlich) ‘schwierige, verzwickte Lage,
(DOUBLE + MILL) aus der es keinen Ausweg zu geben scheint’
(colloquial) ‘difficult, precarious situation / dilemma
in which there seems to be no way out’
82% Bdrendienst

(BEAR + SERVICE)




84 —— Soren Stumpf

Boundedness Component Meaning specification in Duden online

83% Schattendasein ‘Zustand geringer Bedeutung, weitgehender Verges-
(SHADOW + EXISTENCE) senheit’
‘status of little (social) importance, obscurity’

The table demonstrates that debonded lemmata can be found in the online
Duden, for example Schattendasein with a phraseological boundedness of 83%
and the meaning of ‘Zustand geringer Bedeutung, weitgehender Vergessenheit’
(Engl.: ‘status of little (social) importance, obscurity’)* or Luftschloss which
means ‘etwas Erwiinschtes, was sich jemand in seiner Fantasie ausmalt, was
aber nicht zu realisieren ist’ (Engl.: ‘something wished for that somebody pic-
tures in his / her imagination but cannot be realized’)" and possesses a phraseo-
logical boundedness of 26%. By way of contrast, there are no entries for the
words Bdrendienst (82%) and Extrawurst (23%), which could be attributed a
certain autonomy due to their gradual phraseological boundedness (similar to
Schattendasein and Luftschloss) and their semantic decomposability. Thus, it
seems to be rather inconsistent to have a separate dictionary entry for a strongly
(phraseologically) bound word like Schattendasein while at the same time leav-
ing out a word with a very weak phraseological boundedness like Armutszeugnis
(11%). There is reason to assume that the lemmatization of freely used unique
components is not based on empirical research.

Yet, the unique components which possess no further specification in Ta-
ble 5 could very easily be given a meaning specification on the basis of their
phraseologically motivated semantics. Armutszeugnis could be paraphrased
with ‘Beweis fiir jmds. Unfdhigkeit / Unvermégen’ (Engl.: ‘proof of sb.’s incom-
petence / inability’), Extrawurst with ‘ein Extrawunsch, eine bevorzugte
Behandlung’ (Engl.: ‘a (granted) additional wish, preferential treatment’), Fett-
ndpfchen with ‘ungeschicktes / unbedachtes / unkluges Verhalten / Fauxpas’
(Engl.: ‘clumsy / inconsiderate / ill-advised behavior / faux pas’), Dau-
menschraube(n) with ‘starker Druck / Zwang (der auf eine Regierung o.4. aus-
geiibt wird) / Sanktionen’ (Engl.: ‘strong pressure (put on sh. (e.g. the govern-
ment)) / sanctions’) and Bdrendienst could be paraphrased with ‘eine gute
Absicht, die jedoch jemand anderem schadet’ (Engl.: ‘a good intention that
nevertheless harms somebody’).

14 http://www.duden.de/rechtschreibung/Schattendasein (accessed 27 March 2017).
15 http://www.duden.de/rechtschreibung/Luftschloss (accessed 27 March 2017).
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8 Summary and perspectives

As corpus analysis shows, the category of unique components is a prototypical
one. A word is not “either — or” but “more or less” phraseologically bound. This
is why unique components can occur as or develop into autonomous and free
lexemes, despite their apparent phraseological boundedness. In doing so, they
acquire an independent, phraseme-motivated meaning, which is derived from
their semantic decomposability.

The free usage of unique components can also be explained from a psycho-
linguistic perspective. Unique-components-phrasemes are processed as (more
or less) semantically autonomous entities in the mental lexicon. Although
speakers store these fixed expressions as a whole, they are capable of under-
standing their single constituents as autonomous words with specific meanings.

Thus, the process of phraseological bonding is not a unidirectional one. In
actual language use, several debonding processes can be ascertained. Unique
components can therefore contribute to the expansion of the lexicon as words
that were seemingly restricted to a phraseological context can now again be
used independently. From a lexicographical point of view, debonded words
should find their way into the dictionaries.

For future research, it might be interesting to trace the debonding processes
of single unique components diachronically and to determine further influential
factors that promote the separation from the respective phrasemes. The motiva-
tion of the unique components undoubtedly plays a decisive role here. Within
the scope of this corpus analysis, the words that occurred frequently in free
usage were almost always compound words whose structure could be described
as being relatively transparent (e.g. Deckmantel PROTECTING + COAT, Lebensnerv
LIFE + NERVE or Schokoladenseite CHOCOLATE + SIDE):

Die grosse Zahl der zusammengesetzten Worter mit unikalen Elementen bietet von der Zu-
sammensetzung her oft Anhaltspunkte fiir eine Motivation (die keine Remotivation im
sprachgeschichtlichen Sinn ist), aber eine Aufteilung der phraseologischen Bedeutung
auf die verschiedenen Komponenten einschliesslich der ,unikalen‘ erlaubt. (Hicki Bu-
hofer 2002b: 155)

[From the point of view of their composition, the huge number of compound words with
unique elements can often be an indication of a motivation (which is not a remotivation in
the historical linguistics sense), but which permits an allocation of the phraseological
meaning to the different components, including the ‘unique’ ones.]

The free usage of phraseologically bound word formations is therefore facilitat-
ed by the fact that they are composed of commonly used elements and accord-
ing to regular word formation rules (e.g. Lauf-feuer RUNNING + FIRE, Hinter-hand
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BEHIND + HAND, Tanz-bein DANCING + LEG) (cf. Hidcki Buhofer 1998: 168,
2002hb: 134). Thus, they can be motivated more easily than (for example) unique
components whose morphemes only occur within the scope of phraseological
boundedness such as in klipp, Tapet or Kieker.
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The phonetics of newly derived words:
Testing the effect of morphological
segmentability on affix duration

Abstract: Newly derived morphologically complex words have played a promi-
nent role in research on morphological productivity and lexical innovation (e.g.
Baayen 1989, 1996; Plag 1999; Miihleisen 2010). Most of the attention concerning
the properties of such words has been devoted to their phonological, morpholog-
ical, semantic and syntactic properties (see, for example, Bauer et al. 2013 for
such analyses). This paper takes a look at the phonetic properties of affixed
words, testing Hay’s (2003) ‘segmentability hypothesis’, according to which
newly derived words are expected to show less phonetic integration, hence less
phonetic reduction, of the affix involved than established forms. This hypothesis
is based on the idea that morphological segmentability negatively correlates with
phonological integration. To date there is only one study that clearly confirmed
the segmentability hypothesis (i.e. Hay 2007), while other studies have failed to
replicate the effect (see Hanique and Ernestus 2012 for an overview). The present
study investigates the issue with data from the Switchboard corpus for five affixes
of English: un-, locative in-, negative in-, dis- and adverbial -ly. Using different
measures of morphological segmentability, we demonstrate that the durations of
the two prefixes un- and dis- (unlike the durations of in- and -ly) largely support
the segmentability hypothesis. With un- and dis- prefixed words, prefixes that are
more easily segmentable have longer durations. *
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1 Introduction

Neologisms and rare words have played a prominent role in research on morpho-
logical productivity (e.g. Baayen 1989, 1996; Plag 1999; Miihleisen 2010). Most of
the attention concerning the properties of such lexical innovations has been de-
voted to their phonological, morphological, semantic and syntactic properties.
For example, Plag (1999) provides a detailed analysis of the complex phonologi-
cal alternations observable with 20th century neologisms in -ize, -ify and -ate.
Work on morphological properties has been devoted, among other things, to pos-
sible and impossible affix combinations (e.g. Hay and Plag 2004; Plag and
Baayen 2009). The semantics and syntax of newly derived words has been inves-
tigated, for instance, in Plag (1998), Barker (1998), Miihleisen (2010) and Schulte
(2015). Bauer, Lieber, and Plag (2013) provide analyses at all four levels of de-
scription of a plethora of productive derivational processes in English.

Recently, another level of description has come under the radar of morphol-
ogists, phonetics (see, for example, Hanique and Ernestus 2012; Plag 2014 for
overviews). There is some work that shows that, at least for some morphological
categories, phonetic detail can tell us something about the morphological struc-
ture of a word. Morphologically complex words are often phonetically reduced
(or otherwise phonetically variable) as compared to their citation forms (e.g.
Pluymaekers, Ernestus, and Baayen 2005). And bases of complex words are pho-
netically different from the same form pronounced as a free morpheme outside
the derived word in question (Kemps et al. 2005a, 2005b; Blazej and Cohen-Gold-
berg 2015). The extent and nature of such phonetic variability and its theoretical
significance are still largely unclear, but it seems that phonetic detail may also
be relevant for the question of how newly derived words and established words
may differ.

Consider the word government. Itis mostly pronounced [gavment] or
[gavemant], not [gavernmant]. This phonological opacity goes together with se-
mantic opacity: government does not primarily denote ‘action of VERBing’ (as is
standardly the case with -ment derivatives), but rather denotes the people who
govern, or, more generally, ‘political authorities’. Other pertinent cases are rest-
less and exactly, which are words that are often pronounced without a /t/. It has
been suggested (e.g. by Hay 2003) that such cases of phonological opacity may
not be idiosyncratic, but reflect different degrees of morphological segmenta-
bilty, which in turn is influenced by the frequential properties of base and deriv-
ative (Hay 2001, 2003). Government is far more frequent than its base govern and
is therefore less easily segmented than, for example, enjoyment, whose base is far
more frequent than its derivative (see Plag 2003: Chapter 4 for an introduction to
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the notion of morphological segmentability). Similarly, exactly is far more fre-
quent than its base and easily loses its /t/, while, for example, abstractly is much
less frequent than its base and is unlikely to occur without its base-final /t/.

Phonetic variability may affect not only bases but also affixes. For example,
Hay (2007) finds that the vowel of the prefix un- may be realized as a full vowel,
as a schwa, or even be completely absent in running speech. The prefix may be
realized with variable acoustic duration (measured in milliseconds) within and
across speakers, and across different derivatives, even at the same speech rate.
Hay (2001, 2003) demonstrates that this kind of phonetic variation is not random,
and her results suggest that factors facilitating morphological decomposition
(e.g. boundary-like phonotactics or low frequency of the derived form relative to
the base) lead to phonetically longer pronunciations. In other words, according
to Hay (2002, 2003), the degree of phonetic reduction is at least partially deter-
mined by the degree of morphological segmentability of the word in question. We
will call this the ‘segmentability hypothesis’.

Newly derived words are usually easily decomposable! since, crucially, this
allows the hearer to access the constituent morphemes and compute the meaning
of the word unknown to him / her on the basis of the individual morphemes
(and / or the pertinent word-formation rule). It can thus be predicted that a newly
derived word, or the affix that derives it, is phonetically less reduced than the
same affix in an established form which is less easily decomposed. It is, however,
very difficult to analyze the phonetic properties of newly derived words for two
reasons. First, one does not know whether a given word that a given speaker uses
is new to this speaker, even if it is new for other speakers. Second, in order to
observe phonetic reduction, words should be observed in their natural context,
i.e. in natural conversational speech (Tucker and Ernestus 2016). Unfortunately,
existing speech corpora are usually rather small, and new coinages are rather
rare events. Whether affixes in newly derived words are less reduced can, how-
ever, be indirectly tested by examining the effects of segmentability on all words.
If there is a general effect of segmentability in the predicted direction, newly de-
rived words will show the largest effects, as they are at the end of the segmenta-
bility scale.

The present paper tests the segmentability hypothesis with data from the
Switchboard corpus (Godfrey and Holliman 1997) for five affixes of English: un-,
negative in-, locative in-, dis- and adverbial -ly. Different measures of morpholog-

1 We use the term ‘decomposable’ when we refer to words, and the term ‘segmentable’ when we
refer to affixes.
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ical segmentability are investigated, and the results demonstrate that the dura-
tions of the prefixes un- and dis- largely support the segmentability hypothesis.
With un- and dis- prefixed words, prefixes that are more easily segmentable have
longer durations. This is indirect evidence that newly derived words, which nec-
essarily rely on morphological decomposition, may have phonetic properties dif-
ferent from those of established forms. The suffixed words and the words derived
with in-, as collected in our data set, do not show this effect, however, which
raises interesting new research questions.

2 Phonetic implementation and morphological
segmentability

As mentioned in the introduction, it has been claimed (e.g. by Hay 2003) that
phonetic reduction in morphologically complex words reflects the degree of mor-
phological segmentability. We have labeled this the ‘segmentability hypothesis’.
If true, this means that new morphologically derived words should show less
phonetic reduction than existing words. This is due to the fact that neologisms
derived by affixation need to be morphologically decomposed in order to allow
the listener to come up with an interpretation of the new word, based on the
meaning of the affix, the meaning of the base, and the context.

Hay (2007) presents evidence from English words derived with the prefix
un- that such a reduction effect can indeed be found. In that study, relative fre-
quency is used as a measure of segmentability. This measure is computed as the
ratio of the frequency of the derivative and the frequency of the base. The ra-
tionale behind this ratio builds on dual route models of lexical storage and
access, i.e. whole word vs. decomposed. Complex words with a high frequency of
the derivatives vis-a-vis a low frequency of the base will have a very strong repre-
sentation of the derived word in the mental lexicon, as against a rather weak rep-
resentation of the base. This will lead to a whole-word bias in lexical processing.
Conversely, having a derivative with low frequency and a corresponding base
with a high frequency, this will support morphological decomposition since the
base representation is strong, and the representation of the derivative is weak. In
the extreme case of neologisms, there is no representation of the derived word
yet, and decomposition is the only possibility.

Hay (2007) finds an effect of relative frequency, such that un- words that have
a lower relative frequency (and thus are more easily segmented) show longer pre-
fix durations. One problem with Hay’s result is that many studies have failed to
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replicate the effect of relative frequency or of other measures of segmentability
on durational properties of complex words. Apart from relative frequency, se-
mantic and structural measures have been used to test the segmentability hy-
pothesis. Semantic measures use some operationalized notion of semantic trans-
parency. The more semantically transparent a derivative, the more easily it can
be segmented. Measures of semantic transparency are standardly gathered
through rating experiments with ordinary language users, or, alternatively,
through ratings by trained experts. Structural measures make recourse to struc-
tural distinctions based on boundary strength (e.g. phrase-boundary vs. word
boundary vs. affix boundary), types of bases (e.g. phrases vs. words vs. roots), or
prosodic domains (phrase boundary vs. word boundary vs. foot boundary vs. syl-
lable boundary).

Research on the acoustic correlates of segmentability is still scarce, and is not
exclusively limited to features that encode reduction. Table 1 summarizes various
pertinent studies and their results, ordered by the columns ‘Effect found’ and
‘Predictor’.

Tab. 1: Overview of pertinent studies

Author Language Affix Dependent variable Predictor Effect

found
Sproat and Fuji-  English coda /l/ velarization boundary yes
mura 1993; Lee- strength

Kim, Davidson,
and Hwang 2013

Ben Hedia and English un-,nega-  duration of prefixal boundary yes
Plag 2017 tive in-, loc- nasal strength
ative in-,
negative
Smith, Baker, English dis-, mis- duration boundary yes
and Hawkins strength
2012
Plag, Homann, English -S duration boundary yes
and Kunter 2017 strength
Hay 2003 English -ly duration relative fre-  yes
quency
Hay 2007 English un- duration relative fre-  yes
quency
Pluymakers et al. Dutch -igheid duration boundary no

2011 strength
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Author Language Affix Dependent variable Predictor Effect

found
Biirki etal. 2011 French re- presence / absence of boundary no

schwa strength rat-
ings

Schuppleretal. Dutch -t presence / absence relative fre-  no
2013 quency
Pluymaekers, Dutch ge-, ont-, duration relative fre-  no
Ernestus, and ver-, -lijk quency
Baayen 2005
Smith, Baker, English dis-, mis- duration relative fre-  no
and Hawkins quency
2012
Plag, Homann, English -S duration relative fre-  no
and Kunter 2017 quency

Only four languages have been investigated so far, Dutch, English, French and
German. Only two studies, both based on English, have found evidence for an
effect of relative frequency. Four other studies have failed to find this effect. A
number of studies have looked at effects of structurally-based boundary strength,
sometimes finding effects, sometimes not finding them. In general, it seems im-
possible at this stage to say which factor may be responsible for the presence or
absence of the expected effect in a given study.

It should also be noted that the studies listed in Table 1 approached the prob-
lem from two different angles, word-based or category-based. While relative fre-
quency is a word-based measure, i.e. a measure that pertains to a particular word,
measures of boundary strength are often averaged over sets of derivatives to com-
pare affixes. For example, Smith, Baker, and Hawkins (2012) investigated
whether pseudo-prefixes (which have a weaker boundary) show more reduction
than real prefixes. Similarly, Plag, Homann, and Kunter (2017) found durational
differences between different types of final /s/ and /z/ in English (non-mor-
phemic vs. suffix vs. clitic). Ben Hedia and Plag (2017) compared the duration of
the prefixal nasal across three prefixes that vary in their average boundary
strength (un- having a stronger boundary than negative in-, which in turn has a
stronger boundary than locative in-). Since the present paper focuses on proper-
ties of individual words we will only use word-based measures of segmentability.

In order to shed more light on the potential effects of segmentability on the
phonetic properties of derived words, the present study will investigate five af-
fixes of English, un-, negative in-, locative in-, dis- and adverbial -ly. The negative
prefix un- is highly productive and creates highly transparent derivatives, usually
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on the basis of words. Both in- prefixes have different allomorphs that show place
assimilation with the base-initial consonant. The negative prefix in- (as in impos-
sible) is a bit less productive, has some less transparent derivatives (e.g. insane)
and is often based on bound roots. The locative prefix in- (as in implant, immigra-
tion) has many opaque derivatives and is often attached to bound roots. Based on
frequential and semantic measures, Ben Hedia and Plag (2017) show that of the
three prefixes, un- is the most easily segmentable, followed by negative in-, fol-
lowed by locative in-. The negative prefix dis- is highly productive, but also has
some less transparent derivatives in its category. Finally, the suffix -ly derives ad-
verbs from adjectives. Its status as inflectional or derivational is debated (see Plag
2003: 195-196; Payne, Huddleston, and Pullum 2010; Giegerich 2012), but every-
body agrees that the suffix is fully productive and, apart from very few exceptions
(such as hardly), there are only fully transparent formations.

3 Methodology

3.1 Data

In order to investigate the kinds of questions raised in the previous sections, it is
necessary to investigate natural conversations because it is in this type of speech
that reduction processes are most likely to occur (see Tucker and Ernestus 2016
for discussion). All words for this study were taken from the Switchboard Corpus
(Godfrey and Holliman 1997). This is a collection of about 2400 two-sided phone
conversations among North American speakers of English, with over 3 million
word tokens. The data were originally extracted from the corpus for a study of
gemination effects of consonants across the morphemic boundary, e.g. with
words such as un-necessary, im-mobile, im-migrate, dis-similar, oral-ly (Ben Hedia
in preparation; Ben Hedia and Plag 2017). The data set can, however, also be fruit-
fully employed for the purposes of this study by using a different acoustic mea-
surement, i.e. affix duration instead of duration of the consonant at the mor-
phemic boundary.

We investigate four different subsets of data. One subset contains un-prefixed
words, one dis-prefixed words, one in-prefixed words and one -ly-suffixed words.
The in-data set is composed of in-prefixed words with allomorph /im/. This was
necessary for the purposes of the gemination study because words with the allo-
morph /m/ and a following base-initial /n/ are extremely rare.

The morphological status of a word was defined by using established criteria
(cf. e.g. Plag 1999: Chapter 5; Bauer, Lieber, and Plag 2013: Chapter 3.2.2; Schulte
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2015: Chapter 6). All words that show the affixational meaning and whose base is
attested outside the derivative with a similar meaning, counted as morphologi-
cally complex. It did not matter whether the base occurs as a free morpheme (e.g.
natural in unnatural) or as a bound morpheme (e.g. -plicit in implicit and explicit).

Each data set includes up to 160 tokens. We included as many different types
as possible for each affix with the restriction that for each affix a sufficient num-
ber of words with a singleton (e.g. unfit), as well as with a double consonant at
the morphological boundary had to be included (e.g. unnatural). Since morpho-
logical geminates are extremely rare with some affixes (e.g. only six different
types for the prefix un- in the whole corpus), some types were included several
times in the data set. Table 2 shows the number of different types and tokens for
each data set.

Tab. 2: Overview of the data

Affixes Types Tokens
un- 101 158
in- 83 156

negative in- 29 86

locative in- 54 70
dis- 58 108
-ly 146 150
Total 398 596

3.2 Acoustic segmentation

After all sound files were extracted from the corpus, text grids were generated
with a Python script for all sound files. The segmentation and transcription of the
data was carried out manually using the software Praat (Boersma and Weenink
2014). We annotated the word and the affix in question, as well as the segments
of the syllable adjacent to the affix. Double consonants straddling the morphemic
boundary were segmented as one segment, since in most cases no boundary be-
tween the two consonants was discernible.

The criteria for the segmentation were developed by consulting the relevant
phonetic literature (cf. Ladefoged and Maddieson 1996; Johnson 1997; Ladefoged
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2003; Machac¢ and Skarnitzl 2009; Ladefoged and Johnson 2011) and were opti-
mized during the segmentation process. The beginning of the prefixed word was
marked at the point where the waveform as well as the spectrogram visibly dis-
played the features of the word initial segment, in the case of un- and in- a vowel,
in the case of dis- a stop. Vowels are characterized by a high amplitude, as well
as a clear and distinct formant structure. The occlusion of /d/ marked the begin-
ning of dis-prefixed words. The end of -ly-suffixed words was marked where the
clear formant structure of the word-final vowel diminished and the amplitude of
the waveform decreased. In the case of a following vowel, the boundary between
the two vowels was set where the formant structure visibly changed.

To set the boundary between affix and base, the spectral and amplitudinal
features of nasals (for un- and in-), fricatives (for dis-) and laterals (for —ly) were
considered. Nasals have a regular waveform which has a lower amplitude than
the waveform of vowels. Formants of nasals are quite low and faint in comparison
to those of vowels. Boundaries between the nasal and a following vowel were
marked at the point where the amplitude increases in the waveform and the for-
mants become clearly visible. Approximants following the nasal were identified
in a similar way as following vowels, since, like vowels, they have a higher am-
plitude than nasals, as well as more acoustic energy. If a stop followed the nasal,
the boundary was marked at the beginning of the occlusion, which was identified
by the abrupt decrease of the waveform and the sudden diminishment of the for-
mants. In the case of a following fricative, the boundary was set where the wave-
form became visibly irregular and the energy was concentrated in the upper part
of the spectrogram with no distinct formants visible.

Fricatives are characterized by an irregular waveform, which is very easy to
distinguish from the regular waveform of vowels. Furthermore, for fricatives,
there is energy throughout the whole spectrogram and no separate formant
bands are visible. Most energy is visible in the upper part of the spectrogram. This
is even more pronounced for voiceless fricatives, i.e. all of the dis-prefixed words
in the data set. The boundary between /s/ and the following vowel was set where
the waveform became regular and a distinct formant structure became visible. In
the case of a following approximant, the same criteria were followed. If a stop
followed the fricative, the boundary was marked at the beginning of the occlu-
sion. There were no fricatives immediately following the prefixal /s/ in the da-
tasets.

Laterals are very similar to vowels regarding their acoustical properties.
Thus, it is quite challenging to set a boundary between vowels and laterals. How-
ever, there are some aspects in which /1/ can be distinguished from vowels. There
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is less amplitude in the waveforms of laterals than in those of vowels. Further-
more, their formant structure, in contrast to that of vowels, is constant. Due to
less energy in the speech signal, the formants of /1/ are in general fainter. For
intervocalic /1/ a visible decrease in the waveform, as well as the change in for-
mant structure was used to mark the beginning of /1/. All boundaries were set at
the nearest zero crossing of the waveform.

The reliability of the segmentation criteria was verified by trial segmentations
in which it was ensured that all annotators placed all boundaries with only small
variations. For the final measurement, each annotator worked on a disjunct set
of items. After the segmentation process was completed, a script was used to
measure and extract word duration, the number of segments in the word, the du-
ration of the nasal in question, and the duration of its preceding and following
segments in milliseconds.

3.3 Predictor variables

The duration of segments in natural speech is subject to a variety of different in-
fluences, and in order to address our research question these influences need to
be controlled for. This can be done by coding the pertinent variables and using
them as independent variables in a multiple regression model. We can distin-
guish variables of interest and noise variables. In our case, the variables of inter-
est are the morphological segmentability measures. In addition to the variables
of interest there are of course many other factors that might influence the dura-
tion of segments in speech production, such as speech rate or the following seg-
ment. In the following, we will describe all variables which were included in the
models. First the variables of interest, i.e. the segmentability measures, will be
explained. Then we will turn to the noise variables.

Segmentability. We used four different measures of segmentability: two
measures of semantic transparency, relative frequency and type of base. We will
discuss each in turn.

Semantic transparency has been used extensively in psycholinguistic re-
search to investigate the question of whether words are processed as wholes or
whether they are decomposed into their constituent morphemes (see, for exam-
ple, Marslen-Wilson 2009 for an overview). These studies have shown that trans-
parent words are more easily decomposed than non-transparent words. We cre-
ated two variables to test semantic transparency. The first one is SEMANTICTRANS-
PARENCYBINARY, in which we coded for each word whether its meaning was trans-
parent or opaque. If the meaning of the derivative was fully compositional, it was
categorized as transparent. We checked the meaning of the derivatives and their
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bases in the online version of the Oxford English Dictionary (OED 2013). We coded
those words as fully compositional in which the meaning of the derived word is
straightforwardly computed by combining the meaning of the affix with the
meaning of the base. Examples of transparent words are unnatural and impossi-
ble, whose meanings can be paraphrased as combining the prefixal meaning ‘not’
with the meaning of the base. Words that did not meet this strict criterion were
categorized as opaque, as, for example, impression or imposed.

The second variable we used to measure semantic transparency is SEMANTIC-
TRANSPARENCYRATING. We conducted a survey in which all the complex words in-
cluded in this study were rated for their decomposability. In an online experiment
using LimeSurvey (https://www.limesurvey.org/) native speakers of American
English were asked how easy it is to decompose a given word into two meaningful
parts on a scale from 1 (*very easy to decompose”) to 4 (*very difficult to decom-
pose”). The prefixes un- and in- were rated in one rating survey, for the affixes
dis- and -ly separate rating surveys were conducted. A total of 110 participants
between the ages of 16 and 63 rated the items. The reliability of the judgements
was checked by a thorough inspection of the data (including the calculation of
item-total correlations), as well as by computing Cronbach’s a (Cronbach 1951)
for each rating. After all ratings turned out to be reliable (a > 0.97), we coded the
median of the ratings for each word (i.e. type) in the variable SEMANTICTRANSPAR-
ENCYRATING.

Another measure of decomposability is probabilistic in nature: relative fre-
quency (Hay 2002, 2003). Relative frequency is defined as the ratio of the fre-
quency of a derived word to the frequency of its base. The more frequent a deriv-
ative is in comparison to its base, the higher its relative frequency and the less
decomposable it is. We computed the variable RELATIVEFREQUENCY by dividing a
word’s lemma frequency by its base lemma frequency.? Frequencies were ex-
tracted from the DVD version of the Corpus of Contemporary American English
(COCA, Davies 2008), using the query tool Coquery (Kunter 2016). We consider
COCA an appropriate source for the frequency counts because the data in this
corpus come from the same variety of English as the speech data in the Switch-
board Corpus, i.e. North American English. Following standard procedures rela-
tive frequency was log-transformed to reduce the potentially harmful effect of
skewed distributions in linear regression models.

The fourth measure of segmentability is structural in nature and concerns the
distinction between bound roots and words as bases. Derivatives with words as

2 Bound roots do not occur outside of the words whose base they are. In accordance with com-
mon practice, bound roots were therefore assigned the lowest possible frequency, i.e. 1.
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bases can be assumed to be more easily decomposed than words that have a
bound root as their base. This distinction was coded for each derivative in the
variable TYPEOFBASE.

Affix. We coded the factor AFFIX, using the five levels un, inNeg, inLoc,
dis and 1y. Since we devised separate analyses for each affix, this factor plays a
role only in the analysis of in-.

Affix-adjacent segment. Phonetic studies have shown that the duration of
consonants depends heavily on the following segment. For nasals, following
vowels lead to shorter durations, while following consonants increase duration.
For voiceless fricatives, a following vowel leads to longer durations than a follow-
ing consonant (Umeda 1977: 854). For the three prefixes, it is therefore important
to account for the difference between a following vowel and a following conso-
nant. We coded the variable FOLLOWINGSEGMENT with the two levels consonant
and vowel to account for possible effects of the following segment on the dura-
tion of the prefix.

Umeda (1977) also showed that the preceding segment influences the dura-
tion of consonants. For laterals, a preceding consonant leads to shortening
(Umeda 1977: 851). This is of relevance for the suffix -ly, which can be preceded
by a consonant or a vowel. Therefore, we coded the variable PRECEDINGSEGMENT
with the two levels consonant and vowel in the -ly-dataset.

Number of consonants. As shown in a previous study on a subset of this
data (Ben Hedia and Plag 2017), morphological geminates display longer dura-
tions than singletons, i.e. for un- and in-prefixed words a double nasal (e.g. /nn/
in unnatural) is longer than a singleton (/n/ in uneasy). In such cases it is impos-
sible to tell where the morphological boundary would be located inside the
stretch of two adjacent identical consonants straddling that boundary. Hence, in
order to account for the influence of the number of cross-boundary consonants
in the word, we simply coded the variable NUMBEROFCONSONANTS with the two lev-
els single and double. Words such as un-necessary, im-mobile, im-migrate,
dis-similar, oral-ly are coded with the value double, words such as im-possible
or sad-ly are coded as single.

Speech rate. We coded the variable SPEECHRATE for each word by dividing
the number of segments included in the word by the total word duration in sec-
onds. It is expected that the more segments are produced per second, i.e. the
higher the speech rate, the shorter the duration of the affix will be.
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Stress.’ Stressed syllables tend to have a longer duration than unstressed syl-
lables (e.g. Fry 1955, 1958; Lieberman 1960; Beckman 1986; Harrington et al. 1998;
see also Laver 1994 for an overview). Thus, if an affix bears stress, it might be
longer. Coding affix stress is however quite challenging. While the suffix -ly is
never stressed, the presence or absence of stress is a potential problem with the
prefixes investigated in this paper. This is because the stress status of prefixes is
difficult to determine and not well researched. While it seems uncontroversial
that prefixes bear (secondary) stress when followed by an unstressed syllable, it
is often unclear whether they are stressed or unstressed when followed by a
stressed syllable. In pronunciation dictionaries, such as Wells (2008), the prefix
in those cases is sometimes stressed, sometimes unstressed and sometimes vari-
ably stressed. However, as shown by Hanote et al. (2010: 2ff.) for the prefix un-,
the stress assignment in Wells (2008) does not follow any systematic pattern. Fur-
thermore, in conversational speech (as found in our data), additional contextual
factors might influence the stress status of the prefixes (cf. Videau and Hanote
2015). The matter is further complicated by the difficulty in determining the rela-
tive prominence relation between the prefix and a following stressed syllable, i.e.
coding prefix stress is quite challenging. Because of the difficulty coding prefix
stress (unsystematic annotation in dictionaries, potential contextual influences,
difficulty of determining prefixal stress based on acoustic properties) we did not
code prefix stress in one of our variables. Instead we coded base-initial stress. As
explained above, only when the base-initial syllable is stressed can a prefix be
unstressed. If the base-initial syllable is unstressed, the prefix must be stressed.
Therefore, we can at least partially account for prefixal stress by coding for the
stress status of the base-initial syllable of a prefixed word. Coding for base-initial
stress is also relevant in view of Umeda’s (1977) finding that consonants before
unstressed vowels are shorter, i.e. there might be an independent effect of the
presence or absence of stress in the base-initial syllable on prefix duration. A pos-
sible explanation for this effect is that the lengthening of the adjacent stressed
syllable spills over to the prefix. The variable STRESSPATTERN was therefore coded
with regard to the base-initial syllable, with the levels beforeStressedand
beforeUnstressed.

Syllabicity. In words ending in the suffix -ly, the lateral is sometimes syl-
labic. This occurs quite often when the suffix -al precedes -ly (e.g. in words like
educationally or mentally). The schwa preceding /1/ is deleted, and /1/ becomes

3 Note that another potentially confounding factor for the coding of stress is that in English pri-
mary stress may shift to the prefix for emphatic purposes. None of the prefixes in our data, how-
ever, bears such primary stress.
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syllabic. It is claimed in the literature that syllabic consonants are longer than
non-syllabic consonants (see, e.g. Jones 1959: 136; Price 1981; Clark and Yallop
1995: 67). To consider possible effects of syllabicity on duration, we coded the
variable SYLLABICITY for the suffix -ly, with the two levels yes and no.

Utterance Position. Words uttered at the end of an utterance or phrase have
been shown to be pronounced with a longer duration than words in mid-positions
(e.g. Oller 1973; Berkovits 1993). Some studies found the lengthening effect to be
restricted to the final syllable of a word. For example, utterance-final position of
un-prefixed words did not have a lengthening effect on prefixal /n/ (Hay 2007).
But there is also evidence that segments occurring in the first syllable of a word
participate in phrase- or utterance-final lengthening processes (Oller 1973). We
therefore included the variable PosITION in which we coded whether the item was
utterance final, followed by a pause or produced in mid position, i.e. immediately
followed by the next word.

Word Form Frequency. Frequency has been shown to affect the duration of
a word. More frequent words tend to have shorter durations (see, e.g. Aylett and
Turk 2004; Gahl 2008). One would therefore expect shorter affix durations with
more frequent words. To account for this effect we included Word Form Fre-
quency (taken from COCA) as a covariate (WORDFORMFREQUENCY). We log-trans-
formed this variable before it entered the models.

3.4 Statistical analysis

To see whether the segmentability affects the duration of the affixes in our data
set we fitted linear regression models to each of the data sets. In all models the
absolute duration of the affix in seconds was used as the dependent variable.

Given that many factors may play a role in the production of sounds, a mul-
tivariate method of analysis is called for. We opted for multiple regression be-
cause it allows the researcher to look at the effect of one predictor in the presence
of other, potentially intervening, predictors. The use of mixed effects models was
precluded by the data’s unnestedness. The vast majority of items is produced by
a different speaker and many items occur only once in the corpus, so that it did
not make sense to use these variables as random effects.

As a general strategy, in order to avoid overfitting, we started the analyses of
the different data sets with a baseline model that had only a rather small number
of pertinent predictors: SPEECHRATE and NUMBEROFCONSONANTS. Both of these pre-
dictors can be expected to have a straightforward effect on the duration of the
affix in question and can serve as a reality check on our data. We then added
additional predictors individually and in different orders. In total, there were
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never more than three predictors that survived in our final models. In general, if
a predictor showed a p-value lower than or equal to 0.05, and if the Akaike Infor-
mation Criterion (AIC) of the model including the predictor was lower than when
the predictor was not included, the predictor was kept in the model. Non-signifi-
cant predictors were eliminated. The particulars of the modeling procedure spe-
cific to each affix are described in the pertinent result section below.

There are a number of measurements that we would want to use in our anal-
ysis that are correlated with each other. This can lead to serious problems in re-
gression models (‘multicollinearity’, e.g. Baayen 2008: Chapter 6). This holds in
particular for the four measures of segmentability which tend to go together. For
example, words with a higher relative frequency (or those with bound roots) also
tend to be semantically less transparent. One strategy to deal with collinearity is
to include only one of the correlating variables. This is a conservative and safe
strategy, which may, however, decrease the power of the model. If collinearity
only affects noise variables, another option is to keep the correlating variables in
the model but not interpret their individual contribution to the model (cf. Wurm
and Fisicaro 2014). Another strategy to address collinearity issues is principal
component regression (see, e.g., Baayen 2008: Chapter 5; Venables and Ripley
2011). This method will be used in the analysis of the prefix dis-.

For the statistical analyses presented in this paper, we used R (R Develop-
ment Core Team 2014). The regression analyses were done with the MASS package
(Venables and Ripley 2011). The plots of the models were generated with the
visreg package (Breheny and Burchett 2015). For a plot showing the effect of a
variable, all other variables are held constant at the median (for numeric varia-
bles) or at the most common category (for factors).

4 Results

4.1 The prefix un-

This prefix is characterized by the fact that its derivatives in general, and in our
data set, are semantically highly transparent and that its bases are words, not
bound roots. Of the four segmentability measurements, only RELATIVEFREQUENCY
was distributed with enough variation to be used as a predictor. To the baseline
model we added the following predictors according to the procedure described in
section 3.4: RELATIVEFREQUENCY, WORDFORMFREQUENCY, STRESSPATTERN, POSITION,
and FOLLOWINGSEGMENT.
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In the final model only three predictors survive as significant, RELATIVE-
FREQUENCY, SPEECHRATE and NUMBEROFCONSONANTS. The regression model is docu-
mented in Table 3.

Tab. 3: Final regression model for un-; Adjusted R-squared = 0.45

Estimate Std.Error t-value Pr(>|t])

(Intercept) -1.238 0.083 -14.996 <2e-16
RelativeFrequency -0.014 0.007 -2.027 0.044
SpeechRate -0.057 0.006 -9.592 <2e-16

numberOfConsonantsdouble 0.165 0.051  3.244 0.001

The negative coefficient of RELATIVEFREQUENCY tells us that the higher the relative
frequency, the shorter the duration of the prefix. This result is in accordance with
the segmentability hypothesis and replicates for North American English the
findings in Hay (2007), which investigated New Zealand English.
Unsurprisingly, a higher speech rate leads to shorter prefix durations. For
NUMBEROFCONSONANTS we also find the expected effect: a double nasal across the
morphemic boundary has a longer duration. Figure 1 illustrates the effects.
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4.2 The prefix in-

For the prefix in-, the following predictors were added to the baseline model: AF-
FIX, WORDFORMFREQUENCY, STRESSPATTERN, POSITION, and one of the four segmenta-
bility measures at a time. None of the four segmentability measures turned out to
have a significant effect on prefix duration, only speech rate and the number of
consonants turned out to be significant predictors.

4.3 The prefix dis-

Initial explorations of this data set showed significant correlations between the
four segmentability measures. It was therefore not advisable to include them sim-
ultaneously in one regression. We therefore fitted four different models, each
with one of the segmentability measures. In each of these models, the segmenta-
bility measures turned out to have a significant effect on prefix duration. Table 4
gives the statistics for the segmentability measures. In accordance with the seg-
mentability hypothesis, words with a higher relative frequency show shorter du-
rations (as shown by the negative coefficient in Table 4). Semantically transpar-
ent words have longer prefixes than semantically opaque words (shown by the
positive coefficient of SEMANTICTRANSPARENCYBINARY and the negative coefficient
of SEMANTICTRANSPARENCYRATING). Words with free bases have longer prefix dura-
tions than words with bound roots.

Tab. 4: Effects of segmentability measures in models with only one segmentability measure in
addition to speech rate and number of consonants.

Estimate Std. Error tvalue Pr(>|t])

RelativeFrequency -0.003 0.001 -2.73 0.008
SemanticTransp.Binarytransparent 0.022 0.007 3.30 0.001
SemanticTransp.Rating -0.011 0.003 -3.27 0.002
TypeOfBasefree 0.023 0.008 2.76 0.007

In addition to devising individual models each with one of the four segmentabil-
ity measures we decided to use principal component analysis to derive a single
segmentability measure, and then use this measure in a regression model to pre-
dict prefix duration. In a principal component analysis, the dimensionality of the
data is reduced by transforming the different variables into so-called principal
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components. The transformation results in linear combinations of the predictors
that are orthogonal to each other. The uncorrelated new linear predictors are
called ‘principal components’.

In order not to overfit our models we first tested which of the noise variables
had a significant influence. Apart from NUMBEROFCONSONANTS and SPEECHRATE
(which were already in the baseline model), none of the noise variables had an
effect on prefix duration. We then fitted a principal components regression model
(using the pcr function of the pls package, Mevik and Wehrens 2007) with the
four segmentability measures, NUMBEROFCONSONANTS and SPEECHRATE as predic-
tors.

In the first step of this analysis the model yields six principal components. In
a second step a regression model is fitted with all principal components as pre-
dictors. This model explains 43.2 percent of the overall variance. The first three
components do most of the work, they explain 41.9 percent of the overall vari-
ance.

But what do these components mean? For the interpretation of the principal
components it is useful to look at the correlations of the principal components
with the original predictors. We therefore looked at how the first three compo-
nents in our model relate to the original predictors. Table 5 gives the loadings of
the original predictor variables on the first three principal components. The load-
ings are proportional to the correlations of the original variables to the principal
components. In the table the most relevant loadings are given in bold print; very
small loadings are not printed.

Tab. 5: Loadings of original predictor variables on the three most important principal compo-
nents in the principal component regression model. (‘PC’ = principal component).

PC1 PC2 PC3

RelativeFrequency -0.426 0.150 -0.191
SemanticTransparencyBinarytransparent 0.514 0.220
TypeofBasefree 0.475 -0.313
SemanticTransparencyRating -0.547
NumberOfConsonantsdouble 0.165 -0.624 0.672
SpeechRate 0.733 0.635

Principal component 1 (PC1) can be straightforwardly interpreted as tapping into
morphological segmentability, as it correlates most strongly with all four seg-
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mentability measures (see top four rows of the table). The second and third com-
ponents, i.e. PC2 and PC3, represent the effects of SPEECHRATE and NUMBEROFCON-
SONANTS.

In the regression model, PC2 is the strongest predictor, accounting for 28.5
percent of the overall variance. PC1, i.e. segmentability, comes in second, ac-
counting for 8.3 percent of the overall variance. This shows that a combined
measure of segmentability, as expressed by PC1, is indeed predictive of prefix du-
ration, even in the presence of other influences. The effect of segmentability goes
in the expected direction. As is clear from the correlations as given in Table 5,
higher values of PC1 indicate a greater degree of segmentability. In the model,
PC1 has a positive coefficient (estimate=0.007, standard error= 0.002, t=3.84,
p<0.001), which means that increased segmentability goes together with in-
creased prefix duration. Figure 2 plots the partial effect of segmentability. Deriv-
atives that are more easily segmentable show longer prefix durations, in accord-
ance with the segmentability hypothesis.

0.30

025 — e

0.20

prefix duration in seconds

015 4~

-4 -3 -2 -1 0 1 2

PC1 {Segmentability)

Fig. 2: Partial effect of segmentability (PC1) on prefix duration

4.4 The suffix -ly

For this affix relative frequency is the only segmentability measure that we can
use since all -ly derivatives in the data set are fully transparent. Including relative
frequency into the baseline model shows a non-significant effect of this variable
(t=0.071, p=0.94). In other words, we do not find support for the segmentability
hypothesis with words of this morphological category.
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5 Summary and conclusion

Let us summarize our findings. Words with the prefixes un- and dis- show robust
effects of segmentability in the predicted direction. For un- derivatives the only
available segmentability measure was relative frequency. This measure turned
out to have a significant effect on the duration of the prefix, such that more easily
segmentable words showed longer prefix durations, in accordance with the seg-
mentability hypothesis. With dis-, all four measures showed a significant effect
on prefix duration individually. For this prefix we also devised a principal com-
ponent analysis to derive a combined measure of segmentability. This combined
measure was predictive for prefix duration in the way expected by the segmenta-
bility hypothesis. Based on the consideration that the interpretation of newly de-
rived words needs to rely on morphological decomposition, we have indirect ev-
idence that with these two prefixes newly derived words will tend to have longer
prefixes in speech, and that, therefore, neologisms of these two morphological
categories tend to differ phonetically from established words of that category.

The results for un- replicate Hay’s (2007) results with a different data set and
for a different variety of English. Our results for dis- are in line with those of
Smith, Baker, and Hawkins (2012), in so far as these authors found longer prefix
durations for prefixed words (e.g. displeased) as against pseudo-prefixed words
(e.g. displayed). However, Smith, Baker, and Hawkins (2012) did not test for a po-
tential effect of relative frequency.

The segmentability effect was not found for the two in- prefixes, nor for the
suffix -ly. Overall, the present study thus replicates the mixed results obtained in
previous studies. It is unclear which factors may be responsible for the non-emer-
gence of durational effects of segmentability. Speculating on the basis of only
these affixes, one could venture the hypothesis that such effects may only emerge
beyond a certain threshold of decomposability. Both un- and dis- seem to be pre-
fixes that are easily segmentable with the vast majority of their derivatives, while
in- and -ly seem phonologically more integrated. For example, Raffelsiefen (1999)
consistently assigns prosodic word status to un-, while in- is treated variably as
either forming a prosodic word, or as being integrated into the prosodic word of
its base, depending on the word in question. To our knoweledge, the prosodic
word status of -ly is not treated in the literature, but we see no evidence for this
suffix building a prosodic word of its own. Further research is necessary to inves-
tigate potential causes for the emergence or non-emergence of the segmentability
effect in a given case.

To summarize, our results demonstrate that phonetic detail may help us to
gain insight into aspects of lexical innovation that have been underexplored.
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There is a continuum between highly idiosyncratic stored words at one end, and
newly created words at the other end, and the innovation may manifest itself also
at the level of phonetics, i.e. through the durational patterns of the words in ques-
tion.

The present findings also have implications for morphological theory and
morphological processing. The gradient effects of segmentability support theo-
ries in which morphological structure is conceived as gradient (see, for example,
Hay and Baayen 2005; Plag and Balling, in press for discussion). Furthermore,
our results call for processing models that are able to accommodate the presence
of phonetic correlates of morphological structure in speech.
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Marcel Schlechtweg
How stress reflects meaning

The interplay of prosodic prominence and semantic (non-)
compositionality in non-lexicalized English adjective-noun
combinations

Abstract: The paper discusses the relation between stress and meaning in non-
lexicalized English adjective-noun (AN) combinations. Native speakers of Amer-
ican English were recorded in a production study while reading sentences con-
taining AN constructions such as black tram. These items could be interpreted
in either a compositional (e.g., a tram that is black) or a non-compositional way
(e.g., a tram that runs only during the night). The objective of the experiment
was twofold. First, it aimed at examining whether non-lexicalized constructions
with a non-compositional meaning were stressed differently than their composi-
tional counterparts. Second, it was investigated whether stress assignment in
non-compositional items further depended on whether the non-compositional
meaning was explicitly marked by the immediate context. Possible acoustic
correlates of stress, i.e., fundamental frequency, duration, and intensity were
measured and analyzed. Overall, while the items with implied non-
compositional semantics showed a clear tendency towards initial stress, the
combinations with compositional meanings did not. Moreover, the construc-
tions whose non-compositional semantics were explicitly marked by the imme-
diate context tended not to carry initial stress either. I argue that initial stress
seems to mark non-compositional semantics only if the non-compositional
meaning is not explicitly marked by a different means already. The results are
interpreted against the background of the interaction of semantic and phonetic
aspects in language production.

1 Introduction

It is well known that some English AN constructions have different meanings.
For instance, while green house is semantically compositional because its entire
meaning is the sum of its constituent meanings, greenhouse is non-
compositional because parts of its meaning are hidden, i.e., not overtly given
(see, e.g., Zwitserlood 1994: 366). Although the overall meanings of green house
and greenhouse differ, the same constituents are combined. Nevertheless, the

3 Open Access. © 2018 Marcel Schlechtweg, published by De Gruyter. [ 2= This work is licensed
under the Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
https://doi.org/10.1515/9783110501933-119
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two forms are not identical because they can be distinguished on, for example,
prosodic grounds, i.e., the main prominence is placed on the adjective in green-
house but not in green house (see Gussenhoven 2004: 19).

While the prosody of lexicalized English AN constructions has been the sub-
ject of both comprehension and production research (e.g., McCauley, Hestvik,
and Vogel 2012; Morrill 2012; Vogel and Raimy 2002), the prosody of non-lexica-
lized constructions has been investigated in comprehension (e.g., Schlechtweg
2018) but not in production experiments. The current analysis is a first pilot
study to fill this gap and aims at contributing to the understanding of how pro-
sodic and semantic aspects interact. The first question to be answered is wheth-
er the main prominence appears on the adjective if a construction is semantical-
ly non-compositional. If this is the case, the second issue to be addressed is
whether initial stress is also used if the non-compositional semantics are explic-
itly marked by the immediate context.

The article is structured as follows. Section 2 presents the theoretical foun-
dations of the paper. Semantic non-compositionality and means that explicitly
mark it are discussed before we turn to the notion of stress, functions of stress,
and reasons for stress variation in complex items in English. Section 3 describes
a production study, which is still exploratory in nature but provides first evi-
dence for the interplay of the semantic characteristics and the phonetic form of
non-lexicalized AN combinations. Section 4 concludes the present paper.

2 Theoretical foundations

2.1 Semantic non-compositionality and means to mark it in
English

As mentioned above, some English AN combinations have different meanings.
The examples in (1) illustrate the phenomenon:

(1) a. agreenhouse
‘a house that is green’
b. agreenhouse
‘a house made of glass that is used for growing plants’

The two spoken versions are distinguished; i.e., in (1a), both green and house
carry an accent but in (1b) only green does so (Gussenhoven 2004: 277). Note
that orthographic differences are ignored here as the paper focuses on prosodic



How stress reflects meaning =—— 119

contrasts. The question arises, however, what language users do if they deal
with non-lexicalized constructions. Consider (2):

@ a. ablacktram
‘a tram that is black’
b. ablack tram
‘a tram that runs only during the night’

How could one mark the non-compositional semantics of black tram (see 2b),
which differ from the compositional meaning (see 2a)? On the one hand, the
immediate context can explicitly mark a non-compositional meaning. One way
of marking non-compositionality of meaning is by explicitly referring to the first
constituent as a naming unit (see Hartl 2016). An example of an explicit marker
is the phrase called so because (see 3a). On the other hand, prosodic modifica-
tions can be used in spoken language. For instance, as shown in (3b), while
black tram with the compositional meaning would probably carry an accent on
both constituents, the accent on the noun might be deleted if the non-
compositional reading is intended, leaving only the accent on the adjective (see
Gussenhoven 2004: 277).

(3) a. Ablack tramis called so because it is a tram that runs only during the night.
b. A BLACK tram s a tram that runs only during the night.

So far, however, no study has investigated whether this is actually the case.
That means we can only speculate that the prosodic structure is changed as in
(3b) to mark the non-compositional meaning, but we do not know for sure. The
present paper aims at filling this gap. Moreover, another interesting question
remains if one considers (3a): What is the prosodic structure of black tram here?
Put differently, do speakers also adjust the prosodic structure of non-
compositional constructions if their meaning is explicitly marked as non-
compositional by the immediate context? Answering this question represents
the second objective of the current article. If non-compositional semantics trig-
ger initial stress, this might happen independently of the immediate context.
Alternatively, however, initial stress might be used only if the non-
compositional meaning is not marked explicitly. The latter scenario would
mean that language users avoid, so to speak, redundancy while producing non-
lexicalized constructions and rely on a single means to explicitly mark non-
compositionality. This would be compatible with results discussed in Hartl
(2016), who found that non-compositional German AN compounds were less
likely to occur with sogenannt (‘so-called’) or quotation marks than non-
compositional AN phrases. German compounds are marked by their nature
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because they lack the inflectional adjectival suffix of phrases and have initial
rather than non-initial, phrasal stress. Therefore, in contrast to phrases, they do
not seem to depend on additional means that mark their non-compositional
meaning.

2.2 Stress in complex constructions in English

2.2.1 Abstract versus concrete approaches to prosody

As Ladd and Cutler (1983) illustrate, prosody research can be roughly classified
into two approaches. On the one hand, abstract approaches theoretically de-
scribe prosody and its connection to other domains of grammar. On the other
hand, concrete approaches examine the physical characteristics of prosody by
investigating its different acoustic correlates such as fundamental frequency
(FO), duration, and intensity. The present article combines the two perspectives.
That is, the influence of semantics on the prominence pattern of complex con-
structions is discussed, and it is assumed that prominence can be expressed
through the physical variables FO, duration, and intensity (see also, e.g., Kunter
2011; Lehiste 1970; Plag, et al. 2008).

2.2.2 Stress versus accent

It has often been claimed that complex constructions in English are stressed
either on the first or on the second element. Chomsky and Halle (1968: 94), for
instance, argue that primary stress in phrases is assigned “to the rightmost
sonority peak in the string under consideration” (= Nuclear Stress Rule). In
contrast, primary stress in compounds is located on “the leftmost sonority
peak” (= Compound Rule) (see also, e.g., Liberman and Prince 1977: 257).
Gussenhoven (2004: 19) takes up the distinction between the two prominence
patterns but defines them differently. He states that both elements of a complex
construction are stressed; however, while only the first element of a compound
is accented, both elements of a phrase are accented. Gussenhoven’s differentia-
tion connects to the view that unstressed syllables are never accented but
stressed syllables are accented or not (Bolinger 1958, 1986; Vanderslice and
Ladefoged 1972). Stress represents here a feature of the lexical level, and pitch-
accents are “added” at the phrasal level. In the present article, the term “stress”
is used to mean main prominence, and it is measured in terms of its acoustic
correlates FO, duration, and intensity. The study remains agnostic as to whether
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the relevant level of grammatical computation is lexical or phrasal. Throughout
the present paper, the term “initial stress” refers to what is usually known as
“compound stress / prominence” and the term “non-initial stress” refers to what
is usually known as “phrasal / nuclear stress / prominence”.

2.2.3 Functions of stress and reasons for stress variation

Assuming that English AN constructions have either initial or non-initial stress,
we must ask what determines whether a specific combination is stressed in one
or the other way. One basic function of stress is to structure the information of
an utterance according to the speaker’s and listener’s needs at a specific mo-
ment in their communication (see, e.g., Bell and Plag 2013; Ladd 1984). That
means, for instance, while information that is in focus or has not been intro-
duced before during a conversation is typically prominent, non-focused or giv-
en information is usually not. Stress can also be used to contrast several alterna-
tives. The example in (4) shows that stress serves to, first, contrast different
colors and, second, introduce new information, namely the color red, to the
current communication.

(4) Speaker A: I know that you wore the green shirt yesterday night.
Speaker B: No, I wore the RED shirt.

Furthermore, initial stress in phrasal or compound constructs is often consid-
ered to be a reflex of lexicalization (see, e.g., Plag et al. 2008). For example,
while the lexicalized greenhouse has initial stress, the non-lexicalized green
house bears non-initial stress. Apart from the aforementioned factors, several
other reasons for stress variation exist. These include within- and across-
speaker-related factors (see, e.g., Kunter 2011: Chapter 8), dialectal influences
(see, e.g., Trudgill and Hannah 2008: 57), sentence type (see, e.g., Morrill 2012),
sentence position (see, e.g., Farnetani, Torsello, and Cosi 1988), the surround-
ing material (see, e.g., Gussenhoven 2004), and analogy (see, e.g., Plag 2006;
Plag, Kunter, and Lappe 2007). In the experiment to be reported later, all the
factors mentioned so far are controlled for (see Section 3) in order to examine
whether another factor, namely semantic (non-)compositionality, has an influ-
ence on the stress pattern of non-lexicalized AN constructions in English.
Considering all English AN constructions, i.e., both lexicalized and non-
lexicalized ones, we observe that, first, non-initial stress is more frequent than
initial stress and, second, that compositionality is more common than non-
compositionality as AN combinations typically fulfill a simple descriptive func-
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tion (see, e.g., Liberman and Sproat 1992: 134). Hence, on the one hand, there
seems to be a connection between non-initial stress and semantic composition-
ality. The idea finds further support in Giegerich (2004), who argues that noun-
noun (NN) attribute-head constructions, whose semantics overlap with those of
prototypical AN items to a large extent, usually carry non-initial stress. On the
other hand, NN constructions in particular show that initial stress seems to be
linked to semantic non-compositionality. Since the semantic relation between
the two nouns is not overtly expressed, parts of the semantics are hidden and,
thus, the meaning of NN combinations is non-compositional (see, e.g., Zwitser-
lood 1994). Apart from being non-compositional, NN constructions typically
bear initial stress: Based on the investigation of different corpora, several au-
thors claim that approximately 67 percent (Plag and Kunter 2010: 357), around
75 percent (Liberman and Sproat 1992: 134), almost 90 percent (Plag and Kunter
2010: 357; Plag et al. 2007: 207-208) or even approximately 94 percent (Berg
2012: 11; Plag and Kunter 2010: 357) of English NN constructions have initial
stress. The aforementioned observations point to the connection both between
initial stress and non-compositionality and between non-initial stress and com-
positionality, which has also been investigated in further experimental studies.
Using a lexical-decision task, McCauley et al. (2012) showed that non-
compositional AN items in English were responded to more accurately if they
were presented with initial stress in comparison to non-initial stress. Composi-
tional constructions, however, showed higher accuracy rates with non-initial
stress. Vogel and Raimy (2002) and Hall and Moore (1997) observed that adults
were more likely to select a picture representing a non-compositional interpreta-
tion when they heard English AN combinations with initial stress. In contrast,
hearing non-initial stress, participants favored pictures expressing composi-
tional meanings. Focusing on production rather than comprehension, Farnetani
et al. (1988) and Morrill (2012) found that compounds, i.e., non-compositional
constructions, were typically pronounced with initial stress, but phrases, i.e.,
compositional items, with non-initial stress. Overall, the findings of these stud-
ies underline the link between stress and semantic compositionality. However,
previous research generally suffers from the fact that the non-compositional
items were not only non-compositional but also lexicalized. Therefore, it is diffi-
cult, if not impossible, to state that semantics, rather than lexicalization, is
really responsible for the effects. Investigating non-lexicalized constructions
represents an appropriate alternative that enables us to concentrate on seman-
tics while controlling for lexicalization. In Schlechtweg (2018), for instance,
only non-lexicalized items were tested in a lexical-decision experiment and it
was shown that non-compositional AN combinations in English were perceived
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more efficiently with initial than with non-initial stress. The major concern of
the current article is to see whether the connection between semantics and
stress in non-lexicalized constructions can be confirmed in a production study.

3 (Non-)compositionality and stress in non-
lexicalized English AN combinations: Insights
from a production study

3.1 Objectives and hypotheses

The study asks, first, whether non-lexicalized and semantically non-
compositional AN constructions in English are pronounced with initial stress, as
opposed to their compositional counterparts. If this is the case, the experiment
further aims at investigating whether non-compositional combinations also
have initial stress if their meaning is explicitly marked as non-compositional by
the immediate context. Specifically, called so because is used in the present
study for this purpose. It is examined whether initial stress occurs independent-
ly of the immediate context or whether the explicit marker called so because
inhibits the realization of initial stress (see also Section 2.1). In order to address
these issues, the three conditions given in Table 1 are investigated (for further
examples, see Table 6).

Tab. 1: The three conditions of the study

Condition Example

Implied compositional semantics Thomas took a black tram again, which has a
color he likes.

Implied non-compositional semantics Thomas took a black tram again, which is a
tram that runs only during the night.

Explicitly marked non-compositional seman-  Thomas took a black tram again, which is
tics called so because it is a tram that runs only
during the night.

The study was designed to test the following hypotheses:
1. The items with implied non-compositional semantics, but not the items
with implied compositional semantics, were expected to show initial stress
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because this prosodic pattern is regarded as a means to mark non-

compositionality. The hypotheses further below are formulated under the

assumption that Hypothesis (1) is met. If Hypothesis (1) is not met, it must
be concluded that semantic (non-)compositionality does not seem to have
an influence on the stress pattern.

2. With regard to the comparison of the items with implied non-compositional
semantics and the same items whose non-compositional meaning is explic-
itly marked, the following outcomes are possible:

a. There is no effect, and items in both conditions have initial stress. This
would mean that non-compositional semantics always trigger initial
stress, independently of how explicitly non-compositionality in mean-
ing is marked in the immediate context.

b. The items with implied non-compositional semantics have initial stress
but the items whose non-compositional semantics are explicitly
marked do not. This would mean that non-compositionality triggers in-
itial stress only if no other explicit marker of non-compositionality is
present. Since called so because already explicitly marks the non-
compositional semantics, it would be redundant to, additionally, modi-
fy the stress pattern.

3. With respect to the comparison of the items whose non-compositional se-
mantics are explicitly marked and the items with implied compositional
semantics, the following outcomes are possible:

a. As opposed to the items with implied compositional semantics, the
items whose semantics are explicitly marked were expected to have ini-
tial stress if Hypothesis (2a), in addition to Hypothesis (1), was correct.

b. If Hypothesis (2b) was correct, the items whose non-compositional se-
mantics are explicitly marked would, like the items with implied com-
positional semantics, carry non-initial stress.

3.2 Method

3.2.1 Participants

Six native speakers of American English, four females and two males, were
tested in the study. Their mean age was 26 years (age range: 21-36, standard
deviation: 5.9), and they were university students.
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3.2.2 Materials

Six non-lexicalized complex AN constructions were created. Each AN combina-
tion was embedded in three different sentences and conditions (see Table 1
above and Table 6). The compositional version of an item was always tested
prior to the non-compositional variants of the same item because it seemed
likely that the compositional interpretation was less accessible once the new
non-compositional one had been introduced. The version with implied non-
compositional semantics preceded the one whose non-compositional meaning
was explicitly marked in 50 percent of the items; in the remaining 50 percent,
the order was reversed.

Several potentially confounding variables were controlled for in the exper-
iment (see also Section 2.2.3). In order to reduce the influence of analogy, the
non-compositional meanings were based on non-existent relations between the
adjective and the noun. For instance, black tram with non-compositional se-
mantics refers to a tram that runs only during the night. Although lexicalized
AN constructions with the adjective black exist in English, there is no combina-
tion in which black represents the concept NIGHT. The nouns, in turn, did not
appear in any lexicalized AN construction anyway. Furthermore, lexicalization
effects were ruled out by investigating non-lexicalized items only. Moreover,
since the same combinations were used in the three conditions, the informativi-
ty of the constituents and the phonetic environment were identical across con-
ditions. The AN items were embedded in the same sentence type and position in
each condition. That means, for instance, that black tram always occurred in the
main clause Thomas took a black tram again, which, in turn, was followed by a
relative clause starting with which. In order to minimize the influence of indi-
vidual differences between language users and dialects, all subjects spoke each
AN item in each condition and all were American speakers. Finally, as will be
explained below Table 2, information structure was controlled for as well.

Apart from the 18 test sentences, 42 filler sentences, which increased the
distance between the test items in one condition and the same items in another
condition, were included in the experiment. Subjects always read at least 20
other sentences between the sentence with an item in one condition and the
sentence with the same item in another condition.
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3.2.3 Procedure

Subjects sat in a silent room approximately 40 centimeters (16 inches) from a
large diaphragm condenser USB microphone and 70 centimeters (28 inches)
from a computer screen. Participants saw one sentence from Table 1 or Table 6
at a time on the screen, read it silently first, and said “Okay” once they had read
and understood it. After their reaction, a yes-no comprehension question refer-
ring to the sentence was shown on the screen and participants were asked to
give the correct answer. Table 2 gives the respective questions for the sentences
already presented in Table 1. The overall accuracy rate was 97 percent; only
sentences associated with correct answers were later analyzed. After the re-
sponse, the sentence appeared on the screen again, subjects read it aloud, and
were recorded with Praat (Boersma and Weenink 2016).

Tab. 2: The yes-no questions

Sentence Yes-no question

Thomas took a black tram again, which hasa Is a black tram a tram that is bright?

color he likes. (Answer: No)

Thomas took a black tram again, which is a Is a black tram a tram that goes to the grave-
tram that runs only during the night. yard? (Answer: No)

Thomas took a black tram again, which is Is a black tram called so because it is a tram

called so because it is a tram that runsonly  that goes to the graveyard? (Answer: No)
during the night.

It is well known that information structure can have an influence on prosody
(see Section 2.2.3). Therefore, the three conditions under investigation must be
comparable with regard to information structure. Apart from the presence /
absence of called so because it is, the sentences and questions used in the two
non-compositional conditions were identical and, hence, information structure
was controlled for. It was, however, equally important to ensure that infor-
mation structure did not vary between the compositional and non-
compositional conditions. The yes-no questions played a decisive role in this
respect. As Table 2 shows, the focus always laid on the same element, for exam-
ple, on the noun tram. Moreover, the amount of given and new information was
identical across the conditions. For instance, black was used once and tram
twice in the question of each condition. Hence, black was, so to speak, less giv-
en in the context of each condition. Generally speaking, this might increase the
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likelihood of initial stress because new, but not given, information is normally
made prominent (Ladd 1984); however, the crucial point is that the information
structure is balanced across all conditions.

3.3 Data analysis

A vital question in a production study is how one determines whether a con-
struction has initial or non-initial stress. The present analysis is based on the
measurement of three potential acoustic correlates of stress, namely FO, dura-
tion, and intensity. Generally speaking, higher FO, longer duration, and higher
intensity have been traditionally associated with stressed syllables (see Lehiste
1970). Since the present paper cannot give a detailed and general discussion of
these parameters (for a review, see, e.g., Kunter 2011: 57-69; Terken and Hermes
2000), we focus on three studies whose methodology is similar to that of the
experiment reported in the present section. Plag (2006) analyzed the FO in com-
pounds. The author defined initial and non-initial stress in the following way:
He first calculated the FO difference between the first and second element of
different compound types and then compared these differences. If compound
type A showed a greater difference than compound type B, compound type A
was considered to have initial stress and compound type B to carry non-initial
stress. Farnetani et al. (1988) and Morrill (2012) not only looked at FO but also at
duration and intensity. Further, they used not only differences but also ratios.
That means, for instance, that the authors examined minimal pairs and regard-
ed greater FO differences, higher duration ratios, and / or greater intensity dif-
ferences between the first and second element of one construction in compari-
son to another construction as an indication of initial stress in the first and non-
initial stress in the second construction. The present experiment adopts and
slightly expands this approach, following previous work that has shown that
the methodology can be successfully applied to the study of prominence in
complex constructions. That is, it is assumed here that a statistically significant
difference between the ratios (adjective values divided by noun values) and
differences (adjective values minus noun values) of two conditions reflects the
phonological categorical distinction between initial and non-initial stress. For
instance, if construction A shows a greater FO ratio and difference than con-
struction B, this can be an indication that construction A carries a pitch accent
on the first constituent only, i.e., it has initial stress, and construction B bears a
pitch accent on both the first and the second constituent, i.e., it has non-initial
stress (see Gussenhoven 2004: 277).
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Before one can calculate ratios and differences, however, one has to meas-
ure the acoustics of the adjectives and nouns. The vowels of these constituents
together with, if available in an item, liquids and glides were separated from the
rest of the recordings and used as the intervals for the following measurements
(for a detailed overview of segmentation criteria, see Turk, Nakai, and Sugahara
2006). The duration (= D) of each interval was obtained from the oscillogram
and the maximum intensity (= I) was measured with the “Get maximum intensi-
ty” function in Praat. Moreover, the maximum FO (= FO) was retrieved with the
“Get maximum pitch” function and Praat’s autocorrelation method. A pitch
range of 75 to 300 Hertz (Hz) (males) and 100 to 500 Hz (females) was chosen
and individually adjusted if necessary. Since extreme outliers were excluded
from the analyses and since the constituents of the AN items were not associat-
ed with boundary tones, maximum FOs were used because they reflect the pitch
contour more appropriately than mean FOs or FOs at the mid-points of vowels
(Kunter 2011: 74-75). The target items were not placed in clause-, statement-, or
question-final position; instead, each item was put before the word again,
“which was expected to carry all boundary-related tonal elements” (Plag,
Kunter, and Schramm 2011: 364).

For all adjectives and nouns, F0O, D, and I were obtained. Afterwards, the ra-
tio and difference of the adjective and noun value was calculated resulting in
the six dependent variables fundamental frequency ratio (FO;), fundamental
frequency difference (FOq), duration ratio (D), duration difference (Da), intensity
ratio (I), and intensity difference (Is). Repeated-measures ANOVAs by subject
(F1) and by item (F,) were conducted using FO;, FOq4, Dy, Dq, I, and I« as depend-
ent variables. Homogeneity of variances, an assumption of the ANOVA, was
given in F; and F: in the analyses of D, D4, Ir, and Is; both the Bartlett test, which
assumes a normal distribution of the data, and the Levene test, which does not
assume a normal distribution of the data, showed that the variances were equal
(p > .05). In the analysis of FO;, these tests revealed equal variances at least in Fi.
In the analysis of FOq, at least the Levene test indicated equal variances in both
Fi and F.. The independent and fixed variable, SEMANTIC COMPOSITIONALITY, wWas a
within-subject / item factor and had the three levels implied compositional
semantics, implied non-compositional semantics, and explicitly marked non-
compositional semantics. SUBJECT and ITEM were included as random variables.
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3.4 Results

Note that, in this result section, the three conditions are abbreviated in the fol-
lowing way: C = implied compositional semantics, N = implied non-composi-
tional semantics, S = explicitly marked non-compositional semantics.

3.4.1 Fundamental frequency

The analysis of FO: revealed a significant main effect of SEMANTIC COMPOSITIONALI-
TY (F1(2,10) = 6.83, p < .05; F2(2,10) = 5.66, p < .05). Post-hoc comparisons showed
that N and C significantly differed (Difference of means [DM]: = 0.104, t; = 2.79,
pi1< .05; DM: = 0.137, t, = 2.56, p. < .05). Significance was also reached in the
comparison of S and N (DM; = -0.130, t; = -3.50, p; < .01; DM, = -0.170, t, = -3.17,
p2=.01), but not between S and C.

The analysis of FO4 showed a significant main effect of SEMANTIC COMPOSI-
TIONALITY (F1(2,10) = 7.45, p = .01; F»(2,10) = 6.50, p < .05). Not only N and C
(DM: = 20.63, t; = 3.40, p; < .01; DM; = 25.33, t = 3.11, p> < .05) but also S and N
significantly differed (DM: = -19.88, t; = -3.28, p: < .01; DM, = -25.48, t, = -3.13,
p2<.05). The difference between S and C did not reach significance. Overall,
Hypotheses 1, 2b, and 3b were confirmed. Descriptive statistics are summarized
in Table 3 (FO: and FOq) and displayed in Figure 1 (only FOq).

Tab. 3: Descriptive statistics of FO, / FOq, subject analysis (F1) (item analysis [F] in brackets)!

C N S
N of FOr 6 (6) 6 (6) 6(6)
N of FO4 6 (6) 6 (6) 6 (6)
M of FOr 1.003 (1.001) 1.106 (1.138) 0.976 (0.968)
M of FOq -4.61 (-5.05) 16.03(20.28) -3.85(-5.20)
SD of FOr 0.091 (0.147) 0.145 (0.136) 0.044 (0.039)
SD of FOq 6.68 (21.73) 21.32(21.81) 5.86 (6.59)

1 N (in first column) = Number of observations, M = Mean, SD = Standard deviation.
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Fig. 2: Distribution of values of FOq in subject analysis (F1)

Figures 2 and 3 illustrate that the individual values that contributed to the over-
all means given in Table 3 were higher in condition N than in conditions C and
S, which, in turn, were often closer together, for all subjects and items. Since the
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analysis of FO: revealed a similar pattern, the distributions are not presented
here.
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Fig. 3: Distribution of values of FOq in item analysis (F2)

3.4.2 Duration

The analysis of D; showed a significant main effect of SEMANTIC COMPOSITIONALITY
(F1(2,10) = 11.57, p < .01; F2(2,10) = 8.20, p < .01). Post-hoc comparisons revealed
a significant difference between N and C (DM; = 0.257, t; = 4.77, p: = .001;
DM; = 0.214, t, = 4.05, p> < .01). The difference between S and N was significant
in the subject analysis and marginally significant in the item analysis (DM; =
-0.157, t; = -2.91, p: < .05; DM, = -0.109, t, = -2.05, p> = .067). S and C did not sig-
nificantly differ.

The analysis of Da showed a significant main effect of SEMANTIC COMPOSITION-
ALITY (F1(2,10) = 10.29, p < .01; F2(2,10) = 9.87, p < .01). N and C significantly dif-
fered (DM = 35.60, t1 = 4.44, p; = .001; DM, = 31.45, t, = 4.38, p> = .001). A signifi-
cant difference was also detected between S and N (DM; = -24.41, t; = -3.04,
p1<.05; DM, = -20.27, t, = -2.82, p> < .05) but not between S and C. Overall, again,
Hypotheses 1, 2b, and 3b were confirmed. Descriptive statistics are summarized
in Table 4 (D: and Dq) and displayed in Figure 4 (Dq only).
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Tab. 4: Descriptive statistics of D: / Dq, subject analysis (F1) (item analysis [F2] in brackets)

C N S
N of Dr 6 (6) 6 (6) 6 (6)
N of D4 6 (6) 6 (6) 6 (6)
M of D¢ 1.173(1.181) 1.430(1.395) 1.273(1.287)
M of D¢ 19.53(20.49) 55.13 (51.95) 30.72 (31.68)
SD of Dy 0.103 (0.326) 0.111(0.424) 0.171(0.384)
SD of Dq 18.25(61.40) 9.23 (60.40) 26.40 (65.50)
60
5513
g so
ik
W
&
= 40
5
k!
“6 3072
& 30
o
&
@
b
E 20 1953

C

N
Semantic compositionality

Fig. 4: Mean Dq in subject analysis (F1)

Some of the standard deviations in Table 4 are high. Figures 5 and 6 present the
distributions of the values included in the calculation of the means of Da. The
graphs illustrate that Da of N is higher than that of C and S for five of the six
subjects and items. The analysis of D; revealed a similar pattern. Figure 5 also
shows that N was the most stable condition across subjects. Figure 6 illustrates
that the large standard deviations are based on the different phonetic nature of
the items and that the standard deviations of all conditions are similar.
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3.4.3 Intensity

The analyses of I, and Is did not show a main effect of SEMANTIC COMPOSITIONALITY.
Descriptive statistics are presented in Table 5.
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Tab. 5: Descriptive statistics of I, / l4, subject analysis (F1) (item analysis [F2] in brackets)

C N S
N of Ir 6 (6) 6 (6) 6 (6)
N of l4 6(6) 6 (6) 6 (6)
M of I 1.012(1.012) 1.020 (1.021) 1.012(1.010)
M of l4 0.76 (0.74) 1.26 (1.30) 0.81 (0.60)
SD of I 0.012(0.010) 0.016 (0.020) 0.015(0.012)
SD of lq 0.69 (0.66) 0.98 (1.39) 1.03(0.78)

3.4.4 Summary of results

In sum, only the AN constructions with implied non-compositional semantics
showed a clear tendency towards initial stress. In contrast, the combinations
with explicitly marked non-compositional semantics, as well as the items with
implied compositional semantics, tended to carry non-initial stress. Crucially,
both measures taken (ratios and differences) for two of the three acoustic pa-
rameters measured (FO and duration) showed robust effects in the expected
direction. The only parameter that did not show an effect of semantic composi-
tionality was intensity; this, however, is in line with evidence from the literature
that suggests that intensity may in fact not always be a reliable cue to stress (for
a review, see Cutler 2005).

3.5 Theoretical discussion

Speakers have different means at their disposal to mark that the meaning of a
complex construction goes beyond the sum of the meanings of the individual
constituents. On the prosodic side, initial stress represents a typical marker of
semantic non-compositionality in English. The findings of the present pilot
study support the idea that language users place more prosodic prominence on
the initial constituent if the semantics of a complex construction deviate from
the compositional interpretation. Specifically, it is shown that native speakers
of English lengthen the initial syllables and pronounce them at a higher pitch
level. The latter finding is compatible with Gussenhoven’s (2004: 277) proposal
that non-compositional items such as compounds carry an accent only on the
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first constituent but compositional constructions such as phrases bear an accent
on both constituents. On the non-prosodic level, called so because is one way to
explicitly mark a non-compositional meaning. The analyses of the current ex-
periment indicate that speakers, if exposed to a non-lexicalized complex con-
struction whose non-compositional semantics are explicitly marked, tend not to
use initial stress and, instead, seem to favor the standard prosodic structure of
compositional semantics. Therefore, this first pilot study suggests that native
speakers of English might rely on either a prosodic or a non-prosodic means,
but not on both, to mark meaning deviations when they produce non-
lexicalized constructions in their language.

Overall, the present findings are, on the one hand, similar to the results of
previous studies such as Farnetani et al. (1988) and Morrill (2012). That means
specifically that FO and duration turned out to be reliable correlates in the dis-
tinction between initial and non-initial stress. For example, Morrill’s (2012)
analysis revealed a greater duration ratio for compounds compared to phrases,
indicating that the former carry initial stress but the latter non-initial stress.
Keeping in mind that the compounds of her study were non-compositional and
the phrases compositional, one can see that the findings are similar to those of
the present experiment. On the other hand, however, three differences have to
be emphasized as well. First, the other authors investigated lexicalized items
and, thus, their effects might also be based on lexicalization rather than seman-
tic non-compositionality. Second, intensity played a much greater role in the
other two studies than in the present experiment. A potential explanation is the
low number of participants and items examined in my study. Third, some of the
other authors’ results are connected to the fact that they looked at different
sentence positions such as subject position, question-, statement-, or clause-
final position. For instance, Morrill (2012) found a higher FO in the second con-
stituent in comparison to the first one in compounds in question-final position.
This effect has its roots in the rising intonation of this environment. In contrast,
the present study focused on a single position in which the acoustic properties
of items were not influenced by boundary phenomena found in final positions.

A result of the analysis reported here is that only items with implied non-
compositional semantics but not items whose non-compositional meaning was
explicitly marked by the immediate context showed a clear tendency to carry
initial stress. This finding partly connects to the study described in Hartl (2016),
who investigated German AN compounds and phrases of comparable frequen-
cies and found that phrases occurred more often with sogenannt (‘so-called’)
than compounds. Crucially, the German AN compounds of Hartl’s experiment
resemble the items with implied non-compositional semantics of the present
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study in two respects: First, both are non-compositional and, second, both carry
initial stress. The German AN phrases examined by Hartl and the non-
compositional constructions that occurred with called so because in the current
experiment share two characteristics as well: First, and again, both are non-
compositional and, second, both have non-initial stress. Taken together, both
Hartl’s and my own study show that the non-compositional semantics of AN
constructions are less likely to be marked by means of initial stress if an explicit
and non-prosodic marker such as sogenannt or called so because is present.
Nevertheless, these issues have to be investigated further because, strictly
speaking, sogenannt and called so because differ in crucial respects. The latter,
but not the former, has to be followed by an expression that explains the func-
tion of the modifier. Further, while called so because in the present study focus-
es on the contribution of the adjectival semantics to the entire meaning only,
sogenannt refers to the whole AN construction. Whether these syntactic and
semantic differences affect stress has not been tackled in the current work.

Finally, it has to be emphasized again that the number of participants and
items was, in comparison to other studies such as Morrill (2012), quite small. As
a consequence, the results are still rather exploratory in nature and have to be
confirmed in subsequent and more comprehensive studies.

4 Conclusion

The current paper investigated non-lexicalized AN combinations in English and
addressed two questions: Are non-compositional constructions stressed differ-
ently in comparison to compositional items and, if so, does the explicit marking
of non-compositionality in the immediate context have an influence on stress
distribution? Although the dataset is rather small, this analysis suggests that
the answer to both of these questions might be “Yes”: Non-compositionality
seems to trigger initial stress in non-lexicalized items, but only if no other de-
vice to mark non-compositionality, such as called so because, is used.
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Appendix: Remaining test sentences in the three

conditions

Tab. 6: Remaining test sentences in the three conditions?

Condition

Test sentence

Compositionality (C)

Non-compositionality (N, S)

Nicole used a white jar again, which has a nice
color.

Nicole used a white jar again, which (is called
so because it) is a jar used to store sugar.

Compositionality (C)

Non-compositionality (N, S)

Lucy sat on a blue stool again, which has a
color she likes.

Lucy sat on a blue stool again, which (is called
so because it) is a stool used for therapies in
the water.

Compositionality (C)

Non-compositionality (N, S)

Sarah slept in a green hut again, which has a
color she likes.

Sarah slept in a green hut again, which (is

called so because it) is a hut we find in a gar-
den.

Compositionality (C)

Non-compositionality (N, S)

Steven made a brown dough again, which has
anice color.

Steven made a brown dough again, which (is
called so because it) is a dough made of choco-
late.

Compositionality (C)

Non-compositionality (N, S)

Sally relaxed on a gray couch again, which has
a color she likes.
Sally relaxed on a gray couch again, which (is

called so because it) is a couch made of ce-
ment.

2 The two non-compositional conditions are given in the same lines. What appears between
brackets belongs to the condition with called so because (= S) only.
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Expanding the lexicon by truncation:
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Abstract: Two issues have posed a challenge for morphological theories to ac-
count for how and why patterns of name truncation and clipping are so produc-
tive as a means of expanding the lexicon in many languages, and have fuelled
the debate about whether or not such truncation patterns should be considered
regular word-formation (e.g. Lappe 2007; Ronneberger-Sibold 2010; Alber and
Arndt-Lappe 2012; Mattiello 2013; Manova 2016). These are (a) the variability of
observed output forms, and (b) their functional indeterminacy and lack of se-
mantic transparency. The present article presents case studies from Italian,
German and English to bear on these issues. With respect to (a), it is argued that
variability arises from the existence of different, systematic truncation patterns
both within and across languages, and discusses the available evidence on how
the formal distinctions correspond to the functional differentiation of patterns.
With respect to (b), it is argued that productive truncation patterns are opti-
mised for recoverability, and evidence is discussed to suggest that discourse
context plays a crucial role in establishing transparent base-derivative relations.
On a theoretical level, I will argue that excluding truncation from grammatical
morphology on the grounds of the scope of formal variation in outputs and their
lack of transparency may be premature, and is not helpful in accounting for the
productivity of truncatory patterns observed in language. Instead, the findings
of the present study suggest an agenda for future research that will study pat-
terns and usage of truncation both within and across languages in more detail. *

1 Introduction

This article is concerned with two types of truncatory processes: truncated per-
sonal names as they are used in many languages to form vocatives and hypoco-
ristics, and truncated non-names. I will use the term ‘truncated names’ to refer
to the former and ‘clippings’ to refer to the latter. Both truncated names and

* | am grateful to Birgit Alber, Ingo Plag, and Elke Ronneberger-Sibold for many inspiring
discussions and constructive feedback on earlier versions of this paper. Thanks also to two
anonymous reviewers for their helpful comments. Needless to say, all remaining errors are
mine.

3 Open Access. © 2018 Sabine Arndt-Lappe, published by De Gruyter. This work is licensed
under the Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
https://doi.org/10.1515/9783110501933-143
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clippings can occur with or without suffixes. Examples of the different types of
truncation are given in (1)-(3).!

(1) Name truncations, without suffix
a. German

Katha 4 Katharina
Seba 4 Sebastian
Manu 4 Manuela

b. Central Alaskan Yup’ik (McCarthy and Prince [1986] 1996)
An, Aguk 4 Angukaynaq

Apif 4 Apivyan

Kai, Kalik 4 Kalixtuq
c. English

Pat, Trish 4 Patricia

Abe 4 Abraham

Liz, Beth, Bess 4 Elisabeth

(2) Name truncations, with suffix
a. GermanlI

Kat-i 4 Katharina
Gab-i 4 Gabriele
Rolf-i 4 Rolf

b. GermanII
Woll-e 4 Wolfgang
Ed-e 4 Eduard
Rall-e 4 Ralf

c. English
Patt-y, Trish-y 4 Patricia
Ab-y 4 Abraham

Lizz-y, Bett-y 4 Elisabeth

(3) Clippings, without suffix
a. German

Mathe 4 Mathematik
Psycho 4 Psychologie
Pada 4 Pidagogik
Abi 4 Abitur

1 Note that (1)-(3) are not meant to provide exhaustive sets of attested truncations for each
base form. In some cases more than one truncation is cited to illustrate the variation found in
attested output forms. Such variation will be discussed in detail in section 2 below.
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b. French (Kilani-Schoch 1996)

appart ¢ appartement

manif ¢ manifestation

formid ¢ formidable

bac ¢ baccalauréat
c. Swedish (Niibling 2001)

el 4 elektricitet

raff ¢ raffinaderi

rea ¢ realisation
d. English

maths 4 mathematics

geog 4 geography

bio 4 biology

lab 4 laboratory

As becomes evident from the examples cited, ‘truncation’ is actually a misno-
mer for the processes exemplified. Especially among the suffixed forms, deriva-
tive forms? are not necessarily shorter than their base forms (compare e.g. Rolf-i
¢ Rolf). What we see, instead, is that most truncation is templatic, which means
that the formal properties of the process are best described in terms of the re-
sulting output structure (in the examples in (1)-(3): a monosyllabic or a disyl-
labic word) rather than in terms of what and how much material is deleted from
the base word (cf. Alber and Arndt-Lappe 2012; Manova 2016 for discussion). If
we accept that truncation is best described in terms of such an output-oriented
perspective, it becomes clear that forms like Rolfi (¢ Rolf), in spite of the fact
that no truncation in a literal sense is involved, belong to the same kind of mor-
phological category: Like Kati (¢ Katharina), the output form Rolf-i corresponds
to a disyllabic template. Also functionally, there is no difference between forms
like Rolfi and forms like Kati.

In terms of the topic of this volume, truncations constitute an interesting
case, as their form and meaning straddle the boundaries of what is considered
regular word-formation in many frameworks (cf. e.g. Ronneberger-Sibold 2015a
for a recent summary). At the same time many truncation processes undoubted-
ly display a high degree of productivity, in the sense that a lot of new forms are
being coined, with a both regular and predictable form and function. This is
particularly true of name truncations in many languages (on form cf. e.g. Alber
and Arndt-Lappe 2012 for a summary of the literature; on function cf. e.g.

2 The terminology used here, referring to outputs of truncation as ‘derivative forms’ and to full
forms as their ‘bases’, suggests that truncation is considered a regular word-formation process.
Cf. below for discussion.
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Schneider 1993, 2003 on German and English name truncations, respectively,
Lappe 2007 on English; Alber 2010 on Italian). What I want to argue in this pa-
per, on a general level, is that looking at productive truncation patterns can
teach us something about what regular word-formation is like. On a more spe-
cific level, this paper is meant as a step towards laying out a research agenda
that may help to develop a better understanding of how, in spite of the analyti-
cal challenges, truncation works as a regular and productive mechanism of
lexical expansion.

In terms of formal aspects, the challenge that has made it difficult for some
frameworks to classify truncation as a regular word-formation process is that
truncatory patterns seem to involve a greater variety of options than other mor-
phological processes, giving the impression that outputs are, in essence, unpre-
dictable (cf. e.g. Ronneberger-Sibold 2015a). With respect to some formal as-
pects, the unpredictability assumption has been challenged in work set in the
framework of Prosodic Morphology (McCarthy and Prince 1993, 1996). In this
research program, truncatory patterns have often been cited as evidence for the
claim that prosodic categories (esp. the syllable and the metrical foot) play an
important role in determining the structure of outputs of morphology. Thus,
many languages have truncatory patterns in which the output of truncation
regularly corresponds to a metrical foot of that language (e.g. Bat-El 2005 for
Hebrew; Pifieros 2000 for Spanish; Féry 1997 and Wiese 2001 for German
i-suffixed forms like those in (2a) above). One problem with many studies in
Prosodic Morphology, however, is that, given the interest of the research pro-
gram, their focus is necessarily limited. Thus, several studies look only at pro-
sodic restrictions on the size of truncated forms. Only much more rarely do they
discuss the question as to which part of the base is retained in the truncation.
The same is true for effects such as segmental changes and substitution phe-
nomena, which are often cited as evidence for the alleged unpredictability of
truncation. Lappe (2007) is a comprehensive empirical study of major trunca-
tion patterns in English within Prosodic Morphology, but for many other lan-
guages we are lacking important data. Another problem with analyses of the
form of truncations is that it is unclear what underlies the patterns we observe.
Thus, the fact that there are many crosslinguistic similarities between the for-
mal properties of truncation patterns has been modelled in optimality-theoretic
studies as an effect of the ranking and interaction of universal markedness con-
straints, which, crucially, form an integral part of grammar. The very same
crosslinguistic similarities, however, have also been interpreted as grounded in
universal, cognitive principles that are not grammatical (Berg 2011; Ronne-
berger-Sibold 2015a). Finally, it is unclear if and in how far it is justified to think
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of different truncation patterns within a given language as different morpholog-
ical categories of that language.

With respect to the meaning of truncations, one important challenge is that
it is unclear how a transparent form-meaning relationship can be achieved in
truncated forms. As a consequence of these problems, truncatory processes are
in some frameworks considered to be instances of marginal morphology, extra-
grammatical morphology or creative processes (esp. within a Natural Morphol-
ogy context, e.g. Mattiello 2013). Another challenge is the formalisation of the
meaning of truncated forms, given that they share their denotational meaning
with their bases, but differ from their bases in terms of affective meaning com-
ponents that vary with the way they are used pragmatically in discourse (cf. esp.
Schneider 2003 for an analysis).

Interestingly, both challenges (formal variability, and the indeterminacy of
meaning) come across as particularly urgent in the analysis of truncation, but
are in fact a matter of current debate in other, catenative morphological pro-
cesses as well (for discussion of universal vs. category specific variation in cate-
native morpho-phonology cf. e.g. Steriade 1999; Carlson and Gerfen 2011;
Bermudez-Otero, to appear; for discussion of the nature of morphological trans-
parency cf. e.g. Bell and Schéfer 2016; Schéfer 2017 on compounding).

In the present paper I will argue that excluding truncation from grammati-
cal morphology on the grounds of the scope of formal variation in outputs and
their lack of transparency may be premature, and is not helpful in accounting
for the productivity of many truncatory patterns observed in language. Building
on previous work on English (especially Lappe 2007) and crosslinguistic work
(esp. Alber and Arndt-Lappe 2012), I will present case studies to show that, with
respect to structural predictability, a more appropriate analysis of the investi-
gated patterns crucially involves taking into account the systematic and highly
constrained variability of the structural properties of truncatory patterns. The
available evidence seems to suggest that both universal and morphological
factors interact to produce the observed variation. With respect to semantic
transparency, the evidence from truncation suggests a notion of morphological
transparency that makes crucial reference to psycholinguistic notions of the
recoverability of the base-derivative relation. The paper will discuss relevant
structural properties of truncations in the light of psycholinguistic evidence
about factors that facilitate or impede word recognition and lexical access. The
available evidence for name truncation and clipping suggests that, despite the
loss of transparency, the truncatory patterns under investigation strive to pre-
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serve recoverability.? In more general terms, the study of truncation sheds inter-
esting light on the question of how transparency is in fact related to recoverabil-
ity.

Towards the end of this section, two disclaimers are in order. First, as we
will see in the course of the paper, there is by far not yet enough evidence avail-
able to allow us to come to definite conclusions. Rather, the goal of the paper is
to show that the existing evidence opens up interesting new avenues for re-
search, which will study pattern variability and the meaning of truncated
words, identifying regular patterns and studying the relationship between
productivity and regularity in these patterns.

Second, it is important to note that the paper will only look at productive
truncatory patterns. There is a wealth of literature that deals with other types of
truncation, whose status for the language system is less clear. Prominent in-
stances are, for example, brand names and the use of truncation in advertising
language (cf. e.g. Ronneberger-Sibold and Wahl 2014; Ronneberger-Sibold
2015b).

The paper is structured as follows. Section 2 will discuss formal predictabil-
ity and variability, section 3 will be devoted to transparency and recoverability.
The paper will end with a concluding section (section 4).

2 Formal predictability and variability

A general problem in assessing the predictability of output structures of trunca-
tory processes is that, in much of the pertinent literature, the degree of predict-
ability is not in the focus of investigation. A further problem is that major work
on truncation comes from very different theoretical frameworks, which happen
to make radically different claims about the predictability of truncatory patterns
(cf. Manova 2016 for a recent overview).

In what follows I will present case studies that investigate aspects of the
formal predictability of truncatory patterns. The data come from German, Ital-
ian, and English. Section 2.2 will look at the question of how many subpatterns
there may be, and review some of the evidence that there may be functional
differences between them. Section 2.3 will be concerned with structural differ-

3 This is contrary to claims in the literature that argue that truncation is motivated by the aim
to obscure recoverability (e.g. Ronneberger-Sibold 2001), which may hold for some patterns of
truncation, but will be shown to be problematic for the productive patterns to be discussed in
this paper.
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ences between subpatterns that can be captured in terms of different degrees of
optimisation.

2.1 Patterns distinguished by word structure and anchoring

One thing that is striking about truncation when studied across languages is
that there seem to be general constraints on the formal properties of truncation
that seem to hold across languages, to the effect that truncatory patterns, even
in typologically distinct languages, look strikingly similar (for pertinent data
and a theoretical account cf. Alber and Arndt-Lappe 2012). Such constraints
pertain to the general word structure of truncated forms (measured in terms of
the number of syllables and the stress pattern) and the question as to which part
of the base survives in the truncation. The latter will be referred to as ‘anchor-
ing’ in this paper. Within the bounds of these universal constraints, languages
differ systematically in what functional use they make of such options. Fur-
thermore, languages differ in how they map the different possibilities onto dif-
ferent functions.

In order to explore systematic differences between languages, we turn to
name truncations. In what follows I will describe word structure and anchoring
patterns in Italian and German on the basis of two parallel surveys that were
conducted in 2002 at the universities of Verona and Trento (for Italian; in col-
laboration with Birgit Alber) and in 2007 at the university of Siegen (for Ger-
man). In both cases informants, who were undergraduate students participating
in general linguistics courses, were asked to supply (in written form) nicknames
of names of people they know. All data come from native speakers of the lan-
guage in question. The surveys yielded 244 different Italian and 544 different
German base-derivative pairs. Orthographic variants, nicknames that bear no
formal relation to the original name, and anglicised versions of names and
nicknames were excluded.* A detailed structural analysis of the Italian data that
were collected in Verona can be found in Alber (2010), which also served as a
model for the classification of the Italian data in the present study.

Table 1 provides an overview of word structures in the Italian data. ‘S’
stands for a ‘strong’, i.e. (main-) stressed syllable, ‘w’ stands for a ‘weak’, i.e.
unstressed, syllable.

4 The latter occurred only in the German data.
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Tab. 1: Word structure in the Italian sample

N %  examples
Sw 82 33.6  Anto (¢ Antonella)
S w, with a reduplicated consonant 20 8.2  Pippo (# Filippo)
S w, other fixed segments 7 2.9  Pine (4 Giuseppina)
Sw, i-final® 94 38.5  Andri (¢ Andrea)
S 35 14.3 Gio (# Giovanni)
wS 5 2.0 Milé (¢ Milena)
Other 1 0.4  Eleo (# Eleonora)
Total 244 100

The data fall into five distinct patterns: There are two highly frequent disyllabic
patterns, one of which takes two syllables from the base word and ends in an
open syllable, and one of which involves a fixed segment, -i, which may be
analysed as a suffix.

Among the rarer patterns, we find a monosyllabic pattern that comprises an
open syllable, a disyllabic pattern that resembles the first disyllabic pattern but
involves reduplication of the second onset consonant (cf. Alber 2010 for a de-
tailed description), and, interestingly, a disyllabic pattern with iambic stress.
Four of the five iambic forms are apparently exponents of a pattern reported by
in Alber (2007, 2010) for Southern varieties of Italian, where the truncated form
preserves the stretch from the initial to the main-stressed syllable of the base,
regardless of the number of syllables involved. The forms are Mari (¢ Maria),
Milé (¢ Miléna), Sofi (¢ Sofia), and Moré (¢ Moréno). More examples of the
Southern Italian pattern are given in (4), from Alber (2010).

(4) Ba ¢ Barbara
Francé 4 Francésca
Antoné 4 Antonélla

Tables 2-4 look at anchoring in the three major Italian patterns: the unsuffixed
disyllabic pattern (‘Sw-truncations’), the i-final disyllabic pattern (‘i-final Sw-

5 This group comprises S w forms where -i is not part of the base name (e.g. Andri (¢ Andrea)
and S w forms in which -i is present also in the base (e.g. Ori (¢ Orielta). The reason why the
latter have been categorised as ‘S w, i-final’ and not as ‘S w’ is that they show the same anchor-
ing pattern as other i-final forms (cf. Tables 2 and 3 below).
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truncations’), and the monosyllabic pattern. In order to be able to distinguish
between the two anchoring patterns, only bases are considered in which main
stress is non-initial.

Tab. 2: Anchoring in Sw-truncations for bases where main stress is non-initial

N %  examples
initial syllable 44 55.0 Marghe (¢ Margherita)
main-stressed syllable 29 36.3 Betta (# Elisabetta)
other or unclear 7 8.8 Nico (¢ Domenico),

Benza (¢ Benzina)

Total 80 100

Tab. 3: Anchoring in i-final Sw-truncations for bases where main stress is non-initial

N %  examples
initial syllable 71 89.9  Albi (¢ Alberto)
main-stressed syllable, noninitial 7 8.9  Resy (# Teresa)
unclear 1 1.3 Tessy (4 Stefania)
Total 79 100

Tab. 4: Anchoring in monosyllabic truncations for bases where main stress is non-initial

N %  examples
initial syllable 19 95.0  Ste (4 Stefania)
main-stressed syllable, noninitial 1 5.0 Cé(# Francesca)
Total 20 100

Anchoring is surprisingly uniform. The portion of the base that survives in the
truncated form begins with the beginning of the initial or the main stressed
syllable of the base and ends when the disyllabic or monosyllabic structure that
characterises the word structure of the truncatory pattern is satisfied. Other
types of anchoring are extremely marginal. I will henceforth refer to the two
major anchoring patterns as ‘initial’ and ‘stress’ anchoring, respectively. Note
that truncatory patterns that differ in word structure also differ in anchoring:
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Simplex (i.e. unsuffixed) disyllabic names may anchor to the initial or the main-
stressed syllable of their bases (cf. Table 2). i-suffixed disyllables, however, as
well as monosyllables, seem to almost exclusively anchor to the initial syllable
of their bases, and not to the main-stressed syllable (cf. Tables 3 and 4). By con-
trast, 18 of the 20 forms that involve reduplication of a consonant (e.g. Pippo ¢
Filippo) anchor to the main-stressed vowel of their bases (cf. Alber 2010).

Table 5 provides a survey of word structures in the German data. The format
of the table is the same as in Table 1. As in the Italian dataset, I assume that
final sounds which occur as non-etymological segments in some of the data can
be analysed as suffixes. In these cases, all forms ending in these segments are
classified as ‘x-final’, regardless of the etymological status of the final segment.

Tab. 5: Word structure in German name truncations

N %  examples
Sw 128 23.5  Karo (¢ Karolin)
S 68 12.5 Jo (4 Johann)
S, s-final 7 1.3 Fabs (# Fabian)
S w, i-final 251 46.1  Wolfi (¢ Wolfgang)
S w, e-final 35 6.4  Wolle (¢ Wolfgang)
Sw, e(r)l-final 12 2.2 Naddel (¢ Nadine)
S w, chen-final 8 1.5 Inchen (4 Ina)
S w, other fixed segments 31 5.7 Nico (4 Niclas)
other 4 0.7  Elisa (# Elisabeth)
Total 544 100

We see that i-suffixed forms make up about half of the data (46.1%) provided by
the German students. This is the pattern that has received most attention in the
literature on German truncation (cf. e.g. Ronneberger-Sibold 1992, 1995; Féry
1997; Steinhauer 2000, 2007; Wiese 2001; Kdpcke 2002; Alber 2007). However,
the data in Table 5 show that German has at least two more productive, unsuf-
fixed patterns of name truncation. These are unsuffixed disyllables (with an
open final syllable) and unsuffixed monosyllables. Both patterns together ac-
count for some 36% of the data. Also, the i-suffixed pattern is not the only suf-
fixed pattern. In the data we also find a set of 36 e-final forms (-e is phonologi-
cally realised as [3]): Compare e.g. Wolle ¢ Wolfgang, Ede ¢ Edmund, or Domme
¢ Dominik). Furthermore, there is a group of Sw forms involving other fixed
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segments. Finally, there is a small number of forms which involve diminutive
suffixes which have traditionally not been analysed as truncatory suffixes
(-chen, -e(r)l), but which did involve truncation to a disyllabic form in all cases
in the dataset,® and a very small number of truncated forms which do not corre-
spond to any of the major word-structure patterns. As in the other languages
discussed, the latter make up only a very small proportion of the data (0.7%).

Tables 6-8 provide an overview of anchoring patterns found in the three
major patterns attested in the data: unsuffixed monosyllabic and disyllabic
forms (the latter will be referred to as ‘Sw-truncations’), and i-suffixed disyllabic
forms (i-suffixed Sw-truncations). As in the previous discussion, the relevant
dataset will be restricted to those forms where main stress in the base form is
non-initial. Note also that e-final disyllables will not be discussed any further.
As stress is initial in all base names in the dataset, it is not possible to distin-
guish anchoring patterns for this type.

Tab. 6: Anchoring in unsuffixed Sw-truncations for bases where main stress is non-initial

N %  examples
initial syllable 30 30.3  Manu (¢ Manuéla)
main-stressed syllable, 62 62.6  Ela (® Manuéla)
noninitial
other 7 7.1 Lilo (¢ Lieselotte)
Total 99 100

6 For reasons of methodological consistency, derivatives ending in -chen and -e(r)l have been
kept in the database, but will not be considered any further in the analysis. But cf. Moulin (this
volume) for a discussion of the function of -chen in 18" century German, which seems to imply
that diminutive function is actually quite close to the function of nicknames. Cf. also Schneider
(2003) for a pertinent proposal for English, which considers the nickname marker -y to be part
of the diminutive system of the language.
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Tab. 7: Anchoring in i-suffixed Sw-truncations for bases where main stress is non-initial

N %  examples
initial syllable 84 71.2  Brunni (¢ Brunhilde)
main-stressed syllable, non- 32 27.1 Tini (4 Bettina)
initial
other 2 1.7  Betty (# Elisabeth)
Total 118 100

Tab. 8: Anchoring in monosyllabic truncations for bases where main stress is non-initial

N %  examples
initial syllable 13 81.3 Lu (4 Luisa)
main-stressed syllable, noninitial 3 18.8  Nel (# Cornélia)
Total 16 100

Like their Italian counterparts, German i-suffixed name truncations show a clear
tendency to anchor to the initial rather than the main-stressed syllable of the
base. The same seems to be true for monosyllabic truncations in the two lan-
guages. Unsuffixed disyllabic patterns show slightly different anchoring prefer-
ences in the two datasets. In the German data, stress anchoring is the majority
choice; in the Italian data both anchoring possibilities are used to about the
same extent. Future research may substantiate whether these differences indeed
reflect systemic differences between languages. Another clear difference be-
tween name truncation patterns in the two languages is that, unlike Italian,
German does not have a name truncation pattern that anchors to both the initial
and the main-stressed syllable: Thus, Miléna can become Milé in (Southern?)
Italian, but names like Sabine cannot become *Sabi in German.’

2.2 Universal vs. morphological determinants of patterns

A question that has not yet received much attention in the literature is whether
and in how far different truncatory patterns can be distinguished by their func-

7 Attested German truncated names for the base Sabine are Bine and, less commonly, Sabi.
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tion. The existing evidence points to two dimensions here: one is that name
truncation patterns differ from patterns of non-name truncation (‘clippings’);
the other is that languages seem to vary in terms of which pattern they use for a
given function.

Two large-scale empirical studies of English name and non-name trunca-
tion patterns, Lappe (2007) and Berg (2011), provide independent evidence for
differences between name truncation and word clipping patterns. One such
difference concerns anchoring patterns. Word clippings show significantly more
initial anchoring than name truncation.® Tables 9 and 10 illustrate this by
providing the relevant figures for English monosyllabic name truncations and
monosyllabic clippings from Lappe’s (2007) study. The tables have the same
format as the tables provided in section 2.1 on Italian and German, considering
only bases in the dataset in which main stress is non-initial. The total dataset
comprises 948 base-derivative pairs that were extracted from a website provid-
ing resources for genealogical research (truncated names, various patterns) and
702 base-derivative pairs that were extracted from dictionaries (clippings, vari-
ous patterns; for details cf. Lappe 2007: 59-60).

Tab. 9: Anchoring in monosyllabic names for bases where main stress is non-initial

N %  examples
initial syllable 63 53.0  Hez (# Hezekiah)
main-stressed syllable 50 42.0  Kye (¢ Hezekiah)
other 6 5.0  Beth (# Elisabeth)
Total 119 100

8 Lappe’s (2007) and Berg’s (2011) studies differ in terms of how they classify anchoring pat-
terns. Berg (2011) makes a traditional distinction between fore-clipping and back-clipping;
Lappe (2007) uses initial anchoring and stress anchoring. The difference between these two
classification systems does not bear on the issues discussed in this article. Recent research
indicates that we need a tripartite classification (initial, stress, and final anchoring) to account
for anchoring patterns found in truncations crosslinguistically (Alber 2017).
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Tab. 10: Anchoring in monosyllabic clippings for bases where main stress is non-initial

N %  examples
initial syllable 123 90.4  ack (¢ acknowledge)
main-stressed syllable 10 7.4 sheen (¢ machine)
other 3 2.2 droid (¢ android)
Total 137 100

English monosyllabic name truncations may anchor either to the initial or to the
main-stressed syllable of their bases. Together, these two anchoring patterns
account for 95% of the data. By contrast, non-initial anchoring is extremely rare
among clippings (less than 10%).

English monosyllabic name truncations and clippings similarly differ in
terms of how faithful they are to the sound structure of their bases. For example,
the substitution of the dental fricatives, [0] and [8], by corresponding stops, [t]
and [d], is systematically observed in name truncation, but not in clippings. (5)
provides examples, again from Lappe (2007).

(5) a. name truncations

Martha 4 Mart, Marth
Cynthia 4 Cynt, Cynth
Bertha 4 Bert, Berth
Nathaniel 4 Nat, Nath

b. clippings
mathematics 4 maths

catheter 4 cath

methedrine 4 meth
synthesiser 4 synth
thespian ¢ thesp

The evidence cited from English in this section seems to suggest that clippings
and truncated names differ in terms of the degree to which their structure is
geared towards optimising recoverability of their base lexeme. Clippings are
more faithful to the segmental structure of their bases, and they preserve the
initial part of the base, which, from a psycholinguistic perspective, is the part
that is most relevant for word recognition (cf. below). This raises the question of
whether the variability that we observe is an effect of universal mechanisms (as
argued in Berg 2011), or whether it is morphological in a similar way to how
other morphological processes are. One piece of evidence that there is at least
some morphological aspect to the variation is that languages differ in terms of



Expanding the lexicon by truncation: Variability, recoverability, and productivity =—— 155

which patterns they exploit for which functions. The doubly anchored pattern
documented for Southern Italian in section 2.2 is a case in point. Pertinent ex-
amples are repeated in (6) for convenience.

(6) Ba 4 Barbara
Francé 4 Francésca
Antoné 4 Antonélla

The pattern gives rise to truncated names of different lengths, depending on the
position of the main-stressed syllable in the base. Such a pattern is used only for
names in Italian (cf. (6)): Truncated forms always preserve the stretch from the
beginning to the main-stressed syllable of the base. By contrast, for English the
same pattern, also preserving the stretch from the beginning to the main-
stressed syllable of the base, has recently been documented for clippings
(Spradlin and Jones 2016 where the pattern is referred to as ‘totes truncation™).
Examples are given in (7).

(7) ‘totes truncation’ (Spradlin and Jones 2016)

bluebs 4 blieberries
emosh 4 emotional
inapprép 4 inappropriate
clarificash 4 clarification

English bluebs (¢ blueberries) is like Italian Ba (¢ Bdarbara), emésh is like Francé,
inapprop is like Antoné. Note that there are also differences between the two
patterns: The Italian names always end in an open syllable, the English clip-
pings end in a closed syllable.

Another piece of evidence that suggests that morphological category co-
determines variability in truncatory patterns is that formal variability seems
systematic and predictable. For example, the discussion of word structure and
anchoring patterns in German, Italian, and English truncations in this section
already showed that there are only very few cases which form exceptions to the
major patterns. For English, it is argued in Lappe (2007) that productive pat-
terns can be systematically distinguished from exceptional forms also if not
only word structure and anchoring, but also the segmental properties of trun-
cated forms are taken into account. A good example is the consonantal makeup
of English monosyllabic name truncations. We have already seen in (5) that the

9 The name ‘totes truncation’ is based on the fact that in those cases in which pertinent forms
are adjectives, they are often modified by the adverb totes (¢ totally). However, the pattern is
by no means restricted to adjectives (Spradlin and Jones 2016).
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pattern systematically allows dental fricatives to be substituted by correspond-
ing plosives. What is important now is that other consonant changes that are
occasionally observed in existing truncated forms are not systematic (and ex-
tremely rare). For example, in the truncated name Bill, which is well-established
for the base William, [w] in William corresponds to [b] in Bill. The same segmen-
tal change is also observed in truncations for bases like Willis and Wilbert, for
which also Bill is an attested truncated name. However, the alternation ([w] ~
[b]) is crucially restricted to cases in which the output form is Bill, and does not
occur in other contexts. For example, Winfield, Wendy, and Webster cannot
become *Bin, *Bend, or *Beb, but only (and regularly) Win, Wen, and Web. It
thus seems that whereas the morphological category systematically allows al-
ternations concerning the dental fricatives, it does not systematically allow
other types of (optimising) alternations.

3 Semantic transparency and base recoverability

The assumption that semantic transparency is a characteristic of productive
morphological processes is commonplace in much of the morphological litera-
ture (cf. e.g. Ronneberger-Sibold 2001; Braun and Plag 2003; Bell and Schéfer
2016). Nevertheless, we find that the term is used in slightly different senses in
the literature. In the psycholinguistic literature on morphological processing the
term ‘transparency’ is often employed to refer to the degree to which mor-
phemes in a morphologically complex word are formally and semantically re-
lated to the base morphemes from which they derive (cf. e.g. Libben et al. 2003
for discussion). In the theoretical morphological literature we find that in some
approaches also the aspect of compositionality, i.e. predictability of meaning
resulting from the combination of morphemes, is important. For example,
Ronneberger-Sibold defines transparency as “the possibility of inferring a
meaning from the parts of such a word or phrase and the way they are com-
bined.” (Ronneberger-Sibold 2001: 98, my emphasis).

According to this latter view, then, truncatory processes are not transparent
by definition because here formal compositionality does not correspond to se-
mantic compositionality. As an example, consider the English truncated name
Ed, derived from the base Edward. We may argue that Ed has a diminutive
meaning component and, thus, differs semantically from Edward (cf. esp.
Schneider 2003; Alber and Arndt-Lappe 2012 for discussion). The meaning of Ed
as a complex meaning is, however, not reflected in the form Ed, which is clearly
not compositional.
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However, in terms of a definition of transparency as a measure of recovera-
bility of bases within the truncation, the issue of how transparent outputs of
truncation are becomes less trivial. Crucially, then, base recoverability in trun-
cation is a process that must be very similar to word recognition from word
fragments. It is this type of transparency that I will discuss in this section, relat-
ing, where possible, relevant structural properties of truncation to pertinent
findings from psycholinguistic research. To avoid ambiguity, I will henceforth
use the term ‘base recoverability’ to refer to the phenomenon. The purpose of
this section is to show that rules governing the formation of truncated words in
productive patterns of truncation seem to be geared towards facilitating recov-
erability of the base. In what follows we will look at anchoring in truncation and
relate the attested productive patterns to findings that have emerged from the
psycholinguistic literature on properties of words that play a role in lexical ac-
cess and word recognition. In section 3.3 we will then discuss the problem that,
because of the reduction of phonological form, truncation may lead to homon-
ymous truncated forms for different base words (to be referred to as ‘the ho-
monymy problem’). A large number of homonymous truncations can be seen as
a factor obstructing base recoverability because, given homonymous trunca-
tions, speakers cannot know which is the right base form. We will discuss some
preliminary evidence about how recoverable bases are when truncations are
used in discourse context. The pertinent data will again come from English.

3.1 Anchoring and word recognition

An important problem that we face when investigating crosslinguistic regulari-
ties in anchoring patterns is that very few empirical studies systematically in-
vestigate anchoring. Still, we often find that authors comment on observed
generalisations, even if it is assumed that anchoring is, in general, variable and
unsystematic. For example, for French clippings Scullen (1997: 97) basically
assumes that “establishing a single site for the mapping of elements to a tem-
plate [...] appears to be futile”. Still, she admits that left anchoring is “the
standard case” (Scullen 1997: 97). A similar comment can be found in Bat-El's
(2005) study of Hebrew hypocoristics. Focussing on regularities in output struc-
ture of truncated names, she notes that “THs [templatic hypocoristics; SAL]
come in various forms when their correspondence to their base is considered:
left-anchored, misanchored [sic!], and reduplicated, again, either left-anchored
or misanchored.” (Bat-El 2005: 126, my emphasis). Finally, in her comparative
study of German and Swedish truncations Niibling (2001) notes that, in princi-
ple, different anchoring patterns are attested, those where the initial part of the
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base lexeme is retained (‘Kopfworter’), and those where the final part is retained
(‘Endworter’). For the latter type, however, she notes:

Dieser Typ ist ist in beiden Sprachen [Schwedisch und Deutsch, SAL] kaum vertreten,
wobei das Schwedische immerhin drei Beispiele aufweist. Dabei handelt es sich um
fremdsprachige Vorlagen mit Nichtinitialakzent. (Niibling 2001: 174175, my emphasis)
[This type is hardly represented in the two languages [Swedish and German, SAL]. In Swe-
dish, at least, there are three examples. All of them are modelled on non-native words with
non-initial stress. (Translation: SAL, my emphasis)]

The examples cited indicate that, even in studies which do not focus explicitly
on anchoring or which do not presuppose that anchoring is systematic, it has
frequently been noted that anchoring does not appear to be arbitrary, but that
there are at least very strong tendencies.

In the case studies on English name truncation and clipping, and German
and Italian name truncation that were discussed in section 2.2 we saw the same
phenomenon. Whereas truncatory patterns differ in terms of which anchoring
types they allow, anchoring is surprisingly uniform. We find that all patterns
allow anchoring to material that is initial in the base. Additionally, some pat-
terns allow anchoring to material that is main-stressed in the base. Together,
initial anchoring and main-stress anchoring account for more than 90% of all
data collected in these pilot studies.

Alber and Arndt-Lappe (2012) systematically investigate which anchoring
patterns (and word structure patterns) are attested crosslinguistically. The sur-
vey is based on published work on truncation set in different frameworks. Their
findings show that what we saw in the pilots in section 2.2, can well be extended
to other languages: The predominant anchoring pattern is left-edge anchoring,
followed by main-stress anchoring. In addition, there are patterns which pre-
serve both initial and main-stressed material from their bases.

In sum, there is converging evidence that the overwhelming majority of
truncatory patterns 