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ABSTRACT  

Many drugs interact noncovalently with DNA either by groove binding or intercalation. 

Intercalation is a key process in drug discovery and biosensor development. Doxorubicin 

(DOX) is an intercalator drug that treats a wide range of cancers. However, its binding process 

with DNA is still a highly debatable topic on both the experimental and theoretical sides with 

many unanswered questions. Particularly, what is the key physical factor(s) that drives the 

complex formation at both conformational change and insertion binding stages? What are the 

DOX sequence-selectivity and the role of physical factors in determining this selectivity? What 

is the best model to describe the relationship between binding affinity and selectivity of an 

intercalator drug? How do the aqueous environment and ionic concentration impact the 

intercalation process? 

A comprehensive microsecond time-scale molecular dynamics study in an explicit 

aqueous solvent has been performed to address the above-raising questions. In this study, DOX 

interacts with different dsDNA sequences of various lengths (hexamer or tetradecamer). The 

molecular mechanics Poisson-Boltzmann or generalized-Born surface area (MM-PB(GB)SA) 

method is adapted to quantify and partition the binding free energy (BFE) into its 
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thermodynamic components, for a variety of different solution conditions and different DNA 

sequences. Our results show that the compulsory DNA conformational changes to form the 

intercalation cavity, the loss of translational and rotational mobility upon complex formation, 

and the overall electrostatic interactions are all unfavorable for the DOX-DNA complexation 

process. However, they are counteracted by the favorable contributions from the attractive van 

der Waals interaction, the non-polar solvation interaction, the vibrational entropic contribution, 

and the polyelectrolyte free energy at lower ionic strength. The van der Waals interaction 

provides the largest contribution to the BFE at each stage of binding. The sequence selectivity 

depends mainly on the base pairs located downstream from the DOX intercalation site, with a 

preference for (AT)2 or (TA)2 driven by the favorable electrostatic and/or van der Waals 

interactions. Invoking the quartet sequence model proved to be most successful to predict the 

sequence selectivity. Our findings indicate that the aqueous bathing solution (i.e. water and 

ions) opposes the formation of the DOX-DNA complex at every binding stage, thus implying 

that this process preferably occurs at low ionic strength and is crucially dependent on solvent 

effects.  
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CHAPTER 1. INTRODUCTION 

Despite indisputable progress in cancer therapy, cancer is still one of the deadliest 

diseases in the United States and around the world [1], [2]. According to the National Cancer 

Institute of the United States in 2020, over 1.8 million new cases of cancer were diagnosed in 

the US alone and 606,520 deaths were attributed to cancer and related complications [3]. 

Globally, new cancer cases per year are predicted to reach 29.5 million by 2040, with 16.4 

million cancer-related deaths [3]. Consequently, the design of new cancer drugs and/or 

improvement of the existing ones with desired features - including lower toxic side effects, and 

higher selectivity and efficacy - are standardly listed among the major clinical demands. These 

desired therapeutic goals are, however, hampered by many challenges in cancer treatment 

research, among which the fundamental understanding of how an anticancer drug can 

recognize and bind to its correct molecular target is one of the prime topics [4]. DNA is the 

main molecular target for many clinical cancer drugs, since targeting DNA can disrupt the 

specific gene expression for the treatment of pathogenic diseases at the genetic level, especially 

in the case of cancers and viral diseases [5], [6]. Most cancer drugs bind to DNA by 

intercalation or by the groove binding process [7] (Figure 1.1). Unlike the groove binding 

drug, an intercalator drug can alter the local double-stranded DNA (dsDNA) conformation by 

inserting its planar aromatic chromophore portion between sequential base pairs (BPs), thus 

modifying the base-base stacking separation of the dsDNA helix, followed first by a local 

unwinding, and then by a conformational alteration of the sugar-phosphate backbone [8]. This 

physical distortion of DNA has become the hallmark of the intercalation process. The 

intercalation process occurs at least in two steps: the formation of the intercalation BP site 
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within the dsDNA, corresponding to the ‘conformational change step’, followed by the 

insertion of the drug into the locally deformed dsDNA, corresponding to the ‘insertion step’ 

[9]. In the first step, the dsDNA is undergoing a conformational transition from the B-DNA 

conformation to the intercalated dsDNA conformation. Apart from the rational drug design, 

the great scientific interest in the intercalation process is connected also with the essential role 

it plays in many other biomedical applications, such as in developing DNA biosensors [8], 

[10]. A fundamental understanding of the intercalation mechanisms and the various energetic 

components that regulate each stage of the intercalation binding process is therefore important 

to gain insight into its fundamental properties as well as control its practical consequences. 

 

Figure 1.1. Non-covalent binding modes of small drug and DNA. In the left hand is the groove 
binding of DB921 and d(CGCGAATTCGCG)2 complex (PDB 2B0K [11]) and the right hand 
is the intercalation of DOX and d(CGCGCGCGCGCG)2 complex (design in this study). 
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Doxorubicin (trade name Adriamycin, abbreviated DOX) is an intercalator cancer drug 

that has been widely applied in clinical settings of chemotherapy [12]–[14]. DOX belongs to 

the anthracycline anticancer group, effective in killing cancer cells in both solid and liquid 

tumors [15]–[17]. It has three functional domains, as shown in Figure 1.2.  

 

Figure 1.2. Schematic chemical structure and three functional domains of Doxorubicin. 

The anthraquinone ring that intercalates between two BPs of dsDNA, a subsection in 

the anthraquinone ring that stabilizes the DOX-DNA complex by forming hydrogen bonds 

(HBs) with DNA bases, and the daunosamine domain with an amino sugar group, that acts as 

a minor groove binding agent [18]. The intercalation of DOX into DNA deforms the 

polynucleotide structure, resulting in an inhibition of the macromolecular biosynthesis, due to 

its interference with the enzyme topoisomerase II, and generation of enzyme-mediated DNA 

[19]–[23]. Despite the considerable success of DOX in clinical applications as a 
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chemotherapeutic anticancer agent, the underlying modus operandi is still not entirely clear 

and remains a subject of intense debate. There are many proposed models including 

topoisomerase II poisoning, DNA adduct formation, oxidative stress, as well as ceramide 

overproduction to explain the DOX-mediated cell death [24]–[26]. Hence, a detailed analysis 

of the DOX-DNA interactions can provide in-depth knowledge of the molecular mechanism 

of intercalator drug action, as well as a better understanding of the general principles for 

guiding the new DNA-intercalator design.  

Apart from DOX’s general mechanism, its action is in addition sequence-dependent, 

with details that are also not entirely clear and remain doubtful, resulting in further unresolved 

questions in basic and applied research. First, there is still debate about the nature of the 

preferential binding of DOX to dsDNA [27], [28]. Some studies have suggested that the 

preferred intercalation site for DOX is (CG)2 and the most energetically favored sequences are 

5’TCG and 5’ACG [29]–[35], while other studies have indicated that the 5’TCA sequence is 

the one connected with the preferred binding [36]–[38]. Second, the model describing the 

relationship between the DNA sequence and the DOX binding affinity is also not entirely 

resolved, being modeled by either a triplet sequence model [31]–[33], or equivalently by a 

quartet sequence model [28], [39], [40], with no emerging comprehensive consensus. Third, 

the picture of how the nearest neighbor BPs affect the DOX intercalation site is also not clear. 

The physical structure of DOX’s daunosamine sugar domain allows DOX to extend to the 

nearest BP, vicinal to the intercalation site, thus extending the role of this amino sugar group 

in the DOX binding process. Fourth, the physical factors that drive the DOX-DNA complex 

formation and their role in its selectivity have also not been adequately studied. Fifth, the 
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calculated values of DNA deformation penalty and entropy cost of intercalated DOX are 

experimentally difficult to obtain and subject to some debate [41]. Finally, there is limited 

information also on the non-specific polyelectrolyte effects of the DOX-DNA binding 

mechanism, which are expected to be non-negligible.  

In this dissertation, the main aims are to address the questions raised above. We 

undertook a comprehensive and systematic study focusing on the understanding of the 

molecular mechanisms and sequence-specificity implied in the DOX intercalation process. The 

current study is based on molecular dynamics (MD) simulations that have been performed at 

different solution conditions for many DOX-DNA complexes having various DNA sequences 

with two distinct lengths (hexamer or 6 BPs and tetradecamer or 14 BPs), two DOX 

configurations (1 DOX or 2 DOXs), and different DOX sites (in the middle of DNA or at its 

end terminal). We first verified the intercalation binding process between DOX and DNA. 

Simultaneously, many molecular factors involved in the formation of a stable DOX-DNA 

complex have been inspected and quantified [1]. Then, we extended our research to investigate 

the DOX sequence-specificity at a deeper level and for a larger number of complex models 

with hopes to put an end to many controversies and unanswered questions about this selectivity 

[2]. Our research provides useful information that could be used in drug design and intercalator 

biosensors. 

1.1 Outline of Dissertation  

The outline of this dissertation is as follows. In chapter 2, we describe the 

computational theory of molecular dynamics (MD) simulations, solvation models, the end-

point binding free energy method (BFE), and the analysis tools used in this dissertation. 



 

6 
 

Chapter 3 consists of the study of the intercalation binding process between DOX and different 

hexamer DNA sequences with two complex configurations (1:1 and 2:1 complexes) [1] and 

chapter 4 consists of the study of DOX sequence-specificity [2]. In chapter 3, we present the 

computational modeling and BFE calculations of the DOX-DNA complex with two sequences: 

d(CGATCG)2 or DNA1 and d(CGTACG)2 or DNA2. Several molecular interactions are 

probed and quantified to identify the key factor responsible for driving the stable intercalated 

DOX-DNA complex. Chapter 3 [1] (Bahaa Jawad, Lokendra Poudel, Rudolf Podgornik, 

Nicole F. Steinmetz, and Wai-Yim Ching, Molecular mechanism and binding free energy of 

doxorubicin intercalation in DNA. Physical Chemistry Chemical Physics, 2019, 21(7).) is 

reproduced by permission of the PCCP Owner Societies. In chapter 4, we focus primarily on 

the DOX sequence-dependent and attempt to describe a comprehensive model to explain the 

relationship between DOX sequence and binding affinity. In this chapter, we describe in more 

detail our procedures to design sixteen DOX-DNA complexes with tetradecamer sequences of 

form d(CGCGXYISXYCGCG)2. Chapter 4 [2] is reprinted with permission from (Bahaa 

Jawad, Lokendra Poudel, Rudolf Podgornik, and Wai-Yim Ching, Thermodynamic Dissection 

of the Intercalation Binding Process of Doxorubicin to dsDNA with Implications of Ionic and 

Solvent Effects. The Journal of Physical Chemistry B, 2020, 124(36).). Copyright (2020) 

American Chemical Society. Each chapter has its result and conclusion sections. We conclude 

our work with some final remarks and future work in chapter 5. 

    



 

7 
 

CHAPTER 2. THEORY AND METHODOLOGY  

This chapter describes the general concepts of molecular dynamics (MD) simulation, 

solvation models, the common methods for calculating the binding free energy (BFE), and the 

analysis tools that are adopted in this dissertation. Details of the specific simulation setups and 

the BFE protocols are given in chapters 3 and 4.  

2.1 Molecular Dynamics Simulation 

Molecular dynamics (MD) simulation is a computational technique that uses classical 

Newtonian dynamics to simulate the time evolution of all interacting atoms in biological 

macromolecules like protein and nucleic acid [42]–[44]. It can capture a wide variety of key 

biomolecular dynamics and processes, including conformational changes in protein or nucleic 

acids [45]–[47], thermodynamics of ligand-receptor [48]–[52], protein-protein [53]–[55], 

DNA-protein [56], [57] interactions, protein folding [58], [59], etc. Since protein or nucleic 

acids are large systems and their processes occur at longer timescales (nanoseconds or longer), 

ideally describing their interactions based on Ab Initio quantum mechanic methodologies is 

still a challenging task [60]. Therefore, it is necessary to resort to a classical MD, which is 

computationally more efficient for simulating all-atoms of the system on a long timescale. 

However, it has many simplifications and approximations as follows. First, it only calculates 

the energy of a system as a function of the nuclear positions which is justified based on the 

Born-Oppenheimer approximation [42]. Second, it uses an empirical force field to describe the 

interaction between atoms.  
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Many popular MD simulation packages exist, including AMBER [60], [61], 

CHARMM [63], NAMD [64], Gromacs [65], etc. In this dissertation, AMBER (Assisted 

Model Building with Energy Refinement) has been used. The basic concept behind an MD 

simulation is to describe the time-dependent behavior of systems by numerically integrating 

Newton’s second law of motion [44]: 

𝑭𝑭𝑖𝑖(𝑡𝑡) = 𝑚𝑚𝑖𝑖𝒂𝒂𝑖𝑖(𝑡𝑡) = −
𝜕𝜕
𝜕𝜕𝒓𝒓𝑖𝑖

𝑉𝑉(𝒓𝒓𝑖𝑖) (1) 

where 𝑚𝑚𝑖𝑖 is a mass of the ith atom and 𝑭𝑭𝑖𝑖(𝑡𝑡) is the net force acting on it at a given time 𝑡𝑡, 

deriving usually from a potential energy 𝑉𝑉(𝒓𝒓𝑖𝑖) as a function of all atomic coordinates 𝒓𝒓𝑖𝑖(𝑡𝑡) of 

the instantaneous configuration of the system. The corresponding acceleration 𝒂𝒂𝑖𝑖(𝑡𝑡) can be 

determined from this force, leading to a change in the velocity and position of the ith atom 

within a discrete time-step 𝛿𝛿𝛿𝛿, usually in the range of 1-2 femtoseconds (fs) to capture the 

fastest motions in the system. Many algorithms, such as SHAKE [66], [67] and LINCS [68], 

have been developed to constrain the motion of hydrogen-containing bonds, allowing the MD 

simulation to be performed with timestep lengths greater than 1 fs. Other numerical algorithms, 

such as Verlet [69] and leap-frog [61] algorithms, use these time-steps to simplify the 

integration of Newton's equation of motion, especially for large biomolecule systems. In 

AMBER MD simulation, the leap-frog algorithm is used [61], which is a modified version of 

the Verlet scheme. In this algorithm, the positions are defined at times 𝑡𝑡, (𝑡𝑡 + 𝛿𝛿𝛿𝛿), (𝑡𝑡 + 2𝛿𝛿𝛿𝛿), 

… according to the velocity at times (𝑡𝑡 − 𝛿𝛿𝛿𝛿 2⁄ ), (𝑡𝑡 + 𝛿𝛿𝛿𝛿 2⁄ ), (𝑡𝑡 + 3𝛿𝛿𝛿𝛿 2⁄ ), ... respectively. 

For example, to calculate the position at the time (𝑡𝑡 + 𝛿𝛿𝛿𝛿), the velocity at the time (𝑡𝑡 + 𝛿𝛿𝛿𝛿 2⁄ ) 

is calculated first [70]: 
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𝒗𝒗 �𝑡𝑡 +
1
2
𝛿𝛿𝛿𝛿� = 𝒗𝒗 �𝑡𝑡 −

1
2
𝛿𝛿𝛿𝛿� + 𝒂𝒂(𝑡𝑡)𝛿𝛿𝛿𝛿 (2) 

𝒓𝒓(𝑡𝑡 + 𝛿𝛿𝛿𝛿) = 𝒓𝒓(𝑡𝑡) + 𝒗𝒗 �𝑡𝑡 +
1
2
𝛿𝛿𝛿𝛿� 𝛿𝛿𝛿𝛿 (3) 

In this way, the velocities leap over the positions, then the positions leap over the velocities. 

Simply, MD simulation is an iterative process consisting of two steps: calculating the 

instantaneous forces on each atom and then using those forces to update the motion of the 

system [42], [43]. This process is typically repeated millions of times to provide insight details 

about the dynamic and structure aspects of a certain biomolecular process under investigation. 

As a result, the trajectory of atomic-level motion is obtained, which is essentially a three-

dimensional movie describing the system configuration at each point during simulation [43]. 

2.2 Empirical Force Fields 

The force in Eq.(1) is calculated as a derivative of potential energy V(ri) using a model 

known as a molecular mechanics (MM) force field for describing the intermolecular and 

intramolecular interactions of the system. Because the force field (FF) governs all interactions 

and dynamic behaviors of the system, selecting an accurate FF is crucial in an MD simulation. 

Various FFs have been developed for biomolecule systems, with the most commonly used 

being various versions of AMBER [71]–[74], CHARMM [75]–[78], and OPLS [79]–[81]. 

Notably, the AMBER and CHARMM MD packages should not be confused with the AMBER 

and CHARMM force fields. Again, the AMBER MD package with appropriate AMBER FFs 

for DNA and DOX has been used in this dissertation (chapters 3 and 4). Generally, FF contains 

the functional forms of potential energy, the definition of atom types that differ by their atomic 
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number and chemical environment, and a set of parameters. The functional form of the 

AMBER FF is [82]: 

𝑉𝑉(𝒓𝒓) = � 𝐾𝐾𝑏𝑏�𝑙𝑙 − 𝑙𝑙𝑒𝑒𝑒𝑒�
2 + � 𝐾𝐾𝜃𝜃�𝜃𝜃 − 𝜃𝜃𝑒𝑒𝑒𝑒�

2 + � �
𝑉𝑉𝑛𝑛
2

𝑛𝑛𝑑𝑑𝑑𝑑ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏

[1 + cos(𝑛𝑛𝑛𝑛 − 𝛾𝛾)]

+ �� �𝜖𝜖𝑖𝑖𝑖𝑖 ��
𝑟𝑟𝑖𝑖𝑖𝑖0

𝑟𝑟𝑖𝑖𝑖𝑖
�
12

− 2�
𝑟𝑟𝑖𝑖𝑖𝑖0

𝑟𝑟𝑖𝑖𝑖𝑖
�
6

� +
𝑞𝑞𝑖𝑖𝑞𝑞𝑗𝑗

4𝜋𝜋𝜀𝜀0𝑟𝑟𝑖𝑖𝑖𝑖
�

𝑁𝑁−1

𝑖𝑖>𝑗𝑗

𝑁𝑁

𝑖𝑖

 

(4) 

In Eq.(4), the first three terms represent bonded or intramolecular interactions arising from 

changes in bond stretching (1-2 interactions), bending (1-3 interactions), and torsions (1-4 

interactions) as shown in Figure 2.1. Bond stretching and bending interactions are modeled by 

simple harmonic potentials, which require only two parameters for each potential: the 

equilibrium values 𝑙𝑙𝑒𝑒𝑒𝑒  and 𝜃𝜃𝑒𝑒𝑒𝑒  and force constants 𝐾𝐾𝑏𝑏  and 𝐾𝐾𝜃𝜃 , respectively. Torsion 

interactions are typically represented by a cosine series such as the one used in Eq.(4), where 

𝑉𝑉𝑛𝑛 is the torsional barrier corresponding to the nth barrier of a given torsional angle 𝜙𝜙 with 

phase 𝛾𝛾, and 𝑛𝑛 is the multiplicity defining the number of minima or maxima between 0 and 2π. 

The last two terms of Eq.(4) are the non-bonded or intermolecular interactions associated with 

van der Waals (𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣)  and electrostatic (𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒)  energies. 𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣  is modeled using the 6-12 

Lennard-Jones (LJ) potential [83], where 𝜖𝜖𝑖𝑖𝑖𝑖  and 𝑟𝑟𝑖𝑖𝑖𝑖0  define the depth and position of the 

potential minimum, respectively. 𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒 is represented by the Coulomb potential, where 𝑞𝑞𝑖𝑖 and 

𝑞𝑞𝑗𝑗 are the partial charges on the respective atoms and 𝜀𝜀0 is the dielectric constant.  

To reproduce the actual behavior of the biomolecule system, the fixed parametrizations 

of the FF are determined by fitting to experimental data and quantum mechanical calculations 

[49]. For an example of the nucleic acid bases, the 𝑙𝑙𝑒𝑒𝑒𝑒 and 𝜃𝜃𝑒𝑒𝑒𝑒 values are taken from X-ray 
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structural data, the 𝐾𝐾𝑏𝑏 and 𝐾𝐾𝜃𝜃 values are obtained from vibration spectroscopies, and the fixed 

partial charges are assigned relied on the HF/6-31G* QM calculations with the RESP 

(Restrained Electrostatic Potential) fitting approach [82]. For more information on how this FF 

describes interactions and sets parameterizations, see Ref. [82].  

 

Figure 2.1. Bonded and non-bonded interactions between atoms in a force field [84].  

Although FF has many advantages such as simplicity, transferability, additivity of 

energy components, allowing extended MD simulations of large biomolecular systems, and 

speeding up calculations, it has many limitations. The major limitations are the fixed partial 

charges and the inability to describe forming or breaking of the covalent bonding between 

atoms during the chemical reaction [42]–[44]. To overcome these limitations, polarizable or 

reactive FFs have been developed [85]–[88], but they are not widely used yet. 

2.3 Treating Solvent Effects  

Aqueous solvents (water and ions) play a crucial role in governing the structure, 

stability, dynamics, thermodynamics, and functions of biological molecules [89], [90]. Water 
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is a vital molecule for all living organisms, yet it has only recently been quantitatively 

considered as an integral part of biomolecular systems [89]. It influences the biomolecules 

through participating in hydrogen networks, screening effect of charge-charge interactions, 

hydrophobic attractions, and solvation charged molecules (e.g. ligand, charged amino acids, 

base pair of nucleic acids, etc.) [89]–[91]. For these reasons, the inclusion of solvents is a 

necessary step to obtain a realistic and accurate simulation. Computationally, solvents can be 

represented using either explicit or implicit models as described below. 

2.3.1 Explicit Solvent Models (ESM)  

Individual solvent molecules are treated explicitly in explicit solvent models (ESM). 

ESM is the most comprehensive, accurate, and realistic model for describing solvent effects. 

However, it is computationally demanding. Many MD programs include ESM such as 

transferable intermolecular potential with 3 points (TIP3P) [92], 4 points (TIP4P) [92], 5 points 

(TIP5P) [93], optimal-point charged (OPC) [94], single-point charged (SPC) [95], or modified 

versions of them. The electrostatic representation (number of charge sites and polarizability), 

and the flexibility or rigidity of the water structure (internal geometry) are the main distinctions 

amongst these ESMs [91]. AMBER package supports all these ESMs. TIP3P has been used in 

this work, which is a rigid and 3-sites of fixed charge model. The dimerization energy for two 

water molecules, 𝑚𝑚  and 𝑛𝑛 , is calculated using Coulombic electrostatic interactions of all 

intermolecular pairs and a single Lennard-Jones (LJ) term between oxygens (Eq.5) [92]. 

𝐸𝐸𝑚𝑚𝑚𝑚 = � �𝐾𝐾
𝑞𝑞𝑖𝑖𝑞𝑞𝑗𝑗
𝑟𝑟𝑖𝑖𝑖𝑖

 
𝑜𝑜𝑜𝑜 𝑛𝑛

𝑗𝑗

𝑜𝑜𝑜𝑜 𝑚𝑚

𝑖𝑖

+
𝐴𝐴
𝑟𝑟𝑂𝑂𝑂𝑂12

−
𝐶𝐶
𝑟𝑟𝑂𝑂𝑂𝑂6

 (5) 
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where 𝐾𝐾 is Coulomb's constant and equal to 332.1 (kcal. Å/mol·e²), 𝑟𝑟𝑖𝑖𝑖𝑖 are distances between 

the charged sites with charges 𝑞𝑞𝑖𝑖 , 𝑞𝑞𝑗𝑗 , 𝐴𝐴  and 𝐶𝐶  are the LJ parameters, and 𝑟𝑟𝑂𝑂𝑂𝑂  is oxygen–

oxygen distance. In TIP3P, the equilibrium OH bond length is 0.9572 Å, the equilibrium HOH 

angle is 104.52°, the partial charges of oxygen and hydrogen are -0.834e and 0.417e, the LJ 

parameters of 𝐴𝐴 and 𝐶𝐶 are 0.582 (kcal. Å12/mol) and 0.595 (kcal. Å6/mol). All these parameters 

are typically adjusted for best fit against a chosen set of experimental water properties, such as 

density, radial distribution functions, enthalpy of vaporization, heat capacity, diffusion 

coefficient, and dielectric constant. TIP3P reproduces well the physico-chemical properties of 

bulk water [96]. However, many-body effects like electronic polarizability and quantum effects 

like charge transfer are not explicitly taken into account in Eq.(5) [97]. TIP3P also assumes 

that the geometry of water molecules remains fixed, ignoring the explicit consideration of 

internal interactions. It also underestimates the height of the second (tetrahedral) peak in the 

O-O radial distribution function and overestimates the diffusion constant [96]. Many ESMs 

have been developed to address these critical limitations [92], [93], [95]. Likewise, ions are 

explicitly treated using the Joung-Cheatham ion parameters for TIP3P water [98].  

The common protocol for performing an MD simulation begins with solvating the 

solute (protein, DNA, or ligand-DNA complex) in a periodic box using a large number of 

explicit solvents molecules. Two main points should be mentioned here. First, because simply 

placing the solute in a solvated box is insufficient to reproduce actual bulk properties, the 

periodic boundary condition (PBC) is employed to mimic an infinite system with finite 

repeating samples of the basic simulation box [44]. PBC is also used to overcome unphysical 

edge effects caused by the finite size. Briefly, by using PBC, the model system is placed in a 
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unit cell that is replicated in all three dimensions to form an infinite lattice of image atoms 

(Figure 2.2) [99].  

 

Figure 2.2. 2D schematic of periodic boundary conditions in molecular dynamics for a simple 
DNA system. Note that the DNA simulated system is a sub-ensemble within an infinite system 
of identical, small ensembles. 

During the simulation, every periodic image in the neighboring boxes moves in the 

same way as a particle moves in the primary simulation box [100]. Coordinates and velocities 

are only stored and propagated for the simulation box, but the interactions are reproduced 

across all the periodic images. Each particle interacts with the other particles and their images 

in neighboring boxes. As a particle leaves from one side of the box, one of its images enters 

from the opposite side. As a result, the total number of particles in the central simulation box 
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is conserved [70]. AMBER includes two PBC geometries: rectangular parallelepiped and 

truncated octahedron (i.e. box with corners chopped off) [61]. In this study, we used a 

rectangular PBC. 

Second, special attention must be paid when calculating long-range interactions. PBC 

is commonly combined with Ewald summation methods like the particle mesh Ewald method 

(PME) [101] to split the pairwise interactions into short-range and long-range contributions. 

The short-range contributions are sum rapidly in real space using a cutoff scheme in the range 

of 8-12 Å for both van der Waals and electrostatic interactions. The cutoff distance should be 

equal to or larger than half the diameter of the primary simulation box. While the slowly 

decaying long-range electrostatic interactions are treated in reciprocal space using three-

dimensional (3D) fast Fourier transforms (3DFFT) with the charge density discretized on a 

grid [44], [62], whereas the long-range van der Waals interactions are estimated by a 

continuum model [62]. 

2.3.2 Implicit Solvent Models (ISM)  

Since an MD simulation in ESM involves many discrete explicit solvent molecules, the 

computational cost is high and slow convergence. These limitations arise from massive 

calculations of solvent-solvent and solvent-solute interactions during each MD integration 

step, as well as the use of a large number of samples to estimate thermodynamic properties 

across many degrees of solvent freedom [102], [103]. To handle these problems, the alternative 

and simpler strategy is the implicit (or continuum) solvent model (ISM), which treats the 

solvent effects implicitly as a continuous medium, commonly assumed homogeneous and 

isotropic, with dielectric and nonpolar properties of water [97], [104]–[106]. In ISM, the 
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solvent is represented as a high-dielectric continuum that interacts with the solute charges 

embedded in a lower-dielectric medium like a vacuum [107]. The dielectric boundary between 

solute and solvent is taken as the molecular surface defined by a 1.4 Å probe sphere of solvent 

and by spheres centered on each atom with van der Waals radii [108]. 

Besides the less computational cost and faster convergence of ISM over ESM, it 

provides a quick and easy way to compute solvation-free energy. Despite these advantages, 

ISM contains some approximations whose effects are frequently difficult to address. For 

instance, the solute-solvent or/and solvent–solvent hydrogen bonds, and ion distribution, are 

no longer explicitly described. However, these interactions are implicit and contribute to the 

overall solvation energy in the mean-field approximation via a linear dielectric response [62]. 

ISM is widely applied for elucidating the electrostatic properties of many biological 

phenomena in solution, particularly the binding process, because it offers a trade-off between 

efficiency and accuracy [106], [109]–[111]. 

When modeling the ligand-receptor binding process using MD simulation, the binding 

free energy (BFE) of the molecule in the presence of solvent is the most important quantity to 

compute. As will see later, BFE can partition in terms of the nature of the interaction in a 

vacuum and/or solvent [2]. Solvation free energy (∆𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠) is the energy required to transfer a 

molecule from vacuum to solvent, and its thermodynamic cycle is illustrated in Figure 2.3. By 

using ISM, ∆𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠  is divided into an electrostatic or a polar contribution (∆𝐺𝐺𝑝𝑝)  and a 

nonelectrostatic or nonpolar contribution (∆𝐺𝐺𝑛𝑛𝑛𝑛) 

∆𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠 = ∆𝐺𝐺𝑝𝑝 + ∆𝐺𝐺𝑛𝑛𝑛𝑛 (6) 
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Figure 2.3. Thermodynamic cycle for computing the solvation energy using implicit solvent 
model (ISM). In ISM, the solvation energy is decomposed into electrostatic (polar) and 
nonpolar components. 

According to Figure 2.3, ∆𝐺𝐺𝑛𝑛𝑛𝑛 is the free energy of solvating a molecule from which 

all charges of their atoms have been removed, and ∆𝐺𝐺𝑝𝑝 is the free energy of first removing all 

charges in the vacuum and then adding them back in the presence of a continuum solvent 

environment [62]. Generally, ∆𝐺𝐺𝑛𝑛𝑛𝑛 is composed of two interactions: the unfavorable cost of 

creating a cavity of the solute in the solvent, and the favorable van der Waals attraction between 

the solute and solvent. It is usually modeled as a linear function of the solvent-accessible 

surface area (SASA) of the solute 

∆𝐺𝐺𝑛𝑛𝑛𝑛 = 𝛾𝛾. 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 + 𝑏𝑏 (7) 

where γ is a surface tension parameter derived from experimental solvation energies of small 

nonpolar molecules, and b is an offset correction term or fitting parameter [62], [109]. SASA 

is defined as the locus of the center of a solvent-sphere probe (1.4 Å for water) rolling over the 

solute van der Waals surface as shown in Figure 2.4(a) [112]. Based on this approach, 
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AMBER uses a fast LCPO (linear combination of pairwise overlaps) algorithm to compute an 

analytical approximation to the SASA of the solute [113].  

 

Figure 2.4. (a) Solvent-accessible surface area (SASA) model. The van der Waals (vdW) 
surface as given by the atomic radii is shown in gold, while the SAS is shown in white and is 
created by tracing the center of the probe sphere (in blue) as it rolls along the vdW surface. (b) 
The effective Born radius of an atom reflects the degree of its burial inside the low dielectric 
region defined by the solvent boundary. 

Unlike ∆𝐺𝐺𝑛𝑛𝑝𝑝, the computation of ∆𝐺𝐺𝑝𝑝 to total ∆𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠 is the most time-consuming part 

because the forces involved are long-ranged and the solvent screening effect is a complex 

phenomenon [62]. ∆𝐺𝐺𝑝𝑝  can be computed numerically using the finite-difference Poisson-

Boltzmann (PB) model or analytically using a pairwise generalized Born (GB) model as 

described below. 

I. Poisson–Boltzmann model 

In classical electrostatic theory, within the continuum model framework, the 

electrostatic solvation component (∆𝐺𝐺𝑝𝑝, here denotes as ∆𝐺𝐺𝑃𝑃𝑃𝑃) is calculated by numerically 

solving Poisson−Boltzmann (PB) equation using a finite-difference (FD) method. 
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In the absence of mobile ions, PB equation for a biomolecular system is given by [109] 

𝛻𝛻. 𝜀𝜀(𝒓𝒓)𝛻𝛻𝜑𝜑(𝒓𝒓) = −4𝜋𝜋𝜋𝜋(𝒓𝒓) (8) 

Here, 𝜀𝜀(𝒓𝒓) is the position-dependent dielectric constant, which equals the bulk water dielectric 

constant far away from the solute and is expected to decrease fairly rapidly across the solute-

solvent boundary. 𝜑𝜑(𝒓𝒓) is the electrostatic potential distribution function, and 𝜌𝜌(𝒓𝒓) is the fixed 

atomic charged density of the solute. When mobile ions are present, the charge density includes 

the solute charge distribution inside the cavity and the charge density generated by the ion 

atmosphere outside the cavity (𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒)  in solutions (𝜌𝜌 = 𝜌𝜌(𝒓𝒓) + 𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒(𝒓𝒓) . At equilibrium, 

𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒(𝒓𝒓) can be approximated by a Boltzmann distribution, which is written as [114] 

𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒(𝒓𝒓) = −𝜀𝜀𝑤𝑤 𝜅𝜅2 𝑠𝑠𝑠𝑠𝑠𝑠ℎ 𝜑𝜑(𝒓𝒓) (9) 

where 𝜀𝜀𝑤𝑤 is the solvent dielectric constant (e.g. water) and 𝜅𝜅2 = 8𝜋𝜋𝑒𝑒2𝐼𝐼
𝜀𝜀𝑤𝑤 𝑘𝑘𝐵𝐵𝑇𝑇

 represents the Debye–

Huckel screening parameter that is used to model the electrostatic screening effects of 

(monovalent) salt, where 𝑒𝑒 is the charge of the electron, 𝐼𝐼 is the ionic strength of the bulk 

solution, 𝑘𝑘𝐵𝐵  is Boltzmann’s constant, and 𝑇𝑇  is the temperature. The PB equation can be 

expressed in two forms based on the ionic strength. First, for weak ionic strength, the 

𝑠𝑠𝑠𝑠𝑠𝑠ℎ 𝜑𝜑(𝒓𝒓) function in Eq.(9) is approximated by including only the first term of a Fourier 

expansion, 𝑠𝑠𝑠𝑠𝑠𝑠ℎ 𝜑𝜑(𝒓𝒓) ≈ 𝜑𝜑(𝒓𝒓), yielding a linear PB (LPB) as in Eq.(10). Second, for ionic 

strengths requiring a general nonlinear expression of PB (NLPB) as in Eq.(11), it uses 

especially for highly charged systems [109], [114] 

𝛻𝛻. 𝜀𝜀(𝒓𝒓)𝛻𝛻𝜑𝜑(𝒓𝒓) − 𝜀𝜀𝑤𝑤 𝜅𝜅2𝜑𝜑(𝒓𝒓) = −4𝜋𝜋𝜋𝜋(𝒓𝒓) (10) 
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𝛻𝛻. 𝜀𝜀(𝒓𝒓)𝛻𝛻𝜑𝜑(𝒓𝒓) + 4𝜋𝜋𝜋𝜋(𝒓𝒓)�𝑧𝑧𝑖𝑖𝑐𝑐𝑖𝑖 𝑒𝑒𝑒𝑒𝑒𝑒 �
−𝑧𝑧𝑖𝑖𝜑𝜑(𝒓𝒓)
𝑘𝑘𝐵𝐵𝑇𝑇

�
𝑁𝑁

𝑖𝑖

= −4𝜋𝜋𝜋𝜋(𝒓𝒓) (11) 

where 𝜆𝜆(𝒓𝒓) describes the accessibility to ions, it is a predefined ion-exclusion function with a 

value of 0 within the Stern layer and the molecular interior (i.e., the areas are inaccessible to 

ions) and a value of 1 outside the Stern layer (accessible areas for ions), 𝑧𝑧𝑖𝑖 is the charge and 𝑐𝑐𝑖𝑖 

is the bulk number density of ion type i far from the solute at a given temperature 𝑇𝑇.  

Unfortunately, analytical solutions to PB equations are only possible for systems with 

simple and highly symmetric dielectric boundary geometries, such as spheres [115]. Therefore, 

they are solved numerically using various numerical methods for realistic biomolecule shapes 

[106]. One of the most popular and rigorous methods is the finite-difference (FD) method, 

which relies on the superimposition of a regular rectangular Cartesian mesh over the system 

[116]. An FD involves the following steps to solve the PB equations: mapping atomic charges 

to the FD grid points, specifying non-periodic/periodic boundary conditions, and using a 

molecular dielectric model to define the boundary between high-dielectric (water) and low-

dielectric (molecular interior) regions and mapping them to the FD grid edges [62]. The DF 

scheme is described in more detail elsewhere [106], [116], [117]. Many solvers based on FD 

schemes are available for solving the PB, including PBSA (an AMBER module) [118], DelPhi 

[119], ZAP [120], etc.  

II. Generalized Born model 

Because the numerical solutions of the PB equation are computationally expensive, an 

alternative dielectric continuum model has been developed, which is a Generalized Born (GB) 

pairwise approximation of the PB equation. The analytic GB method has gained popularity for 
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MD applications due to its simplicity and computational efficiency compared to the numerical 

solution of the PB model [121], [122]. Within the AMBER GB model, each atom in a 

biomolecule is described as a charged sphere with a radius Ri and a charge qi at its center, and 

a lower interior dielectric constant than the surrounding environment [123], [124]. Because the 

local environment, which has a low dielectric constant, determines the screening that each 

atom experiences, the more an atom is surrounded by other atoms, the less its electrostatics 

will be screened. This propriety is known as descreening of one atom by another. The Born 

radius of each atom is calculated using descreening, and the Born radius of an atom thus 

describes the degree of descreening. A large Born radius of atom in vacuum indicates small 

screening (strong electric field) while a small Born radius of atom in water represents large 

screening (weak electric field) [109].  

In the absence of mobile ions, the standard form of the GB model is expressed as [109] 

∆𝐺𝐺𝐺𝐺𝐺𝐺 = −
1
2 �

1
𝜀𝜀𝑖𝑖
−

1
𝜀𝜀𝑤𝑤
��

𝑞𝑞𝑖𝑖𝑞𝑞𝑗𝑗
𝑓𝑓𝐺𝐺𝐺𝐺𝑖𝑖,𝑗𝑗

 (12) 

In which 

𝑓𝑓𝐺𝐺𝐺𝐺 = �𝑟𝑟𝑖𝑖𝑖𝑖2 + 𝑅𝑅𝑖𝑖𝑅𝑅𝑗𝑗𝑒𝑒𝑒𝑒𝑒𝑒�−𝑟𝑟𝑖𝑖𝑖𝑖2 4𝑅𝑅𝑖𝑖𝑅𝑅𝑗𝑗� ��
1
2�  (13) 

where 𝜀𝜀𝑖𝑖 is the interior dielectric constant of the biomolecule, 𝑟𝑟𝑖𝑖𝑖𝑖 is the distance between atoms 

i and j, 𝑅𝑅𝑖𝑖 𝑎𝑎𝑎𝑎𝑎𝑎 𝑅𝑅𝑗𝑗 are the effective Born radii reflecting the degree of their burial inside the 

molecule, and 𝑓𝑓𝐺𝐺𝐺𝐺 is a certain smooth function of its arguments (Figure 2.4(b)) [62].  

In the presence of ions, the GB modify model is written as [109]  

∆𝐺𝐺𝐺𝐺𝐺𝐺 = −
1
2 �

1
𝜀𝜀𝑖𝑖
−
𝑒𝑒𝑒𝑒𝑒𝑒(−𝜅𝜅𝑓𝑓𝐺𝐺𝐺𝐺)

𝜀𝜀𝑤𝑤
��

𝑞𝑞𝑖𝑖𝑞𝑞𝑗𝑗
𝑓𝑓𝐺𝐺𝐺𝐺𝑖𝑖,𝑗𝑗

 (14) 



 

22 
 

Here, 𝜅𝜅  is the Debye–Huckel screening parameter. The polar solvation energy is strongly 

dependent on the effective Born radii, as shown by GB equations (12 and 14). These Born radii 

must be calculated at each time step in an MD simulation because they are dependent on protein 

conformation. Various approximations have been used to estimate the effective Born radii 

based on the molecule configuration and intrinsic atomic radii [97]. In AMBER, many GB 

models have been developed for this purpose such as GBHCT (igb = 1) [125], [126], GBOBC(igb 

= 2 or 5) [122], [127], and GBn (igb = 7 or 8) [128].  

For an isolated ion, Ri is equal to its vdW radius a, and Eq.(12) takes the form of the 

well-known Born formula for the solvation energy of a single spherical ion [62]: 

∆𝐺𝐺𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 = −
𝑞𝑞2

2𝑎𝑎 �
1
𝜀𝜀𝑖𝑖
−

1
𝜀𝜀𝑤𝑤
� (15) 

2.4 Binding Free Energy (BFE) 

The most important concept in physical chemistry and biophysics is binding free 

energy (BFE) [129]. BFE is a thermodynamic potential of the system that can be used to do 

work, and it describes thermodynamic process tendencies as well as the probability of the 

system remaining in a given state [109]. BFE is an essential quantity for providing physical 

insight into details difficult to access in experiments such as the molecular driving force, 

guiding the design of the best drug candidate with desirable pharmacological properties, and 

speeding the discovery of new medications and biological probes [130]. Because the BFE 

governs all biomolecular processes, like protein folding, molecular recognition, chemical 

reaction, etc., an accurate and reliable determination of the BFE is a major goal of 

computational drug discovery or any biomolecular studies [109]. Many computational 
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approaches are available to predict BFE including free energy perturbation (FEP) [131] and 

thermodynamic integration (TI) [132]. These rigorous calculations are computationally 

expensive as the system size increases [133], mainly due to the explicit treatment of solvent 

using the explicit solvent model (ESM) [134], and the need for calculations to be performed 

for many intermediate states along the transition pathway can be obtained.  

The alternative and simpler strategy is to treat the solvent effects implicitly using the 

continuum solvent method, also called the implicit solvent model (ISM) (section 2.3). The 

computational cost can be significantly reduced by considering only the free energy difference 

between the end-points [1]. The solvent effect is still partially accounted for in ISM, so it 

achieves a good balance between computational efficiency and accuracy [1].  

The most well-known end-point and implicit solvent methods are the Molecular 

Mechanics Poisson–Boltzmann Surface Area (MM-PBSA) and the Molecular Mechanics 

Generalized-Born Surface Area (MM-GBSA) approaches [135]. The MM-PB(GB)SA method 

has been successfully used in a range of settings including protein design [136], and protein-

protein [137]–[139], protein-ligand [140], [141], protein–DNA [142], and drug–DNA 

interactions [143]–[145]. In particular, the MM-PB(GB)SA method has been carried out to 

study the binding of DOX to various macromolecules [146], [147]. These two methodologies 

have also been used to study the interaction mechanism of DOX with carbon nanotube [148], 

[149]. Most recently, they have been demonstrated to be valuable in SARS-CoV-2 research 

[150]–[156]. 
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2.4.1 MM-PB(GB)SA Methodology  

The common experimental methods that are used to measure the drug−DNA BFE are 

calorimetric [157]. However, reliable decomposition of BFE into either the binding enthalpies 

and entropies or various energetic contributions or per-residue normalization has also not been 

fully implemented. Consequently, there is insufficient information to integrate these energetic 

components into overall process characterization. 

Here, we use the most popular end-point free energy method [107], [133], [149], the 

MM-PBSA or MM-GBSA methods, to calculate the BFE, 𝛥𝛥𝛥𝛥, and the relative 𝛥𝛥𝛥𝛥, 𝛥𝛥𝛥𝛥𝛥𝛥 [1], 

[2]. It combines the molecular mechanics (MM) energies with the PBSA or GBSA continuum 

solvation approach to predict the BFE of small ligands to biological macromolecule receptors 

[159]. The main difference between the MM-PBSA and the MM-GBSA approach is the 

methodology of calculating the solvation free energy [1]. The MM-PB(GB)SA methods we 

adopted have many advantages: it is more accurate than most empirical scoring approaches of 

molecular docking and less computationally demanding than alchemical free energy methods 

[109], it can be modified to analyze the BFE concerning the binding stages in the intercalation 

process of drugs, and it can break down the BFE to their thermodynamic components and can 

be further decomposed into per-residue energetic contributions [160], which make it possible 

to capture the local dominant interactions between DOX and dsDNA including contributions 

from individual base pairs (BPs) that are located near the DOX intercalation site [2]. 

In the MM-PBSA or MM-GBSA method, the BFE is determined based on independent 

MD simulations as the difference between the free energies of the bound state of the 
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DOX−DNA complex (𝐺𝐺(𝐶𝐶𝐶𝐶𝐶𝐶,𝑠𝑠𝑠𝑠𝑠𝑠)) and the unbound state of free B-DNA (𝐺𝐺(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠)) and free 

DOX (𝐺𝐺(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠)) [2], [109], [160] 

𝛥𝛥𝛥𝛥𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = 𝐺𝐺(𝐶𝐶𝐶𝐶𝐶𝐶,𝑠𝑠𝑠𝑠𝑠𝑠) − 𝐺𝐺(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠) − 𝐺𝐺(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠) (16) 

Each free energy term of the species (DOX, DNA, and their complex) in Eq.(16) can be 

computed from contributions of different interactions and expressed as [2], [109] 

𝐺𝐺 = 𝐸𝐸𝑀𝑀𝑀𝑀 + 𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑇𝑇𝑇𝑇 (17) 

Thus Eq.(16) can be written as 

𝛥𝛥𝛥𝛥𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = ∆𝐸𝐸𝑀𝑀𝑀𝑀 + ∆𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑇𝑇∆𝑆𝑆 = ∆𝐺𝐺𝑣𝑣𝑣𝑣𝑣𝑣 + ∆𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠 (18) 

where ∆𝐸𝐸𝑀𝑀𝑀𝑀 is the changes in the gas phase MM energy, which is calculated by averaging the 

configurational ensemble along the MD simulation trajectory based on the force field 

interactions represented by Eq.(4). ∆𝐸𝐸𝑀𝑀𝑀𝑀 can be simply written as the sum of the changes in 

the bonded energy ∆𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖, the nonbonded electrostatic energy ∆𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒, and the van der Waals 

energy ∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣 

∆𝐸𝐸𝑀𝑀𝑀𝑀 = ∆𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖 + ∆𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒 + ∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣 (19) 

Here, ∆𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖  is the sum of energy changes associated with bond stretching (∆𝐸𝐸𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏), angle 

bending (∆𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎), and dihedral (∆𝐸𝐸𝑑𝑑𝑑𝑑ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒) energies. ∆𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠  in Eq.(18) is divided into an 

electrostatic or polar solvation energy part (∆𝐺𝐺𝑝𝑝), and a non-electrostatic or nonpolar part 

(∆𝐺𝐺𝑛𝑛𝑛𝑛) between the solute and the continuum solvent as defined in Eq.(6). Again, ∆𝐺𝐺𝑛𝑛𝑛𝑛 is 

proportional to SASA as showed in Eq.(7), while ∆𝐺𝐺𝑝𝑝 is typically computed using either the 

PB model (equation 8, 10, or 11) or the GB model (equation 12 or 14). The free energy of the 

total electrostatic contribution is the sum of ∆𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒 and ∆𝐺𝐺𝑝𝑝 (∆𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒 = ∆𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒 + ∆𝐺𝐺𝑝𝑝) [2]. The 



 

26 
 

change in conformational entropy (−𝑇𝑇∆𝑆𝑆) is the sum of the change in translational, rotational, 

and vibrational entropic contributions. The translational and rotational entropic contributions 

can be determined using the standard statistical mechanical formulas, while the vibrational 

entropic contribution can be approximated either through a normal-mode analysis of the 

vibrational frequencies as adopted in our analysis or through a quasiharmonic approximation 

[1], [2], [160]. Lastly, ∆𝐺𝐺𝑣𝑣𝑣𝑣𝑣𝑣 is a contribution stemming from the solute. 

The relative BFE (𝛥𝛥𝛥𝛥𝛥𝛥) for binding DOX to various DNA sequences are directly 

calculated as the difference between two corresponding BFEs [2] 

𝛥𝛥𝛥𝛥𝛥𝛥𝑏𝑏𝑏𝑏 = 𝛥𝛥𝛥𝛥𝑏𝑏  − 𝛥𝛥𝛥𝛥𝑎𝑎 = (𝐺𝐺(𝐶𝐶𝐶𝐶𝐶𝐶,𝑠𝑠𝑠𝑠𝑠𝑠) − 𝐺𝐺(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠))𝑏𝑏 − (𝐺𝐺(𝐶𝐶𝐶𝐶𝐶𝐶,𝑠𝑠𝑠𝑠𝑠𝑠) − 𝐺𝐺(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠))𝑎𝑎 (20) 

where 𝑎𝑎 and 𝑏𝑏 are the reference and changed sequences respectively. Since the free DOX 

system remains the same in all models, its contributions are canceled. 

The common protocol for performing BFE calculations using MM-PB(GB)SA begins 

with running MD simulations with an explicit solvent to generate the conformational ensemble. 

In this step, the gas-phase energies (MM) are calculated from the interactions consistent with 

the force field and based on the structures that are extracted from the generated MD trajectories. 

Subsequently, explicit water molecules and counterions are removed, and the implicit PBSA 

or GBSA solvent model is utilized to compute the solvation energy at different ionic 

concentrations. The solute conformational entropy change is estimated using a normal-mode 

analysis [109], [150]. Finally, the BFE is then obtained by summing these individual energy 

components. Figure 2.5 shows the flowchart of these steps with two protocols of generating 

the necessary configuration ensembles for the bound and unbound states in the MM-

PB(GB)SA method: single and multiple trajectories protocols (STP and MTP).  
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Figure 2.5. The illustration of the flowchart of the MM-PB(GB)SA method protocols for 
binding free energy calculations with the single-trajectory protocol (1TP) and the three-
trajectory protocol (3TP). 

In the STP, only one MD simulation of the bound DOX-DNA complex is performed, 

and all average ensembles of unbound DNA and DOX can be extracted from this single 

simulation. In MTP, independent MD simulations of the bound DOX-DNA complex, unbound 

DNA, and free DOX are run, this is known as the three-trajectories protocol (3TP). The two-

trajectories protocol (2TP) can also be used when only two independent MD simulations of the 

complex with only receptor or ligand are conducted. Each protocol has advantages and 

disadvantages. STP is computationally more efficient than MTP because only one trajectory is 

used to create all three ensembles (DOX-DNA complex, DNA, and DOX) [1], [160]. In 

addition, ∆𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖  cancel out exactly because the configurations in the bound and unbound 

ensembles are the same, leading to lower fluctuations and standard errors and easier 
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convergence for BFE [135], [160]. However, STP ignores the change in the structure of the 

ligand and the receptor upon ligand binding, which may be significant factors, especially when 

this binding process is associated with large conformational changes. 

2.4.2 MM-PB(GB)SA Modification for Studying Intercalation Process  

The binding process of each intercalator molecule proceeds in two steps: 

conformational change of dsDNA to form the drug intercalation site and the insertion proper 

of the drug into that site [9]. The first step is an endothermic process, which is a high energy 

barrier process, accompanied by strongly unfavorable interactions that play a crucial role in 

the kinetics and thermodynamics of the intercalation process. The second step is an exothermic 

process that must be larger in magnitude than the initial process if intercalation is to occur. 

Therefore, a detailed investigation of the energy differences involved in various steps in the 

intercalation process is of great scientific interest [1]. Both steps take place in an aqueous 

medium, and Figure 2.6 illustrates the thermodynamic cycle of these two steps. The energy 

contributions of these two steps are implicitly included in Eq.(16) and can be written as [2] 

𝛥𝛥𝛥𝛥𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 + ∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼 (21) 

∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 is the energy contribution of the conformational changes in DNA and DOX, which can 

be estimated in the solution medium, as shown in Eq.(22) below, as the difference between 

bound and unbound energies separate for DNA or DOX. The bound energy of DNA itself or 

DOX itself is computed from the DOX−DNA complex models by the STP of the MM-

PB(GB)SA method. The energy of unbound systems is taken directly from the MD simulations 

of free unbound DNA and free unbound DOX models.  
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Figure 2.6. Illustration of the thermodynamic cycle for a DNA intercalator binding mode of 
DOX-DNA complex at the conformational changes and insertion binding stages. Blue color 
represents the water medium. 

These conformational energies are calculated as [2] 

∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠) + ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠) 

∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠) = ∆𝐺𝐺(𝐷𝐷𝐷𝐷𝐷𝐷∗,𝑠𝑠𝑠𝑠𝑠𝑠)𝐶𝐶𝐶𝐶𝐶𝐶 − ∆𝐺𝐺(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑜𝑜𝑙𝑙) 

∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠) = ∆𝐺𝐺(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠)𝐶𝐶𝐶𝐶𝐶𝐶 − ∆𝐺𝐺(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠) 

(22) 

where 𝐷𝐷𝐷𝐷𝐷𝐷∗ is the intercalated DNA or locally unwound DNA. The DNA structure is usually 

stable B-form conformation before binding with DOX. After the binding, this B-form 

conformation can deform due to the generation of the intercalation site. Unlike the undisturbed 

DNA (B-form of DNA), the creation of an intercalation site causes a doubling of the base–
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base distance. Therefore, the DNA deformation penalty is a significant term and indispensable 

in the calculating of the intercalation binding process [1]. ∆𝐺𝐺(𝐷𝐷𝐷𝐷𝐷𝐷∗,𝑠𝑠𝑠𝑠𝑠𝑠)𝐶𝐶𝐶𝐶𝐶𝐶 and ∆𝐺𝐺(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠)𝐶𝐶𝐶𝐶𝐶𝐶 

are defined as the energy contributions of bound DNA and DOX on complex formation while 

∆𝐺𝐺(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠) and ∆𝐺𝐺(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠) are defined in the same way as in Eq.(16). By combining Eqs. 16, 

20, and 21, the binding energy of the insertion step (∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼) assumes the form [2] 

∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼 = ∆𝐺𝐺(𝐶𝐶𝐶𝐶𝐶𝐶,𝑠𝑠𝑠𝑠𝑠𝑠) − ∆𝐺𝐺(𝐷𝐷𝐷𝐷𝐷𝐷∗,𝑠𝑠𝑠𝑠𝑠𝑠)𝐶𝐶𝐶𝐶𝐶𝐶 − ∆𝐺𝐺(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠)𝐶𝐶𝐶𝐶𝐶𝐶 (23) 

The absolute free energy terms in Eqs.(22 and 23) are all of the forms of Eq.(17), so they can 

be further decomposed into physical interaction components to be discussed subsequently. 

Here, ∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼 can be obtained by using the STP of the MM-PB(GB)SA method. 

2.4.3 MM-PB(GB)SA Corrections for Studying Polyelectrolyte and Solvent Effects  

For comparing our present results of the intercalation BFE with the experimental results 

of DOX-DNA intercalating complexes, two necessary corrections of the BFE are described 

here. First, the standard free energy of the DOX concentration effect should be taken into 

account. In the dilute concentration limit, the expression of the standard free energy to form an 

AB particle from the binding of particle A to particle B is [161] 

∆𝐺𝐺𝐴𝐴𝐴𝐴0 = −𝑅𝑅𝑅𝑅 𝑙𝑙𝑙𝑙 �
𝐶𝐶0𝐶𝐶𝐴𝐴𝐴𝐴
𝐶𝐶𝐴𝐴𝐶𝐶𝐵𝐵

� = −𝑅𝑅𝑅𝑅 𝑙𝑙𝑙𝑙(𝐾𝐾𝐴𝐴𝐴𝐴) (24) 

where 𝑅𝑅 is the gas constant, 𝑇𝑇 is the temperature in Kelvin (310 K in our case), 𝐾𝐾𝐴𝐴𝐴𝐴 is the 

binding constant, 𝐶𝐶0 is the standard concentration (1M), and the Ci’s are the concentration of 

respective species. Here 𝐴𝐴 denotes the drug (DOX) and 𝐵𝐵 denotes the DNA-binding site which 

is equal to the number of base pairs divided by the binding site size (base pairs per bound drug), 
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which is 3 or 4 base pairs for DOX [162], [163]. Thus, 𝐶𝐶𝐴𝐴 and 𝐶𝐶𝐴𝐴𝐴𝐴 cancel each other and a net 

difference in binding free energy seems from 𝐶𝐶𝐵𝐵 and 𝐶𝐶0 concentrations.  

The second correction comes from the dependence of the intercalation BFE on the ionic 

concentration of the solution. Since the DNA is an anionic highly charged polyelectrolyte and 

DOX is a cationic drug, we expect to find a polyelectrolyte contribution to the BFE for the 

DOX intercalation process at each stage of the binding. The observed Gibbs free energy 

(∆𝐺𝐺𝑜𝑜𝑜𝑜𝑜𝑜) can be experimentally decomposed into a polyelectrolyte contribution (∆𝐺𝐺𝑝𝑝𝑝𝑝) and a 

non-polyelectrolyte contribution ∆𝐺𝐺𝑡𝑡 as [18] 

∆𝐺𝐺𝑜𝑜𝑜𝑜𝑜𝑜 = ∆𝐺𝐺𝑝𝑝𝑝𝑝 + ∆𝐺𝐺𝑡𝑡 = −𝑅𝑅𝑅𝑅 𝑙𝑙𝑙𝑙(𝐾𝐾𝑜𝑜𝑜𝑜𝑜𝑜) (25) 

where 𝐾𝐾𝑜𝑜𝑜𝑜𝑜𝑜 is the binding constant. ∆𝐺𝐺𝑝𝑝𝑝𝑝 is a polyelectrolyte contribution to the ∆𝐺𝐺𝑜𝑜𝑜𝑜𝑜𝑜 at any 

given salt concentration, whose origin is the release of counterions upon the charged ligand 

binding to dsDNA. It can be quantified by using the following expression according to the 

theory of Record and co-workers [18], [164]. 

∆𝐺𝐺𝑝𝑝𝑝𝑝 = (𝑆𝑆𝑆𝑆)𝑅𝑅𝑅𝑅 𝑙𝑙𝑙𝑙[𝑁𝑁𝑁𝑁+] (26) 

where 𝑆𝑆𝑆𝑆 is the salt dependence of the binding constant. It is obtained by plotting 𝑙𝑙𝑙𝑙𝑙𝑙(𝐾𝐾𝑜𝑜𝑜𝑜𝑜𝑜) 

vs. 𝑙𝑙𝑙𝑙𝑙𝑙[𝑁𝑁𝑁𝑁+], with 𝑆𝑆𝑆𝑆 being the linear slope, 𝑆𝑆𝑆𝑆 = 𝛿𝛿𝛿𝛿𝛿𝛿𝛿𝛿(𝐾𝐾𝑜𝑜𝑜𝑜𝑜𝑜)
𝛿𝛿𝛿𝛿𝛿𝛿𝛿𝛿[𝑁𝑁𝑁𝑁+] . The ∆𝐺𝐺𝑡𝑡 is a term of the BFE 

that is independent of the salt concentration, resulting from other interactions such as van der 

Waals interactions, hydrophobic interactions, etc. It is referred to as the standard state of BFE 

at 1 M monovalent salt [165] with the corresponding ∆𝐺𝐺𝑝𝑝𝑝𝑝 equal to zero and salt independent. 

By using the polyelectrolyte theory, we can also theoretically partition the 𝛥𝛥𝛥𝛥𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 into terms 

analogous to the two polyelectrolyte contributions, as in Eq.(25). By using MD simulations 
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with the MM-PB(GB)SA method, we have quantified the effect of the ionic strength on the 

BFE at ten different salt concentrations, ranging from 0.1 to 1 M NaCl. Once the 𝑆𝑆𝑆𝑆 slope is 

determined, the ∆𝐺𝐺𝑝𝑝𝑝𝑝 can be estimated by using Eq.(26). Alternatively, the ∆𝐺𝐺𝑝𝑝𝑝𝑝 can be simply 

evaluated by taking the difference between the BFE at a specific ionic concentration and the 

∆𝐺𝐺𝑡𝑡, which is a BFE at 1 M [1]. In our study, the true binding free energy is denoted as ∆𝐺𝐺𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠 

to distinguish it from ∆𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 without any corrections or ∆𝐺𝐺𝑡𝑡 from experiment. We also use 

∆𝐺𝐺𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 to represent the subtraction of ∆𝐺𝐺𝑐𝑐𝑐𝑐𝑐𝑐 from ∆𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏. 

2.5 Analysis Tools 

Analysis tools are chosen based on our interest in the model. The following sections 

describe the tools that have been used for most of the MD simulations in this work. 

2.5.1 Root Mean Square Deviation (RMSD) 

RMSD is used to analyze the structural stability of our models and the convergence of 

MD simulation. It is a quantitative measure of the structural difference between two 

coordinates: a target and a reference, and it is defined as 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �
1
𝑁𝑁
�(𝑋𝑋𝑗𝑗,𝑖𝑖 − 𝑌𝑌𝑅𝑅,𝑖𝑖)2
𝑁𝑁

𝑖𝑖

 (27) 

where 𝑁𝑁 is the number of atoms, 𝑋𝑋𝑗𝑗,𝑖𝑖 is the coordinate vector for target atom 𝑖𝑖 at each trajectory 

frame 𝑗𝑗, and 𝑌𝑌𝑅𝑅,𝑖𝑖 is the coordinate vector for reference atom 𝑖𝑖 at a reference structure 𝑅𝑅 usually 

the initial structure for the MD production simulation. In the current study, RMSD was 

computed for each model from MD simulation trajectories using the CPPTRAJ program [166] 
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in AMBER by taking the starting point for the MD production simulations (after the 

minimization and equilibration procedures) as reference. CPPTRAJ employs a version of 

Kabsch’s algorithm [167] for calculating the best-fit RMSD of a structure to a reference 

structure, which means each structure is rotated and translated to minimize the RMSD to the 

reference structure [157]. RMSD is typically plotted vs. time of MD simulation. 

2.5.2 Root Mean Square Fluctuation (RMSF) 

RMSF is a measure for thermal motion that is highly correlated with the experimental 

B-factor. It is an indicator of individual residue flexibility, or how much a specific residue 

fluctuates during an MD simulation. RMSF per residue is typically plotted vs. residue number 

and can show structurally which amino acids in a protein or base pair in DNA contribute the 

most to molecular motion. RMSF for each residue 𝑖𝑖 is given by 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �
1
𝑇𝑇
�(𝑥𝑥𝑖𝑖(𝑡𝑡𝑗𝑗) − 𝑥𝑥𝑥𝑖𝑖)2
𝑇𝑇

𝑖𝑖

 (28) 

where 𝑇𝑇 is the total number of simulation frames, 𝑥𝑥𝑖𝑖(𝑡𝑡𝑗𝑗) is the coordinates of the residue 𝑥𝑥𝑖𝑖 at 

time 𝑡𝑡𝑗𝑗, and 𝑥𝑥𝑥𝑖𝑖 is the average coordinate of the residue 𝑥𝑥𝑖𝑖 over all frames.  

2.5.3 Principal Component Analysis (PCA) 

Because RMSD calculations can't capture all structural conformations in phase space 

perfectly, multidimensional analyses of the sampling of conformational space as a function of 

time (e.g., by PCA) are much more rigorous. PCA is a standard mathematical tool that can be 

used to extract large-scale motions occurring in the MD trajectory, providing a brief picture of 

the underlying structure of atomic fluctuations by applying the dimensionality reduction 
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method [1]. This technique is based on the determination of a new set of collective coordinates 

called the principal components (PCs) or “modes” through a linear transformation of the 

atomic coordinates. The PCs are described as the eigenvectors of the atomic displacement 

covariance matrix. They represent a correlated motion of many atoms in a 3-dimensional space, 

and the corresponding eigenvalues indicate the extent of the total motion occurring in each 

direction. Usually, the first few principal components (PCs) are sufficient to describe the most 

important slow modes of the total motion observed during the dynamic, which are related to 

the functional motions of a biomolecular system [168]. PCA has been widely used to study the 

intrinsic motions of various biomolecular systems such as nucleic acids and proteins [169], 

[170].  

In the present work, PCA was performed with R software using the bio3D package 

[171]. We applied PCA to the heavy atoms of the complex, DNA and DOX in order to 

investigate and compare the functional motions of DNA-free and DNA-bound complexes. Our 

PC analysis is based on Cartesian coordinates. 

2.5.4 Block Analysis 

Block analysis is an efficient and simple approach for estimating the statistical error of 

the time average of the quantity in the MD simulation [172]. In this work, this approach was 

used to calculate the standard mean error (SEM) of the binding free energy (∆𝐺𝐺) or the absolute 

free energy (𝐺𝐺) for each model. This approach works by dividing the time steps of the 𝐺𝐺 or 

∆𝐺𝐺  into large consecutive blocks of a specific size. Then, the average of each block is 

calculated, and SEM is determined from the variance of these block averages. 
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2.5.5 Hydrogen Bonds (HBs) 

For identifying the global structural features, we focus only on the hydrogen bonds 

(HBs) between the DOX and DNA which are identified by using the HBonds plugin in VMD 

[164]. In general, there would be an HB between an electronegative atom (the donor, D) and 

another electronegative atom (the acceptor, A). In this work, the HBs are counted based on 

geometric criteria using a cutoff acceptor and donor (A...D) distance < 3.5 Å and 25° angle 

cutoff among the acceptor, hydrogen, and donor atoms. The percentage of HB occupancy gives 

an account of how many times a certain HB forms during the MD simulations. The higher the 

frequency, the higher the stability of this HB [150]. For HBs within DNA base pairings, 3DNA 

program can be used to achieve the Watson-Crick (WC) base pairs which are three HBs for 

each C-G base pairing and two for each A-T base pairing [174]. 

2.5.6 Geometrical Parameters for Characterizing dsDNA Conformation 

Many parameters are used to define the helical geometry of the dsDNA. They are 

schematically illustrated in Figure 2.7. These include six local base-pair parameters, six local 

base pair-step parameters, and four local base pair-axis parameters in a Cartesian coordinate 

system (X: short axis of the paired base plane, Y: long axis of the paired base plane, and Z: the 

DNA helix direction). The six base-pair parameters are shear, stretch, stagger, buckle, 

propeller, and opening which defines one base's deviation from its paired one. Shear, stretch, 

and stagger parameters describe the translational deviations from ideal base-pair geometry, 

while the other three (buckle, propeller, and opening) characterize the rotational deviations 

with respect to X, Y and Z axis respectively.  
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Figure 2.7. DNA Geometric parameters. (a) Base-pair parameters and (b) Sequential base pair-
step parameters [174]. In each figure, the first three parameters are translational, while the 
other three are rotational. DNA base pair is shown by rectangular solids (blue and red for BP 
and gold and green for adjacent BP). 

The base pair-step parameters refer to the deviation of two consecutive base pairs from 

their ideal geometries relative to each other. These include translation deviations (Shift, Slide, 

and Rise) and rotational deviations (Tilt, Roll, and Twist). The four local base pair-axis 
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parameters (X-displacement, Y-displacement, inclination, and tip) represent a base pair's 

position and orientation relative to the helical axis, here identified by a two-base pair repetition 

(not shown in Figure 2.7).  

Our special interests lie in the DOX intercalation site between DNA base pairs because 

there are specific conformation changes in the DNA associated with the formation of this site 

of DOX. These geometric parameters were thoroughly analyzed using the 3DNA program 

[174]. Here, we used the unbound DNA models as a reference to check conformation changes 

when DOX inserted between their base pairs. These analyses are based on the average 

coordinate structures extracted from the entire MD simulation of bound and unbound DNA. 

Sugar-phosphate backbone and glycosyl torsion angles, and sugar conformation were also 

tested using the 3DNA program. These angles are shown in Figure 2.8 [174], [175]. 

 

Figure 2.8. The backbone and glyosidic torsion angles in a unit nucleotide. 
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CHAPTER 3. MOLECULAR MECHANISM AND BINDING FREE ENERGY OF 

DOXORUBICIN INTERCALATION IN DNA 

3.1 Introduction  

Many drugs, and in particular chemotherapies, interact with DNA either by groove 

binding or intercalating between the DNA bases and therefore interfere with cell critical 

functions such as replication or protein expression [176]. The intercalator drugs directly 

interact with DNA through the insertion of its planar aromatic ring systems between sequential 

base pairs of DNA. DOX is a DNA intercalator widely applied in the clinical setting to treat a 

wide range of malignancies [177]. The detailed molecular mechanism of DOX activity is still 

not completely elucidated and remains a subject of considerable debate. Many molecular 

mechanism models have been proposed including DNA intercalation and inhibition of DNA 

biosynthesis [178], interference with topoisomerase II [22], [179], [180] and induction of DNA 

double-strand breaks [20] and interference with DNA unwinding [181], [182]. The interaction 

between DOX and DNA participates in all these proposed models. Therefore, a comprehensive 

analysis of DOX-DNA interactions can provide insight into the molecular mechanism of 

intercalator drug action, as well as a better knowledge of the basic principles for developing a 

new intercalator drug. 

Within the last few decades, several experimental and theoretical studies have been 

performed to understand the relationship between the biological functions and structural 

characteristics of DOX. Experimentally, there are numerous high-resolution X-ray [34], [35], 

[162], [183] and NMR analyses [184] of DNA-anthracycline complexes, and detailed 

structural explanations of DOX as a DNA intercalator have been proposed. Chaires et al. 
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suggested that the drug-DNA binding process occurs consecutively in three-step: "outside" 

binding, drug intercalation, and "reshuffling" of the drug at the intercalation site [185]. Rizzo 

et al. proposed a five-step kinetic model with two additional sub-steps carrying out at the first 

and third steps of the three-step model [186]. Recently, different methodologies have been 

applied to study the interaction of DOX with the synthetic polynucleotides of the duplex [27], 

[187], [188] or single-stranded DNA (ssDNA) [189], native DNA such as calf thymus DNA 

(ctDNA) [190], [191] and salmon DNA [192], the DNA hairpin [193], [194], G-quadruplex 

DNA [195], [196] as well as with RNA [197] and tRNA [198]. However, experimental studies 

alone cannot clearly pinpoint the details of the complicated dynamic behavior of the complex 

formation. In particular, the energetic contributions of non-bonding interactions that are crucial 

in determining the intercalation process are still not firmly established. 

 On the other hand, several theoretical calculations were performed on these drug-DNA 

complexes. Nakata et al. performed molecular modeling for the conformational analysis of 

DOX-DNA complex [199], [200]. Barone et al. [201] and Zhu et al. [202] carried out the 

density functional theory (DFT) to study the anthracycline–DNA intercalation adducts to 

determine the most stable geometry in vacuo to characterize the structure of DOX [202]. Zhu 

and co-worker concluded that (i) the intramolecular hydrogen bonds between the quinone and 

hydroquinone in anthracycline drug plays a vital role to stabilize the complex, (ii) the side 

chain is perpendicularly aligned to the anthracycline system, and (iii) the sugar residue is the 

most flexible part of the DOX drug. Poudel et al. studied the electronic structure and partial 

charge distribution of DOX in three different molecular environments: isolated, solvated, and 

intercalated in a DNA complex [203], by using first-principles DFT-based methods [204]–
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[206]. Barthwal et al. studied self-aggregated drugs in aqueous solution and drug-DNA 

complexes using restrained molecular dynamics (RMD) with constrained H-H distances 

[207]–[209]. 

In the present work, we use the MM-PBSA and MM-GBSA methods to calculate the 

BFE of DOX-DNA intercalating complexes in two sequences DNA1 and DNA2 of dsDNA. 

DNA1 and DNA2 sequences are d(CGATCG)2 and d(CGTACG)2, respectively, with the only 

difference being the reversed position of the base pair AT in the sequences. These two 

sequences contain two 5’-C|GA-3’ or 5’-C|GT-3’ binding sites which allow us to simulate two 

DOX molecules with a single DNA (2:1 complex) as well as a single DOX molecule with a 

single DNA (1:1 complex). Here the vertical line | represents the DOX intercalation site. First, 

we analyze the energetic contributions of DOX bound to DNA sequences using MD 

simulations implemented in AMBER package. To the best of our knowledge, this may be the 

first work to compare the BFE of DOX in two different sequences due to the changes in the 

position of the DOX (NH3+) daunosamine sugar group in the minor groove binding. Another 

goal of this work is to determine the DNA deformation energy by calculating the energy 

difference between bound DNA in various DOX-DNA complexes and an unbound (free) B-

form DNA. Additionally, this work focusses on the origins of cooperative interactions that 

occur when the second molecule of DOX is bound to the 1:1 complex to form the 2:1 complex. 

Although both MM-PBSA and MM-GBSA approaches have been shown to give estimated 

free energy in good agreement with the experiment, it is worth mentioning that none of them 

reproduces accurately the absolute experimental BFE values. In this work, we modified these 

methods to include the DNA deformation energy at the intercalation site and the impact of 
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drug and ionic solution concentrations. We have also studied the effect of salt concentrations 

on the BFE, which allows us to predict a more realistic BFE. Finally, we also address the solute 

entropic contributions. 

3.2 Molecular Models Setup 

An important goal of the present work is to understand the molecular mechanism and 

predict the BFE for the intercalated DOX-DNA complex. To this end, we constructed two free 

DNA models with different DNA sequences (DNA1 and DNA2) and four intercalated DOX-

DNA models, that have different configurations of one DOX molecule (1:1 complex) or two 

DOX molecules (2:1 complex) with DNA1 and DNA2. DNA1 has a sequence of d(CGATCG)2 

obtained from the structure resolved by X-ray diffraction (PDB ID:1D12) [34], while DNA2 

has a sequence of d(CGTACG)2 selected from another structure resolved by X-ray diffraction 

(PDB ID:1D11) [35]. Since the (1D11) structure source contains two daunorubicin (DNR) 

drugs with the DNA2 sequence, we modified it by substituting DNR with DOX to create the 

DOX-DNA complex for DNA2. From these initial structures of 1D12 and 1D11, we build 

three different models for each DNA sequence: the free DNA, the DOX-DNA complex with 

1:1, and the 2:1 complex. Therefore, in total, we have built six models that are summarized in 

Table 3.1 and shown in Figure 3.1. The first two models are only DNA models from 

unbounded DNAs with different sequences of dsDNA obtained separately from two crystal 

structures (1D12) and (1D11), respectively. These two models were used as a reference model 

for DNA1 and DNA2. The second two models are the 1:1 complex constructed from only one 

DOX molecule that intercalated into the DNA of each sequence. The final two models are the 

2:1 complex created from two DOX molecules with DNA1 or DNA2.  
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Figure 3.1. Molecular structure modeling of MD simulations. (a) and (b) for solvated free 
DNA models (M1 and M2 respectively); (c) and (d) for 1:1 solvated complex models (M3 and 
M4); and (e) and (f) for 2:1 solvated complex models (M5 and M6). The orange balls represent 
Na ions, the cartoon represents the DNA, the balls and sticks represent the DOX molecules 
and the red wires represents water molecules. 
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Table 3.1. Summary of MD simulation models performed in this study.  

Models 
Atom number 

DOX DNA Water Na+ ions Total 

M1 --- 378 9321 10 9709 

M2 --- 378 9252 10 9640 

M3 69 378 9300 9 9756 

M4 69 378 9498 9 9954 

M5 138 378 9510 8 10034 

M6 138 378 9360 8 9884 
 

For all models, nucleotides on strand 1 are labeled Cl to G6 in the 5’ to 3’ direction and 

C7 to G12 in the 5’ to 3’direction on symmetry-related strand 2. The DOX molecule is 

numbered DOX1 in 1:1 complex models, and DOX1 and DOX2 in 2:1 complex models as 

shown in Figure 3.2.  

The specific purposes of using these six models are: first, to identify the driving force 

that plays a significant role in forming the stable intercalation complex of DOX-DNA. Second, 

to probe the impact of the dsDNA sequence on the DOX-DNA binding process. Third, to 

investigate the conformational penalty when one or two DOX molecules are intercalated within 

DNA. Finally, to study the cooperative effect when the second DOX molecules are bound to 

1:1 complex to generate 2:1 complex. 



 

44 
 

 

Figure 3.2. The nucleotide complementary bases of DNA d(CGATCG)2 or DNA1 and the 
intercalated sites of DOX drug. 

The molecular mechanics (MM) parameters of a DOX drug are obtained following the 

standard AMBER 11 protocol [210]. In particular, the electrostatic potential of DOX was 

obtained after geometry optimization using Gaussian 09 at the HF/6-31G* level [211]. The 

partial charges are obtained by fitting the electrostatic potential using the RESP (Restrained 

Electrostatic Potential) method [212] in the R.E.D. server [213], [214]. They are listed in Table 

S1 in Appendix. Other parameters of DOX were taken from the AMBER GAFF/GAFF2 

parameter set [74]. The AMBER force field parmbsc0 [73] is used to represent the 

parameterizations of the intermolecular and intramolecular interactions of dsDNA. Each of 

these six structural models (M1, M2, M3, M4, M5, and M6) are appropriately solvated with 

water molecules and described below. 

3.2.1 Solvated Free DNA Models (M1 and M2) 

M1 and M2 are created by extracting only the isolated double-stranded DNA1 and 

DNA2 structures from PDB ID: 1D12 and 1D11, respectively, and removing the DOX or DNR 
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molecule as well as all other bathing solution molecules. To solvate the DNAs, we have 

inserted the isolated dsDNA into the water box of 10 Å in each direction with periodic 

boundary conditions by using the TIP3P model [92] in the AMBER 11 package [210]. The 

water box is maintained to be cubic which having dimensions of 52× 52×52 Å3 by specifying 

a list of numbers to the solvateBox command through the LEaP module from AMBER 11 

[210]. The dsDNA fragment has six base pairs with a total charge of -10e, and to neutralize 

the system, 10 Na+ ions are added as counter ions.  

3.2.2 Solvated 1:1 Complex Models (M3 and M4) 

The intercalated structure of the DOX-DNA1 complex is taken from PDB ID 1D12 

[34]. The 1:1 complex is built to contain only dsDNA molecule with one protonated DOX 

molecule by removing all the other molecules from the 1D12 structure. A molecular structure 

of protonated DOX is C27H30NO11 with 69 atoms. For the solvation of the 1:1 DOX-DNA 

complex, we have used the same approach as in free DNA models. We have also added 9 Na+ 

ions as a charge compensation and this model is named as M3. Similarly, we have started from 

source data 1D11 to generate a 1:1 complex with a DNA2 sequence [35]. We should mention 

here that the 1D11 structure contains DNR instead of DOX. In this case, we replaced the DNR 

molecule with just one protonated DOX molecule to create a 1:1 DOX-DNA2 complex. After 

that, all the other bathing solution molecules were removed, and the complex has been solvated 

using the same procedure as in previous models. The same number of Na+ counter ions (9 Na+ 

ions) as in M3 was used to neutralize the system, and this model is called M4. 
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3.2.3 Solvated 2:1 Complex Models (M5 and M6) 

The DOX-DNA complex with two DOX molecules (2:1 complexes) is created using 

the same way as the 1:1 complex, except that two DOX molecules are inserted into the DNA 

rather than one. Because of these two protonated DOX molecules, only 8 Na+ ions are required 

to neutralize the systems. These models are named M5 and M6 for 2:1 DOX-DNA1 and DOX-

DNA2 complexes respectively. 

3.3 Computational Details 

3.3.1 Molecular Dynamics (MD) Simulation 

All MD simulations for the six models have been performed using the AMBER 11 

simulation package in an explicit solvent with periodic boundaries and the Particle Mesh Ewald 

(PME) potential function [101]. Before MD simulations, two minimization stages have been 

used to remove possible steric clashes and adapt the systems to the chosen force field. The first 

stage kept the solute (DOX-DNA complex or DNA) fixed with a force constant of 500 

kcal/mol-Å2 and only optimize the positions of the water and ions, necessary to get the water 

and ions properly randomized. In this stage, each one of the six models was first minimized 

for 5000 steps with the steepest descent, followed by 5000 steps of conjugate gradient while 

keeping the positions of solute fixed. In the second stage of minimization, the entire system is 

minimized without the restraints for additional 10000 cycles (5000 steps for steepest descent 

and 5000 steps for conjugate gradient). After minimization, the next stage is to gradually heat 

our system from 0 K to 310 K for 310 picoseconds (ps) using the NVT ensemble with a 10 

kcal/mol-Å2 weak restraint on the solute (complex or DNA). Then, 0.5 ns without the restraint 

of constant pressure of 1 bar and temperature 310 K (NPT) to allow the system to reach the 
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proper density. The systems were then equilibrated over 3 ns using NPT ensemble through six 

independent simulations, the length of each one is 0.5 ns. The following settings were activated 

in all of the equilibration MD simulations: Langevin dynamics for temperature scaling, 2 ps as 

the pressure relaxation time, long-range electrostatic interactions were calculated with the 

PME, both the direct space PME and Lennard-Jones cutoffs were set at 10 Å, the SHAKE 

algorithm [66] was used to constraint bond length of hydrogen atoms to avoid high-frequency 

motions involving hydrogen atoms, and 1 fs time step. All the minimizations and equilibration 

steps were conducted using the SANDER module of AMBER 11. Finally, 30 ns NPT 

production run with 30 independent MD runs was performed at constant pressure (1 bar) and 

temperature (310 K). The length of each independent MD production run is 1 ns. During the 

production run, the atomic coordinates from trajectories were saved every 2 ps for subsequent 

MM-PB(GB)SA analyses. All settings that were activated in the equilibration MD simulations 

were kept during the production run except the 2 fs time step is used instead of 1 fs time step. 

The PMEMD program in AMBER11 was used for production MD simulations. 

3.3.2 BFE Calculation Using MM-PB(GB)SA Methods 

Briefly, the entire binding profiles of the DOX-DNA complex with 1:1 and 2:1 

configurations have been computed using the most popular BFE method, MM-PB(GB)SA. 

Although both methods show good overall agreement with experimental values, none of them 

can give sufficiently accurate values. This motivated us to modify these methods by 

considering two basic corrections from the standard free energy of the DOX concentration 

effect and the ionic concentration dependency of the intercalation BFE. The background of the 

methods, including the theory of corrections, was fully described in section 2.4 of chapter 2.  
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After MD simulations, snapshots were taken for every 10 ps from 0 to 30 ns, so 1500 

snapshots were extracted for post-process binding free energies using MM-PB(GB)SA 

methods. BFE calculations by MM-PBSA or MM-GBSA methods were performed using the 

MMPBSA.py module of AMBER 11[160]. They are described succinctly as follows. 

In MM-PBSA approach, the following settings are used to calculate the BFE of DOX-

DNA intercalating complexes: the value of an exterior dielectric constant was set to 80 while 

for solute dielectric constant was set to 1 [215], the MM-PBSA surface tension (γ) and the non-

polar free energy correction term (β) were set to 0.00542 kcal/mol-Å2 and 0.92 kcal/mol, 

respectively according to the PARSE and mbondi2 sets [120], [205]. 

In the MM-GBSA method, the model developed by Onufriev et al. (GBOBC with igb = 

2) [127] was used as the GB model in this study. By the antechamber program in AMBER 11, 

the mbondi2 radii set was prepared. The default setting of MM-GBSA surface tension (γ = 

0.005 kcal / mol Å2) and the non-polar free energy correction term (β = 0) were applied. The 

value of an exterior dielectric constant was set to 78.3 and for solute dielectric constants was 

used 1 as in the MM-PBSA method. 

The normal mode analysis was used to evaluate the solute entropic contribution of 

DOX-DNA complexes. In the normal-mode analysis, the conformational entropy changes 

(−𝑇𝑇∆𝑆𝑆) upon binding DOX to DNA were estimated using the nmode program through the 

MMPBSA.py module of AMBER 11 [160]. Due to the limitation of the computationally 

expensive normal-mode analysis, we only considered the residues within a 12 Å sphere 

centered at the ligand, and these residues were retrieved from an MD snapshot for each DOX-

DNA complex. Then, each structure was fully minimized for 10000 steps using a distance-
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dependent dielectric of 4rij (rij is the distance between two atoms) to mimic the solvent 

dielectric change from the solute to solvent. To reduce the computational demand, 150 

snapshots were taken from 0 to 30 ns to estimate the contribution of the entropy to the binding. 

The final conformational entropy was obtained from the average over the snapshots [1]. 

By using MD simulations with the MM-PB(GB)SA method, we have quantified the 

effect of the ionic strength on the BFE at ten different salt concentrations, ranging from 0.1 to 

1 M NaCl. The electrostatic screening effects of monovalent salt are implicitly accounted by 

using the Debye-Huckel screening of charges [2]. As shown in chapter 2, the Debye–Huckel 

screening parameter is proportional to the square root of the ionic strength (𝜅𝜅2 =

8𝜋𝜋𝑒𝑒2𝐼𝐼 𝜀𝜀𝑤𝑤 𝑘𝑘𝐵𝐵𝑇𝑇⁄ ). Since this parameter is included in a modified GB or PB theory based on the 

Debye-Huckel limiting law for ion screening of interactions, one can set a specific salt 

concentration in molarity (M) of 1-1 mobile counterions in solution [2]. This task can be 

accomplished by setting a certain ionic concentration as input in the MM-PBSA.py module of 

AMBER. Again, it should mention that all explicitly charged ions used to neutralize the system 

are removed before estimating BFE by using MM-PB(GB)SA method. Then the ionic effects 

are treated implicitly by using a modified GB or PB theory based on the Debye-Huckel 

screening model [2]. 

3.4 Results and Discussion 

3.4.1 DNA Conformations 

The DNA conformation parameters such as sugar-phosphate backbone and glycosidic 

torsion angles are very important to elucidate the binding mechanism in drug-DNA complexes. 

They schematically illustrated in Figure 2.8. The conformation parameters for the six models 
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are determined using the 3DNA program [174] and listed in Tables S2 to S7 in Appendix, as 

well as compared with experimental values for B-DNA [216].  

In M1 and M2, the phosphodiester linkage in DNA represented by 𝛼𝛼 and 𝜁𝜁 torsion 

angles along the DNA backbone in terms of 𝑔𝑔 (gauche) or 𝑡𝑡 (trans) conformations goes from 

5' to 3' direction adopted the 𝑔𝑔𝑔𝑔 conformations in all nucleotide residues are in full agreement 

with B-DNA conformation (Tables S2 and S3). These conformations are slightly changed in 

the DOX-DNA complexes, especially at the DOX intercalation site(s). We have tabulated 

𝑔𝑔𝑔𝑔_𝑔𝑔𝑔𝑔_𝑔𝑔𝑔𝑔_𝑔𝑔𝑔𝑔_𝑔𝑔𝑔𝑔_𝑡𝑡𝑡𝑡 conformation changes for models M3 and M4 (1:1 complexes) and 

𝑔𝑔𝑔𝑔_𝑡𝑡𝑡𝑡_𝑔𝑔𝑔𝑔_𝑔𝑔𝑔𝑔_𝑔𝑔𝑔𝑔_𝑡𝑡𝑡𝑡 for models M5 and M6 (2:1 complexes) (Tables S4 to S7). It shows 

that the conformation parameters are close to a B-DNA form of free DNA (M1 and M2) but 

deviate from it in DOX-DNA complexes. It can be therefore concluded from the value of 𝛼𝛼 

and 𝜁𝜁 torsion angles that cytosine (C) is influenced more than guanine (G) at the intercalation 

site(s), as the phosphodiester linkage of these nucleotides (C residues) faces the amino sugar 

side of DOX. The increased values of the phosphodiester linkage in model M6 are slightly 

larger than in the case of the M5 model. In addition, there is a reduction in 𝛽𝛽 angle in all 

complex models at the central residue (A or T residue) of the intercalation site. Furthermore, 

there is an additional change due to 𝜀𝜀 angle in residues C5 and C7 in M3 and M4, as well as in 

all C residues in models M5 and M6. These observations of torsional angle changes are 

consistent with the experimental results [34], [35]. The glycosidic torsion angles 𝜒𝜒 between 

the sugar and the base in the CpG step(s) for intercalated DOX, which is adopted in an anti-

conformation, is also slightly changed from the unbound models (M1 and M2). The same 

behavior of 𝜒𝜒 angle is found at the intercalation site in both 1:1 and 2:1 complex, however, we 
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notice an abnormal situation for 𝜒𝜒 angle at C1 residue in 1:1 complex (see the values of 𝜒𝜒 

angles in Tables S4 and S5), which may influence the formation HBs in these models. A 

possible reason behind this abnormal situation could be the large fluctuations of the terminal 

base-pairs during MD simulations. 

We also calculated the helical rise parameters of DNA1 and DNA2 for three different 

situations (free, 1:1 complex, and 2:1 complex) and we separately plot them in top and bottom 

of Figure 3.3(a), respectively. The rise paratemers are almost identical for different sequences 

of DNA when DOX(s) are intercalated into CpG step(s). There is an increase in the separation 

between CpG step(s) to intercalate DOX in DNA of about 4.15 Å, consistent with the changing 

of glycosidic torsion angle explained in the previous paragraph. Hence, the formation of the 

intercalation sites can be achieved by coupling the change in both 𝜒𝜒 and 𝜀𝜀 torsion angles to the 

rotation of the phosphodiester linkage from a normal gauche (𝑔𝑔𝑔𝑔 conformation as in free 

DNAs) to a trans conformation (𝑡𝑡𝑡𝑡  as in intercalated complexes). This agrees also with 

experimental studies [34], [35] reporting an increase in the rise parameter by 4.1 Å per 

intercalation site. 

We have also estimated the helical twist parameters of DNAs in three different 

situations. They are plotted in Figure 3.3(b). The behavior of twist parameters is quite different 

when varying the DNA sequences. In M5, the helical twist is reduced from 36° in M1 to about 

32° at G2pA3 or G8pA9 steps, and about 30° at central step A3pT4. This behavior appears 

only on one side in M3, where the DOX is intercalated into DNA (Figure 3.3(b)). In M6, the 

helical twist is first reduced from 36° in M2 to about 30° at G2pT3 or G8pT9 steps and then 

increases to about 38° at the T3pA4 step. In M4, one observes an identical behavior only on 
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one side where the DOX is inserted into DNA. Therefore, the unwinding of DNA at the 

intercalation site of the intercalated complex is up to 4° in DNA1 and 6° in DNA2. This 

corresponds quite well with 6° of unwinding angle of DNA by these types of drugs (DOX or 

DNR) using viscosity techniques by Chaires [163]. Our calculated values of twisting angles 

also lie within the range of X-ray structure studies [34], [35]. 

 

Figure 3.3. Rise and twist helical step parameters of the simulated models. The top and bottom 
part of figure displayed for DNA1 and DNA2 respectively with three different environments 
(free DNA, 1:1 complex and 2:1 complex) for (a) helical rise and, (b) helical twist. 

3.4.2 Hydrogen Bonds Analysis 

Hydrogen bonds (HBs) play a salient role in all biological systems. It holds the key to 

understanding biomolecular system stability and binding. We have calculated the total number 
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of HBs between DNA base pairs for all models using the 3DNA program. Moreover, the HBs 

between specific atoms of DOX and DNA nucleotides in the DOX-DNA complexes, are 

obtained using HBonds Plugin in VMD [173], based on the following criteria: the donor-

acceptor distance is less than 3.5 Å and the donor-acceptor-hydrogen angle is less than 25°. 

The previous X-ray structure studies [34], [35], [162], [183] suggested that the DOX is 

anchored by two direct HBs from its O9 hydroxyl to the N3 and N2 atoms of an adjacent 

guanine base in both DNA1 and DNA2. The HBs between N3’ of the amino sugar of DOX 

and DNA remain a subject of some debate. Frederick et al. mentioned that the N3’ of the amino 

sugar of DOX could form three HBs with DNA1 but not with DNA2 [34]. However, Wang et 

al. [35] and Nunn et al. [162] suggested that the N3’ of the amino sugar of DOX could form 

two HBs with DNA2 as well as three HBs with DNA1. These HBs between the DOX and DNA 

revealed by these previous X-ray studies are now investigated in more detail using our MD 

study. In this respect, five HBs between the DOX and both sequences of DNA are examined 

in our study. They are O12(DOX)-N3(G8), O12(DOX)-N2(G8), N3’(DOX)-O4’(C5), 

N3’(DOX)-O2(T4), and N3’(DOX)-O2(C5). 

First, there is a total of 16 HBs between DNA base pairings in all modeled systems 

except for M3 and M4 where there are only 15. The missing HB is located at the terminal base 

pair (C1-G12) on the one side of DNA with no DOX intercalated. This may be attributed to 

the abnormal 𝜒𝜒 angle at C1 residue alluded earlier for M3 and M4.  

Second, the occupancy of the HBs between DOX and DNA as a function of MD 

simulation time for M3 and M4 are estimated and presented in Figure 3.4(a) and (b) 

respectively.  
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Figure 3.4. Evaluation of the total number of H-bonds between the specific atoms of DOX and 
DNA residue through whole MD simulation in 1:1 complex of (a) DOX-DNA1, and (b) DOX-
DNA2. 

This shows that the two HBs between the O12 hydroxyl of DOX and N3 and N2 atom 

of guanine base are highly conserved throughout the simulation. The percentage of HB 

occupancy between O12(DOX1)-N3(G8) is 72% which is higher than that between 

O12(DOX1)-N2(G8) (52% occupancy) in both M3 and M4. In M3, the N3’ of amino sugar in 

DOX forms three HBs with DNA1, but with lesser occupancy. For instance, the HB occupancy 

between N3’(DOX1)-O4’(C5) is only 30%, N3’(DOX1)-O2(T4) is 18% and N3’(DOX1)-

O2(C5) is merely 3%. The HBs distances from RMD analysis of Jain et al. [208] are 3.65 Å, 

3.96 Å, and 4.32 Å for N3’(DOX)-O2(C5), N3’(DOX)-O4’(C5), and N3’(DOX)-O2(T4), 

respectively. So, the lower values of HB occupancy in our MD study may be due to the lower 
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cutoff distance and angle that are used (the distance cut off less than 3.5 Å and the angle cut 

off less than 25°).  

Similarly, in M4, the N3’ of amino sugar form one HB with O4’(C5) with 4% of HB 

occupancy and another one with O2(C5) has less HB occupancy of 2%, and there are no HBs 

formed between DOX and adenine or thymine residue. The different behavior of HBs between 

N3’ atom of amino sugar with both atoms in cytosine residue (e.g., O2 and O4’) in M4 is 

contradicted with X-ray structural analysis by Frederick et al. [34] but agrees with Wang et al. 

[35] and Nunn et al. [162]. The reason behind this difference of these HBs in our study with 

Frederick’s study may be explained by the higher flexibility of the amino sugar group of DOX 

at certain steps during MD simulation. However, Frederick’s study is based on the static 

position of the DOX-DNA complex to predict the HBs. Hence, we can conclude that the amino 

sugar group that lies in the minor groove forms a relatively tighter complex with DNA1 than 

with DNA2. For the 2:1 complex, the same behavior of HBs is seen, but they occur at both 

intercalation sites. 

3.4.3 Principal Component Analysis (PCA) 

Principal component analysis (PCA) was performed with R software using the bio3D 

package [171]. To investigate and compare the functional motions of DNA-free and DNA-

bound complex, PCA is applied to the heavy atoms (all atoms except H atoms) of the DNA 

and DOX. The trajectory snapshots were extracted from MD production runs for the whole 30 

ns, so we have 15000 snapshots for each model. The total number of heavy atoms included in 

PCA analysis is various in three different situations of each DNA sequence (free DNA, 1:1 

complex, and 2:1 complex). A total of 240 atoms were included in the analysis of free DNA in 
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both sequences, resulting in 720 PCs. In the 1:1 complex case for both sequences, a total of 

279 atoms were adopted in the analysis, resulting in 837 PCs. While in the 2:1 complex case, 

318 atoms were included in the analysis, resulting in 954 PCs. The proportion of variance 

against its eigenvalue rank which represents the eigenvalue spectrum is shown in Figure S1 

in Appendix for three different environments for both DNA sequences. For free DNA models, 

the first three components together make up 49.2% and 47.9% of the variance for M1 and M2 

respectively. The top 20 PCs account for 89% of the total variance accumulated during the 

trajectories. For 1:1 complex models, the first three principal components contribute to making 

up 44.1% and 50% of the variance for M3 and M4 respectively. The top 20 PCs could capture 

83.2% and 89.1% of total variance during the MD trajectories of M3 and M4 respectively. 

Similarly, the first three PCs contributions into the 2:1 complex make up 34.9% and 46.7% for 

M5 and M6 respectively and the top 20 PCs account for 77.6% and 83.7% of total variance 

during the MD trajectories. 

The MD trajectories of the three different situations (free DNA, 1:1, and 2:1 

complexes) corresponding to the same DNA sequence were then projected onto their 

respective first, second, and third principal component modes as shown in Figure 3.5. It shows 

that the 2:1 complex in both DNA sequences has smaller fluctuations than free DNA and the 

1:1 complex. By comparing the PCs of DNA1 and DNA2 sequences corresponding to each 

one of the three cases, the model with the DNA1 sequence has lower fluctuations during MD. 

There are highly overlapping between three situations corresponding to the DNA1 and DNA2 

sequence as can be seen in Figure 3.5(a) and (b), respectively. 
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Figure 3.5. Projection of MD simulations with three different environments (free DNA, 1:1 
complex and 2:1 complex which are represents by black, red, and blue circles, respectively) 
onto the corresponding first, second and third PC modes from the principal component analysis 
(PCA) of (a) the three situations of DNA1 sequence (M1 is free DNA, M3 is 1:1 complex and 
M5 is 2:1 complex), and (b) the three situations of DNA2 sequence (M2 is free DNA, M4 is 
1:1 complex and M6 is 2:1 complex). 
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For more investigations, the contribution of each residue to the first three PCs is 

analyzed for three situations for each DNA sequence as shown in Figure 3.6. It shows that the 

DNA terminal base pairs are more flexible in both DNA sequences. The contributions of the 

DNA terminal base pairs in M1 and M2 of the free DNA along the three PCs are greater than 

those in the 1:1 complex or the 2:1 complex. This observation could explain why free DNA 

models have higher PC distributions than intercalated complexes (Figure 3.5). However, there 

is one exception to the 1:1 complex of M4, particularly through the second and third PCs 

(Figure 3.6(b)) which could explain the higher fluctuation of M4 (Figure 3.5(b)). 

 

Figure 3.6. Residue-wise loadings for the first three principal components of three different 
environments (free DNA which represents by black line, 1:1 complex which represents by red 
line, and 2:1 complex which represents by blue line) for (a) the three situations of DNA1 
sequence (M1 is free DNA, M3 is 1:1 complex and M5 is 2:1 complex), (b) the three situations 
of DNA2 sequence (M2 is free DNA, M4 is 1:1 complex and M6 is 2:1 complex). The dashed 
lines are used to separate DNA's and DOX's atom numbers. 
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3.4.4 Energetic Penalty for DNA Deformation (First Step) 

The DNA deformation energy is indispensable in the calculation of BFE for the 

intercalation process. However, the MM-PB(GB)SA methods do not explicitly take the DNA 

deformation energy into account when calculating the BFE of DOX-DNA intercalation, as 

indicated in Eq.(16). So, the MM-PB(GB)SA methods have been manipulated to estimate 

∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠) as expressed in Eq.(22). Since the ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠) is relatively small, it is not 

considered in this chapter. Briefly, the ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠)  can be computed as the energy 

difference between the intercalated DNA (bound state) and B-form DNA (unbound state). The 

energy of the bound DNA is calculated from DOX-DNA complex models M3 to M6 using 

STP since we can extract the ensembles from a single MD trajectory. The energy of an unbound 

DNA is extracted from reference models M1 and M2 using two trajectories protocol (2TP) of 

MM-PB(GB)SA methods. For this, we used 2TP, one MD simulation for the complex and 

another for the free DNA.  

The calculated DNA deformation energies for all intercalated DOX-DNA complexes 

are listed in Table 3.2. It shows that the 1:1 complex has energy costs of about 18 kcal/mol 

but the 2:1 complex has an energy cost of about 28 kcal/mol (i.e., 14 kcal/mol per DOX). This 

implies that the deformation energy of DNA is less when the second drug (DOX2) attaches to 

the first one (DOX1) in the 2:1 complex, indicating that there is a cooperative effect. The 

penalty of DNA deformation in DNA1 is less than DNA2 in both 1:1 and 2:1 complexes. Thus, 

the binding of DOX to DNA1 could be more favorable than that of DNA2.  
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Table 3.2. DNA deformation energy that calculated as the difference between the energy of 
bound DNA that extracted from complexed models (M3 to M6) without other species (DOX 
or complex) by single trajectory MD (STP) subtracting from energy of unbound free B-DNA 
that extracted from multiple trajectory MD (2TP) of reference models (M1 and M2). 

Difference Method 
DNA Deformation Energy (kcal/mol) at different ionic 

concentrations (M) 

0.1 0.15 0.2 0.25 0.5 1 

M3-M1 MM-GBSA 17.42 17.44 17.46 17.47 17.56 17.62 

M3-M1 MM-PBSA 17.46 17.49 17.51 17.54 17.64 17.72 

M4-M2 MM-GBSA 18.53 18.56 18.59 18.61 18.68 18.76 

M4-M2 MM-PBSA 18.64 18.68 18.73 18.75 18.80 18.87 

M5-M1 MM-GBSA 26.94 26.98 27.01 27.06 27.14 27.26 

M5-M1 MM-PBSA 27.05 27.07 27.09 27.13 27.20 27.30 

M6-M2 MM-GBSA 28.51 28.55 28.60 28.65 28.73 28.79 

M6-M2 MM-PBSA 28.60 28.64 28.67 28.70 28.76 28.83 
 

Our study also shows that the DNA deformation energy in forming an intercalation site 

for DOX is only slightly affected by the salt concentration in the 1:1 and 2:1 complex. The 

calculated deformation energy lies within the range of previous studies [217]–[220], but is 

slightly higher than those of DOX or DNR (10.5 kcal/mol) [31], [32]. We believe that our 

calculated values are more accurate since we considered explicitly the solvation and entropic 

effects. Moreover, they provide the overall changes in energy due to conformational changes 

in DNA, not just the energy necessary for the unstacking of the base pairs at the intercalation 

site. This analysis shows that the DNA deformation energy is only slightly dependent on the 
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sequence of DNA. The precise dependence is important to attain minimal DNA deformation 

energy for higher binding affinity.  

Table 3.3 shows the important components that are contributed to ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠), to 

gain further insight into the origin of the driving force that forms the intercalation site. The 

intramolecular electrostatic energy is favorably contributing to the DNA deformation. When 

DOX is intercalated into base pairs of DNA, it increases the average spacing between the 

charges, leading to the reduction of electrostatic stress between the phosphate groups. 

Furthermore, it seems that the solvation energy has larger unfavorable interaction. 

Table 3.3. Difference energy components that contribute into DNA deformation energy at 0.2 
M theoretical ionic concentration using MM-GBSA method as an example. 

Difference ∆Eint ∆EvdW ∆Eele ∆Gp(GB) ∆Gsol T∆S ∆GConf(DNA,sol) 

M3-M1 2.69 16.99 -15.43 9.16 9.81 -3.44 17.46 

M4-M2 2.73 18.37 -24.17 19.31 20.05 -1.61 18.59 

M5-M1 8.25 34.36 -31.71 10.93 12.17 -3.93 27.01 

M6-M2 8.27 36.28 -43.33 24.18 25.42 -1.97 28.59 
 

On the other hand, the contribution from the intramolecular electrostatic energy can 

overcome the electrostatic polar energy, leading to the favorable interaction for the total 

electrostatic interaction. Thus, the unfavorable interaction of the solvation free energy stems 

only from the non-polar interaction. The large positive values of the solvation free energy can 

be attributed to two factors. One is related to the increase in the distance of separation when 

one or two DOX intercalate into DNA. This leads to the decrease in the total charge density of 
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DNA and consequently reduces the interaction between DNA and the surrounding aqueous 

environment. The other factor arises from the burial of the SASA due to the intercalation of 

one or two DOX, leading to the unfavorable contribution from the non-polar solvation energy 

in the range of 0.7 kcal/mol of the 1:1 complexes. This range is almost double in the 2:1 

intercalated complex (1.25 kcal/mol). Despite the cationic nature of the DOX structure, the 

van der Waals energy and not electrostatics dominate the driving force to create binding of 

DOX to DNA. The van der Waals energy predominantly contributes to DNA deformation 

energy, which also agrees with a previous study from David et al. [220]. Similarly, the 

contribution from non-polar solvation energy and internal energies play the role of an 

unfavorable interaction for the DNA deformation energy. However, the vibrational entropy 

favorably contributes to the ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠) because the native B-DNA in M1 and M2 having 

more freedom for vibrational motion but they are more restricted when DOX is intercalated 

between them. 

We have compared the deformation energy ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠) of M3 with M4 or M5 with 

M6 to verify the best DNA sequence with the least defamation penalty. The difference in 

penalty due to van der Waals interaction energy in DNA1 is more favorable in DNA2 by 1.38 

kcal/mol (18.37-16.99) in 1:1 complex and 1.92 kcal/mol (36.24-34.36) in 2:1 complex (Table 

3.3). The net electrostatic interactions (∆𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒 = ∆𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒 + ∆𝐺𝐺𝑝𝑝) for M3 is -6.27 kcal/mol (-

15.43+9.16). Similarly, for M4 these numbers is -4.86 kcal/mol. Therefore, the difference in 

total electrostatic interaction between M3 and M4 is -1.41 kcal/mol (-6.27+4.86). The preferred 

total electrostatic interactions in M3 over M4 play a significant role in reducing the higher 

repulsion between the amino sugar of DOX and the guanine amino group. The vibrational 
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entropic is also more favorable by -1.83 kcal/mol (-3.44+1.61) in M3 over M4. The same can 

be said for the preferred behavior of M5 over M6 for the 2:1 complex (-1.96 kcal/mol). Besides 

these energetic investigations on the preferred interactions in the first step of the intercalating 

process, the unwinding of DNA at the intercalation site, of up to 4° in DNA1 and 6° in DNA2 

sequence, is another index that supports the dependence of DNA deformation energy on the 

sequence of DNA. 

3.4.5 Binding Energy of the Insertion Step (Second Step) 

As mentioned in chapter 2, the binding energy of the insertion step (∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼) can be 

computed directly using the STP of the MM-PB(GB)SA method. To check the stability of 

calculated ∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼 , the existing trajectory data extracted from the 30 ns MD simulations is 

divided into three equal segments with 10 ns of each one. These segments are defined as the 

first, second, and third 10 ns of each MD simulation. Figure 3.7 shows the ∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼 at 0.2 M salt 

concentration as a function of simulations time of different time segments for the 1:1 complex, 

along with their histogram distributions. The left-hand side of Figure 3.7(a) shows that the 

∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼 for M3 has achieved stability. As dynamic simulation proceeds, the fluctuation of the 

∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼 decreases around the mean value of ∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼 with a total standard deviation (SD) of 4.39 

kcal/mol and a total standard error of the mean (SEM) of 0.113 kcal/mol. The right-hand side 

of Figure 3.7(a) shows that around 95% of the histogram distributions of ∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼 is confined 

between -35 to -25 kcal/mol. The same behavior of ∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼 in M4 can be noticed from Figure 

3.7(b) with a slight difference at the beginning of the dynamic simulation. ∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼  takes 

approximately 1 ns to stabilize and become less fluctuation around the mean value with SD of 

4.55 kcal/mol and SEM of 0.117 kcal/mol. 
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Figure 3.7. The insertion binding free energy against the first, second and third 10 ns segments 
of whole 30 ns time simulation and histogram distribution of ∆GIns in 1:1 complex at 0.2 M 
salt concentration using MM-GBSA method for (a) M3 and (b) M4. 
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The histogram distributions of Figure 3.7(b) show that about 94% of ∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼  are 

confined between -33 to -21 kcal/mol. The same trend can be observed for the 2:1 complex 

(Figure 3.8).  

The different energy components that contribute to ∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼 for all intercalated models 

(M3 to M6) have been calculated and tabulated in Table 3.4 and displayed as a histogram in 

Figure 3.9. In general, the total contribution to ∆𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖 is nearly zero due to the use of STP of 

the MM-PB(GB)SA methods. In the gas phase, ∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣  and ∆𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒  are both favorably 

contributed to form stable DOX-DNA complexes in the insertion stage, where ∆𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒 

predominates interaction. Such a highly favored ∆𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒  can be explained by the strong 

electrostatic attractions between the negatively charged phosphate backbone of DNA and the 

positively charged amino group of DOX. Thus, strong interaction at the insertion step between 

DOX and dsDNA is electrostatic in origin. However, ∆𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒 is completely overshadowed by 

∆𝐺𝐺𝑝𝑝 , leading to an overall unfavorable contribution of the total ∆𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒 . Upon the insertion 

occurred, the solvent-solvent and solvent-solute interactions are reorganized as a result of 

burying the polar or charged atoms of DOX within dsDNA and thus hidden away from the 

bathing solution, leading to a largely unfavorable ∆𝐺𝐺𝑝𝑝 and favorable ∆𝐺𝐺𝑛𝑛𝑛𝑛. Another reason for 

favorable ∆𝐺𝐺𝑛𝑛𝑛𝑛  is that the complex has less solvent-exposed molecular surface than its 

unbound species (free DOX and DNA). Finally, the total entropic contribution (−𝑇𝑇∆𝑆𝑆) at 310 

K is unfavorably significant, stemming from DOX being trapped with little mobility when 

inserted between BPs of dsDNA. 
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Figure 3.8. The insertion binding free energy against the first, second and third 10 ns segments 
of whole 30 ns time simulation and histogram distribution of ∆GIns in 2:1 complex at 0.2 M 
salt concentration using MM-GBSA method for: (a) M5 and (b) M6. 
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Table 3.4. Energy contributions to insertion binding of DOX-DNA complex models at 0.2 M 
(kcal/mol). The last two columns is the differences in energy between corresponding models. 

Energy ∆G of M3 ∆G of M4 ∆G of M5 ∆G of M6 ∆∆G(M3-M4) ∆∆G(M5-M6) 

∆Eint 0.23 0.21 0.47 0.38 0.02 0.09 

∆EvdW -64.15 -61.09 -128.69 -122.89 -3.06 -5.81 

∆Eele -345.16 -327.32 -691.76 -683.66 -17.84 -8.10 

∆EMM -409.08 -388.21 -819.99 -806.17 -20.87 -13.82 

∆Gp(GB) 362.30 344.78 733.71 727.00 17.52 6.71 

∆Gnp(GB) -2.86 -2.75 -5.64 -5.59 -0.11 -0.04 

∆Gsol(GB) 359.44 342.04 728.07 721.40 17.41 6.67 

∆Gele(GB) 17.14 17.46 41.95 43.33 -0.32 -1.38 

∆Gp(PB) 361.46 344.12 730.62 724.48 17.34 6.14 

∆Gnp(PB) -5.70 -5.43 -10.39 -10.26 -0.26 -0.13 

∆Gsol(PB) 355.76 338.68 720.23 714.22 17.08 6.01 

∆Gele(PB) 16.30 16.79 38.86 40.82 -0.5 -1.96 

T∆S -19.65 -19.06 -24.82 -24.65 -0.59 -0.17 

∆GIns(GB) -29.99 -27.11 -67.09 -60.11 -2.87 -6.98 

∆GIns(PB) -33.67 -30.47 -74.93 -67.30 -3.20 -7.64 
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Figure 3.9. Histogram display of the calculated different energy components of insertion 
binding energy (∆GIns) of DOX-DNA intercalated complexes for M3, M4, M5, and M6 at 0.2 
M theoretical salt concentration using MM-GBSA method. Note ∆Gele = ∆Eele + ∆Gp. 

We can conclude from the above analyses that the long-range Coulombic electrostatic 

interaction (∆𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒) is responsible for initiating the insertion process between the DOX and 

DNA, whereas the attractive component of the van der Waals interaction (∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣) is the major 

driving force for stabilizing the complex. 

We have also compared the difference of ∆𝐺𝐺𝐼𝐼𝐼𝐼𝑠𝑠  and their energy component with 

respect to DNA1 and DNA2 in the 1:1 complex (denoted by ∆∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼 in Table 3.4). In the 1:1 

complex, the difference between DOX-DNA1 and DOX-DNA2 in ∆∆𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒 is -17.84 kcal/mole. 

The difference in electrostatic polar energy with PB and GB methods (∆∆𝐺𝐺𝑝𝑝(𝑃𝑃𝑃𝑃/𝐺𝐺𝐺𝐺)) is equal 

to 17.34 and 17.52 kcal/mole respectively. Hence, the ∆∆𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒  is equal to -0.5 and -0.32 

kcal/mole, respectively. Furthermore, the ∆∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣 between them is -3.06 kcal/mole, and the 
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∆∆𝐺𝐺𝑛𝑛𝑛𝑛 is -0.26 and -0.11 kcal/mole from PBSA and GBSA, respectively. Because both models 

contain the same drug molecule, there are no differences in translational and rotational 

entropies (M3 and M4), but there are minor differences in vibrational entropy of -0.6 

kcal/mole. Finally, based on these comparisons for the DOX insertion into two different 

sequences of DNA, we conclude that the ∆∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣 of -3.06 kcal/mole plays a crucial role in the 

preferential sequence of DOX with DNA1 rather than DNA2, which agrees with the 

experimental studies [34], [162].  

In brief, the same conclusions and behaviors for the different energy components can 

be drawn in the 2:1 complex. On the other hand, by comparing the 2:1 vs 1:1 complex, the 

binding of DOX to DNA entails a considerably greater entropic penalty for the 1:1 complex 

(19 kcal/mol) than the 2:1 complex (24 kcal/mol), a reduction of 12 kcal/mol for each DOX. 

This reveals that the inserting of the first DOX within dsDNA has a relatively greater entropic 

cost than the inserting of the second DOX. 

3.4.6 BFE Corrections due the Effects of DOX and Ionic Concentrations 

The first correction of the BFE using MM-PB(GB)SA methods originates from the 

standard free energy of the DOX concentration effect as given by Eq.(24). Here, it should 

mention that we used the symbol ∆𝐺𝐺𝑐𝑐𝑐𝑐𝑐𝑐 for the standard concentration dependent free energy 

of DOX rather than ∆𝐺𝐺𝐴𝐴𝐴𝐴0 . We estimate ∆𝐺𝐺𝑐𝑐𝑐𝑐𝑐𝑐 to be -2.31 kcal/mole at T=310 K in both 1:1 

and 2:1 complexes. This value should be subtracted from our calculated BFE using MM-

PB(GB)SA methods to compare with the experiment [221]. Table 3.5 lists the BFEs of the 

DOX intercalation process for all models at different salt concentrations, including ∆𝐺𝐺𝑐𝑐𝑐𝑐𝑐𝑐. 
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Table 3.5. The calculated BFE of DOX-DNA complexes at different salt concentrations. 

Model Method 
∆Gcalc (kcal/mol) at different salt concentrations (M) 

0.1 0.15 0.2 0.25 0.5 1 

M3 
MM-GBSA -10.72 -10.45 -10.22 -10.08 -9.60 -9.10 

MM-PBSA -14.35 -14.08 -13.85 -13.66 -13.23 -12.74 

M4 
MM-GBSA -6.69 -6.42 -6.21 -6.05 -5.58 -5.10 

MM-PBSA -9.94 -9.66 -9.43 -9.29 -8.83 -8.35 

M5 
MM-GBSA -38.75 -38.21 -37.78 -37.51 -36.56 -35.61 

MM-PBSA -46.52 -45.96 -45.54 -45.26 -44.34 -43.40 

M6 
MM-GBSA -30.16 -29.62 -29.21 -28.87 -27.95 -27.03 

MM-PBSA -37.29 -36.72 -36.32 -36.01 -35.05 -34.15 
 

The second correction of BFE arises from the dependence of the intercalation BFE on 

the ionic concentration of the solution. Since ∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼 and ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠) have been computed 

over a wide range of ionic concentrations from 0.1 to 1 M, it can plot the ∆𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 against these 

theoretical concentrations as shown in Figure 3.10 to assess the ionic effects on the BFE of 

DOX-DNA complexes as well as to quantify the polyelectrolyte free energy (∆𝐺𝐺𝑝𝑝𝑝𝑝) and the 

non-polyelectrolyte free energy (∆𝐺𝐺𝑡𝑡). Figure 3.10 shows that the values of ∆𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 becomes 

less exothermic with increasing ionic concentration in both methods, which is consistent with 

the relevant experimental findings [163], [222].  
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Figure 3.10. The impact of ionic concentrations on the binding free energy of DOX-DNA 
complexes using modified methods of (a) MM-GBSA and (b) MM-PBSA. 

∆𝐺𝐺𝑝𝑝𝑝𝑝 can be computed in two ways: first as the difference between the BFE at a specific 

ionic concentration and the BFE at 1 M (BFE at 1 M is ∆𝐺𝐺𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠); second by applying Eq.(26) 

after determining the salt dependence of the binding constants (𝑆𝑆𝑆𝑆) . By using the first 

approach, the ∆𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏, for example in M3, is -10.72 and -9.1 kcal/mol at 0.1 M and 1 M salt 

concentrations, respectively, from the MM-GBSA method, leading to ∆𝐺𝐺𝑝𝑝𝑝𝑝 is equal to -1.62 

kcal/mol, which is close to the experimental value from Chaires et al. (∆𝐺𝐺𝑝𝑝𝑝𝑝 = -2.3 kcal/mol at 

0.016 M and T = 293.15 K) [18]. The difference between our calculated of ∆𝐺𝐺𝑝𝑝𝑝𝑝  and the 

experimental result (-2.3 kcal/mol) arises mainly from different solution conditions and 

differences in the number of base pairs per site (3.4 in the experiment [165] and 3 in our work). 

We will see later in Chapter 4 that the number of base pairs per site should be greater than 

three. The calculated value of ∆𝐺𝐺𝑝𝑝𝑝𝑝 at 0.2 M is -1.12 kcal/mol, which is quite close to the 

experimental value of -1 kcal/mol at the same salt concentration and T = 293.15 K [165]. 

Interestingly, the same results of ∆𝐺𝐺𝑝𝑝𝑝𝑝 are obtained using the MM-PBSA method. This ∆𝐺𝐺𝑝𝑝𝑝𝑝 
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trend is also observed in other intercalated DOX-DNA complexes using MM-PB(GB)SA 

methods. 

Alternatively, the computed slope 𝑆𝑆𝑆𝑆  from the binding constant (𝐾𝐾𝑠𝑠𝑠𝑠𝑠𝑠) , with 

corresponding values of ∆𝐺𝐺𝑝𝑝𝑝𝑝 at 0.1, 0.15, 0.2, 0.25, and 0.5 M and T = 310 K, are listed in 

Table 3.6 for all models with both MM-GBSA and MM-PBSA methods. 𝑆𝑆𝑆𝑆 is about -1.12 for 

the 1:1 complex, which agrees quite well with the theoretical estimate of -1.24 on Ethidium-

DNA complex [223]. The experimental value of 𝑆𝑆𝑆𝑆 of DOX is -0.97 [18]. Wilson and Lopp 

suggested that there are approximately 0.2-0.3 sodium ions released in the intercalation 

conformation change, regardless of the intercalator charge [224]. 

Table 3.6. The salt dependence of the binding constants (SK) of DOX-DNA complexes with 
the corresponding ΔGpe at different theoretical ionic concentration and 310 K temperature. 

Model Method SK 
∆G𝑝𝑝𝑝𝑝 (kcal/mol) at different salt concentrations (M) 

0.1 0.15 0.2 0.25 0.5 

M3 
MM-GBSA -1.140 -1.62 -1.33 -1.13 -0.98 -0.49 

MM-PBSA -1.133 -1.61 -1.33 -1.13 -0.97 -0.48 

M4 
MM-GBSA -1.119 -1.59 -1.31 -1.11 -0.96 -0.48 

MM-PBSA -1.119 -1.59 -1.31 -1.11 -0.96 -0.48 

M5 
MM-GBSA -2.210 -3.14 -2.59 -2.19 -1.89 -0.95 

MM-PBSA -2.196 -3.12 -2.57 -2.18 -1.88 -0.94 

M6 
MM-GBSA -2.203 -3.13 -2.58 -2.19 -1.88 -0.94 

MM-PBSA -2.210 -3.14 -2.59 -2.19 -1.89 -0.95 
 



 

73 
 

Thus, our value of 𝑆𝑆𝑆𝑆  for the 1:1 complex of -1.12 should be lower than the 

experimental value. Similarly, the 𝑆𝑆𝑆𝑆 for 2:1 complexes is -2.2, which is double the value of 

1:1 complexes. This value also agrees well with other theoretical studies on similar types of 

drugs (quinacrine diction) [224]. The values of slope and corresponding values of ∆𝐺𝐺𝑝𝑝𝑝𝑝 are 

independent of the sequence of DNA in the intercalating complexes. The decrease in ∆𝐺𝐺𝑝𝑝𝑝𝑝 

favorability upon increasing the ionic concentrations is due to the electrostatic repulsion 

between the positively charged amino sugar of the DOX-DNA complexes and the Na+ in the 

solvent medium. When DOX binds to DNA at low ionic concentrations, the positive charge of 

DOX causes the release of one bound ion, since the positively charged amino sugar in the DOX 

may be used to neutralize the DNA rather than the Na+ ion. There is a thermodynamic linkage 

between the ions in the solvent and the charged drug. The binding of an ion will influence the 

binding of the drug and vice versa [165].  

The formation of DOX-DNA intercalating complexes is predicted to occur at lower 

solution conditions due to the favorable ∆𝐺𝐺𝑝𝑝𝑝𝑝, which agrees with experimental studies [163], 

[222], [225]. Interestingly for all DOX-DNA complexes shown in Figure 3.10, the calculated 

values of ∆𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 at different concentrations are all negative. This is consistent with the idea 

that these DOX-DNA complexes are stabilized predominantly by hydrogen bonds and van der 

Waals interactions. This is even more pronounced at 1 M ionic concentration since ∆𝐺𝐺𝑝𝑝𝑝𝑝 is 

zero, while the BFEs have negative values for all models. This finding supports our conclusion 

that van der Waals interactions and the HBs are the primary driving forces in the formation of 

a stable intercalated complex. 
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3.4.7 Total BFE of the Intercalation Complex 

The true total BFE (∆𝐺𝐺𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠) represents the portion of the binding free energy that is 

independent of ionic concentrations. Theoretically, ∆𝐺𝐺𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠 has the same value of ∆𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 at 1 

M ionic concentration because ∆𝐺𝐺𝑝𝑝𝑝𝑝  is zero at 1 M. Alternatively, it can be computed by 

applying Eq.(25), ∆𝐺𝐺𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠 = ∆𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 − ∆𝐺𝐺𝑝𝑝𝑝𝑝. 

∆𝐺𝐺𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠 for M3 are -12.74 and -9.1 kcal/mol from modified MM-PBSA and MM-GBSA 

methods, respectively, might be in reasonable agreement with the experimental value of -7.7 

± 0.3 kcal/mol [18]. Our predicted value of M3 (-9.1 kcal/mol) using MM-GBSA is 

demonstrated to be closer to the experimental value (-7.7 kcal/mol) than that computed using 

the HINT program of DOX-d(CGAT)2 complex (-9.6 kcal/mol) [28]. For M4, the ∆𝐺𝐺𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠 of -

5.1 kcal/mol obtained with MM-GBSA varies markedly from the experimental value of -7.7 

kcal/mol, however, the ∆𝐺𝐺𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠 of -8.35 kcal/mol using MM-PBSA may be in a good match 

with experimental values [18], [226]. Interestingly, our value of -5.1 kcal/mol using MM-

GBSA is in excellent agreement with the recent experimental value of -4.99 kcal/mol [190], 

[198]. For M5, the ∆𝐺𝐺𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠 are -43.4 and -35.61 kcal/mol from MM-PBSA and MM-GBSA 

methods respectively. Similarly, they are -34.15 and -27.03 kcal/mol for M6. ∆𝐺𝐺𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠 in the 2:1 

complex is more than twice the corresponding values from the 1:1 complex, implying that the 

binding of two DOXs to DNA is more favorable than one DOX. 

Finally, the calculated value of the entropic contribution of intercalated DOX is 

experimentally subject to some debate as mentioned in Chaires’s studies [41], [157]. In this 

study, the total entropic contribution is explained in a more detailed manner especially for the 

1:1 complex. We aim to obtain an accurate value for total entropy to provide the missing part 
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for estimating the entropic contribution by experimentalists. From Table 3.4, the calculated 

values of the entropic contributions in M3 and M4 are 19.65 and 19.06 kcal/mol respectively. 

There are also favorable entropic contributions in forming the intercalation site of DOX at the 

base pair of DNA with deformation energy of -3.44 and -1.61 kcal/mol, respectively, as shown 

in Table 3.3. Therefore, the total entropic contribution for forming 1:1 complex is 16.8 ± 0.6 

kcal/mol, in excellent agreement with the experimental value of 15.5 kcal/mol [41], [157], 

[227]. 

3.5 Summary and Conclusion  

Extensive and careful investigation of the key parameters that are vital in forming a 

stable DOX-DNA complex is important for practical and rational drug design. There is also a 

fundamental interest in predicting accurately the binding free energy including the role of each 

of the solution components. The extensive MD simulations and an accurate evaluation of the 

total binding free energy reported here provide a deep molecular-level understanding of the 

intercalated DOX-DNA complexes. Our study aims also to address the missing part of the 

estimation of both entropic and DNA deformation energy contributions, faced by 

experimentalists. We have investigated different energy components that contributed to the 

TBFE of DOX-DNA binding and our study provides the following solid conclusions:   

 (i) There are at least three unfavorable interactions for DOX binding to DNA. They are the 

deformation energy, the energy cost stemming from the translational and rotational entropic 

contributions, and the total electrostatic interactions of the sum of the intramolecular 

electrostatic and electrostatic polar solvation interactions.  
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 (ii) We quantified five favorable interactions. They are van der Waals interactions energy, the 

non-polar solvation free energy, the vibrational entropic contributions, the standard free energy 

related to DOX solution concentration (∆𝐺𝐺𝑐𝑐𝑐𝑐𝑐𝑐), and the standard free energy due to ionic 

concentration (∆𝐺𝐺𝑝𝑝𝑝𝑝). These favorable interactions overcome all unfavorable interactions.  

(iii) The key factor of driving force for intercalated DOX into DNA interaction is the van der 

Waals interactions. 

(iv) DOX prefers to bind with DNA1 more than the DNA2 sequence. This difference is due to 

three main factors: (1) favorable van der Waals interactions, (2) smaller DNA deformation 

energy penalty of DOX, and (3) more HBs between the N3’ atom of the amino sugar group of 

DOX and the DNA residues. 

(v) Based on the values of DNA deformation penalty and entropy cost, as well as the free 

energy, the formation of the 2:1 complex, is more favorable and stable than the 1:1 complex.  

(vi) The final calculated values of the true BFE, ∆𝐺𝐺𝑡𝑡 , agree reasonably with experimental 

values, if the details of the solution conditions, number of base pairs per site, the change of 

DNA sequence, and the number of DOX are all considered concurrently.  

(vii) The binding of DOX to DNA is preferred at lower ionic concentrations. 
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CHAPTER 4. THERMODYNAMIC DISSECTION AND SEQUENCE SELECTIVITY OF 

DOXORUBICIN-DNA INTERACTION 

4.1 Introduction  

DNAs perform their biological function by interacting with other molecules. In the 

readout of genetic information and the regulation of gene expression, their interactions with 

proteins or small ligands are critical [228]. On the other hand, the binding of the drug to DNA 

can induce various biological consequences such as transcription and replication inhibition 

which are the necessary preconditions for cell division [229], [230]. Particularly, DNA is the 

main intracellular target for many clinical cancer drugs [5], [6]. Thus, a complete 

understanding of the nature of the drug-DNA interaction is key to provide insights 

knowledge into new therapeutic discoveries, identify new DNA recognition motifs, and 

explore the molecular mechanisms of achieving cellular selectivity.  

DNA sequence selectivity plays an important role in a wide range of molecular 

recognition processes including protein-DNA [231], [232], DNA-DNA [233], and ligand-

DNA [230], [234] interactions. Since many drugs bind to DNA in a sequence-dependent 

fashion [235], the identification and characterization of preferential drug binding sites within 

DNA sequences are crucial for a deep understanding of the molecular basis of drug action and 

for designing better drugs with desirable features [29]. Therefore, intensive efforts have been 

put into finding more selective drugs, and there is considerable excitement that the 

identification of cancer-specific molecular targets will yield a new generation of less toxic 

therapeutic [6]. However, the design of sequence-specific DNA-binding drugs is still a highly 

challenging task for the following general reasons. First, the methods for precisely determining 
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selective drugs are limited [235], [236]. Second, the drug does not have a uniform binding 

mode because it can bind DNA noncovalently via two common binding modes: grooving 

binding and intercalation. Third, the major driving forces that play a significant role in the 

sequence specificity are unique for each drug and are still being argued [237]–[239]. These 

limitations motivate us to utilize various methodologies based on computational methods in 

investigating the specificity of anthracycline intercalator drugs such as DOX to provide 

valuable information on the nature of this preference with high accuracy at the molecular, 

sequence, and atomic levels. 

Intensive experimental and theoretical studies have been conducted to identify the 

DNA sequence specificity of DOX [27]–[40]. Experimentally, the binding affinity of 

anthracycline anticancer drugs toward alternating pyrimidine-purine sequence seems to be 

stronger than non-alternating sequence [31]–[34], [240], and a lower binding predilection 

toward the G-C base pair over the A-T base pair [241]. While identifying the exact sequence-

dependent of DOX remains an open question as mentioned earlier. Additionally, the 

experimental studies alone are unable to determine how DOX recognizes its specific site in the 

BP sequence of DNA. On the other hand, theoretical and computational studies for the DNA 

sequence selectivity of DOX binding are still very limited [28], [31]–[33], [39], [40]. 

There are numerous debates and unanswered questions regarding the identification of 

the sequence-specific of DOX as mentioned in chapter 1. For example, does DOX have 

sequence-specificity, and if so, what is it? What is the best model and DOX site size to describe 

this specificity? and so on. 



 

79  
  

The aim of the present work is much more ambitious. To address the specific issues 

raised above in more detail, we undertook a comprehensive MD study focusing on the 

understanding of the molecular mechanism and sequence-specificity implied in the DOX 

intercalation process. The first goal of our endeavor is to identify the specific sequence of DOX 

and to probe the physical factors that determine its preferential binding and control the 

intercalation process of the DOX-DNA complex at each of the binding stages. This includes 

physical variables such as the energetic components of bonded and non-bonded interactions, 

the conformational energetic cost to form the intercalation cavity, the DOX insertion free 

energy, the solvation free energy change, the non-specific polyelectrolyte contribution to 

DOX-DNA binding, as well as the solute entropic contributions to the free energy change. The 

second goal is to investigate the best model reflecting the relationship between the DNA 

sequence and the preferential intercalation of DOX into DNA. The third objective is to examine 

the impact of surrounding nearest neighbor BPs, vicinal to the intercalation site, and to clarify 

the biological role of the DOX's daunosamine sugar group in the binding process. The last goal 

is to probe the impact of the solvent and ionic strength effects on the complexation mechanism. 

Our investigation is based on accurately computing the BFE (𝛥𝛥𝛥𝛥) and the related relative 

binding energy (𝛥𝛥𝛥𝛥𝛥𝛥) for 16 different DOX-DNA complexes using MD simulations at the 

microsecond time scale, with about 10 microseconds length in total. All MD simulations are 

implemented in the AMBER package within the context of an explicit solvent TIP3P water 

model. Here, we used only the MM-GBSA method to predict the BFE of binding DOX with 

16 unique tetradecamer sequences of dsDNA. For each of the dsDNA unique sequences, we 

built two different models, the free standard B-DNA model (without DOX) and the intercalated 
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DOX-DNA complex model with one configuration of DOX (1:1 DOX-DNA complex). Figure 

4.1 shows the diagram of the DOX-DNA complex as well as the 16 proposed dsDNA 

sequences. For the analysis of polyelectrolyte effects, each calculation of the BFE involves ten 

different uni-valent NaCl salt concentrations from 0.1 to 1 M. 

 

Figure 4.1. Proposed models to understand the intercalation process and to identify DOX 
selectivity. (a) Schematic diagram of a DNA intercalator binding mode of DOX-DNA 
complex. A ladder represents the fragments of dsDNA helix and DOX molecule is shown in 
red. XY refers to the nearest BPs located directly to the intercalation site at both sides and can 
take (GC)2 and its reverse (CG)2, and (TA)2 and (AT)2. IS stands for the intercalation site of 
DOX between BP7 and BP8 and can take any BPs of our proposed groups: A (CG)2, B (TG)2, 
C (CA)2, and D (TA)2.; (b) The models of DOX-DNA complex with different DNA sequences. 

4.2 Construction of Molecular Models 

To identify the sequence specificity of DOX and to understand the intercalation process 

of the DOX-DNA complex at the molecular, sequence, and base pair levels, we explicitly 

targeted two different models for each unique sequence of dsDNA. There are altogether 16 

models of free B-DNA (unbound or free regular B-DNA without DOX) and another 16 models 



 

81  
  

of the DOX-DNA complex with one configuration of DOX, (1:1 DOX-DNA complex). For 

all models, we chose the dsDNA tetradecamer sequences of the form 

d(CGCGXYI|SXYCGCG)2, where I|S stands for the DOX intercalation site that can take any 

BP among four proposed groups: A (C|G)2, B (T|G)2, C (C|A)2, and D (T|A)2. The XY denotes 

the nearest neighbor BP located directly at both sides of the intercalation site and can be either 

(GC)2 and its reverse (CG)2, or (TA)2 and its reverse (AT)2. These 16 DOX-DNA complexes 

are divided into four different groups according to the DOX intercalation site (see Figure 

4.1(b)). For each group, 4 different sequences are selected, the only difference between them 

being the BP located next to the intercalation site on both sides. The first and second sequences 

have (GC)2 and its reverse (CG)2 at the neighboring intercalation site, whereas the third and 

fourth sequences have (TA)2 and (AT)2, respectively. The choice of four different groups 

enables us to examine the preferential DOX intercalation site, while the aim of selecting four 

different sequences in each group is to understand how the binding is influenced by the position 

of the daunosamine chain of DOX in the minor groove and to investigate the impact of the 

nearest neighbor BPs on the DOX binding. The alternating pyrimidine-purine sequences were 

chosen as intercalation sites since they are known to be energetically preferred [31]–[34]. 

Two important points should mention here. First, the complex models of DOX and long 

tetradecamer sequences of DNA accurately mimic the DOX environment, in which one DOX 

molecule is intercalated at the middle of this sequence (Figure 4.1). In these models, the effect 

of surrounding nearest neighbor PBs on DOX binding is considered. Second, these models are 

more realistic than the ones we created in chapter 3 based on X-ray structures where the DOX 

molecules are intercalated at the terminal BP steps of the DNA hexamer sequence. In X-ray 
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structures, there are end effects in which the end terminal BPs are known to fray and breath 

quite differently than internal base pairs as well as they could have peculiar electrostatic 

properties. Surely this would strongly influence the energy required to deform the DNA to 

make the interaction cavity and ignore the impact from the nearest neighbor PBs. 

We develop the following procedure for building the models. First, the free B-DNA 

models with the desired sequence of 14 BPs are designed, based on the parameters adopted 

from the B-DNA fiber-diffraction studies by using the ‘fiber’ module of the 3DNA program 

[174]. As a result, we build 16 free B-DNA structures with different tetradecamer sequences. 

In this step, we also use the ‘analyze’ module of the 3DNA program to create the parameter 

file for each sequence of these B-DNA structures. This file contains information on the dsDNA 

helical geometry parameters, including six base pairs and six base pairs step parameters. This 

file will be used when generating intercalated DNA models in the next steps. Second, the DOX 

intercalation site is created by modifying the helical geometry parameters, at the local BPs that 

form this site at BP7 and BP8 in the current study, for the free B-DNA structure built in the 

first step. These modifying parameters of the intercalation BPs are obtained from the Protein 

Data Bank (PDB) with ID: 1D12 of the X-ray structure of the DOX-DNA complex [34]. It 

should be mentioned here that the parameters of all other BPs of B-DNA remain unchanged. 

Here, the parameter file that is generated in the first step is also modified, but this time it 

contains the intercalated BP parameters from PDB ID: 1D12 at the local site of DOX 

intercalation site. Third, the intercalated DNA structure with a DOX intercalation site is 

generated by using the modifying file parameter from the previous step. The ‘rebuilding’ 

module of the 3DNA program is utilized to build this intercalated DNA with the same 16 
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sequences that were created in the first step. Fourth, the resulting intercalated DNA structures 

are aligned according to DNA PDB ID: 1D12 using a structure comparison tool in the UCSF 

Chimera software [242]. We can easily place one DOX molecule at the same intercalation site 

of all the dsDNAs to form a 1:1 DOX-DNA complex. The DOX molecule is obtained from the 

crystal structure of 1D12. The first intercalated DNA structure that we created was for model 

A4 because it can easily align with a sequence of PDB ID: 1D12. Fifth, all structures (16 free 

B-DNAs and 16 DOX-DNA complexes) are solvated using the TIP3P explicit water model 

[92] implemented in AMBER, after adding H atoms using the LeaP module [61]. In this way 

4000 water molecules are added to each model. The box of water was adjusted to be 

rectangular, with dimensions of 52× 52×73 Å3, by using specific commands through the LeaP. 

Finally, since the dsDNA fragment has 14 BPs with a total charge of 26 e-, 26 Na+ ions are 

added as counter ions to neutralize the system. Since the net charge of the free DOX molecule 

is 1 e+, a Cl- ion is added to maintain the overall charge neutrality. These ions were placed by 

using the program LeaP. In total, we have built thirty-two models, 16 models for the 1:1 

complex and 16 models for free dsDNA without DOX. They are summarized in Table S8 in 

Appendix. In addition, we have one model for free DOX in the solvent. The most recently 

recommended AMBER force field OL15 is used for the DNA parametrization [72], while the 

parameters and partial charges for free DOX were obtained as described in section 3.2 of 

chapter 3.  

4.3 MD Simulation and BFE Protocols  

In brief, we have adopted approaches similar to those used in section 3.3 of chapter 3 

with some differences summarized below. First, all MD simulations have been performed in 
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the explicit TIP3P water model throughout 300 ns by using PMEMD.CUDA module 

implemented in AMBER 18 simulation package [243]–[245]. Second, each system underwent 

six stages of energy minimization rather than two stages. In the first five stages, different 

restraint force constants of 500, 250, 100, 10, 1 kcal/mol-Å2 were applied to hold the solute 

(DOX-DNA complex, DNA, or DOX) fixed in its position and allow only the positions of the 

water molecules and ions to relax. The last stage of minimization is the same as the one 

described in section 3.3, in which the entire system is minimized without any constraints. 

Third, the heating, equilibration, and production protocols, as well as their setting parameters, 

are the same as those used in section 3.3, with the exception that each NPT production MD run 

was initiated for the full 300 ns. Fourth, once the MD simulations were finished, the snapshots 

were taken for every 10 ps over whole 300 ns, so in total 15000 snapshots were extracted for 

the BFE post-process analysis at ten different uni-valent NaCl salt concentrations (0.1–1 M). 

This analysis has been carried out by adopting the 3TP approach of the MM-GBSA method 

through the MMPBSA.py module of AMBER [160]. In 3TP, it is necessary to simulate three 

separate systems (DOX-DNA complex, free or unbound DNA, and free or unbound DOX) for 

each model. The free or unbound DOX system is identically designed for all models, so it is 

simulated only twice without having to repeat its MDs. The setting parameters for performing 

the MM-GBSA approach are similar to those in section 3.3. Finally, in addition to the SEM 

that is estimated by the MMPBSA.py module of AMBER, the block analysis approach [172] 

is also followed to check the convergence and numerical accuracy of the mean values in the 

BFE analysis. 
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4.4 Results and Discussion  

4.4.1 Stability of the MD Simulations 

RMSD is used to analyze the structural stability of our models. In the current study, 

RMSD was computed for each model from MD simulation trajectories using the CPPTRAJ 

program [166] in AMBER by taking the starting point for the MD production simulations (after 

the minimization and equilibration procedures) as reference. Here we showed only the RMSDs 

of group A as an example to discuss the structural stability of MD simulation. The RMSDs and 

their relative frequency (RF) distributions are shown in Figures 4.2 and 4.3 of heavy atoms of 

DOX-DNA complex and free dsDNA.  

 

Figure 4.2. The root mean square deviation (RMSD) of the heavy atoms of DNA (right panel) 
and DOX-DNA complex (left panel) for models in group A as a function of simulation time 
throughout 300 ns. 
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Figure 4.3. Relative frequency (RF) distribution histogram of RMSD of the heavy atoms of 
DNA (right panels) and DOX-DNA complex (left panels) for models in group A. 
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As seen in Figure 4.2, the RMSD of all models is stable as shown by flat and small 

RMSD fluctuations, and the MD simulations have attained a steady state. The mean RMSD of 

free DNA models ranges from 1.6 to 1.8 Å, whereas it ranges from 1.3 to 1.7 Å for the DOX-

DNA complex. The mean RMSD of free DNA is slightly larger than that of the DOX-DNA 

complex. Figure 4.3 for the RMSD histogram distributions show there is a range from 82 to 

94% of the RMSD confined between 1 to 2.2 Å. 

To check the convergence of the calculated binding free energy (𝛥𝛥𝛥𝛥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) at 0.2 M salt 

concentration as a function of the total simulation time of 300 ns, we used the block analysis 

[172]. For each MD simulation, the time series of 𝛥𝛥𝛥𝛥 is divided into 100 blocks corresponding 

to 3 ns of frames per block (Figure 4.4). From Figure 4.4, the uncertainties of the 𝛥𝛥𝛥𝛥 

quantities are less than 0.35 kcal/mol in all models. 

4.4.2 DOX-DNA Intercalation and Sequence-Dependent Binding 

We performed MD simulations in the explicit TIP3P water model throughout 0.3 μs 

for DOX with 16 separate tetradecamer sequences of dsDNA. We adopted the 3TP approach 

of the MM-GBSA method to calculate the BFE at 310 K (37 °C), neutral pH, and ten different 

uni-valent NaCl salt concentrations (0.1–1 M). 

Table 4.1 lists the BFE (𝛥𝛥𝛥𝛥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) at 0.2 M salt concentration of the 16 models, as well 

as with all the BFEs plotted in Figure 4.5(a). The effect of the standard concentration of DOX 

on BFE is also taken into account in these BFE values. We estimate the standard concentration 

dependent free energy (∆𝐺𝐺𝑐𝑐𝑐𝑐𝑐𝑐)  of DOX to be -2.18 kcal/mol using Eq.(24). To be more 

specific, the concentration of DOX (𝐶𝐶𝐴𝐴) is calculated to be 0.0084 M (one molecular of DOX 

in a rectangular box of 52× 52×73 Å3) and the value of 𝐶𝐶𝐵𝐵 = (14/4) × 𝐶𝐶𝐴𝐴 = 0.0294 M. 
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Figure 4.4. Convergence plot of the calculated binding free energy (∆Gcalc)at 0.2 M salt 
concentration as a function of the total simulation time of 300 ns. Each block in x-axis is equal 
to 3 ns (i.e. 3 ns x 100 = 300 ns). (a) For models in group A; (b) For models in group B; (c) 
For models in group C; and (d) For models in group D. 
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Table 4.1. Binding free energy (ΔG) and their decompositions in terms of the two-step process 
of the DOX intercalation process at salt concentration of 0.2 M and different DNA sequences. 
Their relative BFEs (ΔΔG) is evaluated with reference to Model A4. All energy in kcal/mol 
unit. Note ∆Gcalc is the ∆Gbind after substratcing ∆Gcon. 

Models 
Conformation  

∆GIns ∆Gbind ∆Gcalc ∆∆G 
DOX DNA overall 

A1 1.88 15.65 17.53 -28.73 -11.20 ±0.3 -9.02 4.20 

A2 1.74 14.65 16.39 -27.55 -11.16 ±0.3 -8.98 4.25 

A3 1.52 14.06 15.57 -30.26 -14.69 ±0.3 -12.51 0.71 

A4 1.36 14.41 15.77 -31.18 -15.41 ±0.3 -13.23 0 

B1 1.87 15.11 16.98 -28.19 -11.21 ±0.3 -9.03 4.20 

B2 1.77 14.28 16.05 -27.37 -11.32 ±0.3 -9.14 4.09 

B3 1.52 13.58 15.10 -29.97 -14.87 ±0.3 -12.69 0.54 

B4 1.37 14.01 15.38 -30.43 -15.05 ±0.3 -12.87 0.36 

C1 1.57 15.45 17.03 -27.26 -10.23 ±0.3 -8.05 5.17 

C2 1.54 14.50 16.04 -27.30 -11.26 ±0.3 -9.08 4.14 

C3 1.39 13.59 14.98 -29.86 -14.88 ± 0.3 -12.70 0.53 

C4 1.51 14.01 15.52 -30.61 -15.09 ±0.3 -12.91 0.32 

D1 1.37 14.94 16.31 -24.96 -8.65 ±0.3 -6.47 6.76 

D2 1.48 14.48 15.96 -26.41 -10.45 ±0.3 -8.27 4.96 

D3 1.52 12.91 14.43 -27.10 -12.67 ±0.3 -10.49 2.73 

D4 1.48 13.46 14.95 -28.31 -13.36 ±0.3 -11.18 2.05 
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Figure 4.5. The binding free energy (BFE) analysis in terms of the two-stage intercalation 
process for all models of DOX-DNA complex vs sequence groups at at 0.2 M salt 
concentration. (a) The calculated binding free energy (∆Gcalc); (b) The energetic of the insertion 
step (∆GIns); (c) The DNA defamation energetic cost ∆GConf(DNA,sol) ; and (d) The overall 
energetic penalty of the conformational change step (∆GConf). 

Again, ∆𝐺𝐺𝑐𝑐𝑐𝑐𝑐𝑐 should be subtracted from our calculated values of BFE computed by the 

MM-GBSA method. The ranking for preferred DOX binding from high to less favorable is s4 

≥ s3 > s2 ≥ s1, where si (i = 1-4) labels a sequence in its group. This order also coincides with 

the other BFEs at different ionic concentrations. The average total BFE (𝛥𝛥𝛥𝛥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) of 16 models 

is -10.41 ± 0.53 kcal/mol which is consistent with the experimental values of DOX binding 
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with ctDNA of -11.2 ± 1.2 kcal/mol at the same solution conditions (i.e. ∆𝐺𝐺 = ∆𝐻𝐻 − 𝑇𝑇∆𝑆𝑆 and 

this -11.2 = -9.7 – 1.5) [157], [246]. Model A4, which has a d(CGCGATC|GATCGCG)2 DNA 

sequence, has the best 𝛥𝛥𝛥𝛥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  of -13.23 ± 0.29 kcal/mol which falls within the relevant 

theoretical ranges of daunorubicin (DAU) and DNA complex [221], [247]. Both DOX and 

DAU are anthracycline drugs with a difference in hydroxyl group vs hydrogen. 

By comparing the four sequences in each group, Table 4.1 and Figure 4.5(a) show that 

the DOX daunosamine side chain, which serves as the minor groove binding agent, prefers 

binding with the sequences that have (AT)2 or (TA)2 BPs adjacent to the intercalation site, 

which is also consistent with experimental [29], [30] and other theoretical studies [31], [32]. It 

shows the reversal of (TA)2 to (AT)2 BP is slightly important, specifically in models of groups 

A and D, and confirms the previous findings [34], [162]. Our data also confirms that DOX has 

no tendency to choose (CG)2 over the (GC)2 in groups A and B, and is slightly preferred in 

groups C and D. Both are unfavorable compared to (TA)2 and (AT)2. 

Comparing the four groups, our results indicate that there is a slight difference between 

the BFEs of groups A (CG)2, B (TG)2, and C (CA)2. The mean 𝛥𝛥𝛥𝛥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  values for four 

sequences in groups A, B, and C are -10.94 ± 1.13, -10.93 ± 1.07, and -10.68 ± 1.24 kcal/mol, 

respectively. The sequences of group D are relatively less binding for DOX when compared to 

the corresponding sequences of groups A, B, and C (e.g., comparing D1 with A1, B1, or C1 

and other sequences). However, the 𝛥𝛥𝛥𝛥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  of model D3, which has a 

d(CGCGTATATACGCG)2 DNA sequence, is slightly favorable compared to model A2, 

which has a d(CGCGCGCGCGCGCG)2 DNA sequence. The models D3 and A2 could be 

considered as poly(dA-dT)2 and poly(dG-dC)2 respectively. The computed values of 𝛥𝛥𝛥𝛥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 
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are -10.49 ± 0.29 kcal/mol and -8.98 ± 0.29 kcal/mol for D3 and A2, being also close to the 

experimental values of -9.5 and -8.7 kcal/mol, respectively [248]. It should be mentioned that 

our values are obtained for T = 310 K, neutral pH, and 0.2 M salt concentration, whereas the 

experimental values were measured at T = 298.15 K (25 °C) for DAU with regular alternating 

sequences, the other solution conditions being the same. Since the BFE is largely dependent 

on temperature and ionic strength [163], [222], a slight discrepancy is understandable. The 

mean 𝛥𝛥𝛥𝛥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 values for four sequences in groups B and C are well matched to the experimental 

value of -10.78 ± 0.3 kcal/mol at T = 298.15 K and 0.2 M ionic strength for poly(dA-

dC).poly(dG-dT) [249]. Since experimental data for BFE of DOX with different DNA 

sequences are very limited, we chose the existing data for the DAU-DNA complex to compare 

our results. 

Additionally, our calculated values agree well with experimental evidence on sequence 

selectivity [30]. The experimental observations show that seven of the ten best binding sites 

are at the end of the triplet sequences 5’(A/T)CG or 5’(A/T)GC, and the remaining three sites 

are at 5’(A/T)C(A/T). All the six strongest binding complexes (𝛥𝛥𝛥𝛥 < -12.51 kcal/mol) in our 

study have quartet sequences of 5’CG(AT/TA), 5’TG(AT/TA), or 5’CA(AT/TA). The 

(AT/TA) means either (AT)2 or (TA)2 that are flanking the DOX intercalation site. In our study, 

the DOX intercalation site is designed to be in the middle of the tetradecamer sequences of 

dsDNA between BP7 and BP8 (see Figure 4.1).  

The SEM values that are calculated using the MM-GBSA method (Table 4.1) are 

within the same range of 0.35 kcal/mol estimated by Block analysis (Figure 4.4). The high 

precision and similarity of SEM values in all models are attributed to the fact that the mean 
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value of 𝛥𝛥𝛥𝛥 or 𝐺𝐺 for each species is obtained from 15000 independent energy values of the 

running MD simulations with high stability, while all models are built and simulated in the 

same manner. Both errors estimated by the MM-PBSA.py and block analysis, together with 

the high stability of the MDs, enable us to compute the BFEs and their relative comparisons 

with full confidence. 

4.4.3 Importance of BPs Adjacent to DOX Intercalation Site 

To investigate the significance of BPs that are located directly next to the DOX 

intercalation site, we estimated the relative BFE (𝛥𝛥𝛥𝛥𝛥𝛥) with respect to the best BFE (model 

A4 as reported in Table 4.1) using the direct method according to Eq.(20). It is obvious from 

the last column of Table 4.1 that A3, B3, B4, C3, C4 have slightly less stable BFEs than A4, 

falling in the range of 0.32 to 0.71 kcal/mol. They are the second strongest binding sequence 

of DOX. Our results reveal that A4 is more favorable than D3 and D4 by 2.73 and 2.05 

kcal/mol, respectively. All these models have sequences with a (TA)2 or (AT)2 adjacent to the 

DOX intercalation site on both sides. A more striking observation regarding the 𝛥𝛥𝛥𝛥𝛥𝛥 values is 

that models having the (GC)2 or (CG)2 next to the DOX intercalation site, display, in general, 

a large unfavorable relative energy, ranging from 4.09 to 6.76 kcal/mol when compared to A4. 

The C1 and D1 are disfavoured by 5.17 and 6.76 kcal/mol, respectively, while both have (GC)2 

BPs next to the DOX intercalation site. Within the context of 𝛥𝛥𝛥𝛥𝛥𝛥, one can infer that DOX 

exhibits sequence selectivity toward (TA)2 or (AT)2 in the vicinal location to the DOX 

intercalation site. This selectivity is directly compatible with the sequence preference of 

topoisomerase II-stimulated DNA cleavage [250], [251]. 
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At this stage, it is appropriate to raise five key questions: At what stage of the 

intercalation process (conformation change and DOX insertion stages) DOX selectivity 

occurs? What is the key driving force responsible for the DOX-DNA intercalation process? 

What are the characteristics of this driving force that play a major role in determining a 

preferred sequence? What is the best model to describe the relationship between binding 

affinity and selectivity of an intercalator drug? How does the aqueous environment impact the 

intercalation process and how does ionic concentration affect the binding mechanism? To 

address these questions, we have broken down the computed BFE (𝛥𝛥𝛥𝛥) into its different 

energy components, which can be achieved by four different protocols. First, 𝛥𝛥𝛥𝛥 of the DOX 

intercalation process will be analyzed in detail in terms of the two-step process as described in 

Eq.(21). Second, 𝛥𝛥𝛥𝛥 can be parsed in terms of the interaction medium (see Eq.(18)), vacuum 

(i.e. the solute interactions), or with solvent (i.e. solvent interactions). Or 𝛥𝛥𝛥𝛥 can be further 

decomposed into physically interpretable terms. Third, the BFE can be further decomposed to 

the contribution of each residue within the DOX-DNA complex. And finally, 𝛥𝛥𝛥𝛥  can be 

decomposed into polyelectrolyte and non-polyelectrolyte contributions, as described in 

Eq.(25). These developments will be discussed in the next sections. 

4.4.4 Origin of Sequence Preference of DOX binding to DNA 

To understand in detail the source of DOX sequence selectivity, we have dissected the 

BFE into its energetic components as mentioned in the previous section. In the five subsections 

that follow, we will separately discuss the four different energy contributions ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠), 

∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠) , ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  and ∆𝐺𝐺𝐼𝐼𝑛𝑛𝑛𝑛 . At the same time, we will describe the relationship 

between the DNA sequence and the corresponding energetic terms. In the end subsection, we 
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will summarize this relationship. The BFEs associated with each step of the DOX intercalation 

process for all models at 0.2 M salt concentration are listed in Table 4.1. 

I. Energetic cost for DOX conformational change 

DOX conformational changes (∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠)) are unfavorable (i.e., correspond to 

positive energy) and quantitatively similar in all models with an average energy of 1.56 

kcal/mol. Consequently, it appears that DOX can be classified as an iso-energetic conformer 

in all DNA sequences. A more detailed investigation shows that these conformational changes 

are not arising from the structural changes of DOX per se (Figure 4.6(a)). ∆𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖 contribution 

to ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠) is favorable and mostly similar in all models with an average of -1.46 ± 0.07 

kcal/mol, driven by the favorable dihedral energy components. Our understanding of this 

favored ∆𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖 is that the bound DOX in the complex is stabilized by unique HBs [34], making 

its internal dihedral angles more restrictive than those of the free DOX in the solvent. On the 

other hand, ∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣 is 1.27 ± 0.04 kcal/mol on average, which is an energetically disfavored 

contribution. ∆𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒 is consistently favorable with an average value of -0.82 ± 0.09. In contrast 

to ∆𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒, the polar contribution (∆𝐺𝐺𝐺𝐺𝐺𝐺) is largely unfavorable with an average of 2.48 ± 0.12 

kcal/mol. Therefore, ∆𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒  is completely overshadowed by ∆𝐺𝐺𝐺𝐺𝐺𝐺 , leading to an overall 

unfavorable contribution of the total electrostatic component (∆𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒). ∆𝐺𝐺𝑆𝑆𝑆𝑆 in all the models 

is only -0.05 kcal/mol. The loss of configuration entropy (−𝑇𝑇∆𝑆𝑆) at 310 K is quite similar in 

all models with a small average value of 0.14 kcal/mol. Our findings thus imply that ∆𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒 is 

the main driving force behind the conformational changes in DOX, and these changes are the 

result of a decreased interaction between DOX and the surrounding solvent molecules when 

DOX intercalates between the BPs of DNA. 
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Figure 4.6. The histogram displays BFE analysis of the two-stage DOX binding process 
decomposed in terms of the physical factors (left panels) or the nature of interactions in a 
vacuum or solvent (right panels). (a) and (b) for DOX energetic cost; (c) and (d) for DNA 
deformation cost in the first step; (e) and (f) for insertion energetic binding in the second step. 
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This behavior becomes even more pronounced when the ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠)  is further 

decomposed in terms of the nature of the interaction in a vacuum and/or solvent, as shown in 

Figure 4.6(b), yielding DOX conformation ∆𝐺𝐺𝑣𝑣𝑣𝑣𝑣𝑣 and ∆𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠 values of -0.88 ± 0.13 and 2.43 

± 0.11 kcal/mol, respectively. 

II. Energetic Penalty for DNA Deformation 

The energetic penalty for the DNA deformation change, ∆𝐺𝐺𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠), is significant 

and amounts to 14.32 ± 0.18 kcal/mol on average. Additionally, the average value of four 

sequences in each group is 14.69 ± 0.47, 14.25 ± 0.4, 14.39 ± 0.41 and 13.95 ± 0.5 kcal/mol 

for A, B, C, and D group, respectively. Therefore, the energy penalty order from the highest to 

the lowest is A (CG)2 > B (TG)2 ≈ C (CA)2 > D (TA)2. Moreover, the DNA deformation cost 

in each group exhibits a systematic order of s1 > s2 > s4 > s3 (Table 4.1 or Figure 4.5(c)). 

Our analysis also shows that the binding deformation energy of DNA is moderately dependent 

on the DNA sequence, which is necessary to have a minimal DNA deformation energy for 

higher binding affinity. Model D3 appears to have the lowest energy cost of DNA deformation 

(12.91 kcal/mol), while Model A1 appears to have the highest (15.65 kcal/mol). D4 also has a 

low deformation cost of 13.46 kcal/mol. The reason behind this could be related to the rigidity 

and molecular structure of D3 and D4 when compared to other models (see Figure 4.1(b)). 

The calculated DNA energetic penalty for forming the intercalation cavity for DOX in our 

study is within the range of previously obtained values [217]–[220]. However, we believe that 

our values are more accurate since we take into account the solvent effect, the configurational 

entropy changes, the sequence effect and the overall DNA conformational energy changes. 
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We have also computed the various energy components contributing to the 

∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠) which are all plotted as a histogram in Figure 4.6(c). Unlike the favorable 

contribution of ∆𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖  to ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠) , it is energetically unfavorable to ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠) 

with an average value of 2.22 ± 0.14 kcal/mol. Second, the contribution of ∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣 to the DNA 

deformation is 23.27 ± 0.42 kcal/mol on average, which is mainly unfavorable (positive) as a 

result of the increase in the distance between the BPs of dsDNA to form the DOX intercalation 

cavity. Our estimated value is well matched with previously reported 22.2 ± 1.4 kcal/mol of 

1:1 DAU-DNA complex [247]. Our results also predict a systematic penalty progression for 

∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣 with a sequence s1 > s4 > s2 ≥ s3. In addition, D1 has a large ∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣 penalty of 26.22 

kcal/mol, whereas the lowest penalty is found in almost all s3 models. Third, ∆𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒 is negative 

with an averaged value of -12.71 ± 0.37 kcal/mol and is the result of the interplay of two large 

contributions of opposite signs, the ∆𝐺𝐺𝐺𝐺𝐵𝐵 with a positive value of 225.13 ± 4.14 kcal/mol that 

is completely balanced by a negative value of -237.84 ± 4.34 kcal/mol from the Coulomb 

interaction (∆𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒). The intercalation of DOX between the local BPs of DNA causes an 

increase in the DNA helix rise parameter of about 4 Å, which leads to a favored ∆𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒 due to 

the reducing electrostatic repulsions between the local charges of the DNA phosphate groups. 

However, this elongation is also associated with unfavorable ∆𝐺𝐺𝐺𝐺𝐺𝐺 due to a decrease in the 

total charge density of unwinding DNA, leading furthermore to a weakening in the interaction 

between this DNA and the surrounding aqueous environment. In general, models with 

sequence s1 or s4 have more favored ∆𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒  than s2 and s3. Fourth, a value of 0.81 ± 0.1 

kcal/mol of ∆𝐺𝐺𝑆𝑆𝑆𝑆 is obtained for DNA unwinding deformation that has a larger SASA than the 

B-form DNA due to its elongation, leading to an unfavourable contribution due to the 
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additional molecular surface solvent exposure. This value is also well consistent with previous 

studies of the 1:1 complex [247]. Fifth, the loss of configuration entropy (−𝑇𝑇∆𝑆𝑆) is calculated 

to be 0.73 ± 0.06 kcal/mol, and depends slightly on the DNA sequence, an effect too small to 

drive the overall DNA deformation. Our value of (−𝑇𝑇∆𝑆𝑆) is also in good agreement with the 

previously reported result of 0.48 kcal/mol for 1:1 DAU-DNA complex [247]. The main 

conclusion that can be drawn from these analyses is that the penalty of  ∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣 is the main 

factor that drives the unwinding conformational transition from the B-form DNA to form the 

intercalation cavity, a conclusion consistent also with a previous study [210]. 

Figure 4.6(d) shows the analysis of ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠) in terms of the interaction nature 

of the total ∆𝐺𝐺𝑣𝑣𝑣𝑣𝑣𝑣 and ∆𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠. The averaged ∆𝐺𝐺𝑣𝑣𝑣𝑣𝑣𝑣 across all models is -211.62 ± 4.07 kcal/mol, 

while the desolvation free energy ∆𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠 is 225.94 ± 4.15 kcal/mol. The ∆𝐺𝐺𝑣𝑣𝑣𝑣𝑣𝑣 is completely 

cancelled by ∆𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠. Furthermore, this trend shows that the aqueous solution (i.e., water and 

ions) opposes the unwinding DNA and consequently we expect that the DNA conformational 

transition step is salt-dependent (this effect will be discussed in detail later). 

III. Energetic penalty of the overall conformational change (First step)  

The first thermodynamically unfavorable step of the DOX intercalation process, 

described by Eq.(22), requires on the average ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 of 15.87 ± 0.2 kcal/mol to form the DOX 

binding site. The energy penalty dependence on the DNA sequence is similar to the one found 

for ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠)  (Figure 4.5(d)). The decomposition of ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  in terms of physical 

components amounts to ∆𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖 =  0.75, ∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣 =  24.54, ∆𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒 =  -11.06, ∆𝐺𝐺𝑆𝑆𝑆𝑆 =  0.76 and 

−𝑇𝑇∆𝑆𝑆 =  0.87 kcal/mol, while its decomposition in terms of the nature of interaction is 

∆𝐺𝐺𝑣𝑣𝑣𝑣𝑣𝑣 = -212.5 and ∆𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠 = 228.37 kcal/mol.  
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IV. Binding energy of the insertion step (Second step)  

The unfavourable conformational energy barrier ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 is overcome by the favorable 

binding energy (∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼) of the insertion step, corresponding to an average energy of -28.47 ± 

0.43 kcal/mol. The insertion step depends crucially on the DNA sequence. ∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼 with respect 

to four sequences in each group is A = -29.43, B = -28.99, C = -28.76, and D = -26.69 kcal/mol. 

The preferential binding at this step is A > B ≥ C > D and, interestingly, the preferential 

ordering shown earlier, s4 ≥ s3 > s2 ≥ s1, is slightly different at the insertion step of the DOX 

intercalation process, amounting to s4 > s3 > s1 ≥ s2 (Figure 4.5(b)), with one exception that 

D2 > D1. In addition, A4 model also has the strongest preferential binding at this step with 

∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼 of -31.18 kcal/mol. It can be therefore concluded that the DOX preferential binding 

usually occurs at the insertion binding stage.  

Further decomposition of the total ∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼  into its energetic components leads to the 

following conclusions (Figure 4.6(e)). ∆𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖 contribution to ∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼 is unfavorable (positive) 

with an average value of 0.88 ± 0.05 kcal/mol. The contribution of ∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣 is largely favorable 

(negative) in all DOX-DNA complexes and dominates the other components with an average 

value of -67.67 ± 0.53 kcal/mol. To be effective at the insertion stage, DOX should have a high 

ability to fit well between the BPs of the DNA, which, of course, requires many intermolecular 

interactions between DOX and the stacked BPs of dsDNA. This value is well matched by -

66.7 kcal/mol reported for 1:1 DAU-DNA complex and calculated by adapting STP of MM-

GBSA method [247]. It is also in the same range of values as those reported elsewhere for 1:1 

complex of DOX-hexamer sequences [252]. A3 and A4 display the highest attractive ∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣 

of -70.16 and -70.6 kcal/mol, respectively, while the lowest values are for D1 and D3, 
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amounting to -64.23 and -64.45 kcal/mol, respectively. Generally, we notice that in all groups 

the ranking of the most attractive ∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣 component is s4 > s3 > s2 > s1, with one exception: 

D2 > D3. More surprisingly, this preferred order is almost identical to that of the ∆𝐺𝐺𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐, and 

we thus expect that the attractive component of ∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣 plays an important role in the sequence 

selectivity (vide infra). In sharp contrast to the ∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣  term, the overall electrostatic 

contributions (∆𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒)  are unfavorable (positive) in all models at 0.2 M salt concentration with 

an average value of 17.48 ± 0.34 kcal/mol. This value is the result of the two major 

contributions with opposite signs, ∆𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒 = -630.48 ± 1.19 vs. ∆𝐺𝐺𝐺𝐺𝐺𝐺 = 647.96 ± 0.96 kcal/mol. 

The negative ∆𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒 in all models is arising from the strong electrostatic atractions between the 

negatively charged phosphate backbone of DNA and the positively charged amino group of 

DOX. As ∆𝐺𝐺𝐺𝐺𝐺𝐺  contribution is largely unfavorable (positive), the negative ∆𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒  gets 

cancelled by ∆𝐺𝐺𝐺𝐺𝐺𝐺, so the remaining ∆𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒 makes an unfavorable contribution to ∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼. The 

reported values of ∆𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒 are again consistent with previous study [252]. We also find that the 

∆𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒 is an important factor in the sequence-dependent preferential binding (vide infra). The 

average value of ∆𝐺𝐺𝑆𝑆𝑆𝑆 is -2.92 ± 0.05 kcal/mol, in agreement with the reported value of -3.3 

kcal/mol of 1:1 DAU-DNA complex [247]. It obviously contributes favorably to ∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼 . 

Importantly, we observe that the ∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣 , ∆𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒  and ∆𝐺𝐺𝑆𝑆𝑆𝑆  at the insertion stage have signs 

opposite to the same quantities at the conformational change stage (see Figure 4.6(e) vs 4.6(c)). 

Finally, the total entropic contribution (−𝑇𝑇∆𝑆𝑆) at 310 K and 0.2 M ionic concentration is 23.76 

± 0.12 kcal/mol, which reflects the important entropic cost stemming from DOX being trapped 

with little mobility when bound to DNA. This value is the same range as found in the studies 

of 1:1 complex [247]. From the above analysis it can be concluded that the attractive 
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component ∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣  is the major factor that drives DOX to be inserted between the BPs of 

dsDNA.  

∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼 can also be partitioned into ∆𝐺𝐺𝑣𝑣𝑣𝑣𝑣𝑣 and ∆𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠 as shown in Figure 4.6(f). ∆𝐺𝐺𝑣𝑣𝑣𝑣𝑣𝑣 is 

-673.51 ± 1.1 kcal/mol on average, which is large and dominates over ∆𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠 of 645.04 ± 0.95 

kcal/mol, and thus leads to a favorable overall ∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼. 

V. Energetic contributions to DOX sequence selectivity 

Table 4.2 shows the decomposition of ∆𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 into its overall energetic components 

obtained by summing of two-stage binding energies in all 16 models at 0.2 M salt concentration, 

plotted in Figure 4.7. Briefly, the patterns of the signs of the energetic components of ∆𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 

are following those of the insertion step, ∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼, already discussed in the previous section (see 

Figure 4.6(e) and Figure 4.7).  

 

Figure 4.7. The histogram displays the total BFE analysis of the overall two-stage DOX 
binding process. (a) The total BFE is decomposed in terms of the physical factors; and (b) It is 
decomposed in terms of interaction nature in a vacuum or solvent. 
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Table 4.2. Physical component analysis of total BFE (ΔGbind) at the salt concentration of 0.2 
M. All energy values are given in kcal/mol. Gele is the sum of ΔEele and ΔGGB. 

Models ∆Eint ∆EvdW ∆Eele -TΔSTot ΔGGB ΔGSA ∆Gele ∆Gbind 

A1 1.51 -41.83 -858.20 23.64 865.83 -2.15 7.63 -11.20 

A2 2.05 -46.28 -877.37 24.89 887.73 -2.19 10.37 -11.16 

A3 1.43 -47.50 -865.45 24.78 874.26 -2.21 8.81 -14.69 

A4 1.40 -44.70 -862.41 24.83 867.61 -2.14 5.20 -15.41 

B1 1.88 -41.24 -864.34 23.22 871.49 -2.23 7.14 -11.21 

B2 1.10 -45.35 -851.41 25.07 861.43 -2.15 10.02 -11.32 

B3 1.36 -46.95 -839.96 24.95 847.95 -2.23 7.99 -14.87 

B4 1.06 -44.99 -852.34 24.76 858.65 -2.18 6.31 -15.05 

C1 2.36 -39.53 -892.18 24.12 897.03 -2.04 4.85 -10.23 

C2 1.20 -41.81 -867.93 25.22 874.17 -2.12 6.25 -11.26 

C3 1.46 -45.06 -855.92 24.94 861.92 -2.22 6.00 -14.88 

C4 1.84 -44.17 -878.80 24.91 883.20 -2.07 4.40 -15.09 

D1 2.17 -36.76 -898.75 23.75 902.95 -2.02 4.21 -8.65 

D2 1.21 -41.65 -881.06 25.23 887.95 -2.12 6.89 -10.45 

D3 2.33 -42.12 -870.00 24.90 874.45 -2.24 4.45 -12.67 

D4 1.73 -40.06 -890.17 24.88 892.42 -2.16 2.25 -13.36 

Ave. 1.63 -43.13 -869.14 24.63 875.57 -2.15 6.42 -12.59 
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Table 4.3 lists the relative energies  (∆∆𝐺𝐺) and their energetic components with respect 

to A4.  

Table 4.3. The analysis of the relative BFE (ΔΔG) in terms of its associated physical 
decomposition at 0.2 M. ΔΔG is evaluated with respect to Model A4. All values in (kcal/mol). 

Models ΔΔEint ΔΔEvdW ΔΔGele ΔΔGSA -TΔΔS ΔΔG 

A1 0.11 2.86 2.43 -0.01 -1.20 4.20 

A2 0.65 -1.59 5.17 -0.05 0.06 4.25 

A3 0.03 -2.80 3.61 -0.08 -0.05 0.71 

A4 0 0 0 0 0 0 

B1 0.48 3.46 1.96 -0.09 -1.61 4.20 

B2 -0.30 -0.65 4.82 -0.02 0.24 4.09 

B3 -0.04 -2.25 2.79 -0.09 0.12 0.54 

B4 -0.34 -0.30 1.11 -0.04 -0.07 0.36 

C1 0.96 5.17 -0.34 0.10 -0.71 5.17 

C2 -0.20 2.88 1.05 0.02 0.39 4.14 

C3 0.06 -0.36 0.81 -0.09 0.10 0.53 

C4 0.44 0.53 -0.80 0.07 0.07 0.32 

D1 0.77 7.94 -0.99 0.12 -1.08 6.76 

D2 -0.19 3.04 1.69 0.01 0.40 4.96 

D3 0.93 2.58 -0.74 -0.10 0.07 2.73 

D4 0.34 4.64 -2.94 -0.03 0.05 2.05 
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Among the energetic components of ∆𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏, ∆𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒 contributes in an essential manner 

to the DNA sequence selectivity of the DOX-DNA interaction. The overall dependence of 

∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣  on the DNA sequence displays more variance, but also a systematic preferential 

ordering across all groups of s3 > s2 > s4 > s1, with the only exception being C4 > C2 (Table 

4.2). Our results also show that ∆𝐺𝐺𝑆𝑆𝑆𝑆 and the entropic loss of the translational (−𝑇𝑇∆𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡) and 

rotational (−𝑇𝑇∆𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟) degrees of freedom are not involved in the selectivity. The computed 

(−𝑇𝑇∆𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡) and (−𝑇𝑇∆𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟) at 310 K in all models are 13.82 and 11.73 kcal/mol, respectively. 

The s1 in all groups emerges as the more favored vibrational entropic contribution (−𝑇𝑇∆𝑆𝑆𝑣𝑣𝑣𝑣𝑣𝑣). 

We conclude that the ∆𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒 is the main physical factor reflecting the DNA sequence selectivity 

and that ∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣 plays a secondary role. The other contributions are marginal. 

4.4.5 Reliable Model for DOX Selectivity and DOX Binding Site-Size 

To propose the best model describing the relationship between BFE and the DNA 

sequence, as well as to determine the size of the DOX binding site, we performed per-residue 

BFE decomposition on all models of the DOX-DNA complex. The energetic contribution can 

be obtained by summing the interactions across all BPs involved in the DOX-DNA complex. 

It is worth mentioning that the entropic contributions are not included in this decomposition 

analysis [253], [254], as we have already shown that the sequence selectivity is independent of 

the (−𝑇𝑇∆𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡) and (−𝑇𝑇∆𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟), and only slightly affected by (−𝑇𝑇∆𝑆𝑆𝑣𝑣𝑣𝑣𝑣𝑣).  

The per-residue interaction spectrum of the DOX-DNA complex is shown as a 

histogram chart in Figure 4.8 for all groups at 0.2 M salt concentration.  
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Figure 4.8. Decomposition of the BFE on a per-residue basis of DOX with all BPs of dsDNA 
at 0.2 M salt concentration. (a) For models in group A; (b) For models in group B; (c) For 
models in group C; and (d) For models in group D. 

From Figure 4.8, our results essentially show clear evidence that the quartet sequence 

model is the best model to characterize the relationship between sequence selectivity and 

binding affinity. DOX thus requires at least four BPs to develop its selectivity. This important 

conclusion is also consistent with Kellogg et al. proposal of a quartet sequence model [40]. It 

is necessary to point out that we reach this conclusion using a rather different methodology 

based on MD simulation, and we determine the actual values for interaction energy of DOX 
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with all the BPs. Additionally, the binding size of 4 BPs is also in full accord with previous 

experimental studies [163], [240].  

The main critical findings stemming from the DOX-BP interaction spectrum can be 

summarized as follows. The vicinal BP below the intercalation site (BP8) contributes much 

more to the interaction energy than the vicinal BP above the intercalation site (BP7). BPs 

located downstream of the intercalation site (BP9 and BP10) interact significantly with DOX, 

while the upstream BPs are largely not involved (BP5 and BP6). This finding clearly reveals 

the importance of the DOX daunosamine side chain in the DOX intercalation process. In 

addition, the BP8 contributes more than BP9 in groups A and B while the reverse occurs in 

groups C and D (Figures 4.8). BP8 and BP9 in groups A and B contribute to total BFE, without 

entropic contribution, -6.6 ± 0.34 and -4.53 ± 0.22 kcal/mol on average, whereas they 

contribute -3.64 ± 0.25 and -5.6 ± 0.15 kcal/mol in groups C and D, respectively. A close 

examination of the contributions of BP8 and PB9 in terms of their energetic component 

analysis shows that the BP8 displays an attractive component, ∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣, smaller than BP9, while 

its ∆𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒 is larger than PB9. Therefore, these different behaviors are primarily a consequence 

of ∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣 and ∆𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒 in groups A and B vs. groups C and D. 

Finally, the contribution of DOX to the total BFE of the DOX-DNA complex is about 

66%, while the whole DNA contributes about 34%, mostly from BP8, BP9, and BP10. More 

interestingly, this contribution is sequence-dependent, and DOX interacts preferentially with 

s3 and s4 as opposed to s1 and s2 in all groups (Figures 4.8). To our best knowledge, this may 

be the first time that this contribution has been estimated explicitly. Based on this strong 

evidence one can assert that DOX recognizes its selective sequence. Figure 4.9 shows the 
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decomposition from only DOX contribution in terms of the energetic components. Concisely, 

the attractive component ∆𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣 is large and dominates other components, while ∆𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒 is a 

major source in the selectivity of s3 and s4. The DOX contribution in s3 is approximately 

equivalent to that in s4, and its contribution in s1 is like that in s2. We observe a preferred 

difference of relative energy between the DOX contributions in s3 or s4 and those in s1 or s2. 

This difference is about -2.5 kcal/mol, which is strong enough to allow DOX to preferentially 

select its site between the BPs along with DNA. 

 

Figure 4.9. Decomposition of the BFE on a per-residue basis into the contribution from the 
physical factors of the interaction DOX drug only in the intercalation process for all models at 
0.2 M. 

4.4.6 Polyelectrolyte Effect on DOX Intercalation Binding to DNA 

We anticipate finding a polyelectrolyte effect to the BFE for the DOX intercalation into 

DNA at each stage of the binding process because DNA is a highly charged polyanion and 

DOX is a cationic drug. Theoretically, the values of BFE (𝛥𝛥𝛥𝛥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)  and its interaction 

decomposition of (∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶) and (∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼) are computed over a wide range of salt concentrations 
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from 0.1 to 1 M to assess the ionic effects on the BFE of DOX-DNA complexes and to quantify 

∆𝐺𝐺𝑝𝑝𝑝𝑝 and ∆𝐺𝐺𝑡𝑡. Figure 4.10 shows the 𝛥𝛥𝛥𝛥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 and its decomposition for models in all groups 

against the entire range of ionic concentrations. Figure 4.10 shows that 𝛥𝛥𝛥𝛥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 becomes less 

exothermic with increasing salt concentration, in excellent agreement with the relevant 

experimental findings [163], [222]. In addition, our results indicate that salt dependence resides 

in both stages of binding, especially at low salt concentrations. For instance, ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 of A4 is 

15.4 kcal/mol at 0.1 M salt concentration and 16.41 kcal/mol at 1 M, whereas ∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼 is -31.42 

kcal/mol at 0.1 M and -30.63 kcal/mol at 1 M. The same trend is true for other models. At 

higher salt conditions, ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  becomes more endothermic and ∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼  less exothermic. The 

sensitivity of ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  to salt effects results purely from the DNA deformation 

(∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠)) during the formation of the DOX intercalation cavity. ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝐷𝐷𝐷𝐷,𝑠𝑠𝑠𝑠𝑠𝑠) does 

not participate in this sensitivity, for example in A4, it is 1.36 kcal/mol at 0.1 M and 1.37 

kcal/mol at 1 M. 

A very interesting observation is that the entropic contribution becomes more favored 

as salt concentrations increase. For example in A4, −𝑇𝑇∆𝑆𝑆 is 24.92 at 0.1 M and 24.22 kcal/mol 

at 1 M, implying that there is a 0.7 kcal/mol favored entropic change when the salt is increased 

from 0.1 to 1 M. This trend is also observed for other models. Additionally, the response of 

DOX-DNA complexes to the ionic strength is almost identical in all models examined here 

and independent of the DNA sequence (Figures 4.10). This is not surprising since the Na+ ions 

interact with the anionic DNA phosphate backbone only with non-specific electrostatic 

interactions, independent of the nature of the BP sequence. The analysis of ionic effects on the 

BFE shows that the stable complex is preferred at lower ionic strength solution environments. 
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Figure 4.10. Dependence of the binding free energy of DOX–DNA complex on the salt 
concentration at each stage of binding process for models in group A (a); group B (b); group 
C (c); and group D (d). The upper panel is for conformational changes stage, the middle panel 
is for insertion binding stage and the bottom panel is for the total BFE. 
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Table 4.4 summarizes the values of 𝛥𝛥𝛥𝛥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  determined at 0.1, 0.2, and 1 M and 

temperature 310 K along with its partition into ∆𝐺𝐺𝑝𝑝𝑝𝑝 and ∆𝐺𝐺𝑡𝑡. 𝛥𝛥𝛥𝛥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 at 1 M is equal to ∆𝐺𝐺𝑡𝑡 

because ∆𝐺𝐺𝑝𝑝𝑝𝑝 is zero at this concentration. The salt dependence (𝑆𝑆𝑆𝑆) of the binding constants 

of DOX in all models is listed in Table 4.4 and is estimated from a linear fit of a double 

logarithmic plot of 𝑙𝑙𝑙𝑙𝑙𝑙(𝐾𝐾𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) vs. 𝑙𝑙𝑙𝑙𝑙𝑙[𝑁𝑁𝑁𝑁+] for a set of salt conditions from 0.1 to 1 M. ∆𝐺𝐺𝑝𝑝𝑝𝑝 

can be quantified as a difference between 𝛥𝛥𝛥𝛥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 at a specific ionic concentration and ∆𝐺𝐺𝑡𝑡 or 

it can be predicted by using 𝑆𝑆𝑆𝑆 value,. The determined slope 𝑆𝑆𝑆𝑆 of -1.29 on average is in 

excellent agreement with Friedman and Manning predicted value of -1.24 for binding a 

monovalent intercalator drug to DNA as well as with the experimental value of -1.24 ± 0.15 

for DUN-ctDNA and -1.2 for ethidium-ctDNA complex [165], [223], [224]. The value is 

slightly higher than the relevant experimental values of -1.06 or -0.99 for DOX-ctDNA 

complex [41], [255], where the small discrepancy may be explained by the fact that the effects 

of ionic concentration on the DNA conformational transition stage are included in our 

predicted values of 𝑆𝑆𝑆𝑆. Analysis by Wilson and Lopp suggested that about 0.2 to 0.3 sodium 

ions should be released during the DNA conformation change stage regardless of the 

intercalator charge [224], [234]. Correcting our value of -1.29 for the DNA transition stage 

ions release yields a rescaled slope of -1. 

∆𝐺𝐺𝑝𝑝𝑝𝑝 for DOX-DNA complexes at 0.1 M is -1.8 kcal/mol (Table 4.4), which is close 

to the experimental value of -2.3 ± 0.2 kcal/mol at 0.016 M and temperature 293.15 K for the 

DOX-ctDNA complex [18]. At 0.2 M the value of -1.18 kcal/mol is in extremely good 

agreement with the relevant experimental value of -1 kcal/mol at the same salt condition and 

T = 293.15 K [165].  
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Table 4.4. Decomposition of BFE into polyelectrolyte (ΔGpe) and non-polyelectrolyte (ΔGt) 
contributions with salt dependence of the binding constants (SK) of DOX–DNA complexes. 

Models SK 

Energy (kcal/mol) at different salt concentrations (M) 

ΔGcalc ΔGtsim ΔGpe 

0.1 0.2 1 0.1 0.2 

A1 -1.29 -9.57 -9.02 -7.78 -1.79 -1.25 

A2 -1.30 -9.49 -8.97 -7.69 -1.81 -1.28 

A3 -1.29 -13.06 -12.51 -11.26 -1.81 -1.26 

A4 -1.29 -13.84 -13.23 -12.05 -1.79 -1.18 

B1 -1.30 -9.58 -9.03 -7.78 -1.80 -1.25 

B2 -1.33 -9.68 -9.14 -7.88 -1.80 -1.26 

B3 -1.25 -13.48 -12.69 -11.67 -1.78 -1.02 

B4 -1.31 -13.61 -12.87 -11.77 -1.83 -1.10 

C1 -1.34 -8.57 -8.05 -6.78 -1.80 -1.28 

C2 -1.34 -9.61 -9.08 -7.82 -1.79 -1.27 

C3 -1.20 -13.31 -12.70 -11.61 -1.70 -1.04 

C4 -1.25 -13.49 -12.91 -11.79 -1.70 -1.12 

D1 -1.31 -7.02 -6.47 -5.23 -1.78 -1.24 

D2 -1.31 -8.87 -8.27 -7.08 -1.79 -1.19 

D3 -1.23 -11.13 -10.49 -9.43 -1.70 -1.06 

D4 -1.28 -11.82 -11.18 -10.06 -1.76 -1.13 

Ave. 
SEM 

-1.29 
0.01 

-11.01 
0.55 

-10.41 
0.53 

-9.23 
0.56 

-1.78 
0.01 

-1.18 
0.02 
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As the salt concentration increases, ∆𝐺𝐺𝑝𝑝𝑝𝑝 becomes less favored due to an increase in 

electrostatic repulsions between the positive charge of DOX amino sugar and Na+ ions in the 

surrounding bathing solution. Since the positive charge of DOX may act to neutralize DNA as 

the counterion during the binding process, the bound Na+ cation may be subsequently released 

[165], implying a thermodynamic link between the binding of DOX and release the Na+ ion. 

The binding of DOX to DNA will thus affect the binding of sodium ions and vice versa [18]. 

The predominant factor supporting our conclusion that a stable complex is preferably formed 

at lower ionic strength conditions is that ∆𝐺𝐺𝑝𝑝𝑝𝑝 is more favored. Since the errors in the average 

of 𝑆𝑆𝑆𝑆 and ∆𝐺𝐺𝑝𝑝𝑝𝑝 are not significant across all models, these two quantities are also independent 

of the DNA sequences (Table 4.4). The average value of ∆𝐺𝐺𝑡𝑡 is -9.23 ± 0.56 kcal/mol, which 

appears to be in reasonable accord with the experimental value of -7.7 ± 0.3 kcal/mol for DOX-

ctDNA complex [18], [165]. The slight difference is primarily arising from the different 

temperatures (T = 293.15 K vs. 310 K in our study) and differences in the number of base pairs 

per site (3.4 vs. 4 in our study). This value is also consistent with the average value of -9.6 ± 

1.1 for the DOX-DNA complex of 32 DNA quartet sequences obtained by using the HINT 

program [28], [40]. More importantly, the higher negative value of ∆𝐺𝐺𝑡𝑡 is another key indicator 

to reinforce our conclusion that van der Waals interactions are the predominant molecular 

factor driving force for the formation of a stable DOX-DNA complex. This conclusion is in 

excellent agreement with the X-ray structure studies [34], [162]. 

4.5 Summary and Conclusion  

We have carried out a systematic and comprehensive analysis of the intercalation 

binding process of doxorubicin (DOX) to dsDNA in terms of the two-stage binding process, 
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the sequence selectivity, and the physical components of molecular interactions in different 

environments at a range of ionic concentrations. The binding free energy (BFE) of DOX with 

sixteen different tetradecamer DNA sequences has been quantified and decomposed into 

energetic components by using MD simulation with the modified MM-GBSA method at a 

microsecond time range. The complete energetic profile of this complexation mechanism has 

been characterized at each binding stage, containing the total BFE (𝛥𝛥𝛥𝛥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) and its energetic 

components, based on different decomposition analyses. Additionally, the per-residue BFE 

decomposition probes the local dominant interactions between DOX and all BPs of dsDNA to 

detect the best model describing the relationship between the binding affinity and selectivity, 

as well as to identify the actual size of the DOX binding site. Our study draws the following 

solid conclusions: 

i) The DOX selective sequence is strongly dependent on the base pairs located downstream 

from the site of drug intercalation. The primary source of this selectivity is the electrostatic 

interactions between the positively charged amino group of DOX and the charges of these base 

pairs. The van der Waals interaction also contributes to this selectivity. Both (TA)2 and (AT)2 

downstream base pairs are preferred. 

ii) The per-residue BFE decomposition implies that the quartet sequence model is the best and 

most accurate model to reflect the relationship between DOX selectivity and its binding 

affinity.  

iii) The size of the DOX binding site is 4 base pairs. Our analysis introduces the specific energy 

values of the local interactions between DOX and BPs of dsDNA and has not been previously 

reported. The BP below the DOX intercalation site (BP8) and the nearest BPs (BP9 and BP10) 
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downstream from the DOX site contribute approximately 34% of the total BFE and the 

interaction with the DOX molecule contributes about 66%. This local interaction of DOX is 

sequence-dependent. There is a -2.5 kcal/mol preferred energy difference between the DOX 

contributions in s3 or s4 compared to those in s1 or s2. 

iv) Parsing total BFE in terms of a two-stage binding process implies the energetic 

conformational penalty of ∆𝐺𝐺𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 15.87 kcal/mol on average, necessary to form a DOX 

binding site in DNA, that needs to be overcome by the energetically favorable exothermic 

process of the insertion binding stage of ∆𝐺𝐺𝐼𝐼𝐼𝐼𝐼𝐼 = -28.47 kcal/mol on average. Our results 

predict that the preferred binding of DOX occurs during the insertion. 

v) There is a competition between the ∆𝐺𝐺𝑣𝑣𝑣𝑣𝑣𝑣 and ∆𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠 at both stages of the binding process, 

where ∆𝐺𝐺𝑣𝑣𝑣𝑣𝑣𝑣 tries to stabilize the process, but it requires being large enough to overcome the 

∆𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠 which attempts to oppose the process. Our findings point out that this binding process 

prefers to occur at a lower ionic solution. 
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CHAPTER 5. FINAL REMARKS AND FUTURE WORK 

We performed extensive and systematic MD simulations in combination with MM-

PB(GB)SA binding free energy methods to identify and investigate (1) the complete binding 

profile including the main driving force for the intercalation process between DOX and DNA 

at both binding stages (conformational changes and insertion binding stages), (2) the DOX 

sequence selectivity, the comprehensive model to define DOX selectivity and to determine its 

binding site-size, and the impact of the nearest base-pair on the DOX selectivity, and (3) the 

impact of the solvent and ionic strength effects on this binding process. 

A new procedure has been introduced to design a longer DNA sequence in which DOX 

can be inserted as desired between the base pairs of the DNA. This approach is very useful for 

generating a large number of DOX-DNA complexes with new DNA sequences that have never 

been seen before in X-ray data. Additionally, it can design a more accurate molecular model 

without the end-effect of fraying and breathing in the terminal base pairs of DNA that happens 

when the molecular model is constructed based on available X-ray structures.  

Our deep-level computationally based analysis of the DOX intercalation process offers 

an alternative route to the pure experimental approach for the elucidation of molecular 

mechanisms involved in the drug-DNA binding process as well as allowing to detection of 

their hidden states. This study provides the missing link to answering many conflicting 

questions regarding the molecular mechanism and selectivity of DOX that have been bothering 

experimental and computational scientists for decades. Additionally, the analysis of the BFE 

and its energetic components is unprecedented because it introduces valuable information 
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about the balance of driving forces in this biomolecular process that could be used in the 

development of new sequence-specific anticancer therapeutic drugs. 

Much work remains to be done especially in these three directions. First, it may be 

possible to expand this study for designing doxorubicin analogs. The goal here would be to 

add structural features on DOX that would either make new sequence-selectivity or enhance 

its binding affinity or change its binding mode which may result in a new potential agent with 

less toxicity and side-effect. Here, the daunosamine domain of DOX should deserve special 

interest. Second, the binding between DOX and other potential targets such as the G-

quadruplex, triple helices or nucleic acid junctions has not been explored yet and this will have 

to be assessed in the future. Third, we have successfully used the methodology and the ensuing 

analysis of biomolecular interaction presented in this study to study the interaction between 

spike protein of SARS-CoV-2 and ACE2 receptor for better understanding the virus infection 

proliferation [150]. We can expand this study to design novel drugs such as small ligands, 

peptides, and small proteins to target spike protein SARS-CoV-2 and block viral entry. 
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APPENDIX 

SUPPORTING TABLES AND FIGURES 

Table S1. Atom types and RESP atomic partial charge (PC) of DOX using R.E.D server. 

Atom  PC Atom PC Atom PC Atom PC 

C1 -0.0976 O13 -0.5056 C5' 0.1345 H212 0.0938 

C2 -0.1718 C14 0.0789 O5' -0.3166 H213 0.0938 

C3 -0.1318 O14 -0.6771 C6' -0.1304 H1' 0.161 

C4 0.2316 C15 -0.0140 H1 0.1515 H2' 0.0776 

O4 -0.2450 C16 0.0080 H2 0.1854 H2'' 0.0776 

C5 -0.1020 C17 0.3361 H3 0.136 H3' 0.1255 

C6 0.5709 O17 -0.5944 H8 0.4155 HN31 0.3485 

O6 -0.5788 C18 -0.3139 H10 0.1321 HN32 0.3485 

C7 -0.1253 C19 0.6228 H112 0.0789 HN33 0.3485 

C8 0.0807 O19 -0.5217 H113 0.0789 H4' 0.1058 

O8 -0.4440 C20 -0.125 H12 0.499 HO4' 0.4671 

C9 -0.0180 C21 -0.0755 H142 0.070 H5' 0.0798 

C10 0.0403 C1' 0.0867 H143 0.070 H6'1 0.0634 

O10 -0.3547 C2' -0.0591 HO14 0.4496 H6'2 0.0634 

C11 -0.1272 C3' 0.0644 H152 0.0811 H6'3 0.0634 

C12 0.1239 N3' -0.4467 H153 0.0811   

O12 -0.7507 C4' 0.0355 H17 0.4733   

C13 0.6270 O4' -0.6283 H211 0.0938   
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Table S2. Backbone and glycosyl torsion angles and sugar conformations (deg.) for free 
dsDNA with d(CGATCG)2 sequence (model M1)  

Residue α β γ δ ε ζ χ P Puckering 

C1 --- --- 63 121 -156 -92 -119 133 C1'-exo 

G2 -80 166 51 134 -142 -141 -103 146 C2'-endo 

A3 -86 161 47 137 -175 -91 -112 165 C2'-endo 

T4 -68 167 58 110 -175 -86 -131 122 C1'-exo 

C5 -67 170 61 120 -170 -94 -118 129 C1'-exo 

G6 -73 172 55 121 --- --- -114 129 C1'-exo 

C7 --- --- 63 115 -156 -92 -126 123 C1'-exo 

G8 -85 170 54 134 -158 -131 -107 146 C2'-endo 

A9 -75 166 56 126 -178 -91 -124 128 C1'-exo 

T10 -65 170 59 107 -173 -89 -128 110 C1'-exo 

C11 -69 171 58 122 -167 -93 -121 130 C1'-exo 

G12 -72 170 54 130 --- --- -107 142 C1'-exo 

Aver. -74 168 57 123 -165 -100 -118 134  

B-DNA -63 171 54 123 -169 -108 -117   
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Table S3. Backbone and glycosyl torsion angles and sugar conformations (deg.) for free 
dsDNA with d(CGTACG)2 sequence (model M2) 

Residue α β γ δ ε ζ χ P Puckering 

C1 --- --- 62 127 -155 -81 -133 137 C1'-exo 

G2 -85 163 53 133 -139 -131 -101 138 C1'-exo 

T3 -94 161 59 122 -169 -100 -119 133 C1'-exo 

A4 -69 174 58 139 -177 -99 -102 168 C2'-endo 

C5 -68 166 56 106 -159 -106 -120 103 O4'-endo 

G6 -77 169 55 131 --- --- -107 146 C2'-endo 

C7 --- --- 58 126 -162 -81 -128 137 C1'-exo 

G8 -84 173 50 138 -136 -143 -100 146 C2'-endo 

T9 -84 160 54 132 -163 -96 -119 147 C2'-endo 

A10 -78 169 49 139 -165 -111 -98 144 C1'-exo 

C11 -78 161 51 126 -141 -97 -122 136 C1'-exo 

G12 -88 162 52 126 --- --- -103 138 C1'-exo 

Aver. -74 168 57 123 -165 -100 -118 134  

B-DNA -63 171 54 123 -169 -108 -117   
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Table S4. Backbone and glycosyl torsion angles and sugar conformations (deg.) for 1:1 DOX-
DNA complex with d(CGATCG)2 sequence (model M3) 

Residue α β γ δ ε ζ χ P Puckering 

C1 --- --- 63 133 -167 -78 -45 153 C2'-endo 

G2 -72 169 56 137 -145 -169 -101 153 C2'-endo 

A3 -80 163 50 135 -177 -95 -113 160 C2'-endo 

T4 -66 170 58 114 -162 -82 -124 118 C1'-exo 

C5 -76 169 53 139 -97 142 -84 149 C2'-endo 

G6 -59 179 32 141 --- --- -93 170 C2'-endo 

C7 --- --- 35 125 -105 -70 -148 134 C1'-exo 

G8 -76 162 49 127 -139 103 -86 132 C1'-exo 

A9 -94 153 53 136 -175 -94 -115 167 C2'-endo 

T10 -69 168 61 108 -168 -87 -128 109 C1'-exo 

C11 -70 173 58 137 -175 -85 -118 153 C2'-endo 

G12 -67 169 56 130 --- --- -106 132 C1'-exo 

Aver. -74 168 57 123 -165 -100 -118 134  

B-DNA -63 171 54 123 -169 -108 -117   
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Table S5. Backbone and glycosyl torsion angles and sugar conformations (deg.) for 1:1 DOX-
DNA complex with d(CGTACG)2 sequence (model M4) 

Residue α β γ δ ε ζ χ P Puckering 

C1 --- --- 61 119 -151 -65 -41 143 C1'-exo 

G2 -113 167 60 135 -176 -103 -100 170 C2'-endo 

T3 -71 167 58 117 -172 -94 -121 104 O4'-endo 

A4 -70 174 57 127 -170 -88 -108 148 C2'-endo 

C5 -72 166 57 116 -101 163 -86 121 C1'-exo 

G6 -65 166 41 132 --- --- -94 135 C1'-exo 

C7 --- --- 43 127 -109 -156 -143 131 C1'-exo 

G8 -91 163 57 134 -140 120 -91 149 C2'-endo 

T9 -81 151 67 129 -163 -92 -125 147 C2'-endo 

A10 -78 170 57 128 -147 -133 -105 141 C1'-exo 

C11 -68 162 56 124 -165 -87 -118 134 C1'-exo 

G12 -75 169 56 124 --- --- -107 132 C1'-exo 

Aver. -78 166 56 126 -149 -51 -103 138  

B-DNA -63 171 54 123 -169 -108 -117   
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Table S6. Backbone and glycosyl torsion angles and sugar conformations (deg.) for 2:1 DOX-
DNA complex with d(CGATCG)2 sequence (model M5) 

Residue α β γ δ ε ζ χ P Puckering 

C1 --- --- 40 128 -101 -70 -149 138 C1'-exo 

G2 -75 169 48 130 -144 121 -86 135 C1'-exo 

A3 -96 156 52 139 -176 -94 -116 171 C2'-endo 

T4 -69 172 59 120 -163 -83 -123 128 C1'-exo 

C5 -77 169 53 138 -96 164 -81 148 C2'-endo 

G6 -71 178 42 139 --- --- -96 186 C3'-exo 

C7 --- --- 50 124 -109 -72 -146 134 C1'-exo 

G8 -76 164 50 129 -140 135 -88 134 C1'-exo 

A9 -94 155 53 138 -175 -94 -116 168 C2'-endo 

T10 -69 172 60 119 -163 -84 -121 127 C1'-exo 

C11 -76 168 54 138 -103 148 -83 148 C2'-endo 

G12 -72 179 43 138 --- --- -97 180 C3'-exo 

Aver. -77 168 50 132 -137 7 -109 150  

B-DNA -63 171 54 123 -169 -108 -117   
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Table S7. Backbone and glycosyl torsion angles and sugar conformations (deg.) for 2:1 DOX-
DNA complex with d(CGTACG)2 sequence (model M6) 

Residue α β γ δ ε ζ χ P Puckering 

C1 --- --- 37 130 -96 -69 -149 139 C1'-exo 

G2 -74 164 46 133 -139 127 -86 138 C1'-exo 

T3 -92 151 56 130 -172 -96 -119 147 C2'-endo 

A4 -73 176 58 132 -166 -90 -105 153 C2'-endo 

C5 -74 166 52 129 -107 180 -85 137 C1'-exo 

G6 -61 177 32 139 --- --- -96 180 C3'-exo 

C7 --- --- 46 130 -100 -76 -146 139 C1'-exo 

G8 -76 161 48 131 -143 141 -88 138 C1'-exo 

T9 -87 150 59 126 -168 -101 -116 139 C1'-exo 

A10 -71 173 57 133 -167 -88 -120 152 C2'-endo 

C11 -74 167 53 131 -107 151 -83 138 C1'-exo 

G12 -67 179 39 135 --- --- -97 178 C2'-endo 

Aver. -75 166 49 131 -137 8 -107 148  

B-DNA -63 171 54 123 -169 -108 -117   
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Table S8. Summary of Thirty-two models performed in this study. The zero or one after the 
dash symbol (i.e., A1-0 and A1-1) means no DOX (as in free DNA) or one DOX respectively 
(as in 1:1 DOX-DNA complex). The bold black letters represent the nearest BPs and the bold 
red letters are the BPs that form the DOX intercalation site. 

Model atoms # in 
DNA 

atoms # in 
DOX 

# of Water 
molecules 

# Cl- 
ion 

# Na+ 
ions 

Total # of 
atoms 

A1-0 880 — 4000 — 26 12906 

A1-1 880 69 4000 1 26 12976 

A2-0 880 — 4000 — 26 12906 

A2-1 880 69 4000 1 26 12976 

A3-0 884 — 4000 — 26 12910 

A3-1 884 69 4000 1 26 12980 

A4-0 884 — 4000 — 26 12910 

A4-1 884 69 4000 1 26 12980 

B1-0 881 — 4000 — 26 12907 

B1-1 881 69 4000 1 26 12977 

B2-0 881 — 4000 — 26 12907 

B2-1 881 69 4000 1 26 12977 

B3-0 885 — 4000 — 26 12911 

B3-1 885 69 4000 1 26 12981 

B4-0 885 — 4000 — 26 12911 

B4-1 885 69 4000 1 26 12981 
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Table S8. Continued. 

Model atoms # in 
DNA 

atoms # in 
DOX 

# of Water 
molecules 

# Cl- 
ion 

# Na+ 
ions 

Total # of 
atoms 

C1-0 881 — 4000 — 26 12907 

C1-1 881 69 4000 1 26 12977 

C2-0 881 — 4000 — 26 12907 

C2-1 881 69 4000 1 26 12977 

C3-0 885 — 4000 — 26 12911 

C3-1 885 69 4000 1 26 12981 

C4-0 885 — 4000 — 26 12911 

C4-1 885 69 4000 1 26 12981 

D1-0 882 — 4000 — 26 12908 

D1-1 882 69 4000 1 26 12978 

D2-0 882 — 4000 — 26 12908 

D2-1 882 69 4000 1 26 12978 

D3-0 886 — 4000 — 26 12912 

D3-1 886 69 4000 1 26 12982 

D4-0 886 — 4000 — 26 12912 

D4-1 886 69 4000 1 26 12982 
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Figure S1. Scree plot for principal component analysis on the MD coordinate data of three 
different environments (free DNA, 1:1 complex, 2:1 complex) of (a) three situations of DNA1 
sequence and (b) three situations of DNA2 sequence. The magnitude of each eigenvalue is 
expressed as the proportion of the total variance (mean-square fluctuation) captured by the 
corresponding eigenvector. Labels on each point indicate the cumulative sum of variance 
accounted for by a particular eigenvector and its preceding eigenvectors. 
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