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Visual and auditory inputs vary in complexity. For example, driving in a city versus the country or
listening to the radio versus not are experiences that differ in complexity. How does such complexity
impact perception? One possibility is that complex stimuli demand resources that exceed attentional or
working memory capacities, reducing sensitivity to perceptual changes. Alternatively, complexity may
allow for richer and more distinctive representations, increasing such sensitivity. We performed five
experiments to test the nature of the relationship between complexity and perceptual sensitivity during
movie clip viewing. Experiment 1 revealed higher sensitivity to global changes in audio or video streams
for clips with greater complexity, defined both subjectively (judgments by independent coders) and
objectively (information-theoretic redundancy). Experiment 2 replicated this finding but found no
evidence that it resulted from complexity drawing attention. Experiment 3 provided a boundary condition
by showing that change detection was unaffected by complexity when the changes were superimposed
on, rather than dispersed throughout, the clips. Experiment 4 suggested that the effect of complexity, at
least when defined objectively, was present without the working memory demands of the preceding
experiments. Experiment 5 suggested that complexity led to richer representations of the clips, as
reflected in enhanced long-term memory. Collectively, these findings show that, despite increasing
informational load, complexity can serve to ground and facilitate perceptual sensitivity.

Public Significance Statement
It is commonly assumed that the perceptual systems struggle to cope with an overabundance of
sensory information. To the contrary, we report certain cases in which naturalistic stimulus com-
plexity can have an opposite, beneficial effect on perceptual sensitivity.
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In the study of perception it is typically assumed that sensory
inputs are extremely complex and that this complexity impairs
function. Researchers invoke the idea of “sensory overload”—the
perceptual system diminishing in efficacy under the stress of
complex stimulation, as a symptom of some mental disorders
(Scheydt et al., 2017), a mistake made in marketing (Malhotra,
1984), and a cause of danger in some environments (Lindenmuth,
Breu, & Malooley, 1980). That said, whether and how complexity
diminishes perceptual sensitivity has received surprisingly little
direct investigation. Our goal in this study is thus to characterize
the relationship between complexity and perceptual sensitivity for
naturalistic, multisensory stimuli across different task demands.

There is some suggestive evidence that complexity impairs
perceptual sensitivity. In multiple object tracking, for example,
every additional moving object diminishes a participant’s ability to
track objects (Pylyshyn & Storm, 1988). In the temporal domain,
stimuli presented close together in a sequence can mask one
another, revealing limits on how much processing is possible
within a fixed timespan (Marcel, 1983; Raymond, Shapiro, &
Arnell, 1992). Moreover, orthographic complexity affects vowel
detection time, slowing reading of more complex languages like
Arabic (Abdelhadi, Ibrahim, & Eviatar, 2011). Finally, working
memory capacity is lower for objects with greater complexity
(Alvarez & Cavanagh, 2004; Brady, Konkle, & Alvarez, 2009) and
memory recall is worse for lists of numbers with greater complex-
ity (Mathy & Feldman, 2012). Common across these tasks is the
implication that complexity is detrimental to the functioning of the
perceptual system.

On the other hand, increased complexity might improve percep-
tual sensitivity under some task demands. For instance, when
complexity is measured by the number of speakers and the dura-
tion of speech, more complex auditory clips are better remembered
than less complex clips (Potter & Choi, 2006). This may be
because complexity provides scaffolding (e.g., schematic or hier-
archical structure) that constrains and supports sensory processing.
Perceptual load theory argues that complex stimuli, like those with
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more distracting elements (Lavie & de Fockert, 2003) or when the
targets and distractors are more similar (Beck & Lavie, 2005),
drain surplus perceptual resources and thus reduce task-irrelevant
interference (Lavie, 1995). But even in these examples, complexity
does not improve overall performance (i.e., the participants do
worse with more load), but rather perceptual load diminishes the
effect distractors have on performance (Murphy, Groeger, &
Greene, 2016).

Rather than always helping or hurting, it is also possible that
complexity has nonmonotonic effects on perception. For example,
infants are most engaged by stimuli that are neither too complex
nor too simplistic (Kidd, Piantadosi, & Aslin, 2012). If this
inverted-U shaped function exists in perception too, complexity
may be beneficial up to a point for some tasks.

How complexity is defined may inform its relationship with
perception. There are several definitions (Forsythe, 2009),
including based on subjective ratings, stimulus properties, or
information-theoretic measures (Yu & Winkler, 2013). Informa-
tion theory is a particularly popular way to characterize com-
plexity and makes available multiple metrics (e.g., Kolmogorov
complexity, Shannon entropy, mutual information). Kolmogorov
complexity is a prominent and elegant approach, quantifying com-
plexity as the minimum description length needed to generate a
stimulus. This principle has been used to assess the complexity of
items retained in working memory (Mathy & Feldman, 2012) and of
hieroglyphic characters (Chikhman, Bondarko, Danilova, Goluzina,
& Shelepin, 2012). Kolmogorov complexity is noncomputable with
audio-visual content (Cilibrasi & Vitányi, 2005) but has a tractable
approximation, lossless compression—a method to reduce the file
size of content without losing any information. Lossless compres-
sion has been used to quantify the complexity of images (Yu &
Winkler, 2013), as well as the complexity of neural states (Casali
et al., 2013). These information-theoretic measures of complexity
have been found in some cases to relate to subjective estimates of
visual complexity (Chikhman et al., 2012). However, the relation-
ship between complexity and perception remains poorly under-
stood.

To investigate how complexity and perception relate, we sought
to build upon methods that have been used previously in three
ways. First, we employ movie stimuli whose range and variance of
complexity may better approximate naturalistic experience, com-
pared to distilled laboratory tasks such as visual short-term mem-
ory or multiple object tracking. Second, these movie clips contain
both visual and auditory information, allowing us to characterize
joint effects of complexity in multisensory stimuli, rather than by
considering each modality separately. Third, we compare results
for two very different definitions of complexity—one psycholog-
ical (coder ratings) and one computational (lossless compression).

Five experiments were conducted to understand the relationship
between complexity and perception in both the visual and auditory
modalities. Experiment 1 establishes the basic effect that video and
audio complexity benefits visual and auditory sensitivity to global
changes in a movie clip. Experiment 2 extends and replicates these
findings but finds no evidence to suggest that selective attention
contributes to this relationship. Experiment 3 further calls into
question the role of attention in this effect by showing that detec-
tion of transient stimuli superimposed on a clip is less affected by
complexity. Experiment 4 suggests the effect of complexity can be
found for online processing that does not place demands on work-

ing memory. Experiment 5 indicates that complex clips are better
remembered, suggesting that they afford richer, more distinctive
representations. In most cases, these relationships hold for both
subjective and objective measures of complexity. Overall, this
research suggests that perception can be enhanced by complex
stimuli.

Experiment 1

Experiment 1 aimed to establish the relationship between com-
plexity and perception. Psychophysical metrics were used to com-
pare sensitivity to global changes in movie clips, which differed in
video and audio complexity. Because this experiment was explor-
atory in nature, any pattern of results that is reliable across par-
ticipants would be interesting, regardless of effect size. The data
and relevant stimulus details (e.g., movie clip time stamps, clip
complexity scores) for this and all subsequent experiments are
available online at https://osf.io/dgjyb/.

Method

Participants. Because this was a novel task and analysis
approach, we first conducted a pilot study with 15 participants
where we approximated the range of quality change needed to get
accuracy values centered around 75%. Based on those results
we adjusted the range in another pilot with 16 participants. The
accuracy of the participants in this sample was in the desired range
and so these levels were carried forward. The analyses of interest
(psychometric threshold difference and slope) showed positive
trends using a two-tailed participant-wise bootstrapping approach
(described below) but were not all significant at p � .050. Hence
we decided to increase the planned sample size to 24 prior to the
start of data collection for the current experiment. To verify that
this increase was appropriate, we performed power analyses by
simulating what would have happened in the final pilot with a
larger sample of similar participants (created by sampling partic-
ipants with replacement). We found that a sample size of 24
resulted in positive trends for all analyses at least 80% of the time
(range: 84–100%). Hence, 24 participants (11 females, aged 18 to
22 [M � 19.67, SD � 1.01]) reporting normal or corrected-to-
normal vision were recruited. Three participants, not included in
the total, were excluded because they failed to complete the
experiment in time or misunderstood task instructions. All partic-
ipants received course credit or $12/hr as compensation and pro-
vided informed consent to a protocol designed in accordance with
the principles expressed in the Declaration of Helsinki and ap-
proved by the Institutional Review Board of Princeton University.

Stimuli. An open source film (CC 3.0), Tears of Steel
(Blender Foundation, 2012), was partitioned into 24 five-second
clips (24 frames per second) at 1080p uncompressed quality. These
clips depicted a variety of scenes: indoors, outdoors, with people,
without people, special effects, and so forth. They were chosen to
have a range of objective complexity values for both audio and
video, and so these values were uncorrelated between modalities
across clips, as explained below.

After the clips were selected, their subjective complexity was
rated by separate groups of participants on Mechanical Turk, who
were redirected to a Qualtrics survey hosting embedded clips from
YouTube. To ensure their ratings were based on the correct
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modality, participants were exposed to either the video (N � 56,
21 females, age 19–35 [M � 29.93, SD � 4.61]) or audio (N � 51,
13 females [1 unspecified], age 19–35 [M � 27.20, SD � 4.27])
stream. They were asked to “Evaluate the complexity of the clip”
using a sliding scale, where complexity was previously defined to
them as “how busy, unpredictable or elaborate the clip is.” Partic-
ipants could replay a clip if desired. Clips were all played with the
same high quality (i.e., without lossy compression), so that load
times were equated across clips. Ratings differed in reliability
across modalities: intraclass correlation—a measure of interrater
reliability (Shrout & Fleiss, 1979)—revealed poor reliability for
audio (0.28) and fair for video (0.45) (Cicchetti, 1994). Overall
subjective complexity scores for the audio and video stream of
each clip were calculated by averaging ratings across participants.
These average audio and video scores were highly correlated
across clips r(22) � 0.71, p � .004, suggesting a relationship
between the contents in both modalities, given that participants
were only ever presented with one stream.

During debriefing, we asked each rater what definition of com-
plexity they used while rating the clips. We had two blind coders
categorize their responses. The blind coders were given five pos-
sible categories: (a) “Diversity: The quantity or diversity of dif-
ferent features, reflecting how elaborate, busy or great in detail the
clip is. This also includes how easily understandable the clip is.”
(b) “Predictability: Whether the future of the clip could be guessed
by the present moment in the clip.” (c) “Feature: Some features are
construed as more complex than other features (e.g., talking,
special effects or cuts). Hence complexity depends on whether
these features are present or not.” (d) “Semantic: Are the higher-
level semantics of the clips complex or not. For instance, emo-
tional or goal driven scenes convey certain semantic content.” (e)
“NA: Participant did not answer the question.” The coders chose
which category best suited the rater’s responses with moderate
reliability for audio (� � 0.584) and higher reliability for video
(� � 0.672). Averaging across the coders, Diversity was by far the
most commonly used definition for both audio (average number of
subjects: Diversity, 36.5; Predictability, 2; Feature, 5.5; Semantic,
5; NA, 2) and video (Diversity, 36.5; Predictability, 5.5; Feature,
11; Semantic, 0; NA, 2) complexity.

The objective complexity of these clips was calculated with an
information theoretic measure related to Kolmogorov complexity.
This refers to the length of the shortest sequence sufficient to
describe an object, and in this way reflects the amount of redun-
dancy present in a data stream (Li & Vitányi, 1997). To quantify
redundancy in this way, we employed lossless compression algo-
rithms and determined file size reduction in each modality. This
specific metric can be used as a proxy for complexity (Cilibrasi &
Vitányi, 2005), although many other objective metrics of complex-
ity exist (Yu & Winkler, 2013). For video complexity, we calcu-
lated the redundancy of each frame using the PNG algorithm and
then averaged file size reduction across the clip. For audio com-
plexity, file size reduction for the clip was based on the FLAC
algorithm. Note that audio is much more compressible than video
and so the file size reduction in the audio modality is much greater
than in the video modality. This leads to an apparent clustering of
audio values when placed on the same “proportion of original file
size” scale as video (Figure 2B). As alluded to above, the clips
were chosen to have the lowest correlation between audio and
video complexity, r(22) � 0.03, p � .391. This was done by taking

a random sample of clips from the movie, correlating the audio and
video complexity and then repeating 1000 times to find the set of
clips with the lowest correlation. This correlation was intentionally
low to quantify separate and joint effects of each modality. Only
one objective measure was obtained for each stream and clip, from
a deterministic algorithm, precluding analyses of reliability.

We measured perceptual sensitivity in visual and auditory mo-
dalities by presenting two clips on each given trial. One clip was
the original version described above and the other clip was iden-
tical but perceptually degraded in one modality. Participants made
a two-interval forced choice (2IFC) by discriminating between the
clips and selecting which was degraded. To create a degraded
version of each clip, the original audio and video streams were
compressed using lossy algorithms. The jpeg2000 codec was used
for the video stream, which reduced the file size by a given
multiple: 16, 32, 64, 128, or 256. The mp3 codec was used for the
audio stream, which reduced the bits per second encoding to a
given rate: 128, 64, 32, 16, or 8. These degradation ranges were
determined from two pilot experiments to produce comparable
levels of 2IFC accuracy across modalities and ensure that we
covered the full accuracy range of the psychometric function.
The degraded clips were then up-sampled to a higher fidelity
format (uncompressed AVI for video and FLAC for audio), pre-
serving the degradation but equating file sizes and load times
across levels.

Note that a potential source of confusion is the use of
compression at two different points in the design. Specifically,
lossless compression was used to estimate objective complex-
ity, but was not applied to the stimuli used in the experiment,
nor would have affected stimulus quality, by definition. On the
other hand, lossy compression was applied to the stimuli for the
degraded version of each clip in the 2IFC task, which was used
to assess perceptual sensitivity. Lossy compression is one of
many possible ways of introducing a perceptual change (e.g.,
we could have blurred, changed colors or pitches, inserted
blanks, inserted targets, rotated the images, changed the vol-
ume, edited in or out objects/people, etc.). We chose to degrade
the stimuli because this introduced subtle, parametric, and
global distortions that encouraged attention to the entirety of the
clips and allowed us to obtain a full range of accuracies.

One concern we had in using lossy compression to introduce
perceptual changes is that it might interact with complexity. For
example, low complexity clips may provide more flexibility in
terms of the amount of lossy compression possible for a given
discrimination accuracy (e.g., at the extreme, heavy versus mini-
mal degradation of a solid black screen would be equally notice-
able). Different approaches, such as blurring or inserting blanks,
may have also interacted with complexity for similar reasons. We
did consider other perceptual changes that we felt would not
interact with complexity, such as a rotation of video or change of
audio volume, but these are blunt and easily detectable distortions,
and more importantly, they would require only superficial process-
ing of the clips. The concern was that this would prevent partici-
pants from engaging with the content of the clips enough to be
affected by stimulus complexity (this worry was supported by
the findings of Experiment 3). More content-focused changes to
the clips, such as moving or swapping objects or people, would be
difficult to achieve seamlessly from an editing standpoint and may
still impact complexity. Given these challenges, we decided to
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continue with lossy compression, knowing that the relationship
between complexity and lossy compression is complicated and
could be a potential limitation when interpreting the results.

Procedure. Participants were seated in a dimly lit room in
front of a large monitor (53 cm wide) and presented with clips
using Psychtoolbox (Kleiner et al., 2007) at a comfortable audio
level. Figure 1A outlines the structure of this experiment. A
fixation dot blinked to indicate the start of a trial. Participants were
shown the same clip twice (45° visual angle), separated by a
1000-ms pause. A 1500-ms response window began at the end of
the second video. Participants were asked to judge whether the first
or second clip was lower in quality. They were not instructed to
focus on a particular modality and did not report to us whether they
noticed which modality was degraded; instead, they were asked to
make a holistic judgment about quality. Whether the first or second
clip was lower in quality was randomized. The accuracy of each
response was the dependent variable. Upon response or at the end
of this response window an intertrial interval began, ranging from
350 to 850 ms. The identity of the movie clip, the modality
reduced in quality, and the level of degradation were counterbal-
anced to produce 240 trials, with 10 breaks interspersed through-
out.

Before the start of the experiment, each participant did four
practice trials in which they were given feedback about the correct
answer and what modality the change was in. These trials were
controlled such that participants were shown some trials in which
the change was obvious and some trials where the change was
almost imperceptible.

Results and Discussion

The aim of Experiment 1 was to investigate how video and
audio complexity relates to visual and auditory perceptual sensi-
tivity. We initially expected that the subjective and objective
measures of complexity would differ: the subjective measure has
the potential to include a variety of components ranging from
pixel/bit variability (inverse of redundancy), to the number of
objects/sources, to narrative complexity; whereas the objective
measure only reflects pixel/bit variability in the data stream. The
correlation between subjective and objective audio complexity
across clips was strong and positive, r(22) � 0.93, p � .001,
suggesting that subjective audio complexity is based on the tem-
poral variability captured by objective complexity. However, the
correlation between subjective and objective video complexity was
not significant, r(22) � �0.21, p � .250, suggesting that subjec-
tive video complexity was largely based on different features of
the stimulus.

Collapsing across the degree of degradation, participants were
74.2% correct on average when the change was visual and 74.0%
when the change was auditory. To quantify the effect of complex-
ity on accuracy, we used the Palamedes toolbox in MATLAB
(Prins & Kingdom, 2018) to fit psychometric functions, with
parameters for threshold, slope, and lapse rate (guessing rate was
not fit because it was a forced choice task), over different levels of
degradation for clips with high versus low complexity (median
split). The critical parameter was the threshold: the amount of
change required for accuracy halfway between chance and the
lapse rate. The parameters were fit to the average accuracy across
participants at each level of degradation to improve the goodness

of fit. The random-effects reliability of these estimates was
assessed with bootstrapping tests, by resampling participants with
replacement 10,000 times prior to calculating the average accura-
cies and fitting the functions on each iteration. The resulting
sampling distribution of the parameter estimates was used to
generate 95% confidence intervals and for hypothesis testing. Note
that sampling participants with replacement allows for nonpara-
metric testing of reliability across participants in such pooled
analyses (Efron & Tibshirani, 1986; Fan, Hutchinson, & Turk-
Browne, 2016; Kim, Lewis-Peacock, Norman, & Turk-Browne,
2014). The intuition for why this works is that to the extent that an
effect is reliable across participants, their data should be substitut-
able with minimal impact on the results, leading to a narrow
sampling distribution. Table 1 contains the descriptive statistics for
these psychometric analyses.

The threshold for detecting visual changes was lower (better
performance) for clips with high compared with low video sub-
jective complexity (p � .001; Figure 1B). Similarly, clips with
high versus low audio subjective complexity had lower auditory
thresholds (p � .001). The same pattern of results was obtained for
objective complexity, video (p � .002; Figure 1C) and audio (p �
.002). There was also a difference in lapse rate between high and
low complexity for subjective and objective definitions, but our
definition of threshold as halfway between chance and the lapse
rate compensates for this.

To fit the psychometric functions above, we performed a median
split on complexity and averaged across the clips in each bin to
obtain generally smooth and monotonic data. To evaluate com-
plexity as a continuous variable, we performed an additional
analysis at the level of individual clips by calculating an average
accuracy across quality levels of each clip. We used linear regres-
sion to predict these accuracies from measures of subjective and
objective complexity and assessed the robustness of the slope with
bootstrap resampling. As shown in Figure 2A and 2B, there was a
positive relationship between clip accuracy and both subjective
complexity (video: b � 0.08, 95% CI [0.00, 0.34], p � .053; audio:
b � 0.50, 95% CI [0.55, 0.73], p � .001) and objective complexity
(video: b � 0.40, 95% CI [0.13, 0.51], p � .001; audio: b � 2.64,
95% CI [0.60, 0.77], p � .001). That is, as the complexity of clips
increased, so did the ability of participants to detect perceptual
changes.

As noted earlier, there may be an interaction between the per-
ceptual change (lossy compression) and the measure of objective
complexity (lossless compression). Namely, different levels of
complexity may constrain the amount or type of perceptual change
possible, complicating the interpretation of our results. Although
this is a potential limitation deserving of further investigation, the
subjective complexity results may help. Specifically, this measure
does not inherently suffer from the same problem, and so the fact
that we observed a positive relationship between complexity and
perceptual sensitivity for both objective and subjective definitions
suggests that this confound cannot entirely explain our findings.
One could make an argument that the subjective measure of
complexity may also be compromised to the extent that these
ratings are based on the same stimulus features as used by the
lossless algorithm. However, this predicts a correlation between
subjective and objective complexity, which we only observed in
the auditory modality. Thus, the visual findings for subjective
complexity, at least, seem to be unaffected by this concern.
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We began this experiment uncertain whether complexity would
overwhelm perception and hurt performance or allow for richer
representations that help performance. Our results from both psy-
chometric and regression analyses supported the latter possibility.
The results between subjective and objective measures of com-
plexity were also consistent, especially for the psychometric anal-
ysis, despite the definitions of complexity being uncorrelated in the
visual modality. This suggests the existence of two forms of
complexity that impact perceptual sensitivity.

Experiment 2

Experiment 1 was an exploratory study, in the sense that we
anticipated that either direction of effect was possible. Therefore,
in Experiment 2 we sought to replicate these findings and at the
same time test a potential explanation based on attention. Specif-
ically, more complex video and audio streams may have attracted
attention, which in turn has been shown to affect perceptual
sensitivity (Pestilli & Carrasco, 2005; Störmer, Winther, Li, &

Figure 1. Methods and results for Experiment 1. (A) Example trial. Psychometric functions for high and low
subjective (B) and objective (C) complexity in visual and auditory modalities. Video lossy compression steps are the
proportion file size reduction (smaller values mean less compression and greater sensitivity); audio lossy compression
steps are kilobits per second (larger values mean less compression and greater sensitivity). Above the plots are the
resampled distributions of thresholds, significance of difference: � p � .050, ��� p � .001. Still frames in this figure
are permitted for reuse under CC 3.0. See the online article for the color version of this figure.
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Andersen, 2013). Here we explicitly manipulate attention to the
video or audio stream using a cuing paradigm (Posner, Nissen, &
Ogden, 1978). As a sanity check, we expect improved detection of
global changes that are validly versus invalidly cued. However, the
key prediction of the attention account involves an interaction
between complexity and cuing: If complex clips inherently attract

or hold attention, we would expect a diminished impact of the cue.
We tested this prediction by calculating the relationship across
clips between complexity with the validity effect. Moreover, in-
sofar as the positive relationship between complexity and sensi-
tivity from Experiment 1 depends on attention, it should be dimin-
ished when analysis is restricted to invalid trials. In other words,
does the relationship between complexity and perceptual sensitiv-
ity hold when attention is directed elsewhere and thus there is
reduced attention to the stimulus.

Method

Participants. The compensation and consent for the 24 par-
ticipants (13 females, age 18–21 [M � 19.12, SD � 1.12]) in this
experiment were the same as Experiment 1. We chose this sample
size to maintain consistency across experiments. Nevertheless,
simulations of the data from Experiment 1 indicated that this
sample size would have yielded a positive slope at least 80% of the
time (range: 97.4–100%).

Procedure. The room, computer, and movie clips were the
same as Experiment 1. Before the two clips appeared on each
trial, the word Auditory or Visual was presented for 750 ms to
indicate with 75% probability whether the audio or video
stream contained the change in quality between clips (Figure
3A). Participants were told that these cues would be accurate
“most of the time.” The degree of audio or video quality change
for each clip was determined using the 75% accuracy threshold

Table 1
Psychometric Lossy Compression Thresholds

Definition Modality Complexity M Low CI High CI

Subjective Video High 64.7 49.6 74.1
Low 79.4 66.2 94.4
Diff �14.7 �27.6 �1.9

Audio High 59.4 51.9 66.8
Low 37.6 28.9 48.2
Diff 21.7 10.4 31.3

Objective Video High 61.4 49.6 74.1
Low 78.6 64.0 97.2
Diff �17.2 �34.3 �1.9

Audio High 55.8 49.1 63.7
Low 37.4 25.1 52.7
Diff 18.4 2.1 30.2

Note. Video threshold units are the proportion file size reduction (smaller
values mean less compression and greater sensitivity); audio threshold
units are kilobits per second (larger values mean less compression and
greater sensitivity). Thresholds are calculated by averaging participants and
clips. Confidence intervals are bootstrapped distributions.

Figure 2. Regression results for Experiment 1. Relationship of (A) subjective complexity and (B) objective
complexity with proportion correct in detecting visual and auditory changes. Shaded area represents the 95%
confidence interval of the slope values from bootstrap resampling. The purple line is the slope without
resampling. See the online article for the color version of this figure.
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identified in Experiment 1 (average 71:1 reduction for video, 40
Kb/s for audio). In other words, whereas we used multiple
quality change levels in Experiment 1, here we picked one
sensitivity level and looked at the impact of the attentional
manipulation on accuracy at that level. Each of the 24 clips was
shown eight times: four with video change, four with audio
change, and within each modality three valid trials and one
invalid trial (192 total trials). Whether the lower quality clip
appeared first or second was randomized. Akin to Experiment 1
participants completed 12 practice trials before the experiment
began, also with 75% cue validity.

For this and subsequent experiments, we made use of an eye-
tracker (Tobii X120, sampling rate � 60Hz) available in the
testing room to monitor participant alertness and compliance. We
did not have any hypotheses about eye movements related to the
task design, especially because the cuing task was sequential, and
thus we do not report any data or analyses.

Results and Discussion

Overall participants were correct 70.2% of the time when there
was a visual change and 80.3% when there was an audio change.
Hence, the amount of quality change based on the 75% threshold
from Experiment 1 was approximately correct.

To attempt to replicate Experiment 1, we first calculated the
correlation across clips between complexity and sensitivity with-
out consideration to cuing, and used the same resampling proce-
dure to assess reliability. The relationship between complexity and
sensitivity was positive for subjective complexity in both modal-
ities (video: b � 0.21, 95% CI [0.15, 0.44], p � .001; audio: b �
0.65, 95% CI [0.60, 0.78], p � .001) and objective complexity in
both modalities (video: b � 1.02, 95% CI [0.42, 0.67], p � .001;
audio: b � 2.84, 95% CI [0.51, 0.71], p � .001). Hence, as in
Experiment 1, both subjective and objective complexity seem to
enable improved performance in perceptual tasks.

Figure 3. Methods and results for Experiment 2. (A) Example trial. Relationship of (B) subjective complexity
and (C) objective complexity with proportion correct in detecting visual and auditory changes. Shaded area
represents the 95% confidence interval of the slope values from bootstrap resampling. Solid lines are the slopes
without resampling. Green refers to valid trials when the cued modality contained the change (75%); red refers
to invalid trials (25%). Still frames in this figure are permitted for reuse under CC 3.0. See the online article for
the color version of this figure.
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As verification that the attention cue was effective, accuracy
was higher on valid versus invalid trials, for quality changes in
both modalities (video: 71.9 versus 63.3%, t[23] � 2.86, p � .009;
audio: 82.1 versus 74.7%, t[23] � 3.17, p � .004).

Insofar as complexity attracts attention, this validity effect may
be attenuated for more complex clips because attention is drawn to
them regardless of the cue. We calculated the validity effect for
each clip as the average across participants of the difference
between valid and invalid trials containing that clip. We then
predicted this effect across clips with the subjective and objective
complexity measures. To assess the reliability of the slopes, we
resampled participants used in calculating the per-clip validity
effects. There was no relationship across clips between the validity
effect and subjective complexity (video: b � �0.06, 95% CI
[�0.36, 0.27], p � .860; audio: b � 0.02, 95% CI [�0.34, 0.42],
p � .974) or objective complexity (video: b � �0.06, 95% CI
[�0.80, 0.57], p � .790; audio: b � 0.05, 95% CI [�1.55, 2.06],
p � .920). These null effects fail to support an attentional expla-
nation of the relationship between complexity and perceptual
sensitivity, especially in light of the robust overall validity effect.

Indeed, the relationship between clip complexity and accuracy
was immune to the attention cue. For valid trials (Figure 3B and
3C, green), there was a positive relationship for both subjective
(video: b � 0.33, 95% CI [0.09,0.36], p � .001; audio: b � 0.70,
95% CI [0.54, 0.76], p � .001) and objective complexity (video:
b � 0.52, 95% CI [0.60, 1.35], p � .001; audio: b � 0.63, 95% CI
[2.34, 3.42], p � .001). Critically, despite having only a third as
much data, the same relationships were found on invalid trials
(Figure 3B–C, red), for both subjective (video: b � 0.36, 95% CI
[0.02, 0.50], p � .034; audio: b � 0.73, 95% CI [0.26, 0.99], p �
.002) and objective complexity (video: b � 0.55, 95% CI [0.53,
1.62], p � .001; audio: b � 0.64, 95% CI [0.94, 4.45], p � .005).
Thus, even when attention is diverted to another modality, changes
in complex clips are more easily noticed than changes in simple
clips.

This study replicated the positive relationship between complex-
ity and perceptual sensitivity, but also called into question the role
of attention in this relationship. Although attention to the video or
audio stream of a clip improved discrimination of that stream
relative to the uncued stream, the complexity of the clip did not
affect the benefit of this cue. In fact, even when attention was
directed to the other stream, the complexity of the uncued stream
still affected sensitivity to changes in that stream. Although atten-
tional resources are not completely diverted by the cue, these
results suggest that goal-directed attention is not necessary for
complexity to benefit perceptual sensitivity.

Experiment 3

One interpretation of Experiment 2 is that attention does not
mediate the effect of complexity on perceptual sensitivity. In
particular, the obtained relationship for the uncued stream suggests
no role for goal-directed attention. However, this finding is also
consistent with the possibility that complex stimuli capture atten-
tion in an involuntary, stimulus-driven manner, which in turn
improves sensitivity. Here we test this possibility by removing the
attention cue and embedding a visual or auditory oddball within
movie clips varying in complexity. This oddball is superimposed
on the audio or video stream, rather than interwoven into it. Insofar

as complexity drives attention, the detection of these oddballs
should be enhanced for more complex video and audio streams.

Method

Participants. A new cohort of 24 participants (15 females,
age 18–24 [M � 19.43, SD � 1.70]) were recruited for this
experiment. One participant was excluded because for failing to
finish in time. Given that this was a new task design, we were
unable to predict the effect size or estimate power. However, for
the sake of comparison and consistency we chose the same sample
size of 24 participants as Experiments 1 and 2.

Procedure. On each trial, a single clip was presented uncom-
pressed (Figure 4A). An oddball appeared on half of the trials,
consisting of an unexpected transient superimposed in one modal-
ity on a single movie frame (42 ms). The oddball could not appear
within the first or last five frames of the clip but was otherwise
timed randomly. In the visual modality, the transient consisted of
a circular patch of scrambled pixels 8.3° in diameter (i.e., each
pixel in the patch had its position randomized) on either the left or
right side of the screen. In the auditory modality, a 5,000-Hz sine
wave was played in either the left or right ear of the participant.
After each clip, participants were asked to respond with a key press

Figure 4. Methods and results for Experiment 3. (A) Example trial. The
video stream has a transient on the last frame. Relationship of subjective (B)
and objective (C) complexity to proportion correct in detecting the transient in
visual and auditory modalities. Shaded lines represent the confidence interval
of the slope from resampling. The purple line is the slope without resampling.
Still frames in this figure are permitted for reuse under CC 3.0. See the online
article for the color version of this figure.
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whether they detected a transient in the audio or video stream, or
they could omit their response to indicate that no transient was
detected. The identity of the movie clip, the presence of a transient,
and, if present, the modality and side of the transient were coun-
terbalanced, resulting in 384 trials shown in random order. Akin to
Experiments 1 and 2, participants completed four practice trials
before the experiment began.

Results and Discussion

Participants were accurate on average in reporting the presence
of a transient in the visual (69.9%) and auditory modalities
(75.4%). On trials with a visual transient, they rarely reported an
auditory transient (1.0%), and vice versa (1.4%). On trials with no
transient, the false alarm rates were very low for both visual
(1.6%) and auditory (1.9%) transients.

The critical analyses concerned whether transient detection
accuracy improved with complexity. Inconsistent with this pre-
diction, the relationship between subjective video complexity
and visual sensitivity was negative (b � �0.28, 95% CI
[�0.36, �0.19], p � .001; Figure 4B). Moreover, there was
no reliable relationship for subjective audio complexity
(b � �0.05, 95% CI [�0.20, 0.12], p � .540), objective video
complexity (b � 0.20, 95% CI [�0.05, 0.47], p � .120), and
objective audio complexity (b � �0.17, 95% CI [�0.92, 0.64],
p � .670; Figure 4C).

Overall, we failed to extend the effect found with global change
detection in Experiments 1 and 2 to the detection of local tran-
sients. In other words, the enhancement of perceptual sensitivity
by complexity is selective to the complex stimulus itself rather
than a general benefit for any stimuli appearing at the same
location.

In Experiment 1 we raised the possibility that some perceptual
changes that are alternatives to lossy compression, such as insert-
ing a transient, would be too superficial to engage with the content
of the clips and, in turn, would not affect performance. The present
findings provide empirical support for this claim.

These results are inconsistent with the hypothesis that complex-
ity captures attention in a stimulus-driven manner, and thus does
not support an explanation of improved sensitivity mediated by
attentional modulation. In conjunction with Experiment 2, this
experiment suggests that complexity does not affect either
stimulus-driven nor goal-directed attention. However, it is possible
that complexity modulates attention in ways not examined here,
such as in local versus global scope.

Experiment 4

We observed a benefit of complexity for perceptual sensitivity
in Experiments 1 and 2 but not Experiment 3. One important
difference between these studies was that the discrimination in
Experiments 1 and 2 was between two clips presented sequentially,
a task that engages short-term, working memory to make the
comparison. The task in Experiment 3 placed no such demands.
Thus, it is possible that working memory mediates the relationship
between complexity and perceptual sensitivity. Here we test this
possibility by returning to the design of Experiments 1 and 2 with
a global distortion and two clips per trial, but present them simul-
taneously, allowing participants to make immediate perceptual

comparisons between movie frames. Insofar as the benefit of
complexity depends on working memory, there should no longer
be a relationship between complexity and perceptual sensitivity.

Method

Participants. A new cohort of 24 participants (12 females,
age 18–24 [M � 9.62, SD � 1.44]) were recruited for this
experiment. Based on simulations of the data from Experiment 2,
this sample size provided sufficient power to observe positive
slopes for all analyses at least 80% of the time (range: 99.9–
100%).

Procedure. Two clips were displayed simultaneously on ei-
ther side of fixation and different audio was played to each ear
(Figure 5A). To fit on the screen, the videos were reduced in size
(13° width, 0.125° separation). To help compensate for the in-
creased difficulty of this task from stimulus conflict and size, the
amount of quality degradation for the clip that had to be detected
was increased. Specifically, the upper end of the quality changes
from Experiment 1 were used: factor of 64, 128, or 256 for the
video and bit rate of 32, 16, or 8 Kb/s for the audio. For data
analysis, we collapsed across the three levels of degradation, as it
was not possible to fit psychometric curves to this small number of
steps. Participants had to respond whether the left or right clip was
lower in quality, and the location of this degraded clip was ran-
domized. The fixation and intertrial interval were the same dura-
tion as Experiments 1–2. The identity of the movie clip, the
modality reduced in quality, and the level of degradation were
counterbalanced; each combination of parameters appeared twice,
resulting in 288 trials. Participants completed eight practice trials
before the experiment began.

Results and Discussion

Participants were correct 65.0% of the time when there was a
visual change and 78.3% when there was an audio change. We
replicated the positive relationships from Experiments 1 and 2
between subjective audio complexity and auditory sensitivity (b �
0.34, 95% CI [0.42, 0.65], p � .001; Figure 5B), objective video
complexity and visual sensitivity (b � 0.69, 95% CI [0.36, 0.67],
p � .001), and objective audio complexity and auditory sensitivity
(b � 1.52, 95% CI [0.36, 0.61], p � .001; Figure 5C). However,
there was no reliable relationship between subjective video com-
plexity and visual sensitivity (b � 0.03, 95% CI [�0.12, 0.23],
p � .560). It is possible that the relationship between subjective
video complexity and perceptual sensitivity is weaker than the
other relationships considered here. For instance, in Experiment 1
this relationship was only marginally significant and in Experi-
ment 3 this relationship was significant in the opposite direction.
Alternatively, it is possible that differences in the experiments
drove the differences in subjective complexity. For instance, it is
possible that subjective video complexity benefits perceptual
sensitivity when those percepts are stored in working memory,
which is required in Experiments 1 and 2 but not in Experiments
3 and 4. Future research should investigate the circumstances
under which subjective complexity is and is not related to percep-
tual sensitivity.

Thus, the qualitative pattern of results was similar for the other
relationships, but now without demands on working memory. This

T
hi

s
do

cu
m

en
t

is
co

py
ri

gh
te

d
by

th
e

A
m

er
ic

an
Ps

yc
ho

lo
gi

ca
l

A
ss

oc
ia

tio
n

or
on

e
of

its
al

lie
d

pu
bl

is
he

rs
.

T
hi

s
ar

tic
le

is
in

te
nd

ed
so

le
ly

fo
r

th
e

pe
rs

on
al

us
e

of
th

e
in

di
vi

du
al

us
er

an
d

is
no

t
to

be
di

ss
em

in
at

ed
br

oa
dl

y.

1279COMPLEXITY FACILITATES PERCEPTION



suggests that the benefit of complexity on perceptual sensitivity
can manifest both when the information must be maintained over
time (Experiments 1 and 2) as well as during the time of immediate
perception, at least when the changes to be detected are integral to
the complex stimulus (unlike Experiment 3).

Experiment 5

The fact that complexity benefits perceptual sensitivity during
online processing but does not seem to depend on attention means
that a different explanation is needed. One possibility is that
complex clips result in richer perceptual representations, which in
turn allow global distortions to be better detected. This could occur
because complex clips contain more elements, which enable par-
ticipants to evaluate the quality of the clip over multiple locations,
time points, and feature dimensions, improving the likelihood of
noticing a distortion and thereby increasing sensitivity. Here we
sought corroborating evidence for this account by examining long-
term memory.

Insofar as complexity enhances perceptual representations, a
downstream consequence may be more detailed memories for
complex clips, including as a result of the availability of additional
cues at retrieval. Thus, we conducted a long-term memory task
with individual clips that were encoded incidentally, followed after
a delay by a surprise episodic memory test. We hypothesized that
complex clips would be better remembered in the test.

Method

Participants. A new cohort of 49 participants (34 females,
age 18–22 [M � 19.82, SD � 1.29]) was recruited for this
experiment. Three participants, not included in this total, were
excluded from the analysis because they failed to complete the
experiment in time. As with Experiment 3 we could not accurately
predict the effect size or estimate the power of this novel task
design. Note that to estimate memory sensitivity for each clip, the
clip had to be presented to some participants during encoding (so
that it would be old at test and contribute to hits/misses) but not to

Figure 5. Methods and results for Experiment 4. (A) Example trial. Relationship between subjective (B) and
objective (C) complexity and proportion correct visual sensitivity and auditory sensitivity. Shaded lines represent the
confidence interval of slope values from resampling. The purple line is the slope without resampling. Still frames in
this figure are permitted for reuse under CC 3.0. See the online article for the color version of this figure.

T
hi

s
do

cu
m

en
t

is
co

py
ri

gh
te

d
by

th
e

A
m

er
ic

an
Ps

yc
ho

lo
gi

ca
l

A
ss

oc
ia

tio
n

or
on

e
of

its
al

lie
d

pu
bl

is
he

rs
.

T
hi

s
ar

tic
le

is
in

te
nd

ed
so

le
ly

fo
r

th
e

pe
rs

on
al

us
e

of
th

e
in

di
vi

du
al

us
er

an
d

is
no

t
to

be
di

ss
em

in
at

ed
br

oa
dl

y.

1280 ELLIS AND TURK-BROWNE



other participants (so that it would be new at test and contribute to
correct rejects/false alarms). To obtain these two sets of responses,
we ran twice as many participants as Experiments 1–4.

Stimuli. Twenty-four additional 5-s clips were included in this
experiment for a total of 48 clips. They were taken from the same
film but at previously unused time points intermingled with the
original set. The subjective complexity ratings for these new clips
were collected using the same Mechanical Turk procedure as
Experiment 1 (N � 50 for video, 16 females [two unspecified], age
19–35 [M � 27.12, SD � 3.66]; N � 51 for audio, 17 females [1
unspecified], age 19–35 [M � 28.27, SD � 3.75]). The ratings
were as reliable as the first set: audio had poor interclass correla-
tion (0.12) and video had fair (0.39). Like the first set of movie
clips, the correlation between subjective and objective measures of
audio complexity was strong and positive, r(22) � 0.67, p � .007,
whereas subjective and objective video complexity were not reli-
ably correlated, r(22) � 0.27, p � .179. The two sets of movie
clips were counterbalanced across participants, with half of par-
ticipants receiving the first set during encoding and as old items at
test, and the second set serving as novel lures at test.

Procedure. As outlined in Figure 6A, participants completed
three phases. In the Encoding phase, participants were shown 24
clips while their eyes were tracked. They were given no in-
struction about what to do while watching these other than to
remain vigilant. In the Distractor phase, participants completed
a distractor task for five minutes in which they summed two
two-digit numbers at their own pace. In the Recognition phase,
they were tested on their memory for the previously presented
clips and 24 novel lure clips randomly intermixed. Because
audio and video complexity vary with respect to each other and
may impact memory differently, we tested the two modalities of
each clip separately. Specifically, participants were presented
with either just the video or just the audio from one of the 48
clips (96 total trials) and reported whether they had: high
confidence it was previously presented (sure old), low confi-
dence it was previously presented (unsure old), low confidence
it was novel (unsure new), or high confidence it was novel (sure
new). To assess episodic memory, “sure old” responses were
coded as hits for previously presented clips and as false alarms
for novel lures; all other responses were coded as misses and
correct rejections, respectively (Kim et al., 2014; Turk-Browne,
Yi, & Chun, 2006). The pattern of results was nearly identical
when hits/false alarms were calculated for “old” responses
irrespective of confidence. We quantified sensitivity with A=, a
nonparametric measure of sensitivity (Aaronson & Watts, 1987;
Grier, 1971; Snodgrass & Corwin, 1988).

Results and Discussion

To verify that participants were able to remember the clips, we
computed an overall A= for each participant across clips and found
that it was reliably above chance (0.50) for both video (M � 0.82,
t(48) � 32.29, p � .001) and audio (M � 0.74, t(48) � 22.38, p �
.001) tests.

To examine the relationship between memory and complexity,
we computed an A= for each clip across participants (half of
participants contributed to the hit rate and the other half to the false
alarm rate, based on counterbalancing). We then attempted to
predict these values from subjective and objective measures of

complexity, and resampled participants to obtain confidence inter-
vals for the regression slope. Consistent with our hypothesis,
complexity positively predicted subsequent memory for most
conditions: subjective video (b � 0.20, 95% CI [0.10, 0.31],
p � .001), subjective audio (b � 0.66, 95% CI [0.39, 0.93], p �
.001; Figure 6B), and objective audio (b � 2.52, 95% CI [1.31,
3.70], p � .001; Figure 6C); however, there was an unexpected
negative relationship for objective video (b � �0.53, 95% CI
[�0.68, �0.40], p � .001).

This pattern of memory results is generally consistent with the
perceptual benefits in Experiment 4, suggesting that they may be
a downstream consequence. The exception was the objective def-
inition of video complexity, which was positively related to per-
ceptual sensitivity and negatively related to mnemonic sensitivity.
This shows that complexity, at least defined in certain ways, can
have dissociable effects on perceptual sensitivity and memory. For
instance, it might be that the greater number of features in complex
clips provides more opportunities for online detection of differ-
ences during perception, but that only a subset of the features can
be encoded and/or more features can be encoded with lower
precision, resulting in impaired memory. Indeed, research on pic-
torial memory suggests that delayed recognition is worse for
images high versus low in complexity, at least when shown briefly
during encoding (Fleming & Sheikhian, 1972). Regardless, in
general we interpret these findings as evidence that complex
inputs afford richer representations that can provide more op-
portunities for finding changes during online processing and
memory retrieval.

General Discussion

The goal of this work was to investigate how complexity affects
perception of naturalistic, multisensory stimuli. Using human
judgment and information theory, we evaluated the impact of
subjective and objective complexity on the perceptual sensitivity
of movie clips. Across several experiments, perceptual sensitivity
to global distortions was greater for more complex clips, regardless
of whether they were presented sequentially (Experiment 1–2) or
simultaneously (Experiment 4). Goal-directed attention enhanced
sensitivity overall but not in a way that interacted with complexity
(Experiment 2). We also did not find evidence that complexity
captures attention in a stimulus-driven manner (Experiment 3).
Instead, complex clips afforded better long-term memories, espe-
cially for auditory streams (Experiment 5).

Our tentative conclusion from these findings is that, rather than
overwhelming perception, the additional elements and dynamics
present in complex stimuli constrain and support perceptual anal-
ysis. As an analogy, consider evaluating whether the prescription
of a pair of corrective eyeglasses is correct: looking at a rich and
textured scene rather than a uniform surface provides more oppor-
tunities and variability over which to assess whether the scene
appears correctly. It is unclear from the present work which
features and dimensions in the complex clips provided this better
scaffolding, though the failure to enhance detection of superim-
posed stimuli in Experiment 3 suggests that these features were
integral to the stimulus.

We attempted to show that the findings reflect a general prop-
erty of complexity by using two different definitions of complex-
ity. However, the movie clips chosen resulted in a particular range
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of complexities of both types, and it is possible that the findings
may be different at higher or lower levels of complexity. Specif-
ically, rather than the linear relationships observed here, the full
relationship between complexity and perceptual sensitivity/mem-
ory may be nonmonotonic (Kidd et al., 2012). This range issue
could also explain why certain types of complexity can be detri-
mental to perceptual sensitivity (Abdelhadi et al., 2011; Pylyshyn
& Storm, 1988). Relatedly, artificial stimuli (e.g., white noise) can
be outside the range of complexity of naturalistic images, and for
such stimuli it would be difficult to notice subtle changes in
quality. The impact of complexity range may also differ for audi-
tory versus visual modalities, as well as for perceptual versus
mnemonic tasks. Finally, having more elements in complex clips
against which to identify changes may come at the cost of having
lower precision representations of individual elements. This could
be examined in future studies that involve discrimination of local

rather than global changes during perception and that employ
highly similar lures in the memory test, both of which require
greater precision.

The extent to which the two complexity measures captured
different aspects of complexity differed by modality. In the audi-
tory modality, subjective and objective complexity were highly
correlated. Although participants were unconstrained in how they
made subjective judgments, we know that objective audio com-
plexity reflected the temporal diversity of the signal, suggesting
that these judgments were also based on such features. In the visual
modality, subjective and objective complexity were uncorrelated
or, if anything, weakly negatively correlated. We think this reflects
a difference in the nature of the objective measure used for video
versus audio complexity. In particular, whereas audio complexity
tracked temporal diversity, video complexity was measured within
each frame using lossless spatial compression and thus ignored

Figure 6. Methods and results for Experiment 5. (A) Schematic of the three phases. Participants incidentally
encoded 24 clips, then did a distractor task, and finally had to judge whether they recognized the audio or video
stream of a clip from earlier in the experiment. Relationship between subjective (B) and objective (C) complexity
with A= for visual and auditory recognition memory. Shaded lines represent the confidence interval of slope
values from resampling. The purple line is the slope without resampling. Still frames in this figure are permitted
for reuse under CC 3.0. See the online article for the color version of this figure.
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temporal diversity across frames. Despite this difference, objective
video complexity behaved like objective audio complexity, with
both leading to enhanced perceptual sensitivity. They differed
however in their relationship to long-term memory, which could be
explored in future studies by contrasting temporal versus spatial
redundancy in videos. Subjective video complexity showed the
same relationship to long-term memory as objective and subjective
audio complexity, suggesting that these subjective judgments may
have been more sensitive to temporal redundancy.

The current study could have practical implications for com-
pression codecs. Specifically, our findings suggest that consumers
will be less likely to notice quality decrements from lossy com-
pression when audio and/or video epochs with higher complexity
are encoded with higher fidelity. Lossy compression algorithms
could thus dynamically vary the amount of compression based on
an information-theoretic measure of complexity/redundancy, to
efficiently store multimedia content with minimal impact on user
experience.

In conclusion, cognitive systems for perception and memory can
operate more effectively in the presence of complex input. We
provide evidence for a tentative explanation of this phenomenon,
namely that it occurs because complex clips contain more elements
against which to detect perceptual changes and that can serve as
retrieval cues. This stands in contrast to the conventional assump-
tion that sensory systems are overwhelmed with information and
that this deluge impairs performance by exceeding perceptual and
mnemonic capacities (Alvarez & Cavanagh, 2004; Lavie, 2005).
At least for some types of perceptual judgments, complexity can
support perceptual sensitivity. Indeed, given that naturalistic input
is highly complex, the benefits reported here may be adaptive.
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