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## MNTFODUCTION

This final report delineates research activities on NASA Grant MSG-211玉 from 1976 to 1980 . These research activities were also supported in part by the AFロGR and the ONR. This resiarch resulted in fifteen publications to Dctober 31, 1980; four additional publications are planned as a consequence of this research. The publications are listed in chronological order in the Appendix. The Jist is annotated to iridicate the cited source of funding for the research reported upon in the publication. The Appendix also lists the talks given by various irivestigators supported by this grant, as well as the eleven Transonic Fluid Dynamic Reports we have issued during the grant period.

## SHOCK-FREE AIRFOIL AND WING DESIGN

For most of the grant period we had an artive research program on the direct and indirect design of shock-free airfoils and uings. He report on this research here, noting that while some minor activities continue, the major thrust of this research has becn completed. We limit the main part of our discussion to results that have not $y$ gti been fublished.

## Transonic Airfoils with G Given Pressure Distribution

Qut orjginal collaboration with Dr. Helmut Sobieczku resulted from a plan to adopt his rheograph design method that used analng computations to a completely digital approach. As a result of this collaboration, we have developed a procedure that uses a map of the hodograph plane to find transonic airfoils with a given pressure distribution. This work complements related studies that provide airfoil modifications to achieve shock-free flow. The method is limited to a prescription of the sutsonic portion of the pressure distribution and to shork-free supersonic flows. We have no plans to extend this capability further. The procedure we have developed is fairly efficient for subcritical flows; we feel that this will remain true for supercritical flows, but we have oniy preliminary results for this case.

The procedure we use is the following: We first note that if ue $\dot{s}$ se the Prandtl-Meyer function, $v$, and the fiow deflection angle, $\theta$, as independent; variables, then the equations for the stream function and velocity potential are rot only larear, as thry would be with the hodograph transformation, but they are also in canonical form. That is, the second-order derivatives oither form the Laplacian or the wave operator deperiding on whether or not the itow js subconic or supersonic. Thus the equations for the subsonic
flow are invariant in form under a conformal transformation. we thus assume that a conformal map from the twowsieeted Riemanti
 circle. Part of the boundary of the unit circle corresponds to the airfoil surface wetted by subsoric flow the other pant corresponds to the sonit line. These portions are then chosen and the pressure on the subsonic part of the unit circle is prescribed. On the sonic line segment the pressure takes its critical value. With the pressure given on the boundary of the unit circle, and with the subsonic portion of the flow inside the unit cicle, we take advantage $\sigma^{2}$ the fact that the mapping to this plane is coriformal. Thus the Prandtl-Meyer function and the flow deflection angle are conjugate harmonics. Because the pressure is given on the unit circle we know the Prandtl-Meyer function there. We then solve Laplace's equation for the Prandtl-Meyer function inside the unit citcle usimg Fourier series; this immediately determines the flous deflection angle to within a constant.

On the portion of the airfoil surface that Gortesponds to subsonic flou the stream function is zero. We prescribe a distribution for the stream function on the sonic line to complete the boundary value problem for the stream function. This boundary Value problem js then solved using a fast poisson solver, determining the stream function and thereby the velocity potential, as functions of $v$ and $\theta$ in the subsonic portion of the flow and ort the sonic line. These results are then mapped bark to the physical plane to see if the corresponding airfoil is a reasonable one. If it is not, then the input must be modified. When a suitable airfoil is round, the data on the sonic line is intelpated in the $\nu, \theta-p l a n e$ to find the zero streamline. This, then, determines that portion of the airfoil wetted by supersonic flow. This calculation may fail due to a singularity in the mapping back to the physical plane. This indicates that the sonic line data is not consistent with shock-free flow and requires that the input be changed.

There are several minor points that cause great difficulty and have required some imagiriation to circumvent. These inelude the iogarithmic singularity in $v$ at $q=0, a-1 / 3$ power singularity in the normal derivative of the stream function at the sonic ine in
 far-field singularity, which occurs at the origin jn the
 body. The latter two are especially difficult because they must be rescived very acsurately in order to achieve satisfactory results.

## Fictitous Gas Techniques

The concept of the fictitious gas has been described iri earijer grant reports. Thus, we only give a brief synupsis of this research here. In two dimensions we have extended our studies to include viscous effects. Qur results ere teported in a recent alearn paper. A三 we suggested in last year's brief proposal, shock-free designs can be found with little computational effort even when
glotally weak and locally strong viscous - inviscij interactions are included. This is simply a consequence of the fictitious pressure gradient in the supersonic domain being close enough to the actual pressure gradient for the design process to essentiallu duplicate the boundary layer displacement thickness of the real shock-ftee flow.

In a collaborative effort with Dr. Sobieczky of the DFURR in cottingen wh have examined adaptive airfoils anduings in order to achieve sho:k-free flow over an extended range of Macn numbers and lift coeffigients. These results are reported in a recent ICAS preprint.

During the past year we have implemented the fictitous gas procedure with the full potential code FLO 22 . Farallel work at Lockheed by Drs. Miranda and Ra, has also been successful.

## CONTROL ALGORITHM FOR ADAPTIVE WALL TUNNELS

As part of our NASA supported research ur have beeri investigating a control algorithm for three-dimensional adaptive wall transonic wind tunnels. This research was interrupted last year when the student carrying out the investigation, was forced to return to Poland because his visa expired. These political problems now seem to be resolved and he is back with us. We have developed a relatively fast ADI algorithm for the subsonic flow past lifting wing-body in a circular ar rectangular wind tunnel. The boundary conditions on the wind tunnel wall corresponding to variable porcsity and plenum pressure are modeled by

$$
\phi_{r}(x, R, \theta)+\alpha(x, \theta) \phi_{x}(x, R, \theta)=\beta(x, \theta)
$$

for a cylindrical wind tunnel of radius $R$. Here $\alpha$ and $\beta$ are directly, but empirically, related to the porosizy and plenum pressure.

A simizar algorithm is used to compute the external foow. Thus, we may simulate adaptive wall strategies numericaily. The algorithm is now being extended to the transonic range. When this is complete our studies can begin in earnest. The fundamental question we wish to address is this: Given a measurement of $\psi_{r}$ arid $\psi_{x}$ on some surface near, but not at, the wind tunnel walls, what strategy is to be invoked to modify $\alpha$ and $\beta$ so that the errors in, say lift and drag, due to the wind tunnel walls are minimized? There are, of course, also constraints on the values that a and B can assume since they model to some degree the ef efots of wall porosity and plenum pressure.

We are thus faced with an optimal control problem which involves a nonlinear partial differential equation. There is not much literature on optimal control with partial differential equation constraints and we may have to invent our theory for the cese at hand. To do so we will begin with the linear subsonic equation. We can set up certain simple model situations and write down formulas for analytical solutions using Green's functions. We
presume that we will be able to discern an appropriate strategy for dotermining the changes to be made in $\alpha$ and $\beta$ in arder to find their optimum values. With this body of theory in hand, the results will be verified by numerical experiments for the prototype linear protlem. We will next extend these results to the jeneral inear protlem. When we are convinced that we have a workabl三 strategy for sutsonic flow we will then attempt to generalize it to transonic flour No joubt changes will be required to acsount for the possibility that part of the tunnel supersonic flow will extend to the wind tunnel wall. It is, of course, not clear that the problem we have posed has a unique mathematical solutian. Still, if adaftive wall wind tunnels are to be developed for truly three-dimerisional flows, ther some practical strategit for control is essential.

## UNSTEADY TRANGONIC FLOW

In the course of refining our time-linearized ajgortinm for unsteady transonic flows it became clear that acoustic waves were being reflested from the boundary and contaminating the results computed for indicial motions. This would not fecessarily be roticed in a harmonic analysis, nor is it especially easy to discern in the indicial motion. It is clear, however, that serious errors in phase lag oceur if the boundary conditions for the far-field reflect acoustic waves as the common $\psi=0$ boundary concition does. In order to remedy. this situation Jr. K-Y. Fumg derived the correct unsteady far-field and this is now implemented in our algowithm. The results of this research have been accepted for publication in the AIAA Journal.

Qur study of two-dimensional time-linearized flows is essentially complete except for the studies of the unsteary behavior of shock-free airfoils to see how their buffet boundaries might diffem from supercritical airfoils with uell daveloped shock waves. A paper is being prepared by Dr. Fung that will report the conclusions of this study. We note several here: 1) For determining flutter boundaries a time-linearized algorithm that saptures shock motions of arbitrarily small size is probably more efficient than a nonlinear algorithm; for more moderate amplitudes either a nonlinear or a time-linearized algorithm will da; for larger amplitudes a nonlinear treatment is essential. e) One must be roneerned about the accuracy of wind tunnel data for unsteady trarsonic flows as wall reflections may lead to serisus errors iri the phase lags. Numerical simulations give strong evidence of such phase lag errors due to boundary reflections. 3) shock-free airfoils have markedly diffferent phase lags than their counterparts with well formed shock waves.

This NASA grant was, at least in part, responsible for the development of an advanced remoted job entry capbility in the University of Arizona's Computational Mechanics Laboratory. We now have an Erlipse $\quad / 140$ computer uith 256 kilobytes of core memory, two CRT terminals with local intelligence, four standard CR7 terminals, and a TI 745 portable terminal. Funds fron the College of Engineering have been used for some of these facilities; theu have also been used to provide work space for aight graduate students. These facilities provide us with remote access to the NASA Ames CDC 7600 via a UT 200 interface. The same interface is used to go jirectly to the University's Cyber 175. There is also a direct line to the Interactive Graphics Engineering Laboratory's Eclipse $5 / 230$, and thereby to its other facilities such as the Ramtek color display

## PAPERS AND TALKS 1980

We list here the papers and talks for our last arant year as they have not previously been reported. As noted earlier, the list. for the complete grant period is to be found in Appendix A.

Tijdeman, $H$ and R. Seebass. "Transonic Flow Past Oicillating Airfoils,' Annual Review of Fluid Mechanics, Vol. $12,1900$. Func, K. -Y. Sobieczky. H., and R. Seebass. "Shock-Free wing Design," AIAA J., Vol. 18, 1980.
Fung, K. - Y. "Far-Field Boundary Conditions for Unsteady Transonic Flows," (to appear AIAA J.).
Fung, K. -Y. "Shock Wave Formation at a Caustic," SIAM J. APPL. MATH. , Vol. 39, 1980.
Nebeck, H. E., Seebass, A. R. and H. Sobieczky. "Inviscid - Viscous Irteractions in the Nearly Direct Design of Shock-Free Supercritical Airfoils," (to appear AGARD Conference Proceedings)
Gobieczky, $H$. and $A$. R. Seebass. "Adaptive Airfoils and Wings for Efficient Transonic Flight," ICAS preprint, October 1980.
R. Seebass: Unsteady Transonic Flow, NASA Langley, February 1980.
R. Seebass: Shock-Free Airfoil and Wing Design, Caltech Colloquium April 1980.
R. Seebass: as above, University of Colorado, April 1780.
R. Sieebass: as above, University of Minnesota, April 1980 .
R. Geebass: DFVLR Seminars on Unsteady Transonic Flows, Shock-Free Design, and Nonlinear Waves, May 1980.
R. Seebass: as above at Haifa Universtiy, Tel Aviv University, Mathematics and Fluid Mechanics Departments, May 1980
R. Geebass: General Aviation Appplications of Shock-F~er Design, General Aviation Technolgyfest, Wichita, November 1980.

PAPERS, REPORTS, TALKS 1977-1980

## Papers

whek 1. Seebass, A. R. and Fung, K. -Y., 'Unsteady Transonic Flows: Time-Linearized Calculations," Numerical and Physical Aspects of Aerodynamic Flows (to appear).

块 2. Fung, K.-Y., "Far Field Boundary Conditions for Unsteady Transonic Flows," (accepted AIAA J. ) .

* 3. Fung, K.-Y., "Shock Wave Formation at a Caustic," SIAM J. Appl. Math., Vol. 39, No. 2, pp. 355-371, October 1980.
\%4. Fung, K. -Y., Sobieczky, H. and Seebass, R., "Shock-Free Wing Design," ATAA J., Vol. 18, No. 10, pp. 1153-1158, October 1980.

5. Sobieczky, H. and Seebass, A. R., "Adaptive Airfoils and Wings for Efficient Transonic Flight," ICAS Preprint, Mmich, October 1980.
\#* 6. Nebeck, H., Seebass, A. R. and Sobieczky, H., "Inviscid-Viscous Interactions in the Nearly Direct Design of Shock-Free Supercritical Airfoils," AGARD Fluid Dynamics Panel Symposium, Computation of Viscous-Inviscid Interactions, Colorado Springs, September 1980.

* 7. Moran, J., Cole, K. and Wahl, D., "Analysis of Two-Dimensional Incompressible Flows by a Subsurface Panel Method," AIAA J., Vol. 18, No. 5, pp. 526-533., May 1980.

大 8. Tijdeman, H. and Seebass, R., "Transonic Flow Past Oscillating Airfoils," Amm. Rev. Fluid Mech., 12, pp. 181-222, 1980.
*ntok 9. Cramer, M. S., "Lifting Three-Dimensional Wings in Transonic Flow," J. Fluid Mech., Vol. 95, Part 2, pp. 223-240, 1979.
*** 10. Sobieczky, H. , Yu, N. J., Fung, K.-Y. and Seebass, A. R., "A New Method for Designing Shock-Free Transonic Configurations," AIAA J., Vol. 17, No. 7, pp. 722-729, July 1979.
** 11. Sobieczky, H. , "Related Analytical Analog and Numerical Methods in Transonic Airfoil Design," AIAA 12th Fluid \& Plasma Dynamics Conference, Paper 79-1556, Williamsburg, Virginia, 23-25 July 1979.


AFOSR and ONR joint funding
*

* $*$ AFOSR and NASA joint funding NASA funded
** 12. Seebass, A. R., Yu, N. J. and Fung, K.-Y., 'Unsteady Transonic Flow Computations," AGARD Conference on Unsteady Aerodynamics, CP No. 227, pp. 11, 1-17, 1978.

相 13. Fung, K.-Y., Yu, N. J. and Seebass, R., 'Small Unsteady Perturbations in Transonic Flows," ATAA J., Vol. 16, No. 8, pp. 815-822, August 1978.
** 14. Cramer, M. S. and Seebass, A. R., 'Focusing of Weak Shock Waves at an Arête," J. Fluid Mech., Vol. 88, Part 2, Pp. 209-222, 1978.

* 15. Yu, N. J., Seebass, A. R. and Ballhaus, W. F., "Implicit Shock-Fitting Scheme for Unsteady Transonic Flow Computations," AIAA J., Vol. 16, No. 7, pp. 673-378, July 1978.


## Talks

7th Amual General Aviation Technologyfest, Wichita, November 1980. (Seebass)
International Council of the Aeronautical Sciences Meeting, Mmich, October 1980. (Sobieczky)

AGARD Fluid Dynamics Panel Symposium on Viscous-Inviscid Interactions, Colorado Springs, September 1980. (Seebass)

University of Haifa Colloquium, May 1980. (Seebass)
University of Tel Aviv Mathematics Seminar and Fluid Mechanics Colloquium, May 1980. (Seebass)

Israel Aviation Industry, Tel Aviv, May 1980. (Seebass)
DFVLR, Göttingen Colloquia (3), May 1980. (Seebass)
University of Minmesota Colloquium, Mimeapolis, April 1980. (Seebass)
University of Colorado Colloquium, Boulder, April 1980. (Seebass)
California Institute of Technology Colloquium, Pasadena, April 1980. (Seebass)
Unsteady Transonic Flow, NASA Langley Workshop, February 1980. (Seebass)
Shock-Free Flows, NASA Lewis, November 1979. (Seebass)
AIAA 12th Fluid \& Plasma Dynamic Conference, Williamsburg, July 1979. (Fung)
AIAA 12th Fluid \& Plasma Dynamic Conference, Williamsburg, July 1979. (Sobieczky)
Lockheed-Georgia Company Seminar, July 1979. (Seebass)
AFFDL/AFOSR Review, Dayton, June 1979. (Seebass)
Lockheed-California Company Seminar, April 1979. (Seebass)

University of Washington Colloquium, Seattle, February 1979. (Seebass)
Ohio State Meeting on Unsteady Transonic Flow, Columbus, February 1979. (Seebass) University of Southern California Colloquium, Los Angeles, October 1978. (Seebass)
AIAA 11th Fluid \& Plasma Dynamics Conference, Seattle, July 1978. (Sobieczky)
AGARD Fluid Dynamics Panel Symposium on Unsteady Aerodynamics, Ottawa, September 1977. (Seebass)

AIAA 10th Fluid \& Plasma Dynamic Conference, Albuquerque, June 1977. (Mu)
AIAA 10th Fluid \& Plasma Dynamic Conference, Albuquerque, June 1977. (Fug)
University of Arizona Colloquium, Tucson, April 1977. (Hung)
University of Arizona Colloquium, Tucson, Arpil 1977. (Mu)

Dr. H. Sobieczky of the DFVLR in Göttingen was a Visiting Adjunct Professor
at the University of Arizona in 1977-1978 with ONR and AFOSR support.
Dr. Sobieczky gave a series of lectures on Transonic Fluid Dynamics at the University of Arizona. He also gave the seminars listed below.

California Institute of Technology, Pasadena, Jamary 1978.
Stanford University, Stanford, February 1978.
University of California, Berkeley, February 1978.
Naval Postgraduate School, Monterey, February 1978.
University of Southern California, Los Angeles, February 1978.
NASA Research Center, Hampton, Panel Member, Airfoil Conference, March 1978.
Virginia Polytechnic Institute, Blacksburg, March 1978.
University of California, San Diego, March 1978.
University of California, Los Angeles, May 1978.
Transonic Fluid Dynamics Reports - Engineering Experiment Station
Report TFD 80-03, Seebass, A. R. and Fug, K.-Y., "Unsteady Transonic Flows: Time-Linearized Calculations," October 1980 (same as Paper I).
Report TFD 80-02, Nebeck, H., Seebass, A. R., and Sobieczky, H. , "InviscidViscous Interactions in the Nearly Direct Design of Shock-Free Supercritical Airfoils," October 1980 (same as Paper 6).

Report TFD 80-01, Sobieczky, H., "Computational Algorithms for Wing Geometry Generation, Transonic Analysis and Design," July 1980.

Report TFD 79-02, Sobieczky, H. and Seebass, A. R., ''Shock-Free Supercritical Aerodynamic Structure and Method for Designing Same," August 1979.

Report TFD 79-01, Fug, K.-Y., Sobieczky, H. and Seebass, A. R., 'Numerical Aspects of the Design of Shock-Free Wings," July 1979 (same as Paper 4).

Report TFD 78-05, Ballhaus, W. F., Cramer, M. S., Yu, N. J., Pung, K.-Y., and Seebass, A. R. , "Unsteady Transonic Flow Studies," Focusing of Weak Shock Wave at an Arete (same as Paper 14); Unsteady Transonic Flow Computations (same as Paper 12); Small Unsteady Perturbations in Transonic Flow (same as Paper 13); Implicit Shock-Fitting Scheme for Unsteady Transonic Flow Computations (same as Paper 15)].

Report TFD 78-04, Sobieczky, H., Fug, K.-Y., Seebass, A. R. and Mu, N. J., "A New Method for Designing Shock-Free Transonic Configurations," July 1978 (same as Paper 10).

Report TFD 78-03, Sobieczky, H., "A Computational Algorithm for Embedded Supersonic Flow Domains," July 1978.

Report TFD 78-02, Sobieczky, H. and Seebass, A. R., "Adaptive Airfoils and Wings for Shock-Free Supercritical Flight," May 1978.

Report TFD 78-01, Sobieczky, H., "A Computer Program for Analysis of Transonic Flow Past a Wall Ramp," January 1978.

Report TFD 77-01, Sobieczky, H., 'Transonic Fluid Dynamics Lecture Notes," October 1977.

## Patent Application

"Adaptive Shock-Free Supercritical Aerodynamic Structures and Method for Designing Same," Serial No. 06/049,846 (with Sobieczky), 1979.

# UNSTEADY TRANSONIC FLOWS: TIME-LINEARIZED CALCULATIONS 

A. Richard Seebass and K. $-Y$. Fung<br>Aerospace and Mechanical Engineering, University of Arizona, Tucson, Arizona

An accurate and efficient method of computing unsteady transonic flow is described. The flow is linearized about an experimentally measured or numerically calculated steady state, as represented by a given pressure distribution. For a given mode of motion, the amplitudes and phase lags of the lift and moment coefficients at a given reduced frequency are found by superposition from an indicial response. The computational effort is reduced by treating shock waves as discontinuities, and by applying the correct linear far-field behavior. A novel method of modeling the indicial response provides an analytical formulas for the dependence of the amplitude and phase lag on the reduced frequency.

## INTRODUCTION

A combination of technical advances should improve the fuel efficiency of transport aircraft by fifty percent in the next decade. Analogous improvements in the transonic performance of military aircraft should also be realized. These large gains will come from a combination of improvements in engine, structural, and aerodynamic efficiency. Morethan half will come from improvements in the aerodynamic efficiency, including active control, and the use of composite materials in the primary structure. Part of the improvement in aerodynamic efficiency will result from flight at supercritical Mach numbers with subcritical levels of ilft to drag ratio and high lift coefficients at near sonic Elight conditions.

This improved transonic performance randates an accurate prediction of aeroelastic behavior at transonic Mach numbers. Of special concern are flutter boundaries. In 1976 Farmer and hanson (1) reported that che flutter boundaries of two dynamically identical wings were markedly difierent at transonic Mach numbers due to very minor differences in wing profile thickness. The results of their measurements are shown in Figure 1 , indicaring the reduced flurter boundary for the wing with a "supercritical" profile.

Today we understand well the qualitative behavior of inviscid steady and unsteady transonic flows, and we have rudimentary understanding of viscous effects. For flight regimes that involve unseparated flows the main ingredient in the calculation of flutter boundaries is an accurate determination of the steady pressure field. This may be determined either by experiment or by calculation. But once it is known, the response of the wing to pitching, plunging or alleron motion may be found by numerical means. The most essential ingredient in predicting chis response is an accurate prediccion of the motion of any shock waves present in the flow (see, e.g., (2)). Numerical algorithms that capture shock waves must use relatively fine grid spacing near the shock wave if they are to predict its motion due to the small changes of interest in flutter studies. But this shock motion may be predicted accurately by a time-linearized algorithm using a relatively coarse grid if the calculations are done correctly. This has not generally been the case, with other investigators ignoring this essential effect $(3,4,5)$.

We report here on our two-dimensional, timelinearized computations, which not only properly account for shock wave motion, but are able to resolve them even though the grid used to calculate the flow is relatively coarse. In order to avoid the reflection of the unsteady iisturbances from the grid system, only a moderate amounc of grid stretciing is employed away from the airfoil. To avoid unnecessarily large computational domains, the linearized far-field for an unsteady vortex with a circulation determined by the airfoil's lift is used to evaluate the potential there (6). The airioil's response to a given mode of motion is determined by superposition from that for an indicial motion. In many cases this indicial response can be modeied in a simple way, providing an analytic result for the dependence of the lift and moment coefficient's amplitudes and phase lags on reduced frequency. A novel feature of this modeling is that of a senuence of harmonic oscillators, each of which improves the previous simulation of the indicial response. This provides an analytical formula for the dependence of the amplitudes and phase lags on the reduced frequency (7).

The computational efficiency of the timelinearized calculation of the amplitudes and phase lags for a range of reduced frequencies is compared with nonlinear and frequency domain computations. The time-linearized calculation of an irdicial response can result in a factor of ten or more reduction in computational effort; this is especially significant in three dimensions. The modeling of the indicial response by a sequence of two harmonic oscillators can also reduce computational effort.

## GOVERNING EQUATIONS

As noted above, time-linearization about a known steady state is an effective mechanism for determining the unsteady response to a given mode of motion. For flows that are unseparated, and not at inclpient separation, an inviscid treatment of the unsteady Elow should be adequate for Elutter studies. It is important, however, that the nonlinear and viscous aspects of the underlying steady state be determined accurately. This may either be done by experiment, or by a reliable computational algorithm such as Grumfoil (8). In any case, we assume that an accurate steady state pressure discribution has been used to provide the input for the inverse calculation of the airfoil shape that will provide this pressure distribution when the steady state flow is
computed using the small perturbation approximation.
As Lin et al. (9) observed more than thirty years ago, within the context of the small perturbation approximation the basic equation governing the unsteady motions is linear unless the reduced frequency, $k$, is $O\left(\delta_{0}\right)$. Here $\delta_{0}$ is the measure of the perturbation potential and $k=\omega c / U$, where $\omega$ is the frequency, $c$ the chord and $U$ the freestream

- speed. Thus, if we write the velocity potential. \$, as

$$
\phi=\operatorname{Uc}\left\{x+\delta_{0} \phi\right\}
$$

where $\dot{\phi}$ is the perturbation porential and $\delta_{0}$ is some measure of the disturbance, the governing equation is
$-\left(2 k / \delta_{0}\right) M_{\infty}^{2}{ }_{\infty t}+\left(\left(1-u_{\infty}^{2}\right) / \delta_{0}-(\gamma+1) M_{\infty}^{2} \phi_{x}\right\} \phi_{x x}$

$$
+\phi_{y y}=0
$$

where terms $O\left(k^{2} \phi_{t t} / \delta_{0}\right)$ and $O\left(k \phi_{t} \phi_{x x}\right)$ have been neglected because $k=O\left(\delta_{0}\right)$. (Here the time has been nondimensionalized by the circular Erequency and the sparial coordinates by the airfoil chord, and the $y$ coordinate is scaled by $\delta_{0} 1 / 2$.) The
second is of little consequence. Neglecting the first is equivalent to disregarding one of che characteristics and assuming disturbances propagate downstream at infinite speed, and has important computational advantages. The boundary condition at the body is
$\delta_{0}^{3 / 2} \varphi_{y}(x, 0, t)=\delta Y^{\prime}(x)+\delta \tilde{Y}_{x}(x, t)+k \delta Y_{t}(x, t)$
where the body is given by

$$
y=\delta Y(x)+\overrightarrow{\delta Y}(x, t)
$$

Across the airfoil wake the jump in the pressure coefficient must vanish. Thus,

$$
\begin{gathered}
\mathbb{I}: C_{p}(x, o, t) \rrbracket=-\mathbb{I} \phi_{x}(x, 0, t) \\
+k \phi_{t}(x, o, t) \rrbracket=0,
\end{gathered}
$$

where $[1(\cdots)]$ indicates the $j u m p$ across the wake. This implies that in the wake

$$
\begin{equation*}
\Delta \Phi(x, 0, \tau)=\Gamma(x-k t) / U c \delta_{0} \tag{3}
\end{equation*}
$$

In both these boundary conditions we have retained terms of $O(k)$, which is not consistent with the approximation made in Eq. (1). But as Refs. (10) and (11) demonstrate, this gives good agrement
with the results of linear theory for values of $k$ up to, and even above, 1.0. This term is, of course, also retained in the evaluation of the pressure coefficients. As noted in Ref. (2), the appropriate measure of $\delta_{0}$ is $\max \left(\delta^{3 / 2}, \delta^{3} / 2,(k \delta)^{3 / 2}\right)$ and normally $5^{3 / 2}$. Far from the airfoil (see ( 6 )),

$$
\begin{equation*}
p\left(x, y^{\prime}, t^{\prime}\right)=\frac{1}{2 \pi} f_{0}^{t^{\prime}} f\left(x, y^{\prime}, t^{\prime}-t_{0}^{\prime}\right) \frac{d \Gamma^{\prime}\left(t_{0}^{\prime}\right)}{d t_{0}^{\prime}} d t_{0}^{\prime} \tag{4}
\end{equation*}
$$

where

$$
\begin{aligned}
& f\left(x, y^{\prime} t^{\prime}\right)=\mathrm{H}\left(t^{\prime}+x-\gamma\left(x^{2}+y^{\prime 2}\right)\right) x \\
& \tan ^{-1} \frac{\prime\left(t^{\prime 2}+2 x t^{\prime}-y^{\prime 2}\right)+t^{\prime}}{y^{\prime}}
\end{aligned}
$$

$$
\left.-\tan ^{-1} \frac{f\left(t^{\prime^{2}}+2 x t-y^{\prime 2}\right)-t^{\prime}}{y^{\prime}}\right)
$$

and

$$
t^{\prime}=t\left(1-M_{\infty}^{2}\right) / \mathrm{kM}_{\infty}^{2}, y^{\prime}=y v\left[\left(1-M_{\infty}^{2}\right) / \delta_{\sigma}\right] .
$$

Here $H$ is the Heaviside unit step function.
In addition to Eq. (1) and the boundary conditions (2)-(4), a shock jump condition needs to be fmposed if the shock wave is to be treated as a discontinuity rather than "captured" by the numerical calculations. Because the former is the intent here, we need to note that

$$
\begin{gathered}
-\left(2 \mathrm{kM}_{\infty}^{2} / \delta_{0}\right) \Pi \phi_{x} \Pi^{2}(\mathrm{dx} / \mathrm{d} \mathrm{t})_{s} \\
-\left[\left(1-M_{\infty}^{2}\right) / \delta_{0}-(y+1) M_{\infty}^{2} \phi_{x}\right]\left[\phi_{x}\right]^{2}+I \phi_{y} \bar{H}^{2}=0,(j a)
\end{gathered}
$$

on

$$
\begin{equation*}
(\mathrm{dy} / \mathrm{dx})_{s}=-\llbracket \phi_{x} \mathbb{I} / \mathbb{I} \phi_{y} \rrbracket \tag{5b}
\end{equation*}
$$

where $\mathbb{T}(\cdots) \mathbb{I}$ and $(\cdots)$ indicate the jump in and average of (…) across the shock wave. Equation (5a) insures the conservation of mass. The conservation of momentum is replaced by the irrotationality condition Eq. (5b) or its equivalent, $\Pi \nmid I=0$.

## Time-linearization

We use the ADI technique introduced by Ballhaus and Steger (12) to compute the steady state solution of Eq. (1), $\varphi_{0}(x, y)$, subject to the steady boundary conditions implied by Eqs. (1)-(4), using the coordinate stretching of Ref. (13). Aside from the far-field condition (4) and the inclusion of terms of $O(k)$ relative to $O(1)$ in (2) and (3), this is equivalent to NASA Ames computer code LTRAN2 of Ballhaus and Goorjian (14). We next linearize about this steady state by assuming that
$p(x, y, t)=\phi_{0}(x, y)+\left(\dot{\delta}_{\delta} \delta_{0}^{3 / 2}\right) \phi_{0}(x, y, t)+o\left(\bar{s} / \delta_{0}^{3 / 2}\right)$, where $\delta / \delta_{0}^{3 / 2}=o(1)$. This gives, with $f=j_{0}$.

$$
\begin{align*}
& -\left(2 k M_{\infty}^{2} / \delta_{0}\right) \dot{\phi}_{x t}+\left\{\left[\left(1-M_{o s}^{2}\right) / \delta_{0}\right.\right. \\
& \left.\left.-(Y+1) M_{\infty}^{2} \phi_{0 x}\right] \phi_{x}\right\}_{x}+\phi_{y y}=0 \tag{6a}
\end{align*}
$$

with

$$
\begin{equation*}
\dot{p}_{y}(x, 0, t)=\bar{Y}_{x}(x, t)+\dot{k Y}_{t}(x, t) \tag{6b}
\end{equation*}
$$

and

$$
\begin{equation*}
\Pi \dot{\phi}_{x}(x, 0, t)+\dot{x}_{t}(x, 0, t) \mathbb{I}=0 \tag{6c}
\end{equation*}
$$

With the linearization of the solution about a steady state at time $t=0$, we use (4) for the potential far from the airfoil as the circulation departs from its steady state value.

As noted earlier, the proper account shock motions are of prime importance in unsteady transonic flow. We thus use the procedure of Ref. (13) to account for shock motions. Because the shock waves are nearly normal to the Ereestream we assume that this is the case and satisty

$$
I \oplus I=0
$$

on the normal shock approximation to Eq. (5), viz.,

$$
\frac{d x}{d t} s=+\frac{\gamma+1}{2 k}\left(\frac{M_{p}^{2}-1}{(\gamma+1) M_{\infty}^{2}}+\tilde{\phi}_{x}\right\}
$$

Again we linearize about the steady state, writing in this approximation

$$
x_{s}(t)=x_{o s}+\left(\bar{\delta} / \delta_{0}^{3 / 2}\right) x(t)
$$

which gives

$$
\begin{equation*}
\frac{d x(t)}{d t}=\frac{\gamma+1}{2 k} \dot{\phi}_{x}\left(x_{O S}, 0, t\right) \tag{7}
\end{equation*}
$$

as the equation that keeps track of the shock wave position: Straightforward linearization of $\left[\phi_{0}+\left(\dot{\delta} / \delta_{\underline{Q}}^{3 / 2}\right) \dot{\phi}\right]=0$ gives the expression that
determines $\$$ behind the shock from its value ahead of the shock (13):

$$
\begin{align*}
& \llbracket \tilde{d}\left(x_{n}, t, y\right) \mathbb{I}= \\
& -\frac{y+1}{2 k} \prod_{o x}\left(x_{s}^{\prime}, y\right) \Pi \int_{0}^{t} \phi_{o}^{-}\left(x_{s}^{\prime}, 0, \hat{t}\right) d \hat{t} . \tag{8}
\end{align*}
$$

This must be integrated in conjunction with (6a). The ADI procedure is again adopted as outlined in Ref. (23), to effect a solution of Eq. (6) in conjunction with Eq. (8), subject to the timeInearized boundary conditions at Eqs. (6a) and (6b).

## INDICIAL RESPONSE

One of the major advantages of time-linearization is that, for a given mode of motion, the amplitude and phase lag of the lift or moment coefficient for a given reduced frequency may be computed by a linear superposition of the results obtained for a step change. For example, if the change in lift coefficient as a function of time for a step change in angle of attack, $C_{\mathcal{C}_{\alpha}}$, is that sketched in Fig. 2, then the lift coefficient for an angle of attack variation, $\alpha(t)$, is

$$
\begin{equation*}
C_{\ell}(t)=C_{l_{x}}(t) a(0)+\int_{0}^{t} C_{\ell}(\tau) \frac{d a(t-T)}{d t} d \tau . \tag{9a}
\end{equation*}
$$

Thus, for a periodic motion $\alpha(t)=x_{0}+\bar{\alpha} e^{i \omega t}$,
$C_{\ell}(t)=-\dot{e} e^{i \omega t}\left[C_{\ell}(\infty)-i \omega \int_{0}^{\infty}\left[C_{l_{\alpha}}(\infty)-C_{\ell_{\alpha}}(\tau)\right] e^{-i \omega \tau} d \tau\right](\rho b)$

$$
+c_{\ell}(\infty) a_{0}
$$

The low frequency approximation made in Eq. (1), viz., that $k^{2} \phi_{t t}$ was negligible, is, of course, not valid for the high-frequency components of the indicial response calculation. It is, however, perfectly satisfactory for the computation of the indicial response, provided this response is only used to compute motions for which $k=0(1)$. In order to calculate the response for low reduced frequencies, however, we must accurately resolve the indicial response as the motion approaches its asymptotic state. Typically, this requires the computation of the indicial response for 300 chord lengths of airfoil motion. In this time the unsteady perturbations have travelled a little more than 300 chord lengths normal to the freestream.

As a consequence, any boundary condition imposed on a $|y|=$ constant boundary that is less than 150 chord lengths away can contaminate the indicial response through a reflection from a boundary. Our experience has been that an erroneous boundary condicion such as $\phi=0$ has to be imposed at $|y|$ greater than 80 chord lengths in order to avoid errors in the phase lag determined from an indicial response. The same must be true for the computation of a harmonic motion, although it would be more difficult to determine that the phase lag was in error in such a computation. This same observation should also be applied to unsteady wind tunnel tests. If there are significant acoustic reflec:lons from the wind tunnel walls, the observed phase lags may be in error. This experimental difficulty warrants further investigation, especially in twodimensional studies.

On the other hand, we know that with the appropriate steady state value of the potential applied at about twenty chord lengths, the steady state solution is perfectly adequate. With the imposition of the unsteady boundary condition (4), or ics time-linearized analog, we find that once again 20 chord lengths will suffice. For low to moderate reduced frequencies, viz., $k=0.1$ to 1.0, the acoustic wavelengths associated with the motion are about 1.0 to 10 chords. The grid spacing employed may be stretched, but grid spacing comparable to or larger than the acoustic wavelength will result in acoustic reflections Erom the grid itself. Thus, while a grid stretching is emploved in the calculations, the largest grid spacing used remains a fraction of a chord length.

## Harmonic Oscillator Modeling

Typically, the indicial response of the lift coefficient to a step change in angle of attack, flap angle, or imposition of plunging velocity, is like that as shown in Fig. 2. The same is also approximately true for the moment coefficient taken about the airfoil's leading edge (Fig.3). This suggests that, to a first approximation, the response is nearly exponential and governed by a simple Eirstorder differential equation. And, further, that to a second approximation, the difference between this response and an exponential function can be modeled by a damped harmonic oscillator. Thus, if we iet $u(t)$ be a normalized indicial rasponse such that $u(0)=-1, u(\infty)=0$, we should write

$$
\begin{equation*}
u(t)=1+i_{0}(t)+u_{1}(t)+\cdots \tag{10}
\end{equation*}
$$

where

$$
L_{0} u_{0} \equiv \dot{u}_{0}+\lambda u_{0}=0
$$

and, in general,

$$
L_{i} u_{i} \equiv \ddot{u}_{i}+2 p_{i} \dot{u}+q_{i} u_{i}=0
$$

The constants $\lambda, p_{i}, q_{i}$ are determined to best model the indicial response. That is, the solutions to these equations, viz.,

$$
\begin{equation*}
u_{0}(t)=e^{-\lambda t} \tag{12a}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{i}(t)=u_{i}(0) e^{-p i t} \sin (\Omega \tau) / \Omega \tag{12b}
\end{equation*}
$$

where

$$
\Omega=\gamma\left(q_{i}-p_{i}^{2}\right),
$$

are combined to best approximate the indicial response. To be specific, if we let $\varepsilon_{0}=u(t)$ $u_{0}(t)$, then we choose $\lambda$ such that

$$
\begin{equation*}
I_{0}(\lambda)=\int_{0}^{\infty}\left[L_{0} \varepsilon_{0}\right]^{2} d t \tag{13}
\end{equation*}
$$

is minimum. Setting $a I_{12} / \partial \lambda=0$, we find

$$
\begin{equation*}
\lambda^{-1}=2 \int_{0}^{\infty}\{1-u(t)\}^{2} d t . \tag{14}
\end{equation*}
$$

In an analogous manner we let $\varepsilon_{1}=u(t)-1-u_{0}(t)$ $-u_{2}(t)$ and choose $p_{1}$ and $q_{1}$ so that

$$
\begin{equation*}
I_{1}\left(p_{1}, q_{1}\right)=\int_{0}^{\infty}\left[I_{1} \varepsilon_{1}\right]^{2} d t \tag{15}
\end{equation*}
$$

is minimized. This gives

$$
\begin{equation*}
p_{1}=\frac{(\dot{u}(0)-\lambda)^{2}}{2 f_{0}^{\infty}\left(\dot{u}-\dot{u}_{0}\right)^{2} d t} \text { and } q_{1}=\frac{\int_{0}^{\infty}\left(\dot{u}-\dot{u}_{0}\right)^{2} d t}{\int_{0}^{\infty}\left(u-u_{0}\right) d t} . \tag{16}
\end{equation*}
$$

The extent to which the simple first approximation is justified for selected examples is shown in Figs. (4) and (5). In many instances an acceptable determination of the phase lag requires the second approximation. This will be discussed more fully in (7). The constant $\lambda$ and che $I_{0}(\lambda)$ of the first approximation can be determined impediately from Eqs. (13) and (14) as the indicial response is being calculated. If $I_{\text {is }}$ not sufficiently small, then the constants $p_{1}$ and $q_{1}$ can be calculated
from Eqs. (16). If the second approximation is not judged sufficiently accurate because $I_{1}$ is not
acceptatily small, the modeling is abandoned as the computational expense of computing $p_{1}$ and $q_{1}$ is
comparable to that required for three reduced irequencies.

Some rime ago it was noted by Tijdeman (15) and the authors (13) that the amplitude of a harmonic response decays like $\mathrm{k}^{-1}$ with increasing $k$. A somewhat more general result is implied by Eqs. (12). If $F(t)$ is a harmonic response, e.g., $C_{2}(t)$, then
with

$$
\begin{equation*}
F(t)=F_{0}(t)+F_{1}(t)+\cdots, \tag{17}
\end{equation*}
$$

we find that the first approximation gives

$$
\begin{equation*}
r_{0} / A=\left(1+k^{\prime 2}\right)^{k+k} \sin \left(k t-\theta_{0}\right) \tag{18a}
\end{equation*}
$$

where

$$
\begin{equation*}
\sin \theta_{0}=k^{\prime} /\left(1+k^{\prime 2}\right)^{1 / 2} \tag{18b}
\end{equation*}
$$

Here $A$ is the amplitude of the indicial response to a unit change and $k^{\prime}=k / \lambda$. The second approximation gives

$$
\begin{gather*}
\tilde{B}_{1} / A-\dot{u}_{1}(0) k^{\prime} \Omega ' \sin \left(k t-\partial_{1}\right) \div \\
{\left[\left[_{1}+\left(k^{\prime}+\Omega^{\prime}\right)^{2}\right\}\left\{1+\left(k^{\prime}-\Omega^{\prime}\right)^{2}\right\}\right]^{1 / 2}} \tag{19a}
\end{gather*}
$$

where

$$
\begin{gather*}
\sin \theta_{1}=\left(k^{\prime 2}-\Omega^{\prime 2}-1\right) \div \\
\left\{\left[1+\left(k^{\prime}+\Omega^{\prime}\right)^{2}\right]\left[1+\left(k^{\prime}-2^{\prime}\right)^{2}\right]\right\}^{1 / 2} \tag{19b}
\end{gather*}
$$

and $\Omega^{\prime}=\Omega / \lambda$.
We see immediately from Eq. (18) that in the first approximation the amplitude of the harmonic response is

$$
\left[1+(k / \lambda)^{2}\right]^{-1 / 2}
$$

as indicated in Fig. 4, which behaves like $k^{-1}$ for large $k$, and that the phase lag is

$$
\sin ^{-1}\left\{(k / \lambda) /\left\{1+(k / \lambda)^{2}\right\}^{1 / 2}\right.
$$

which grows linearly with $k / \lambda$ for small $k / \lambda$, and thereafter is nearly independent of $k / \lambda$, as can be seen from Fig. (5).

We limit our discussion to the simple variation of the amplitude and phase lag of the lift and moment coefficients for an NACA 64A006 in pitch with reduced frequency. Earlier, more detailed results depicting the shock motion, etc., are to be found in Refs. (13) and (16). Because we have linearized about a steady, small perturbation solution, we draw no practical conclusions from our study. Tijdeman (personal commanication) reports that the application of LTRAN2 to determine the response about an experimental steady state for the F39 airfoil at varying incidence, in conjunction with strip theory and the results of panel methods for subcritical flow to account for three-dimensional effects, was successful in predicting the flutter boundary of the F29 wing.

Figures 4 and 5 give the amplitudes and phase lags of the lift and moment coefficients for an NACA 64A006 airfoil uscillating in pitch at selected reduced frequencies with $M_{\infty}=0.86$ and 0.88 . Individual results are shown by symbols with the reduced Erequency noted below them. Generally, they are well described by the first approximation of the harmonic oscillater model. For $M_{\infty}=0.86$ the lift and mid-chord moment results are indistinquishable, but their phase lags are not correctly captured by the modeling of the first approximation. In this case, the initial part of the indicial response is not correctly captured. This is easily dealt with in the model without going to the second approximation (7).

## COMPUTATIONAL EFFORT

As noted earlier, a time-linearized calculation requires substantially less computational effort than a nonlinear one. We delineate those differences here, noting that the larger grid spacing that may be used with our shock-fitting procedure implies a computational saving in addition to the considerations discussed here.

If we let $T$ represent the number of time steps required to calculate a time periodic solution in an $L \times M \times N$ spacial domain, then the total computational effort for a flutter study using either a nonlinear or time-ifnearized algorithm is proportional to the product TIMN. If we do not timelinearize, this must be done at $K$ reduced frequencies to give a cotal computational effort that is proportional to KTLMN. If a time-linearized procedure is used to compute a single indicial
response, the effort is TLMN. This can be used to generate the mode response for any reduced frequency in about $\mathrm{T}^{2}$ additional steps, giving a total computational effort proportional to TLMN + (const) $\cdot \mathrm{T}^{2} \mathrm{~K}$. Typically, T is 500 and $\mathrm{L}, \mathrm{M}, \mathrm{N}$ are about $50,25,25$, respectively. Thus, a nonlinear analysis at ten reduced frequencies has a computational effort of about

$$
10 \cdot 500 \cdot 50 \cdot 25 \cdot 25=10^{8}
$$

On the other hand, a time-linearized computation requires a computational effort of

$$
\begin{gathered}
500 \cdot 50 \cdot 25 \cdot 25+ \\
(\text { const })(500)^{2} 10=10^{7}+(\text { const }) \cdot 10^{6}
\end{gathered}
$$

providing a factor of $K$ reduction over the nonlinear analysis. The constant of proportionality, and the less refined $L$ grid spacing required, also favor the time-linearized algorithm, contributing roughly another factor of ten reduction over the nonlinear procedure.

In two dimensions, the two computational components of the time-linearized calculation, viz., the indicial response and its linear superposition for each reduced frequency, are comparable and an efficient integration algorithm must be used for Eq. (9b).

## CONCLUSION

The amplitudes and phase lags of the lift and moment coefficients, at selected reduced frequencies, can be computed accurately and efficiently by timelinearization about a measured or computed pressure Eield. For three-dimensional studies the linear superposition of the results of a single indicial response substantially reduces the computational effort. Further reductions are achieved by using the linearized far-field for the unsteady flow, and by treating the shock wave as a discontinuity in the computations. In many cases, the indicial response can be modeled by a simple harmonic osciilator, and this provides an analytical result for the dependence of the lift and moment coefficients on reduced frequency, further reducing the computational efíort.

## ACKNCWLEDGMENTS

This researsh was supported by ONR Contract Number N00014-76-C-0182 and by AFOSR Grant Number AFOSR-76-29541. The authors are greatly indebted to Mr. Morton Cooper for his support of their efforts to develop a program in analytical and compurational aerodynamics ar the University of Arizona.

## REFERENCES

1. Farmer, M. G. and Hanson, P. W., "Comparison of Supercritical and Conventional Wing Flutter Characteristics," Proceedings AIAA/ASME/SAE 17th Structures, Structural Dynamics and Materials Conf., King of Prussia, Pa., April 1976. pp. 608-611.
2. Tijdeman, K. and Seebass, R., "Transonic Flow Past Oscillating Airfoils," Ann. Rev. Fluid Mech. 1980, 12, pp. 181-222.
3. Traci, R. M., Farr, J. L., and Albano, E., "Perturbation Method for Transonic Flows About Oscillating Airfoils," AIAA Paper 75-877, 1977.
4. Weatherill, W. H., Sebastian, J. D., and Ehlers, F. E., "Application of a Finite Difference Method to the Analysis of Transonic Flow Over Oscillating Airfoils and Wings," AGARD-CP-226, 1977.
5. Weatherill, W. H., Sebastian, J. D., and Ehlers, F. E., "The Practical Application of a Finite Difference Method of Analyzing Transonic Flow Over Oscillating Airfoils and Wings," NASA Contract Rep. 2933, 1978.
6. Fung, K-Y., "Far-Field Boundary Conditions for Unsteady Transonic Flows," (to appear AIAA J.).
7. Fung, K-Y., "A Time-linearized Algorithm for Unsteady Transonic Flow," (in preparation).
8. Melnik, R. E., "Turbulent Interactions on Airfoils at Transonic Speeds-Recent Developments," AGARD Symposium on Computation of ViscousInviscid Flows, Cororado Springs, October 1980.
9. Lin, C. C., Reissner, E., and Tsien, H. S., "On Two-Dimensional Non-Steady Yotion of a Slender Body in a Compressible Fluid," J. Marh. Phys. 3, pp. 220-31, 1948.
10. Couston, M. and Angelini, J. J., "Solution of Nonsteady Two-Dimensional Transonic Small Discurbances Potential Flow Equation," In Nonsteady Fluid Dynamics: Proc. ASME Winter Annual Mtg., Dec. 10-15, 1978, San Francisco, pp. 23344 . See also ONERA TP-No. 1978-69.
11. Houwink, R. and van der vooren, J., "Results of an Improved Version of LTRAN-2 for Computing Unsteady Airloads on Airfoils Oscillating in Transonic Flow." ALAA Paper 79-1553, 1979.
12. Ballhaus, W. F: and Steger, J. L., "Implicit Approximate-factorization Schemes for the Lowfrequency Transonic Equation," VASA Tech. Memo TM $\mathrm{X}-73,082$, 1975.
13. Fung, K-Y., Yu, N. J. and Seebass, R., "Small Unsteady Perturbations in Transonic Flows," AIAA J., 16, pp. 815-22, 1978.
14. Ballhaus, W. F. and Goorjian, P. M., "Implicit Finite-difference Computations of Unsready Transonic Flows About Airfoils," AIAA J., 15. 1728-35, 1977.
15. Tijdeman, H., "Investigations of the Transonic Flow Around Oscillating Airfoils," Doctoral Thesis. Technische Hogeschool, Delft, The Yetherlands, 148 pp., 1977.
16. Seebass, A. R., Yu, :I. J. and Fung, K-Y.., Seebass, A. R., Yu, $\quad$ Unsteady Transonic Flow Computations," AGARD-CP-227, 1978.


Figure 1. Flutcer boundary for two dynamically identical TF-8A wings (Reference (1))


Figure 2. Lift coefficient as a function of time for a step change in angle of attack; NACA $64 \mathrm{ACO6}, \mathrm{M}=0.88$.


Figure 3. Moment coefficient as a function of time for a step change in angle of attack; NACA 64A006, $M_{0}=0.88$.


Figure 4. Lift and moment amplitudes normalized by their quasi-steady value as a function reduced frequency fo: an NSCA h4A006 airfoll.


# Far Field Boundary Conditions for Unsteady Transonic Flows 

K.-Y. Fung*<br>University of Arizona, Tucson, Ariz.


#### Abstract

Analytical results are given for the far field of the unsteady transonic flow due to an instantaneous change in lift at the origin. These results may be superimposed to provide boundary conditions for numerical computational of unsteady transonic flows. A typical numerical experiment using these results shows substantial reductions in the size of the computational domain are possible. In two dimensions this procedure is at least as effective as the nonreflecting conditions suggested by the local characteristic relations. It is also much easier to implement in three dimensions than the nonreflecting conditions.


## Introduction

THE computation of unsteady transonic flow is of fundamental importance in determining aeroelastic response and flutter boundaries. ${ }^{1}$ At supercritical Mach numbers the flow past airfoils and wings usually includes embedded shock waves; the motion of such shock waves plays an important role in determining the airfoil or wing's response to a given mode of motion. Indeed, there is experimental evidence, ${ }^{2}$ and supporting theoretical work, ${ }^{3}$ suggesting that serious decrease in the flutter speed with increasing Mach number can occur for some wing designs because of this shock wave motion.

An efficient time-accurate algorithm for solving the transonic unsteady small perturbation equation has been developed by Ballhaus and Goorjian ${ }^{4}$ for the important case of low reduced frequencies. Unsteady flows, in one sense, are easier to compute without having the results affected by approximations in the boundary conditions. One can, for example, simply insist that the boundary be far enough away that none of the waves reflected from it have sufficient time to return to the airfoil or wing and contaminate the results. For indicial and periodic motions the computational domain must be large enough that the asymptotic state is achieved before the reflected waves return to their source. This, unfortunately, turns out to be a rather large domain (typically 100 airfoil chord lengths in two dimensions). Magnus, ${ }^{3}$ as well as other investigators, have discussed the effects of the boundary conditions on the result of their calculations, with the general conclusion being that they cause serious errors. To remedy this difficulty one may use one of several techniques. The one frequently used for steady flows, viz., grid stretching, may not improve the results, even for low reduced frequencies where the disturbance wavelength of interest is, at most, no more than 10 chord lengths. Any grid spacing larger than a few chord lengths will effectively reflect the incident waves. Another remedy, used, e.g., by Enquist and Majda, ${ }^{6}$ is to use boundary conditions that reduce the reflection of incident waves. Such boundary conditions are a local statement that outward going waves should be transmitted through the boundary. Our experience with these boundary conditions indicates that this local approximation is much too crude to allow computational domains of size satisfactory for steady flow calculations. A better procedure is to use the global unsteady far field for the linearized equation, first attempted by Krupp and Cole.?
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If we assume the far field is governed by a linear equation then the far field for an indicial response can be used to construct that for any response. Additionally, we note that an effective way to proceed with flutter studies is to linearize the steady state about some experimentally or numerically determined steady state. ${ }^{8}$ This must be done in a way that accounts for shock motions, as they represent the predominant effect in supercritical flows. ${ }^{9}$

## Equation of Flow

For simplicity, we consider the nonlinear flow to be governed by the small perturbation for small reduced frequencies, viz.,

$$
\begin{equation*}
-2 k \phi_{x i}+\left\{\kappa-(\gamma+1) \phi_{x}\right\} \phi_{x x}+\phi_{y y}+\phi_{z z}=0 \tag{1}
\end{equation*}
$$

Here the spatial coordinates, the time, and the velocity potential have been nondimensionalized by the chord, the freestream Mach number times the reciprocal of the angular frequency, and the freestream velocity times the chord, respectively; $x$ is the usual transonic similarity parameter, and $k$ is the reduced frequency, viz., $k=\omega c / U$, i.e., the angular frequency multiplied by the time it takes the airfoil to move one chord length. The appropriate boundary conditions are then

$$
\phi_{y}(x, 0, z, t)=\tau\left[Y_{x}+k Y_{t}\right], \quad \text { on wing }
$$

and

$$
\llbracket k \phi_{t}(x, 0, z, t)+\phi_{x}(x, 0, z, t) \rrbracket=0, \quad \text { on wake }
$$

where we have included terms of $O(k)$ as suggested by Houwink and van der Vooren, ${ }^{10} \tau Y(x, y, z, t)$ is the body shape and 【【 means the jump in the argument.

## Unsteady Far Field

We now derive the unsteady far field boundary conditions for Eq. (1). Far from the body the unsteady disturbances will satisfy a linear equation. Considering the whole flowfield to be a small unsteady disturbance superimposed on the steady solution to Eq. (1), we let
and

$$
\phi(x, y, z, t)=\phi^{0}(x, y, z)+\delta \psi(x, y, z, t)+o(\delta)
$$

$$
Y=Y^{0}+(\delta / \tau) Y^{u}
$$

to find

$$
\begin{equation*}
-2 k \psi_{x t}+\left[\left[\kappa-(\gamma+I) \phi_{x}^{0}\right] \psi_{x}\right]_{x}+\psi_{y y}+\psi_{z z}=0 \tag{2}
\end{equation*}
$$

with

$$
\psi_{y}(x, 0, z, t)=\left(Y_{x}^{u}+k Y_{t}^{u}\right), \quad \text { on wing }
$$

where $\delta$ characterizes the size of the unsteady disturbance compared to the basic steady disturbance. While this is now the framework for a time-linearized analysis, we note that the linearized version of Eq. (1) always applies in the far field. As indicated in other studies, e.g., Klunker, ${ }^{11}$ the nonlinear term, here correspondingly, $\left[(\gamma+1) \phi_{x}^{o} \psi_{x}\right]$ has a doublet like contribution to the steady far field. We will show later that such a term contributes equivalently to the unsteady far field and hence we can neglect it. Only changes in lift contribute to the lowest order; thus, we need only derive the far field for an incremental change in incidence. This we do by solving the following boundary value problem for the upper half-space ( $y>0$ )

$$
\begin{equation*}
-2 \Phi_{x 1}+\Phi_{x x}+\Phi_{y y}+\Phi_{z z}=0 \tag{3}
\end{equation*}
$$

with

$$
\Phi(x, 0, z, t)=1 / 2 \Delta \Gamma\left(z, t_{0}\right) H\left(t-t_{0}\right) H(x)
$$

Here, the dependent and independent variables are properly scaled. The solution we seek is, of course, antisymmetric in $y$. The boundary condition in Eq. (3) models a vortex sheet that originates at $x=0$, producing a jump in potential, $\Delta \Gamma(z)$, instantaneously at time $t=t_{0}$.

## Far Field Solutions

We employ the standard techniques of Fourier and Laplace transforms to solve Eq. (3) subject to the boundary condition for a change in the circulation, $\Delta \Gamma\left(z, t_{0}\right)$, at time $t_{0}$ for both two-dimensional and three-dimensional flow. We outline the steps briefly here.

## Three Dimensions

To solve Eq. (3), we let $\hat{\phi}(x, y, z, s)$ be the Laplace transform of $\Phi$

$$
\begin{equation*}
\hat{\Phi}_{y y}+\hat{\Phi}_{x x}+\hat{\Phi}_{z z}-2 s \hat{\Phi}_{x}=0 \tag{4}
\end{equation*}
$$

with

$$
\hat{\Phi}(x, 0, z, s)=1 / 2 \Delta \Gamma(z)(1 / s) H(x)
$$

The substitution $\dot{\Phi}=e^{s x} \psi$, reduces Eq. (4) to the standard Helmholtz equation, viz.,

$$
\begin{equation*}
\psi_{y y}+\psi_{x x}+\psi_{z z}-s^{2} \psi=0 \tag{5}
\end{equation*}
$$

with

$$
\psi(x, 0, z, s)=1 / 2 \Delta \Gamma(z)\left(e^{-s x} / s\right) H(x)
$$

We let $\psi(\xi, y, z, s)$ denote the Fourier transform of $\psi$ with respect to $x$ and $\psi(\xi, y, \zeta, s)$ the Fourier transform of $\psi$ with respect to $z$. Applying such transforms to Eq. (5), we find

$$
\psi_{y y}-\left(\zeta^{2}+\xi^{2}+s^{2}\right) \downarrow=0
$$

with

$$
\Psi(\xi, 0, \zeta, s)=1 / 2 \Delta \Gamma^{*}(\zeta) \frac{s-i \xi}{s\left(s^{2}+\xi^{2}\right)}
$$

which has the solution

$$
\begin{equation*}
\psi(\xi, y, \zeta, s)=1 / 2 \Delta \Gamma \frac{s-i \xi}{s\left(s^{2}+\xi^{2}\right)} \exp \left[-\left(\xi^{2}+\zeta^{2}+s^{2}\right)^{1 / 2} y\right] \tag{6}
\end{equation*}
$$

After performing the inverse transforms to Eq. (6) with respect to $\zeta, \xi, s$ correspondingly, we have, then, in three-space
dimension, that

$$
\begin{equation*}
\Phi=\frac{y}{4 \pi} \int_{-b / 2}^{b / 2} \Delta \Gamma\left(\bar{z}, t_{0}\right) g\left(x, y, z-\bar{z}, t-t_{0}\right) \mathrm{d} \bar{z} \tag{7}
\end{equation*}
$$

where $b$ is the wing span and

$$
\begin{aligned}
& g(x, y, z, t)=H\left[t+x-\left(x^{2}+y^{2}+z^{2}\right)^{y / 2}\right] \\
& \quad \times\left[1+x\left(x^{2}+y^{2}+z^{2}\right)^{-1 / 2}\right] /\left(z^{2}+y^{2}\right)
\end{aligned}
$$

Because the derivation is for an incremental change $\Delta \Gamma\left(z, t_{0}\right)$ at $t=t_{0}$, a more suitable form of Eq. (7) for $\Phi$ would be
$\Phi(x, y, z, t)=\frac{y}{4 \pi} \sum_{\Gamma\left(t_{0}\right)}^{\Gamma(t)} \int_{-b / 2}^{b / 2} \Delta \Gamma\left(\tilde{z}, t_{0}\right) g\left(x, y, z-\tilde{z}, t-t_{0}\right) \mathrm{d} \tilde{z}$

Equation (7) is essentially the steady-state result modified by the Heaviside function which switches on the value given by Eq. (8) when

$$
t-t_{0}=\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}-x
$$

This implies the far field phase lag is simply $\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}-x$. Such simple behavior is found only in one- and three-dimensional wave propagation (see, e.g., Lighthill ${ }^{12}$ ). Equation (8) simply retards the value of the potential $\Phi$ so that it is the potential produced by the circulation at an earlier time corresponding to the time for a wave front to travel from the origin, to the location where $\Phi$ is being evaluated. Thus, by letting

$$
\begin{aligned}
& \mathrm{d} \Phi_{\mathrm{r}}\left(x, y, z, t_{0}\right)=\frac{y}{4 \pi} \int_{-b / 2}^{0 / 2} \Delta \Gamma\left(\bar{z}, t_{0}\right)\left[l+x\left(x^{2}+y^{2}\right.\right. \\
& \left.\left.\quad+(z-\bar{z})^{2}\right)^{-1 / 2}\right]\left[y^{2}+(z-\bar{z})^{2}\right]^{-1} \mathrm{~d} \tilde{z}
\end{aligned}
$$

Equation (8) becomes

$$
\begin{aligned}
& \Phi(x, y, z, t)=\int_{t_{0}=0}^{t} H\left(t-t_{0}+x-\sqrt{x^{2}+y^{2}}+z^{2}\right) \mathrm{d} \Phi_{\Gamma} \\
& =\int_{0}^{t-\sqrt{x^{2}+y^{2}+z^{2}+x}} \mathrm{~d} \Phi_{\Gamma}=\Phi_{\Gamma}\left[x, y, z, t-\left(x^{2}+y^{2}+z^{2}\right)^{\prime \prime}+x\right]
\end{aligned}
$$

## Two Dimensions

In two dimensions we have
with

$$
\begin{equation*}
-2 \Phi_{x i}+\Phi_{x x}+\Phi_{y y}=0 \tag{9}
\end{equation*}
$$

$$
\Phi(x, 0, t)=\left[\Delta \Gamma\left(t_{0}\right) / 2\right] H(x) H\left(t-t_{0}\right)
$$

instead of Eq. (3).
Following the same procedure used in three dimensions, we have the result in two dimensions that

$$
\begin{equation*}
\Phi=\left[\Delta \Gamma\left(t_{0}\right) / 2 \pi\right] f\left(x, y, t-t_{0}\right) \tag{10}
\end{equation*}
$$

where

$$
\begin{aligned}
& f(x, y, t)=H\left(t+x-\sqrt{x^{2}+y^{2}}\right)\left[\tan ^{-1} \frac{\sqrt{t^{2}+2 x t-y^{2}}+t}{y}\right. \\
& \left.\quad+\tan ^{-1} \frac{\sqrt{t^{2}+2 x t-y^{2}}-t}{y}\right]
\end{aligned}
$$

This result is more complex with the time appearing not only in the unit step function, but also in the argument of the arctangent function. In the limit, as we approach steady state,

Eq. (10) becomes

$$
f(x, y, \infty)=\frac{y}{|y|} \frac{\pi}{2}+\tan ^{-1} \frac{x}{y}
$$

which is the steady result of Klunker. ${ }^{11}$ For an arbitrary circulation change $\Delta \Gamma(t)$, we must superimpose the results Eq. (10) to find the general two-dimensional far field

$$
\begin{equation*}
\Phi(x, y, t)=\frac{l}{2 \pi} \int_{0}^{t} f\left(x, y, t-t_{0}\right) \frac{\mathrm{d} \Gamma\left(t_{0}\right)}{\mathrm{d} t_{0}} \mathrm{~d} t_{0} \tag{11}
\end{equation*}
$$

In the case of harmonic motion, e.g.,

$$
\frac{\mathrm{d} \Gamma(t)}{\mathrm{d} t}=\Gamma_{\max } e^{i \omega t}
$$

we simply change the lower limit in Eq. (11) to find

$$
\begin{equation*}
\Phi(x, y, t) / \Gamma_{\max }=\frac{e^{i \omega t}}{2 \pi} \int_{0}^{\infty} f(x, y, \tau) e^{-i \omega \tau} \mathrm{~d} \tau \tag{12}
\end{equation*}
$$

which gives the phase lag at each location of the far field boundary. The condition given by Krupp and Cole ${ }^{7}$ may be viewed as an attempt to approximate the result given by Eq. (12).

We may also use Eq. (10) to examine other far field boundary conditions. For example, the one given in Ref. 6 states that for large $y$

$$
\begin{equation*}
\Phi_{y} \pm \Phi_{x}=0 \tag{13}
\end{equation*}
$$

while analytically we see that

$$
\Phi_{y} \pm \Phi_{x}=-\frac{(x \mp y)(x+t)+x^{2}+y^{2}}{\left(x^{2}+y^{2}\right)\left(t^{2}+2 x t-y^{2}\right)^{1 / 2}} \sim\left(x^{2}+y^{2}\right)^{-1 / 2}
$$

which shows that Eq. (13), while asymptotically correct, is not a suitable replacement for Eq. (10).

## Nonlinear Effect

We examine here, following one reviewer's suggestion, the nonlinear effect on the far field by adding to the right-hand side of Eq. (9) a term proportional to $\left(\phi_{x}^{0} \Phi_{x}\right)_{x}$ [see Eq. (2)]. Denoting the solution of Eq. (10) as $\Phi_{h}$, we may write an integral equation for the solution $\Phi$ that

$$
\begin{align*}
& \Phi(x, y, t)=\Phi_{h}-\int_{0}^{\infty} F(x, y+\eta, \eta, t) \mathrm{d} \eta \\
& \quad+\int_{0}^{y} F(x, y-\eta, \eta, t) \mathrm{d} \eta+\int_{y}^{\infty} F(x, \eta-y, \eta, t) \mathrm{d} \eta \tag{14}
\end{align*}
$$

where

$$
\begin{aligned}
& F(x, \alpha, \eta, t)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{H\left(t^{\prime}+x-x^{\prime}-\sqrt{\alpha^{2}+\left(x-x^{\prime}\right)^{2}}\right)}{\sqrt{\left[t^{\prime}+\left(x-x^{\prime}\right)\right]^{2}-\left[\alpha^{2}+\left(x-x^{\prime}\right)^{2}\right]}} \\
& \quad \times \frac{\partial}{\partial x^{\prime}}\left[\phi_{x^{\prime}}^{0}\left(x^{\prime}, \eta\right) \Phi_{x^{\prime}}\left(x^{\prime}, \eta, t-t^{\prime}\right)\right] \mathrm{d} t^{\prime} \mathrm{d} x^{\prime}
\end{aligned}
$$

We only need to examine Eq. (14) for $y>0$, since $\Phi(x, 0, t)=\Phi_{h}(x, 0, t)$. For large $x$, or large $\alpha$, we may approximate $F(x, \alpha, \eta, t)$ by evaluating the time integral near its singular point, i.e., $t^{\prime}=-\left(x-x^{\prime}\right)+\sqrt{\alpha^{2}+\left(x-x^{\prime}\right)^{2}}$. Thus

$$
\begin{aligned}
& F(x, \alpha, \eta, t)=\int_{-\infty}^{\infty} \ln \sqrt{\alpha^{2}+\left(x-x^{\prime}\right)^{2}} \frac{\partial}{\partial x^{\prime}}\left[\phi _ { x ^ { \prime } } ^ { 0 } \Phi _ { x ^ { \prime } } \left(x^{\prime}, \eta, t+x\right.\right. \\
& \left.\quad-x^{\prime}-\sqrt{\alpha^{2}+\left(x-x^{\prime}\right)^{2}}\right) \mathrm{d} x^{\prime}
\end{aligned}
$$



Fig. 1 Indicial pitch response for an NACA 64A006 at $M_{\infty}=0.88$.
or

$$
\begin{aligned}
& F(x, \alpha, \eta, t)=\int_{-\infty}^{\infty} \frac{x-x^{\prime}}{\left[\alpha^{2}+\left(x-x^{\prime}\right)^{2}\right]} \phi_{x}^{0} \cdot \Phi_{x} \cdot\left(x^{\prime}, \eta, t+x-x^{\prime}\right. \\
& -\sqrt{\left.\alpha^{2}+\left(x-x^{\prime}\right)^{2}\right)} \mathrm{d} x^{\prime}
\end{aligned}
$$

Since both $\phi_{x^{\prime}}^{0}$ and $\phi_{x}$ decay as $\left(x^{\prime}+\eta^{2}\right)^{-1 / 2}$, we may further approximate $F(x, \alpha, \eta, t)$ by

$$
\begin{align*}
& F(x, \alpha, \eta, t) \frac{x}{\alpha^{2}+x^{2}} \int_{-\infty}^{\infty} \phi_{x^{\prime}}^{0} \Phi_{x^{\prime}}\left(x^{\prime}, \eta, t+x-x^{\prime}\right. \\
& \left.-\sqrt{\alpha^{2}+\left(x-x^{\prime}\right)^{2}}\right) \mathrm{d} x^{\prime} \tag{15}
\end{align*}
$$

We recognize Eq. (15) as a doublet with strength in proportion to the compressibility effect. At large distances from the airfoil this term is negligible compared to the term we retain in Eq. (10). Thus $\phi(x, y, t)$ approaches $\phi_{h}(x, y, t)$ asymptotically.

## Example

We illustrate the effectiveness of our results by applying them to the time development of the lift on an airfoil subjected to a step change in angle of attack. The time-linearized small perturbation algorithm of Ref. 9 is used as the test bed for the comparison.

Figure 1 compares the lift response of an NACA 64A006 airfoil at $M_{\infty}=0.88$, computed using different boundary conditions. Results obtained in a stretched grid with the outer boundary at a $y_{\text {max }}$ of about 100 chord lengths away from the airfoil is compared with results obtained in a grid with a $y_{\text {max }}$ of about 13 chord lengths.
For the large grid we find no significant difference between solutions using different boundary conditions for the times indicated in Fig. 1. In the case of the small grid, we compare solutions obtained by setting $\psi_{x}=0$ at $y= \pm y_{\text {max }}$, by using the nonreflecting boundary condition $\sqrt{\kappa} \psi_{x} \pm \psi_{y}=0$ on $y= \pm y_{\text {max }}$. and by using the result of Eq. (11) on $y= \pm y_{\text {max }}$. The solutions are rather insensitive to upstream boundary conditions and are subject to the same downstream conditions. viz., $\psi_{x}=0$. The nonreflecting boundary condition of Ref. 6 achieves about $91 \%$ of the steady-state lift and gives a substantial improvement over the conventional calculation. Results from the time-accurate boundary condition we have derived here are in very good agreement with those found using the large grid; these are uncontaminated by reflections from the boundary for $t<200$.

## Conclusion

We have derived the far field unsteady solutions for a step change in the lift of an airfoil and a wing. These results can be used to reduce the size of the computational domain required for either time accurate or frequency domain calculations. We
have illustrated their application with a time-linearized computation of a step change in the angle of attack of a twodimensional airfoil.
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# SPACE SYSTEMS AND THEIR INTERACTIONS WITH EARTH'S SPACE ENVIRONMENT-v. 71 

Edited by Henry B. Garrell and Charles P. Pike, Air Force Geophysics Laboratory

This volume presents a wide-ranging scientific examination of the many aspects of the interaction between space systems and the space environment, a subject of growing importance in view of the ever more complicated missions to be performed in space and in view of the ever growing intricacy of spacecraft systems. Among the many fascinating topics are such matters as: the changes in the upper atmosphere, in the ionosphere, in the plasmasphere, and in the magnetosphere, due to vapor or gas releases from large space vehicles; electrical charging of the spacecraft by action of solar radiation and by interaction with the ionosphere, and the subsequent effects of such accumulation; the effects of microwave beams on the ionosphere, including not only radiative heating but also electric breakdown of the surrounding gas; the creation of ionosphere "holes". and wakes by rapidly moving spacecraft; the occurrence of ares and the effects of such arcing in orbital spacecraft; the effects on space systems of the radiation environment, etc. Included are discussions of the details of the space environment itself, e.g., the characteristics of the upper atmosphere and of the outer atmosphere at great distances from the Earth; and the diverse physical radiations prevalent in outer space, especially in Earth's magnetosphere. A subject as diverse as this necessarily is an interdisciplinary one. It is therefore expected that this volume, based mainly on invited papers, wilt prove of value.

# SHOCK WAVE FORMATION AT A CAUSTIC* 

K - Y. FUNG ${ }^{+}$


#### Abstract

The behavior of a weak acoustic compression near a caustic surface has been determined for a special class of specified incoming signals. This problem arises in various contexts, including the propagation of sonic booms generated by supersonic aircraft. The solution derives from a mapping of hodograph-like solutions to the physical plane. The maximum amplification for this class of signals of fixed amplitude depends on the width of the incoming signal. The solutions contain reflected shock waves that satisfy the appropriate shock jump conditions, provided the width of the incoming signal is greater than a certain critical value.


1. Introduction. There are many sources of weak shock waves. These include the commonly experienced phenomena of thunder and the sonic boom of supersonic aircraft. At supersonic speeds, aircraft generate a nearly conical wave pattern. These wave fronts propagate along their normals at the local sound speed, i.e., along acoustic rays. Variations in the sound speed (due to temperature changes), aircraft maneuvers, and winds can lead to ray crossing and a focusing of the wavefront. In the case of the sonic boom this results in a so-called "superboom" if the rays form an envelope, or a "super-superboom" if they meet at a point. In the case of a sonic boom, the pressure signature is, nominally, an $\boldsymbol{N}$-shaped wave. More specifically, a weak shock wave provides an essentially instantaneous rise in pressure; subsequently the pressure falls linearly (in space or time) and is returned to nearly the ambient pressure through a second weak shock wave. The focusing of this weak shock wave is examined here. For simplicity, we phrase the problem in the context of the behavior of a weak shock wave generated by an aircraft in slightly supersonic flight in a flow with a Mach number gradient. Such gradients occur naturally in the troposphere where the ambient temperature decreases nearly linearly with altitude.

Sonic booms as well as weak shock waves from other sources are, under normal circumstances, adequately described by a nonlinear adaptation of geometric acoustics [1], [2], [3]. In geometric acoustics, as in geometric optics, a ray is the path of a signal point on a wave. Neighboring rays form an infinitesimal ray tube. The area of a ray tube will, in some situations, vanish at a point in space-time, which we shall call a focal point. Such focal points may form a hyper-surface in space and time that, in most cases, is an envelope of the rays in physical space. Such a hypersurface is an acoustic caustic, and will be referred to hereafter as a caustic or caustic surface.

The nonlinear adaptation of geometric acoustics needed for signals of finite (but small) strength corrects the phase of a given acoustic signal by an amount proportional to the amplitude of the local signal strength. Except near surfaces, lines, or points of focusing, such as a caustic, this is the only nonlinear correction needed for small but finite amplitude signals.

In the absence of winds, the theory of geometric acoustics states that the Rayleigh acoustic energy, $p^{\prime 2} A /(\rho a)$, is constant along a ray tube. Here $p^{\prime}$ is the perturbation pressure, $A$ is the differential ray tube area and $\rho a$, the acoustic impedance, is the product of the local density and sound speed.

This, and the more general conservation law of Blokhintsev [4] applicable in the presence of winds, require that the perturbed quantities such as $p^{\prime}$ become infinite when

[^0]the differential ray tube area $A$ becomes zero. In these cases, geometric acoustics fails to describe the behavior of a signal and a local treatment is required.

Guiraud [5] and Hayes [6] have given the equation that describes the behavior of the pressure signature near a caustic. Guiraud`s derivation is quite lengthy; Hayes` is intuitive and short. Recently, Pechuzal and Kevorkian [7] obtained the same equation as a limiting result of an inner expansion governing the behavior near the caustic. In a coordinate system that is fixed with a wave front, the local behavior at a caustic is not difficult to delineate, and the nonlinear effect needed to provide the correct equation is easily deduced for normal situations. Cramer and Seebass [8] have derived the equation for a focus point, i.e., an arête.

Despite a fairly large number of experimental, numerical and analytical investigations, there has not yet been any truly adequate description of the local behavior of a nonlinear acoustic signal at a caustic. Because the nonlinear behavior at a caustic is a very local one, experimental measurements have proved difficult. Numerical calculations are not very reliable because some of the local details, such as the Guderley patch, if one occurs, are difficult if not impossible to resolve [9]. Analytical studies are difficult because of the inherent nonlinearity of the problem. Perhaps the most informative results are the measurements from the French flight tests discussed by Wanner et al. [10]. Laboratory investigations have used spark generated $N$-waves [11], [12] artificially stratified steady and unsteady flows [13], [14] and, more recently, weak shock waves generated in shock tubes [15], but have failed to resolve the local details of the flow.

The results presented here derive from a hodograph technique first used by Seebass [16] and later extended by Gill [17]. Their analysis resulted in functions which satisfied the governing partial differential equation and one of the shock jump conditions exactly; but the other jump condition was not satisfied. This paper extends this earlier work by considering a broader class of incoming signals. This provides solutions for compressions of sufficient breadth that the reflected shock wave is never so strong that the flow behind it becomes subsonic.

In this case we are able to satisfy both the partial differential equation and the shock jump relations. More severe incoming compressions are not dealt with as this would require a double-valued hodograph plane, a situation not considered here.
2. Governing equations and boundary conditions. For simplicity we consider the model situation of slightly supersonic flight in an idealized stratified atmosphere with an adiabatic lapse rate and hydrostatic equilibrium, as sketched in Fig. 1. The governing equation is

$$
\begin{equation*}
\phi_{y y}-\beta_{\infty}^{2} \phi_{x x}-\frac{\delta M_{\infty}^{2}}{l M_{a}^{2}} \phi_{y}=\varepsilon(\gamma+1) M_{\infty}^{2} \phi_{x} \phi_{x x} \tag{1}
\end{equation*}
$$

where

$$
M_{\infty}^{2}=M_{a}^{2}[1-(\gamma-1) \delta(y / l)]^{-1} \quad \text { and } \quad \beta_{\infty}^{2}=M_{\infty}^{2}-1
$$

Here $\phi$ is the usual perturbation velocity potential, $\varepsilon$ is a small parameter that characterizes the perturbations produced by an aircraft of characteristic length $l, \delta$ is the small parameter characterizing the ratio of this length to that determined by the temperature statification, and $M_{a}$ is the operating Mach number of the aircraft and $M_{\propto}$ is the local Mach number at infinity. The first two terms of (1) are the usual ones for steady supersonic flow. The third term arises because of the gravitational force and should be retained in a consistent approximation. The last term is the lowest-order nonlinear term and must be retained in transonic flows.

At $y=0$ we give boundary data that is representative of an incoming signal, say $\phi_{y}=f(x)$ for $0<x<l$, with undisturbed upstream parallel flow. We require that the solution vanish in the subsonic domain as $y \rightarrow-\infty$. Waves will be reflected from the intervening caustic surface where $M_{\infty}=1$ and they must be allowed to pass through $y=0 w$ thout reflection. This may be thought of as a radiation condition.


Fig. 1. Sketch of model problem depicting the linear wave frants. Our interest is in the local nonlinear behavior in the caustic region.

Because of the thermal stratification a caustic occurs when $\beta_{\infty}=0$, i.e., at

$$
y_{c}=\frac{-l}{(\gamma-1) \delta}\left(M_{a}^{2}-1\right)
$$

In order to eliminate the $\phi_{y}$ term in (1) we make the transformation

$$
\tilde{y}=\left[\left(1-\frac{\gamma-1}{l} \delta y\right)^{(\gamma-2) /(\gamma-1)}-1\right]
$$

under which (1) becomes
(2) $\frac{\delta^{2}(2-\gamma)^{2}}{l^{2}} \phi_{\dot{y} \tilde{y}}-(1+\tilde{y})^{-(3-\gamma) /(2-\gamma)}\left\{M_{a}^{2}-(1+\tilde{y})^{-(\gamma-1) /(2-\gamma)}+\varepsilon(\gamma+1) M_{a}^{2} \phi_{\mathrm{z}}\right\} \phi_{x x}=0$.

Note that at $y=0, \tilde{y}=0$ but that at $y=-\infty, \tilde{y}=-1$ (for $1<\gamma<2$ ). Thus, the domain of interest is finite in $\vec{y}$. Except in the subsonic far field where $\vec{y} \rightarrow-1, \bar{y}$ is small. Using a Taylor's Series for small $\dot{y}$, we may reduce (2) to the simple form

$$
\begin{gather*}
\frac{\delta^{2}(2-\gamma)^{2}}{l^{2}} \phi_{\dot{y} \tilde{y}}-\left\{\left(M_{a}^{2}-1\right)+\frac{1}{2-\gamma}(\gamma-1) \tilde{y}+\varepsilon(\gamma+1) M_{a}^{2} \phi_{x}\right\} \phi_{x x} \\
\left.=O\left(M_{a}^{2}-1\right)^{2}+O\left(\tilde{y}^{2}\right)+O\left(M_{a}^{2}-1\right) \tilde{y}\right)+\cdots  \tag{3}\\
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\end{gather*}
$$

valid away from $\tilde{y}=-1$. The caustic now occurs at

$$
\dot{y}_{c}=-\frac{2-\gamma}{\gamma-1}\left(M_{a}^{2}-1\right)
$$

and $\dot{y}_{c}$ is $O\left(M_{a}^{2}-1\right)$ which is taken to be small. Hence, the representation of (2) by (3) is valid in the caustic region.

A simple scaling of $\tilde{y}, x$ and $\phi$ reduces (3) to the form

$$
\begin{equation*}
\tilde{\phi}_{\eta \eta}-\left(1+\eta+\tilde{\phi}_{X}\right) \tilde{\phi}_{X X}=0 \tag{4}
\end{equation*}
$$

where

$$
\begin{aligned}
& x=\frac{\left(M_{a}^{2}-1\right)^{3 / 2} l}{(\gamma-1) \delta} X, \quad \tilde{y}=\frac{\left(M_{a}^{2}-1\right)(2-\gamma)}{(\gamma-1)} \eta \\
& \phi=\frac{\left(M_{a}^{2}-1\right)^{5 / 2} l}{\varepsilon(\gamma+1) M_{a}^{2}(\gamma-1) \delta} \tilde{\phi}
\end{aligned}
$$

The boundary condition at $\eta=0$ becomes

$$
\begin{equation*}
\tilde{\phi}_{\eta}=\frac{(\gamma-1) M_{a}^{2} \varepsilon}{\left(M_{a}^{2}-1\right)^{3 / 2}} F(X), \quad 0 \leqq X \leqq \lambda \tag{4a}
\end{equation*}
$$

where $F(X)$ gives the shape of the incoming signal. The other boundary conditions, which are homogeneous, were discussed earlier.

With the vertical coordinate shifted to $1+\eta=Y$ and, for simplicity, replacing $\tilde{\phi}$ by $\phi$, (4) can be reduced to the canonical form

$$
\begin{equation*}
\left(Y+\phi_{X}\right) \phi_{X X}-\phi_{Y Y}=0 . \tag{5}
\end{equation*}
$$

The boundary condition is now prescribed at $Y=1$, corresponding to $\eta=0$ or $y=0$. Equation (5) was derived by Guiraud [5] and also given intuitively by Hayes [6]. It is invariant under the transformation $X \rightarrow \alpha X, Y \rightarrow \alpha^{2 / 3} Y, \phi \rightarrow \alpha^{5 / 3} \phi$. Thus the transonic parameter $(\gamma-1) M_{a}^{2} \varepsilon /\left(M_{a}^{2}-1\right)^{3 / 2}$ in (4a) can be absorbed by the scaling $\alpha=$ $(\gamma-1) M_{a}^{2} \varepsilon /\left(M_{a}^{2}-1\right)^{3 / 2}$.

A general solution of (5) then has the form

$$
\phi=\phi(X, Y ; F)
$$

where $F$ characterizes the incoming signal shape, and must have $\phi_{X} \sim Y^{-1 / 4}$ on the characteristic $X=-\frac{2}{3} Y^{3 / 2}$ if, as $Y=\rightarrow \infty$, the behavior is to be consistent with the linear solution [6] where the ray tube arc is proportional to $Y^{1 / 2}$ and, with $\phi_{X} \propto p^{\prime}$, $\phi_{X} \sim Y^{-1 / 4}$ according to the theory of geometrical acoustics.

Pechuzal and Kevorkian [7] have derived (5) from (1) using matched asymptotic expansions with $\varepsilon$ as the small parameter. The inner equation, that is, the equation that applies for $\beta_{\infty}=O(\varepsilon)$, reduces to (5). They give a particular solution applicable to the case where the signal is totally reflected from the sonic line, that is, when the surface $M_{\infty}=1$ is replaced by a solid surface.

Equation (5) is a nonlinear partial differential equation of the mixed type. It admits discontinuous solutions that satisfy the jump relation corresponding to continuity of the velocity component tangential to the discontinuity surface

$$
\begin{equation*}
\llbracket \phi_{X} \rrbracket^{2}\left(Y+\hat{\phi}_{X}\right)=\llbracket \phi_{Y} \rrbracket^{2} \tag{6a}
\end{equation*}
$$

along

$$
\begin{gather*}
\frac{d Y}{d X}=\left(Y+\hat{\phi}_{X}\right)^{-1 / 2}  \tag{6b}\\
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\end{gather*}
$$

where I• I means the jump across the discontinuity and "the average value of a function evaluated on each side of the discontinuity.

A general approach for solving this equation with general boundary data has not yet been discovered. This equation can be linearized because there are variables in which its characteristics are fixed. Unfortunately, the appropriate boundary conditions in the new coordinates are nonlinear. We digress here to determine the analog of the physical boundary data to (5) in the coordinates in which (5) becomes linear.
3. Hodograph equations. The solution of the nonlinear Tricomi equation (5) that is of main interest is that for an incoming step wave. This signal must be terminated in some appropriate manner, e.g., an $N$-wave signal, in order for the solution to be finite. The local behavior of the step wave front at the caustic will be insensitive to the overall signal shape. This problem remains to be solved. Gill and Seebass [17] examined a simpler problem, viz., that of an incoming step wave in the hodograph plane, which of course, follows the linear characteristics. Because the image of the characteristic is a simple wave, the incoming signal in the physical plane is a continuous compression. This compression steepens as it approaches the sonic line and finally terminates in a shock wave formed by coalescing compressions that originate on the distorted sonic line. The "solution" they give which satisfies the partial differential equation, but only one of the two shock jump conditions, no doubt gives the general character of this process correctly, but fails to be strictly correct locally. The shock wave that occurs has a subsonic zone behind it and, presumably, they need to consider a double-sheeted Riemann surface to augment their functions to satisfy both shock jump relations.

Using a transformation suggested by the characteristics of (5), we write

$$
T=Y+U, \quad S=X+V,
$$

where

$$
U=\phi_{X} \quad \text { and } \quad V=\phi_{Y} .
$$

Then (5) can be replaced by the linear equations

$$
\begin{equation*}
T U_{S}-V_{T}=0 \quad \text { and } \quad V_{S}-U_{T}=0 . \tag{7}
\end{equation*}
$$

Equations (7) have the solutions (see §4) of the form

$$
\begin{equation*}
U(S, T)=\sum_{k} \mu_{k} T^{3 k} F_{k}(\xi), \tag{8}
\end{equation*}
$$

$$
V(S, T)=-\sum_{k} \mu_{k} T^{3 k+1 / 2} G_{k}(\xi),
$$

where

$$
\xi=9 S^{2} / 4 T^{3}
$$

Referring to the scaled physical coordinates, we prescribe a signal $F(X)$ at $Y=1$, say $F(X)=V_{0}(X, 1)$ on a set of incoming characteristics. Equation (8) can be used to relate $F(X)$ to $F_{k}(\xi)$ and $G_{k}(\xi)$ to determine the coefficients $\mu_{k}$, provided that $F(X)$ has a simple analytical expression.

To demonstrate this, suppose $U$ is negligible compared to one, then with $T \approx Y$ (8) has the form

$$
\begin{align*}
& \left.\phi_{X}(X, 1) \equiv U_{0}(X) \doteq \sum \mu_{k} F_{k}(\xi)\right|_{T=1}=\sum \mu_{k} \tilde{F}_{k}(X+V(X)), \\
& \phi_{X}(X, 1) \equiv V_{0}(X) \doteq-\left.\sum \mu_{k} G_{k}(\xi)\right|_{T=1}=-\sum \mu_{k} \dot{G}_{k}(X+V(X)), \tag{9}
\end{align*}
$$

where

$$
F_{k}\left(9 S^{2} / 4\right) \equiv \dot{F}_{k}(X+V(X)) \quad \text { and } \quad G_{K}\left(9 S^{2} / 4\right) \equiv \dot{G}_{k}(X+V(X))
$$

The relation $V_{0}(X)=V\left(X+V_{0}(X)\right.$ holds on the boundary $Y^{\prime}=1$. Suppose

$$
V_{0}(X)= \begin{cases}0, & X<0 \\ 1, & X>0\end{cases}
$$

then we have the following table:

| $X$ | $V_{0}(X)$ | $\left.S_{1}=X+V\right)$ | $V(S)$ |
| :---: | :---: | :---: | :---: |
| $X<0$ | 0 | $X$ | 0 |
| $X>0$ | 1 | $1+X$ | 1 |

The function $V(S)$ is undefined in the interval $0<S<1$. Alternatively, if $V_{0}(X)=0$ for $X<0$ and -1 for $X>0$, then the function $V(S)$ would be multivalued in the interval $-1<S<0$.

These two examples illustrate that if we prescribe simple boundary data in the $S, T$-plane, the boundary data in the physical plane may not have any physical meaning or a special interpretation is needed there. Signals at different values of $Y$ are different in the $S, T$-plane because of the nonlinearity in $X=S-V$; therefore, there is no analog of the asymptotic boundary condition in the $S, T$-plane. Boundary data must be prescribed at a finite distance. This means that the asymptotic prescription given in [1], [2], [5] is inadequate; Pechuzal and Kevorkian [7] pointed this out and have shown how the asymptotic behavior of the solution in the caustic region is to be matched with the incoming signal by means of corrections to the linear characteristics.

If we suppose that $V_{0}(X)$ is smooth enough so that at $T=1, V(S)$ is single-valued, e.g.,

$$
V_{0}(X)=\left\{\begin{aligned}
0, & X<0 \\
-X, & 0 \leqq X \leqq 1, \\
-1, & 1<X
\end{aligned} \text { then } \quad V(S)= \begin{cases}0, & S<0 \\
1, & S>0\end{cases}\right.
$$

and $V(S)$, while discontinuous, is defined for all $S$. It is obvious then, that if $V_{0 . X}<-1$, $V(S)$ will be multivalued. While this multivalued behavior may be used to find the solution for an incoming wave that is discontinuous in the physical plane, a more difficult problem, we limit our attention to the class of solutions with single-valued incoming signals in the $S, T$-plane.

We will consider incoming signals of the shape sketched in Fig. 2, characterized by their overall length $\lambda$, and the gradient $V_{0, X}=-1+b$, both evaluated at some $Y=Y_{0}$. Thus our general solution, as discussed in the previous section, has the form

$$
\phi=\phi(X, Y ; \lambda ; b)
$$

where the signal shape $F$ has been replaced by the two parameters $\lambda$ and $b$. As we will see, with the relatively simple form of the solutions considered here, viz., continuous solutions in the $S, T$-plane, valid results are obtained only for $b$ 's greater than some critical value, $b_{c}$. The parameter $\lambda$ is not an important one in our study because, for large values of $\lambda$, the behavior of the front of the signal becomes independent of $\lambda$ and our primary interest is in the behavior of the compression.

$$
1.7
$$

4. Similar solutions. In this section we delineate the properties of a particular set of solutions, $U_{k}$ and $V_{k}$, that satisfy the equations (7) or the equivalent second-order equations:

$$
\begin{equation*}
T U_{S S}-U_{T T}=0 \quad \text { and } \quad V_{S S}-\left(V_{T} / T\right)_{T}=0 \tag{10}
\end{equation*}
$$

Although a unique determination of the $\mu_{k}$ cannot be given without prescribing boundary data and, more importantly, without delineating the complete set of functions for (7), we can study the corresponding solutions for each $U_{k}$, as well as some simple combinations of these functions, to see what physical behavior these solutions imply.

If we let $U_{k}=T^{3 k} F_{k}(\xi)$ and $V_{k}=T^{3 k+1 / 2} G_{k}(\xi)$, where $\xi=9 S^{2} /\left(4 T^{3}\right)$, then equations (10) become

$$
\begin{equation*}
\xi(1-\xi) F_{k}^{\prime \prime}+\{1 / 2-[(-k)+(1 / 3-k)+1] \xi\} F_{k}^{\prime}-(-k)(1 / 3-k) F_{k}=0 \tag{11a}
\end{equation*}
$$

and

$$
\begin{align*}
\xi(1-\xi) G_{k}^{\prime \prime}+\{1 / 2-[(1 / 2-k) & +(-1 / 6-k)+1] \xi\} G_{k}^{\prime}  \tag{11b}\\
& -(1 / 2-k)(-1 / 6-k) G_{k}=0 .
\end{align*}
$$

Equations (11) are in the form of the hypergeometric equation

$$
\xi(1-\xi) F^{\prime \prime}+\{c-[a+b+1] \xi\} F^{\prime}-a b F=0
$$

with the general solution

$$
\begin{equation*}
F=A_{2} F_{1}(a, b ; c ; \xi)+B \xi^{1-c_{2}} F_{1}(a-c+1, b-c+1 ; 2-c ; \xi), \tag{12}
\end{equation*}
$$

with $A$ and $B$ arbitrary constants. The function ${ }_{2} F_{1}(a, b ; c ; \xi)$ is the usual hypergeometric series [18]. Comparing the corresponding parameters $a, b, c$, of (11) and (12) we find that the restriction on $k$ in order that the series ${ }_{2} F_{1}$ converge is $k>-\frac{7}{12}(-1<c-a-b)$. Another bound on $k$ comes from specifying the asymptotic behavior of $U_{k}$ as $T$ tends to infinity. For the caustic problem, $k=-\frac{1}{12}$ gives the required $T^{-1 / 4}$ decay ( $\phi_{x} \sim y^{-1 / 4}$ ) and $k<-\frac{1}{12}$ an allowable more rapid decay; terms with $k=-\frac{1}{12}$ are included to match the outer solution. If boundary conditions are prescribed at a finite distance, then the second bound for $k$ is relaxed, but the vanishing far-field condition in the subsonic domain is still essential.

To determine the coefficients $A$ and $B$ in (12), we need to study the behavior of the hypergeometric series near the regular singular points $\xi=0,1, \infty$. After putting the appropriate values of $a, b, c$ in (12) we have

$$
F_{k}=A_{2} F_{1}\left(-k, \frac{1}{3}-k ; \frac{1}{2} ; \xi\right)+B \xi^{1 / 2}{ }_{2} F_{1}\left(\frac{1}{2}-k, \frac{3}{6}-k ; \frac{3}{2} ; \xi\right) .
$$

The behavior at the three singular points is given by an arbitrary linear combination of the two functions listed in the following table:

| $\xi \rightarrow 0$ | $(1-\xi)^{1 / 6+2 k}{ }_{2} F_{1}\left(\frac{1}{6}+k, \frac{1}{2}+k ; \frac{1}{2} ; \xi\right)$ | $\xi^{1 / 2}(1-\xi)^{1 / 6+2 k}{ }_{2} F_{1}\left(\frac{2}{3}+k ; 1+k ; \frac{3}{2} ; \xi\right)$ |
| :--- | :--- | :--- |
| $\xi=0$ | 1 | 0 |
| $\xi \rightarrow 1$ |  |  |
| $\xi=1$ | 1 | $F_{1}\left(\frac{1}{3}-k,-k ; \frac{5}{6}-2 k ; 1-\xi\right)$ |
| $\xi \rightarrow \infty$ | $\xi^{k-1 / 3}{ }_{2} F_{1}\left(\frac{1}{3}-k, \frac{5}{6}-k ; \frac{4}{3} ; 1 / \xi\right)$ | $O(1-\xi)^{1 / 6+2 k}{ }_{2} F_{1}\left(\frac{1}{2}+k, \frac{1}{6}+k ; \frac{7}{6}+2 k ; 1-\xi\right)$ |
| $\xi=\infty$ | 0 | $\xi^{k}{ }_{2} F_{1}\left(-k, \frac{1}{2}-k ; \frac{2}{3} ; 1 / \xi\right)$ |
|  |  |  |

We see that, within the range of $k$ allowed, the only singularity occurs at $\xi=1$ i.e., $S= \pm \frac{2}{3} T^{3 ; 2}$ ). The singular behavior of $F_{k}$ there is $(1-\xi)^{1 / 6+2 k}$ for $-\frac{7}{12}<k<-\frac{1}{12}$ and $\ln (1-\xi)$ for $k=-\frac{1}{12}(T>0)$. There are two loci in the $S, T$-plane where $\xi=1$, namely $S=\mp \frac{2}{3} T^{3}$, corresponding to the incoming and the outgoing characteristics. By setting

$$
\frac{B}{A}=\frac{-\Gamma(c)}{\Gamma(a) \Gamma(b)} \cdot \frac{\Gamma(a-c+1) \Gamma(b-c+1)}{\Gamma(2-c)},
$$

we can remove the singularity on the positive side of the incoming characteristics $(|\xi|<1)$. Using this result, we write ( 12 ) in the form

$$
F=\mu^{*}\left[G(a, b ; c ; \xi)+\xi^{1-c} G(a-c+1, b-c+1 ; 2-c ; \xi)\right],
$$

where

$$
G(a, b: c ; \xi)=\frac{\Gamma(a) \Gamma(b)}{\Gamma(c)}{ }_{2} F_{1}(a, b ; c ; \xi)
$$

and $\mu^{*}$ is a complex constant.
Because $\xi=1$ is a singular point, in order to evaluate ${ }_{2} F_{1}$ for arguments greater than one we need the analytical continuation of the function $F$ throughout the complex $\xi$-plane, insisting on smooth behavior in the elliptic domain, viz., $T<0(\operatorname{Re} \xi<0)$. We introduce a cut in the $\xi$-plane from $\xi=1$ to infinity on the real axis and choose the branch that makes $F$ continuous everywhere except on the branch line. By this means we can extend our solution to $|\xi|>1$. By setting

$$
\mu^{*}=\mu[1+i \tan (2 \pi(a+b))]
$$

we can eliminate the other singularity on the negative side of the incoming characteristic ( $|\xi|>1$ ).

Thus solutions of equations (10), with a behavior that we anticipate will prove acceptable in the physical plane, take the form

$$
\begin{align*}
& U=\int U_{k} d k=\operatorname{Re}\left[\int \mu_{k}^{*} T^{3 k} F_{k} d k\right] \\
& V=\int V_{k} d k=\operatorname{Re}\left[-\int \mu_{k}^{*} T^{3 k+1 / 2} G_{k} d k\right] \tag{13}
\end{align*}
$$

where

$$
F_{k}=G\left(-k, \frac{1}{3}-k ; \frac{1}{2} ; \xi\right)+\xi^{1 / 2} G\left(\frac{5}{6}-k, \frac{1}{2}-k ; \frac{3}{2} ; \xi\right)
$$

and

$$
G_{k}=G\left(\frac{1}{2}-k,-\frac{1}{6}-k ; \frac{1}{2} ; \xi\right)+\xi^{1 / 2} G\left(1-k, \frac{1}{3}-k ; \frac{3}{2} ; \xi\right) .
$$

Representations of $U_{k}, V_{k}$ appropriate to different domains of the $S, T$-plane are tabulated in [19].
5. Construction of solutions. Were we able to do so, we would now proceed to determine the appropriate equations needed to determine the values of $\mu_{k}^{*}$ in (13) that would satisfy certain prescribed boundary conditions, although it is unlikely we could solve them analytically. This formidable task is not resolved here. Alternatively, we may try to combine the $F_{k}$ 's and $G_{k}$ 's in such a way that they represent a meaningful solution in the physical plane that corresponds to physically interesting boundary data and satisfies the jump conditions (6) for any discontinuity that may arise. The results are instructive in that their physical interpretation is believed to be more meaningful than any numerical results might be. Furthermore, they provide the basis for further analytical advances.

The function $U_{k}$, discussed in $\S 3$, has a jump in $S$ across the incoming characteristic and a singularity of $(1-\xi)^{2 k+1 / 6}$ or $\ln (1-\xi)$ on the reflected characteristic. The jump behaves like the Heaviside unit function multiplied by a decay factor $T^{3 k}$; the function $V_{k}$ has similar properties with a decay factor $T^{3 k+1 / 2}$.

Suppose we know the shape and the leading power by which the incoming signal amplifies, then $k$ is determined and signal shapes can be constructed as described below. With only the range of $k$ specified, we can examine a finite set of $k$ 's and try to find useful combinations of the functions $U_{k}$ and $V_{k}$.

If, for example, we have an incoming step wave at $T_{0}$ with $k$ specified,

$$
U\left(S, T_{0}\right)= \begin{cases}0, & S+S_{0}<0, \\ 1, & 0<S+S_{0}<\lambda, \\ 0, & \lambda<S+S_{0},\end{cases}
$$

where $S_{0}=2 T_{0}^{3 / 2} / 3$ then the function $U_{k}(S, T)$ of (13) gives an increase in $U$ from 0 to 1 at $S_{0}, T_{0}$ for $T_{0}$ sufficiently large, while $-U_{k}(S-\lambda, T)$ provides a decrease in $U$ from 1 to 0 . Thus we can construct the solution for a step wave of length $\lambda$ from the simple combination

$$
\begin{equation*}
U(S, T)=U_{k}(S, T)-U_{k}(S-\lambda, T) \tag{14}
\end{equation*}
$$

The larger $T_{0}$, the closer $U(S, T)$ is to a step function. For the case $k=-\frac{1}{12}$, this is the solution Seebass [16] found using a Fourier transform with the asymptotic boundary condition of an incoming step wave; this solution was examined in some detail by Gill [17]. While the image of the initial part of the wave is obviously a simple wave, as it is the image of a characteristic, the image of the terminal part of the wave is multiple-valued and needs special interpretation. To avoid this difficulty we may construct the solution for an " $N$-wave." It can be verified that the behavior of the initial rise of these two signals is effectively the same if $\lambda$ is not small. The " $N$-wave" behavior of $U_{x}$ arises naturally in many nonlinear acoustic problems, such as in the sonic boom, and has

$$
U\left(S, T_{0}\right)= \begin{cases}0, & S+S_{0}<0 \\ 1-2 \frac{S+S_{0}}{\lambda}, & 0<S+S_{0}<\lambda, \\ 0, & \lambda<S+S_{0}\end{cases}
$$

As before $U_{k}(S, T)$ gives the jump; the integral of $U_{k}$ with respect to $X$

$$
-\frac{2}{\lambda} \int_{S-\lambda}^{s} U_{k}(X, T) d X
$$

gives the linear variation from $S_{0}$ to $S_{0}+\lambda$; and finally, $U_{k}(S-\lambda, T)$ returns the value of the function to zero at $S_{0}+\lambda$. Thus

$$
\begin{equation*}
U(S, T)=U_{k}(S, T)-\frac{2}{\lambda} \int_{S-\lambda}^{S} U_{k}(X, T) d X+U_{k}(S-\lambda, T) \tag{15}
\end{equation*}
$$

represents an incoming $N$-wave.
The solution of primary interest here is a step or $N$-wave with a finite step thickness $B$ corresponding to the incoming signals $V_{0, X}=-1+b$. Because the first of these is simpler, and the local behavior of the compression is the same if $\lambda$ is not small, we limit our discussion to it. Locally the two solutions differ by only a constant.

Proceeding as above, we find the solution

$$
\begin{equation*}
U(S, T ; B)=\frac{1}{B} \int_{S}^{S+B} U_{k}(X, T) d X-\frac{1}{B} \int_{S-\lambda-B}^{S-\lambda} U_{k}(X, T) d X \tag{16}
\end{equation*}
$$

which we will discuss in some detail. Notice that

$$
\lim _{B \rightarrow 0} U(S, T ; B)=U_{k}(S, T)-U_{k}(S-\lambda, T),
$$

which is (14).
Solutions to $U_{k}(S, T)$ and $V_{k}(S, T)$ corresponding to (16) with $\lambda=1, B=0$, $\mu=0.1$ have been evaluated numerically for many values of $k$. The main differences between these solutions lie in their behavior near the origin and in different jump behavior. In general the jumps in the values of $U$ and $V$ across the incoming characteristic satisfy

$$
\llbracket U_{k} \rrbracket / \llbracket V_{k} \rrbracket=\alpha(k) / T^{1 / 2},
$$

where $\alpha$ is a constant (which can be negative) that depends on $k$.
The relationships between $U_{k}, V_{k}$, their derivatives and their integrals are found in [19]. Only the values of $U_{k}$ and $V_{k}$ have to be calculated to determine any of these functions, äs their integrals and derivatives can be expressed in terms of $U_{k}$ and $V_{k}$. For example, (15) and (16) can be reduced to combinations of $U_{k}$ and $V_{k}$.
6. Finite width compression. Here we examine an incoming signal for which the flow behind the shock wave that forms may remain supersonic. In this case we are able to satisfy both shock jump relations. We first construct, by linear superposition, the solution for an incoming signal in the hodograph plane that increases from 0 to 1 linearly in $S$ for fixed $T$ as $S$ varies from $S_{0}-B$ to $S_{0}$, remains 1 until $S=S_{0}+\lambda$, and then decreases, again linearly, to 0 where $S=S_{0}+\lambda+B$. The physical plane image of this signal was discussed in § 3, and the behavior sketched in Fig. 2. We then examine the structure of this solution as a function of the signal breadth $B$ (for Gill and Seebass [17], $B=0$ ).

For values of $B$ larger than some critical values, $B_{c}$, the resulting shock wave is embedded in a supersonic flow. In this case we are able to satisfy the partial differential


Fig. 2. Sketch of incoming signal.
equation and both shock conditions. For $B$ 's smaller than $B_{c}$, a subsonic zone appears behind the shock wave and we can satisfy only one of the two shock jump conditions. Either jump condition may be chosen as the one to be satisfied, giving, of course, slightly different shock wave shapes. Obviously, for $B$ 's $<B_{c}$ we do not find a solution to physical problems posed.

As pointed out in $\S 2$, the boundary data in the hodograph plane that correspond to meaningful physical signals might be multivalued or undefined near discontinuities. If the incoming wave is discontinuous, it must be represented by a multi-valued function in the physical plane. This gives rise to a boundary value problem we do not yet know how to solve in the $S, T$-plane. Rather than starting with prescribed data in the physical plane, we examine here, in some detail, a continuous solution in the hodograph plane and describe the corresponding behavior in the physical plane.

Consider the finite width step signal of signal length $\lambda$ in the hodograph plane. For $T_{0}$ sufficiently large

$$
F\left(S, T_{0}\right) \sim \begin{cases}0, & S<S_{0}-B  \tag{17}\\ \frac{1}{B}\left(S+B-S_{0}\right), & S_{0}-B<S<S_{0}, \\ 1, & S_{0}<S<S_{0}+\lambda, \\ -\frac{1}{B}\left(S-S_{0}-\lambda-B\right), & S_{0}+\lambda<S<S_{0}+\lambda+B \\ 0, & S_{0}+\lambda+B<S\end{cases}
$$

where

$$
S_{0}=-\frac{2}{3} T_{0}^{3 / 2}
$$

For $k=-\frac{1}{12}$, it can be shown by Fourier transforms that the solution

$$
\begin{aligned}
U_{B} & \equiv U(S, T ; B) \\
= & \frac{1}{B} \int_{S}^{S+B} U_{k}(X, T) d X-\frac{1}{B} \int_{S-\lambda-B}^{S-\lambda} U_{k}(X, T) d X \\
= & \frac{1}{B} \frac{1}{3\left(k+\frac{1}{2}\right)}\left\{\left[\frac{3}{2}(S+B) U_{k}(S+B, T)-\frac{3}{2} S U_{k}(S, T)+T V_{k}(S+B, T)-T V_{k}(S, T)\right]\right. \\
& \quad-\left[\frac{3}{2}(S-\lambda) U_{k}(S-\lambda, T)-\frac{3}{2}(S-\lambda-B) U_{k}(S-\lambda-B, T)\right. \\
& \left.\left.\quad+T V_{k}(S-\lambda, T)-T V_{k}(S-\lambda-B, T)\right]\right\}
\end{aligned}
$$

satisfies (17) asymptotically.
We note that $U_{B}$ is continuous and finite everywhere in the $S, T$-plane when $k>-\frac{1}{2}$. This follows because $U_{B}$ is an integral of $U_{k}$ and $B \neq 0$. Examining $U_{k}(S, T)$ at its singular points for $k=-\frac{1}{12}$, the case of interest here,

$$
U_{-1 / 12} \sim S^{-1 / 6} \quad \text { for } S \rightarrow 0, T=0
$$

and

$$
U_{-1 / 12} \sim \ln \left(1-\frac{3}{2} \frac{S}{T^{3 / 2}}\right) \text { for } S \rightarrow \frac{2}{3} T^{3 / 2}, T>0
$$

Therefore the behavior of $U_{B}$ is given by

$$
\frac{1}{B} \int_{S}^{S+B} U_{-1 / 12} d X \sim B^{-1 / 6}, \quad S \rightarrow 0, T=0
$$

and

$$
\frac{1}{B} \int_{S}^{S+B} U_{-1 / 12} d X \sim\left(1-\frac{3}{2} \frac{S}{T^{3 / 2}}\right) \ln \left(1-\frac{3}{2} \frac{S}{T^{3 / 2}}\right) \quad S \rightarrow \frac{2}{3} T^{3 / 2}, T>0
$$

Thus $U_{B}$ is finite and continuous everywhere, with first derivatives that are discontinuous at $S=-\frac{2}{3} T^{3 / 2}$.


Fig. 3. Location of the reflected shock wave for four $B$ 's; $k=-\frac{1}{12}, \mu=0.1, \lambda=20$.

For small $B, U(S, T ; B)$ and $\lim _{B \rightarrow 0} U(S, T ; B)$ are not significantly different in the $S, T$-plane except where $\lim _{B \rightarrow 0} U_{B}$ is singular and where it has a jump. Here, changes in $B$ significantly alter the behavior of the solutions $U$ and $V$ in the physical plane. These are regions where shock waves form. The transformation from the solutions $U(S, T)$ and $V(S, T)$ to the physical plane requires a high degree of familiarity with these functions. The transformation that gives $U(X, Y)$ and $V(X, Y)$ for fixed values of $Y$ and at specified intervals of $X$, is accomplished by a digital computer, primarily through Newton's method. Thus we solve the implicit relations

$$
\begin{align*}
& Y=T-U(S, T) \\
& X=S-V(S, T) \tag{18}
\end{align*}
$$

numerically and to a high degree of accuracy; it is important that we can evaluate $U$ and $V$ to any desired degree of accuracy throughout the $S, T$-plane.

Notice that $U$ and $V$ have discontinuities in their first derivatives because $U_{k}$ and $V_{k}$ are discontinuous. It is essential to know in advance from which region of the
$S, T$-plane a point $X, Y$ derives: otherwise Newton's method will fail to converge to the correct values, if it converges at all. Constant $Y(S, T)$ contours in the $S, T$-plane are particularly helpful in designing the numerical code to effect this evaluation. For the results we discuss later, equations (18) are satisfied to one part in $10^{-8}$; this limit is set by the accuracy we specify in evaluating the functions.

Above a certain value of $Y, U(X, Y)$ and $V(X, Y)$ become multivalued, indicating the formation of a shock wave. The solution is then made single-valued by introducing a discontinuity so that both the integrals

$$
\begin{equation*}
\int^{x} U(t, Y) d t, \quad \int^{x} V(t, Y) d t \tag{19a,b}
\end{equation*}
$$

are continuous and single-valued. As noted by Seebass [16], this implies that the jump relations (6) are satisfied if the position of the shock jumps calculated from both integrals coincide. The shock determined by (19a) implies conservation of momentum while that determined by ( 19 b ) implies conservation of mass. We carried the integrations in (19) using a pointwise trapezoidal rule with varying intervals. The values of $\llbracket U \rrbracket$ and $\llbracket V \rrbracket$ were determined by linear interpolation. We have calculated the shock position by both methods and the difference between the two shock positions becomes negligible for values of $B$ greater than a critical value, $B_{c}$, when no subsonic zone can be

Table 1

|  | Input signal at $Y=1$ <br> Signal width $\Delta X=.29480$ <br> Signal strength $\Delta U=-.10870$ |  | $\begin{aligned} & B=0 \\ & \lambda=2 \\ & \mu=0 \end{aligned}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $Y$ | $\boldsymbol{X}$ | $\mathbb{U}$ | $\\|V\\|$ | R/L |
| 0.14 | $\begin{aligned} & -.2046231 \\ & -.2046225 \end{aligned}$ | $\begin{aligned} & -.321434 \times 10^{-2} \\ & -.321199 \times 10^{-2} \end{aligned}$ | $\begin{aligned} & .314971 \times 10^{-3} \\ & .314570 \times 10^{3} \end{aligned}$ | $\begin{array}{r} .998265 \\ .998468 \end{array}$ |
| 0.17 | $\begin{aligned} & -.200442 \\ & -.200436 \end{aligned}$ | $\begin{aligned} & -.011451 \\ & -.011442 \end{aligned}$ | $\begin{aligned} & .196838 \times 10^{-2} \\ & .196547 \times 10^{-2} \end{aligned}$ | $\begin{aligned} & 997718 \\ & .998058 \end{aligned}$ |
| 0.20 | $\begin{aligned} & -.194564 \\ & -.194551 \end{aligned}$ | $\begin{aligned} & -.018516 \\ & -.018501 \end{aligned}$ | $\begin{aligned} & .402860 \times 10^{-2} \\ & .402236 \times 10^{-2} \end{aligned}$ | $\begin{aligned} & .997680 \\ & .998071 \end{aligned}$ |
| 0.30 | $\begin{aligned} & -.167396 \\ & -.167352 \end{aligned}$ | $\begin{array}{r} -.037737 \\ -.037704 \end{array}$ | $\begin{aligned} & .011986 \\ & .011968 \end{aligned}$ | $\begin{aligned} & .997954 \\ & .998294 \end{aligned}$ |
| 0.425 | $\begin{aligned} & -.122108 \\ & -.122019 \end{aligned}$ | $\begin{aligned} & -.056853 \\ & -.056791 \end{aligned}$ | $\begin{aligned} & .022892 \\ & .022855 \end{aligned}$ | $\begin{aligned} & .998227 \\ & .998549 \end{aligned}$ |
| 0.5 | $\begin{aligned} & -.089789 \\ & -.089691 \end{aligned}$ | $\begin{aligned} & -.062301 \\ & -.062219 \end{aligned}$ | $\begin{aligned} & .029384 \\ & .029344 \end{aligned}$ | $\begin{gathered} .999673 \\ 1.00020 \end{gathered}$ |
| 0.6 | $\begin{array}{r} -.037158 \\ -.037069 \end{array}$ | $\begin{aligned} & -.062501 \\ & -.062421 \end{aligned}$ | $\begin{aligned} & .036056 \\ & .036010 \end{aligned}$ | $\begin{aligned} & .999902 \\ & 1.00015 \end{aligned}$ |
| 0.8 | $\begin{aligned} & .095230 \\ & .095302 \end{aligned}$ | $\begin{aligned} & -.061519 \\ & -.061463 \end{aligned}$ | $\begin{aligned} & .045499 \\ & .045458 \end{aligned}$ | $\begin{aligned} & .999982 \\ & 1.00008 \end{aligned}$ |
| 1.0 | $\begin{aligned} & .256577 \\ & .256643 \end{aligned}$ | $\begin{aligned} & -.060413 \\ & -.060364 \end{aligned}$ | $\begin{aligned} & .052557 \\ & .052515 \end{aligned}$ | $\begin{aligned} & 1.00001 \\ & 1.00006 \end{aligned}$ |
| 1.5 | $\begin{aligned} & .759148 \\ & .759198 \end{aligned}$ | $\begin{aligned} & -.057630 \\ & -.057601 \end{aligned}$ | $\begin{aligned} & .065034 \\ & .065001 \end{aligned}$ | $\begin{aligned} & 1.00001 \\ & 1.00003 \end{aligned}$ |

【 】 indicates the jump across the shock wave.
$R / L$ is the ratio of the right to left-hand side of equation (6a).
found behind the shock wave. We conjecture that the solution is an exact one. We know it satisfies the partial differential equations, and, to the accuracy with which we can check them, the shock jump relations. We have not tried to establish the value of $B_{c}$, precisely; we do know however that $B_{c} \approx 0.10$. With $B=0.06$ the maximum error in satisfying the shock jump relations, as measured by the ratio of the right-hand to the left-hand side of (6a), is $6 \%$; with $B=0.10$ it is $0.3 \%$.

Detailed numerical calculations have been carried out for five values of $B: 0.01$, $0.025,0.04,0.06$ and 0.10 . The other parameters, $\mu$ and $\lambda$, were taken to be 0.1 and 20 , respectively, for the convenience of comparing our results with those of Gill and Seebass [17]. Shock locations, and the extent of the subsonic zone based on (19a), called $U$-based or (19b), called $V$-based, are depicted in Fig. 3. Note that as the extent of the subsonic region behind the shock wave diminishes the two shock locations become more nearly one curve. This, as was noted earlier, is to be expected because we don't expect our single-valued solution (in the $S, T$-plane) to be valid if the flow behind the shock is subsonic.


FIG. 4. An incoming step wave of finite width terminated by the reflected shock wave usitg the area balance rule in the multivalued region $B=.06$.

Table 1 delineates the shock positions and shock jumps $L^{\prime}$ and $V^{\prime}$, determined using equations (19a) and (19b) for selected values of $Y$ when $B=\mu=0.1$ and $\lambda=20$. Also tabulated are the ratios of the right- to left-hand side, $R / L$, of equation (6a) obtained using (19a) and (19b). The general agreement between the results for the shock position computed both ways and the fact that $R / L$ is 1.0 , to the accuracy with which we can calculate the shock jumps using (19a) and (19b), supports the claim that the solution satisfies both shock jump relations.

Figure 4 depicts the value of $U$ as a function of $X$ for fixed values of $Y$ for $B=0.06$. We see that the distortion of the sonic line gives rise to weak compressions which become much stronger as they meet the incoming compression and then propagate away from the interaction, slowly decreasing in strength.

We now anticipate, but did not do so originally, that if a shock wave arises, and if it has a subsonic portion as sketched in Fig. 5, then a saddle point in speed or Mach number) will occur. Such behavior occurs on the physical plane when the solution in the hodograph plane is multivalued. Because we have limited our solutions to single-valued functions of $S$ and $T$ we can only expect to find solutions for large enough $B$, that is, for waves thick enough that the shock wave remains embedded in the supersonic flow.


Fig. 5. Reflected shock wave, sonic line, characteristics.
A shock will always occur even for large $B$; it will form further above the sonic line and decrease in strength with increasing $B$. This follows because the value of $V$ is not zero at the sonic line ( $T=0$ ), and its maximum values increase in the supersonic domain as $Y^{1 / 4}$ along the outgoing characteristics. The location of a given $U$ and $V$ in the physical plane is always stretched by $V$, i.e, $V(X=S-V, Y), U(X=S-V, Y)$. The larger the $Y$, the more they are stretched. Nevertheless, they weaken because the region of stretching is confined to a thinner and thinner strip, which eventually corresponds to the immediate neighborhood of the singular characteristic.

Starting from the lowest point where the solution becomes multiple-valued, the reflected shock strength increases almost linearly with $Y$ (this behavior is most distinct


Fig. 6. Maximum reflected shock strength, divided by the incoming wave strength at $Y=1.0$, as a function of $Y$ for $B=0.1$
for large $B$ ) to its maximum value at a $Y$ of about 0.4 . The shock strength then decreases with $Y$ increasing, as shown in Fig. 6 for $B=0.10$. This case was used for Table 1.
7. Conclusion. The role of nonlinear effects in the amplification of certain weak acoustic signals at a caustic has been studied through a hodograph-like transformation. Nonlinear distortion of the boundary data plays an important role in determining the appropriate boundary data in the hodograph plane. We have reformulated the equation governing the nonlinear behavior of an acoustic signal at a caustic in a way that avoids supplying asymptotic boundary data. In the new coordinates, the solutions for the inner caustic region are represented by similar solutions whose behavior depends upon a single parameter $k$. Boundary conditions in the hodograph plane are then related to physically prescribed data. Unfortunately the relation is nonlinear. We have not resolved the problem of determining the corresponding boundary data in the hodograph plane.

Through a study of finite width step waves, with $k=-\frac{1}{12}$, for a small range of step width, we have shown that small changes in asymptotic boundary data near dis-
continuities in derivatives in the hodograph plane have a substantial influence on the solution's behavior in the physical plane.

The maximum strength of the reflected shock wave decreases monotonically with increasing signal width. When the width is larger than a given critical value, the shock that forms satisfies the jump conditions with a high degree of accuracy. Solutions for other values of $k$, discussed to some extent here, should prove useful in obtaining acceptable results for more general incoming signals. It seems unlikely, however, that the parameterization in $k$ provides a complete set of solutions. Still, solutions for other incoming signals should be possible. But a single-sheeted Riemann sheet in the hodograph plane won't suffice for these more interesting signals.

For signals whose widths are larger than some critical value, solutions with a discontinuity representing a reflected shock are obtained that are essentially exact. These results represent an advance over previous results and should prove valuable in testing numerical methods designed to solve mixed nonlinear equations.
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# Shock-Free Wing Design 

K-Y. Fung, ${ }^{\bullet}$ H. Sobieczky, $\dagger$ and R. Secbass $\ddagger$<br>University of Arizona, Tucson, Ariz.


#### Abstract

A simple numerical method for generating wing shapes thet will be shock free at a spect fied supercritical Mach mumber ts described. The method involves using fictitious gas law for the supersonic domain to make the soverning equations elliptic. Requirements on this gas law are detaited and a method for computing the real now In the supersonic domain, given initial data on the embedded sonic surface, is described. The failare of the gethod to yield shock-free flow when a limit surface occurs in the supersonic flow, and the difficulties that arise because the initial-value problem for the supersonic domain is ill-posed, are delineated. Finally, small perturbation algorithm is used to illustrate the procedure and results are given for a simple basefine wing.


## Introduction

NCREASED fuel efficiency, and in the case of commercial aircraft, productivity, can be achieved by operating aircraft at supercritical Mach numbers, provided that shock waves can be avoidei or made acceptably weak. Two-dimensional procedures for prescribing airfoil sections that are shock free have alreaciy provided improvements in aircraft efficiency by employing these airfoils on swept wings. Three-dimensional effects have compromised such designs to some extent, and extensive wind tunnel development tests have been required to recapture the benefits of these "supercritical airfoils."
Sobieczky et al.' demonstrated a method of modifying baseline configurations so that they would be shock free at a prescribea Mach number and lift coefficient. This procedure provides a special opportunity for improving aircraft performance :hrough a careful selection of the baseline configuration in order to provide wings and wing-body combinations hat are shock free at supercritical Mach numbers, and that lave acceptable off-design performance. $\mathrm{Y}^{2}{ }^{2}$ and Yu and R ribbert ${ }^{3}$ have also documented that this procedure is possible aud demonstrated its application.
As was first described by Sobieczky, ${ }^{4}$ a numerical algorithr. is used to solve a fictitious set of equations for the flow pari the baseline configuration. These equations are identical 'o the correct equations for subsonic portions of the flow, but ihey are modified when the flow becomes supersonic, so that even though the flow speed is larger than the local speed of sound the equations themselves remain elliptic. This procedure generates a numerical solution that satisfies the appropriate equations where the flow is subsonic, and the appropria'e boundary conditions on the configuration outside of the suf ersonic zone. The results of this calculation provide the flowfi ild at the sonic surface. This surface and flowfield define an ill-posed initial value problem for the supersonic domain that is to be solved using the correct equations. Because $t i$ is problem is ill-posed in three dimensions any numerical method must, in principle, be unstable. This instability, however, is of no consequence for moderate to high aspect ratios. However, if the detailed definition of the spanwise riodifications required to make the wing shock free
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are comparable to those for the streamwise direction, as they will be for low aspect ratios, then the instability may compromise the calculations.

## Fictitious Equations

The flows we seek are to be shock free. As a consequence, they will be irrotational and the governing equation will be the conservation of mass, viz.,

$$
\begin{equation*}
\nabla \cdot(\rho \nabla \phi)=0 \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho / \rho_{\theta}=\left[1+\frac{\gamma-1}{2}\left[1-(\nabla \phi)^{2} / a_{\phi}^{2}\right]\right]^{1 /(\gamma-1)} \tag{2}
\end{equation*}
$$

or

$$
\begin{equation*}
\nabla \phi \cdot \nabla \frac{(\nabla \phi)^{2}}{2}-a^{2} \nabla^{2} \phi=0 \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
c^{2}=a_{0}^{2}+\frac{\gamma-1}{2}\left[a_{0}^{2}-(\nabla \phi)^{2}\right] \tag{4}
\end{equation*}
$$

Here (). refers to the critical flow conditions where $q=a$. While the conservative formulation, Eq. (1), is to be pieferred over its nonconservative analog, Eq. (3). numerical computations using Eq. (3) should be satisfactory provided that the flow being computed has no shock waves.

In order to generate smooth data on embedded sonic surfaces that are potentially consistent with shock-free flow, we elect to modify the gas laws (2) and (4) so that Eq:. (1) and (3) remain elliptic when $q \geq a_{*}$. Thus we require

$$
\begin{equation*}
\frac{\partial(\rho, q)}{\rho, \partial q}>0 \text { if } q>a_{0} \tag{5a}
\end{equation*}
$$

or

$$
\begin{equation*}
a_{f}>q \text { if } q>a_{0} \tag{5b}
\end{equation*}
$$

where $p_{f}$ and $a_{f}$ are a fictitious density and a fictitiou; sound speed and the partial derivative in Eq. (5a) is taken along a streamline. If we restrict $\rho_{f}$ and $a_{f}$ to be functions of $q$ alone, then

$$
\frac{\rho_{f}}{\rho_{0}}=\exp \left[-\int_{e_{0}}^{e_{0}} \frac{q \mathrm{~d} q}{a\}(q)}\right]
$$

The choice of the fictitious equation or gas law is a tool or technique available to produce a range of designs that are shock free; the initial data found with one gas law may lead to
a limit surface above the wing, while that with another gas law will not. The main consideration in choosing the fictitious equations is that the equation must imply a conservation law and that the conserved quantity must be identical to the mass flux at sonic flow conditions. This insures that the initial data for the supersonic domain is consistent with the conservation of mass in the subsonic flow.

Exampies of fictitious gas laws which lead to an elliptic equation include:

$$
\begin{aligned}
& \rho_{f} / \rho_{0}=\left(a_{*} / q\right)^{p}, \text { or } a_{f}=P-4, Q^{-4}, 1 \\
& \rho_{f} / \rho_{*}=\exp \left(1 / L\left[\left(a_{0} / q\right)^{L}-1\right] / L\right\}, \text { or } a_{f}=q\left(q / a_{*}\right)^{L / 2}, L>0 \\
& \frac{\rho_{f}}{\rho_{*}}=\left[\frac{a_{*}^{2}}{q^{2}+\mu\left(q^{2}-a_{0}^{2}\right)}\right]^{\frac{1}{2(1+\mu)}}, \text { or } a_{f}^{2}=q^{2}+\mu\left(q^{2}-a_{0}^{2}\right),
\end{aligned}
$$

$$
\mu>0
$$

These ga: laws are all of the simpie form $\rho=\rho(q)$. It may sometimis be of value to consider an equation that has an explicit spatial dependence in order to alter the shape of the sonic domain. If this is done, care must be taken to insure that a conservation law is implied. Thus we may use $\rho_{f}=p_{f}(x, y, z)$ and be sure a mass flux is conserved but not, in general, $a_{f}=a_{f}(x, y, z)$.

## Supersonic Domain

Given a suitable numerical aigorithm for solving Eqs. (1) or (3), with the fictitious density or sound speed used for supercritical speeds, we may then locate the embedded surface where $q=a$, and evaluate the velocity components there. Those may be the physical components, viz., $u, v, w$ in the Cartesian coordinates $x, y, z$ or the components $U, V, W$, in some mapped space $X, Y, Z$. Because the equations are hyperbolic we choose to work with a first-order system

$$
\begin{align*}
& \left(a^{2}-u^{2}\right) u_{x}+\left(a^{2}-v^{2}\right) v_{y}+\left(a^{2}-w^{2}\right) w_{z}-2 u w w_{x} \\
& -2 u v v_{x}-2 v w v_{z}=0  \tag{6}\\
& \quad w_{x}-u_{z}=0, \quad w_{y}-v_{z}=0, \quad\left(u_{y}-v_{x}=0\right) \tag{7}
\end{align*}
$$

with one of the three irrotationality conditions being redundant.
We must then set up a suitable numerical algorithm for the computation of the supersonic flow, marching inward in some fashion toward higher Mach numbers until the stream surface upon which the supersonic surface rests can be continued. In the process two difficulties may arise. The first is that the computation may indicate that the solution has become multivalued because a limit surface intervenes between the sonic surface and the body; then no physically acceptable solution is possible with the initial data supplied. The second is that the inherent instability of the algorithm may become manifest, providing an unacceptable solution. We discuss this problem further shortly.
A nonsubstantive difficulty that may arise with an approach using rectangular coordinates is due to the topology of the supersonic domain. We can expect the supesonic region to wrap around, or more picturesquely, "grab," the wing leading edge, as shown in Fig. Ia. When this occurs, one of the derivatives in the two equations selected from Eqs. (7) may vanish, leading to a singular system of equations. This is most easily avoided by mapping the solution domain to a coordinate system in which this does not occur, as discussed in Ref. 5. The coordinate systems of the computational algorithms to be used may provide the essentials of the mapning. Thus the coordinate systems used in the computational algorithms of Jameson and Caughey ${ }^{6}$ and Caughey and Jameson ${ }^{7}$ provide natural coordinate systems


Fig. Local smpersonic region in the physical and, compotational domains.
for the computation of the supersonic domain. In the first of these the wing surface is mapped to the plane $Z^{\prime}=0$, and we may envision the sonic surface to be as depicted in Fig. 1b.

A subsequent mapping

$$
Z=Z^{\prime} / Z_{i}^{\prime}(X, Y)
$$

where $Z_{*}^{\prime}(X, Y)$ is the sonic surface, then leads to a computational domain like that sketched in Fig. Ic.

In this domain, with $U, V$ and $W$ the $X, Y$ and $Z$ components of the velocity derived from some appropriate potential, we have a system of equations of the form

$$
A U_{X}+B U_{Y}+C U_{z}=0
$$

which we use to advance the solution from one $\boldsymbol{Z}$ level $k$ to the next:

$$
\begin{aligned}
U_{k} & =U_{k-1}+\left[\left(C^{-1} A\right)_{k-h}\left(U_{X}\right)_{k-H}\right. \\
& \left.+\left(C^{-1} B\right)_{k-\xi}\left(U_{r}\right)_{k-h}\right] \Delta Z
\end{aligned}
$$

Here we use the subscript $k-1 / 2$ to indicate a suitably iterated average value of the subscripted quantity and $\Delta \boldsymbol{Z}$ is the decrement in the $Z$ coordinate. At each $Z$ station the $X$ and $\boldsymbol{Y}$ derivatives of $U$ are calculated using three-dimensional cubic splines to specify $U$. Presumably the spiine used should be one that avoids introducing, or perhaps even filters out, oscillations in the numerical results.


Fig. 2 Change in the flow inclination on the original wing surface that is used to define the new wing surface.

The calculation of $U$ proceeds from one $Z$ level to the next until the original wing surface, in this example $Z=0$, is reached. A new stream surface is then extrapolated from the values of $\boldsymbol{U}$ there, or the computation may be pushed further, to negative $Z$, and the new stream surface interpolated from the additional values so calculated. If we simply wish to extrapolate the new body surface we may do so in the original physical coordinates $x, y, z$, or in the mapped coordinates $X$, $Y, Z$.

In the original coordinates we may use the new velocity field on the original body $\left(u_{b}, v_{b}, w_{b}\right)$ to define the slope in the stream direction,

$$
\tan \theta_{b}=w_{b} / \sqrt{u_{b}^{2}+v_{b}^{2}}=w_{b} / q^{\prime}
$$

As sketched in Fig. 2, the local stream direction is then determined in order to integrate the angular difference $\Delta \theta(\sigma)$ along the arc length $\sigma$ from $A$ to $B$. The new body surface may be constructed by marching in the downstream (or upstream) direction and using a cubic spline in the spanwise coordinate to define the body at the computational nodes.

This procedure assumes small surface deviations so that the velocity field's initial surface is also that of the new surface. Extrapolation of the results on the initial surface, and an iterative correction of the new surface found, may be carried out if higher accuracy is required.

Shock-free designs are not always possible for a given baseline configuration, Mach number, and lift coefficient. The initial data generated by given fictitious equations may imply a multivalued solution before the body stream surface intervenes. When this occurs a limit surface will be found in the flowfield. The first occurrence of a limit surface is along a line where $U_{z}, V_{z}, \boldsymbol{W}_{z}=\infty$; the algorithm used to compute the supersonic domain should be constructed so that it can recognize when this occurs, otherwise results may be obtained that have no meaning. Such a surface might look like that


Fig. 3 Sonic surface with a limit surface embedded in the supersonic region.


Fig. 4 Sketch of Mach conoids for a two-dimensional flow.

## Initial Value Problem

As we mentioned earlier, the initial value problem for the supersonic domain is ill-posed in three dimensions. That is, small changes in the initial data will cause large changes in the solution in the domain of the problem. If we return to the well-posed two-dimensional problem and consider it to be a three-dimensional problem with no variations in the third direction, then we may sketch the Mach conoids, as shown in Fig. 4. The fore and aft Mach conoids define the influence and dependence domains of $P$. Because we find shock-free solutions the flow is reversible and we may consider the timelike direction to be in either the $\pm \boldsymbol{q}$ direction. When we calculate the solution at $P$ using data from the sonic surface we are effectively replacing the data along $A A^{\prime}$ by that along $B B^{\prime}$. Alternatively, in two dimensions, the normal to the streamline may also be considered time-like and we calculate the solution at $P$ using the data on $C B$. In three dimensions this alternative approach fails because the solution at $P$ now depends upon the infinite domain $C C^{\prime} B^{\prime} B$.

An informative simple example is that of the linear wave equation

$$
-\phi_{x x}+\phi_{y y}+\phi_{z z}=0
$$

with data given on the $z=0$ plane as sketched in Fig. 5; viz.,


Fig. 5 Mach cones of the linear wave equation and their intersection with the plane where the initial values are given.

We can construct the solution by Fourier superposition of the modal solutions

$$
\phi=\exp \left[i\left(k_{1} x+k_{2} y+k_{3} z\right)\right]
$$

in the $x$ and $y$ directions. But then

$$
k_{3}= \pm \sqrt{k_{1}^{2}-k_{2}^{2}}
$$

leads to exponential growth in the $z$ direction when the wavenumber in the $y$ direction, $k_{2}$, is larger than that in the $x$ direction. In this simple model, then, we may expect the illposed nature of the problem to manifest itself when the $y$ variation of the initial data is comparable to or larger than the $x$ variation. Translating this to practical terms, we can expect the inherent instability to cause difficulty for small aspect ratio wings. Payne ${ }^{10}$ has used energy arguments to show that exponential growth in the $z$ direction must eventually occur for a large class of functions $f$ and $g$. We demonstrate this instability in a subsequent section.

## Small Disturbance Equations: An Illustration

We illustrate the procedure for computing the supersonic domain, as well as the difficulties that may arise, with the small disturbance equations. The small disturbance approximation introduces difficulties unique to this approximation; these we do not discuss. We first compute the elliptic flowfield using fictitious equations in supersonic regions to maintain elliptic behavior. While we use the Ballhaus-Bailey-Frick line relaxation algorithm as implemented by Mason et al. ${ }^{8}$ for our computations, we use a simpler equation in this discussion, viz.,

$$
\begin{equation*}
-\left[1 / 2\left(K-\phi_{x}\right)^{2}\right]_{x}+\left[\phi_{y}\right]_{y}+\left[\phi_{z}\right]_{z}=0 \tag{8}
\end{equation*}
$$

When $\left(K-\phi_{x}\right)<0$ we make a change in the difference algorithm that corresponds to changing the first term to

$$
\begin{equation*}
\left[\left|\phi_{x}-K\right|^{P} / P\right]_{x}, \quad P \geq 1 \tag{9}
\end{equation*}
$$

The sonic surface on an $\boldsymbol{R}=6$ rectangular wing corresponding to $P=2$ is shown in Fig. 6. Figure 7 shows the corresponding vertical velocity component of the redesigned airfoil for selected spanwise stations. We note that the more elliptic we make the fictitious gas (i.e., smaller $P$ ) the broader


Fig. 6 Sonic surfaces for a rectangular wing with $R=6, P=2$, $M_{\infty}=0.87$.


Fig. 7 New surface slopes for the rectangular wing with $\mathbb{R}=6, P=2$, $M_{\infty}=0.87$.
that the body will be thinner; this is reflected in the vertical velocity component. For the original parabolic arc section the body slope, and hence the vertical velocity, decrease linearly with $x$.
The numerical solution then provides values of $\phi$, and hence its derivatives, on an embedded sonic surface, $z=z_{*}(x, y)$, as sketched in Fig. 6. The hyperbolic problem for the supersonic domain is solved using the simplified system of equations corresponding to Eq. (8).

$$
\begin{aligned}
& -1 / 2\left[(K-u)^{2}\right]_{x}+v_{y}+w_{z}=0, \quad w_{x}-u_{z}=0, \\
& w_{y}-v_{z}=0, \quad\left(u_{y}-v_{x}=0\right)
\end{aligned}
$$

We may define a new variable $\xi(x, y)$ to replace the coordinate $z$, and facilitate the computations, e.g.,

$$
\xi(x, y)=z / z_{*}(x, y)
$$

In this variable the equations become

$$
\begin{align*}
u_{\xi} & =D^{-1}\left[\begin{array}{lll}
(K-u) \xi_{x} & 0 & 1+\xi_{y}^{2} \\
(K-u) \xi_{y} & 0 & -(K-u) \xi_{x} \xi_{y} \\
-(K-u) & 0 & (K-u) \xi_{x}
\end{array}\right] \cdot u_{x} \\
& +\left[\begin{array}{ccc}
0 & \xi_{x} & -\xi_{x} \xi_{y} \\
0 & \xi_{y} & 1+(K-u) \xi_{x}^{2} \\
0 & -1 & \xi
\end{array}\right] \cdot u_{y} \tag{10}
\end{align*}
$$

Consider the sign of the individual terms on the right-hand side for an unswept rectangular wing with a profile symmetrical about the midchord and midspan lines. (The upper/lower sign corresponds to ahead of/behind the midchord line.) Then, because we are solving an elliptic boundary-value problem where the terms have the indicated signs, all of the terms in Eq. (11) except $\xi_{x} v_{y}$ give $u_{\xi}<0$. The smaller the aspect ratio the larger the local values of $\xi_{x} v_{y}$. A similar conclusion holds for $v$, with a $\xi_{y} v_{y}$ term providing a change in $v_{\xi}$ that increases $v$ and $v_{y}$. With a spanwise instability present in the numerics we can anticipate that as it grows in amplitude


Fig. 8 Effect of numerical instability on the streamwise velocity component for: a) $R=3, M_{\infty}=0.88$; b) $R=2, M_{\infty}=0.89$. There is

$v_{y}$ will grow and affect the magnitude, and eventually the sign, of $u_{\xi}$. Figure 8 depicts the surface values $u(x, y, 0)$ computed for the supersonic region on rectangular wings of aspect ratios 3 and 2. For an aspect ratio 2 wing numerical instabilities obviously override the generally smooth nature of the flow. Inspection of the other velocity components strongly suggests that the instability has a wavelength four times that of the spanwise grid spacing and amplifies $v$ more rapidly than $u$ or $w$. The initial data for the two cases are similar, except for the larger $y$ gradients when $\boldsymbol{R}=2$.

## Wing Design

The art of aircraft wing design involves many variables and requires knowledge and expertise beyond that of the authors. We believe, however, that by using fictitious equations with suitable baseline configurations various design goals can be met and the wings will be shock free at reasonable flight Mach numbers and lift coefficients. To aid the aircraft designer in understanding this technology we briefly describe the shockfree design process for a simple wing.

The approach outlined in the previous sections results in wings and airfoils with upper surface curvatures that are less than those of the baseline configurations. Additionally, the more acute the intersection of the sonic surface with the body surface, the less the likelihood of a limit surface intervening between the sonic line and the body. For this reason, baseline configurations should have reasonable upper surface curvatures and more thickness than required by the final designs. Designs that are close to the limit of what can be achieved, in terms of Mach number and lift coefficient, will have limit surfaces that nearly penetrate the wing surface. This may occur near the leading edge of the wing or near the aft end of the supersonic region, or in both locations simultaneously.
We will illustrate some of these points with a simple tutorial example. We take a well known airfoil, the 64A4xx, and use it for the wing sections. The planform is chosen to have straight


Fig. 9 Intersection of the sonic surface with the wing and pressure coefficients for: the wing designed to be shock free -; the baseline


Fig. 10 Sonic surface on the supercritical wing of the AFTI 111 using fictitious equation in the supersonic region.
leading and trailing edges with sweep angles of 30 and 15 deg, respectively. We take the aspect ratio based on wing area to be 8 , and the thickness distribution to be elliptical and $10 \%$ thick at the wing root. The twist is varied from 4 deg at the root section to 0 deg at midspan, and the angle of attack is 0.4 deg . With a freestream Mach number of 0.80 these conditions will lead [at least for the fictitious equations with $P=2$ in Eq. (9)] to sonic surface data for the system Eq. (10) that are consistent with shock-free flow; that is, no limit surface intervenes before the wing surface is found. Figure 9 shows the intersection of the sonic surface found with the wing, and the center sections of both the baseline configuration and the shock-free design. The design wing is $0.7 \%$ of the chord thinner than the baseline wing at the center section. Also shown is a comparison of the pressure coefficient at selected span stations. Both wings have a lift coefficient of 0.50 . The small modifications to the baseline wing, over the portion of the upper surface wetted by supersonic flow in the solution of the fictitious equations, results in a wing, that when analyzed numerically, has the shock-free pressure distribution shown. The pressure coefficient on the baseline configuration is also shown for comparison. The inviscid drag evaluation for the original wing gave 96 counts; that for the design wing 86 counts, reflecting the changes in the pressure coefficient. Presumably a viscous calculation that correctly modeled the shock-wave boundary-layer interaction would reflect further improvements.

The selection of a baseline configuration is important to the success of this method. Wings that employ traditional
supercritical airfoils will lead to sonic surface data that result in a limit surface. Figure 10 shows the intersection of the sonic surface with the wing for the AFTI 111 wing; again we have used the fictitious equations with $P=2$. The complex nature of this surface, and the occurrence of a limit surface when redesign is attempted, is due to the supercritical design of the AFTI 111 wing. Modifications to the baseline configuration, such as this one, are essential ingredients of any attempt at shock-free design. This is illustrated further in Ref. 9, where analytical functions are used to modify supercritical airfoils.

## Conclusion

A procedure for designing wings that are shock free has been described in general terms and illustrated by using the small perturbation equations to modify a simple baseline configuration so that it is shock free. In using this procedure the designer must select the baseline configuration to be modified and the fictitious equations to be used. These determine the flowfield on the sonic surface of the ultimate design. A good choice will allow high Mach numbers and lift coefficients to be obtained. A poor choice will result in a limit surface in the supersonic domain at the design Mach number and lift coefficient. Instabilities in the numerical calculation of the supersonic flow that provides the wing design occur whenever the spanwise gradients are large. These can be suppressed by smoothing both the chordwise and spanwise data at each successive step of the calculation.
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## SUMMARY

A simple design method for two- and three-dimensionai snock-free configurations is used for systematic airfoil modification to maintain shock-iree flow at varying operating cancitions. A mechanical realizetion is propasej since oniy minor and local changes of the contour are required.

## InTRCDUETICN

High saeed aircraft design has become one of the mosi cnallenging fields of the aeronautical sciences. With availability of large computers new tools for design anc analysis of aircraft components became available within the last decade, which encouraged the introduction of new aerocynamic concepts to increase fuel efficiency which is proportional to the ratio of lift over arag, multiplied by the flight Mach number. Rapitly increasing fuel costs within the last years underlined the urgent call for techniaues 3.9

```
むc improve efficigncy dí the next generatisn transport eir-
とこミデ.
Z こossibility ior increasincefミíciency jy drag reduction
ミ三 tu ミvaid the occumronce cf smock wヨves wnich meguizes
```



```
ニミエ=iきこ cut using en@ine巳rin@ Experignce, computation@l
iミEミl:tics and wind tunnels. The resulting wing shajes for
tne flight regime just below the speed of sound have be-
come knכwה as "supercriticel wings", they are designed to
Ee completely or nearly free of recomoression shocks at
こミこtミir ロコこrबting conditions, wnile wings uitin conventional
sミc=i\Xins nave strong shocks and, thezefore, additional drag.
`necreticeily isoleted wittin flow fielos containing smacks
:j the gaezating sonditigns are slightly changed', sucn
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:\check{luz for some yezrs, but pioneering experiments 2,3 also}
: Emuleteg the ceveloament of comoutetional methoos to ab-
=ミi- arac土ically interesting shock-freg airfoil shapes 4,5.
":`Eミ design methods are restricted to two-dimensional flow,
#-E! work in the houogragh plane ant are, therefore, rela-
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```
## the 三peraach into prysicel space 7. Tne abilityy to solve
むranミロாiこ cesign problems was then coupled to the cevelop-
#このた 几f relisele flow analysis algoritims by this aporaach.
it iez to efficiemt oesign methods which beaame known as
"Eiiipiic Eontinuation" or "Fictitious Gas" methoos. Trey
faミm computational tools for the esiodynamic concept of
ミ』E冗むive ミizcraft geometry for adjustina contcurs to abtain
ここtimミi efficien=y zven at variable aperating conditions.
```


## DESIGN FROCEDURE FOR SHOCK－FREE FLCUS

The purpose of this paper is to illustrate some recent results obtミined with a systematic scmoutational arocedure for supercritical airfails and wings whicn are shock－free at prescribed q口erating conditions．Since the design method may be aeveioped oy extension of any reliable anミlysis alca－ rithm，we give a short description of the concept with a physical interpretation in order to allou for an implemen－ tation of the idea into new and more sophisticated analysis methods becoming operational now and in future．

A local supersonic domain embedded into a subsonic fiow field is enclosed in general by a surface consisting of the sonic isotach and a recomeression shock．If the flow is shock－free the sonic surface forms a smooth convex bubcle situated on the body suriace．In this latter case the struc－ ture of the flow is qualitatively similar to a subsonic flow：isatachs of velocity higher than velceity at infinity form also butbles with smooth transition of the flow pro－ perties．This relationship of subsonic and shock－free transonic flows gave rise to the following idea to calcu－ late examples of shock－free flow（see fig．1）：

In a first step we sclve a partly fictitious problem by altering the governing isentropic density－velocity， $\rho_{i s}(q)$ relation in the domain of supersonic velocities． An artificial compressibility relation $\rho_{f}(a)>a^{*} / q$ where Q＞a＊（a＊the speed of sound）defines a fictitious super－ sonic flow with sutsonic flow quality．The basic differential equation of the complete flow is now of elliptic type， locally describing physically realistic subsonic flows and fictitious suparsonic flow．Such a flow will have na se－ compression shock，the sonic line will qualitatively re－ semble one of a physically realistic shock－ffee transcnic flow．Examples of such flows may be obtained with use of numerical elliptic solver routines，we observe that only the local supersonic domain is ohysically not real，the

```
surgounding flow fiEld is a locslly correct sclution.
Ug ssk now for a possitility to use the subsonic part
tu construct e complete real shock-free flow.
```

The second step of the proceouss consists of an integration
=f the real supersonic differential equations, with restored
वミnミity $\rho_{i s}(q)$. Initi $\equiv$ conditions of this hyperbolic type
aroolem are prescribed along the given sonic surface with
velocity directions resulting from the previous solution
of tine fictitious problem. inis ensures a smooth connection
こetween the two physically reel parts of the solution.
fiumerical marching procedures based on the method of charac-
teristics allow an integration of the potential equation,
sterting at the sonic surface ond proceeding toward the
bety surface. The latter was part of the first step ellip-
tic bouncery valuミ oroblem but the resulting body stream
ミレエ゙アaこe from the hyperbolic initial value problem (initial
values $\exists$ t the sonic surface) will be different from the
given body where wetted by supersonic flow. The body will
Ee flattened providing more space for the real flow than
for the fictitious flow to pess because of $\rho_{i s}<\rho_{f}$.
The analytical dackgrounc ${ }^{7,8}$ as well as the numerical
ミEpects 9,10 of this method are described elsewhere, this
peper is intended to present some illustrative resulte in
the lignt of en application to advanced technology compu-
tational aircraft design tools.

## SELEETIOM OF AMALYSIS ALGOAITHMS，FICTITIOUS GAS MODELS

 GND EASELINE CONFIGURATIORSCu：oesign procedurg requires in its ifist ster a relieble analysis algorithm for elliptic partial differential aqua－ tions to solve the suasoaic part of the flow and provide flow properties along the sanic surface．Many comautational codes ere coerational for inviscid flow past airfoils．山己e prefer solvers for the basic equations in conservation form．A finite difference relaxation code was extended to be a design tool＇．A boundary layer method and－far the analysis version－a method to treat shock－boundary layer interaction was added ${ }^{12}$ ．Ancther computer code ${ }^{13}$ based on the same analysis algorithm troミts viscous interection be－ twaen coundary layer and wake ${ }^{14}$ ．Results obtained with these computer prograns will be illustaatミJ in the fallowirg．

Wing design codes based on the autlined method have been developed，too，but an implementation of 30 viscous effects still needs to be cone．Both non－conservative finite diffe－ rence and fully conservative finite volume codes have been extended to be shock－free wing design orograms ${ }^{15,16}$ ．With rapid progress in numerical methods more efficient codes will become operational，examples given her are intended to stimulate the engineer to introduce the idea into new computer progrems for transonic flow problems．

Given an analysis algarithm for transonic flow we have to introduce the design option by providing an alternate formula for the isentrapic flow density

$$
\varrho_{i s} / \varrho^{*}=\left((\gamma+1) / 2-(\gamma-1) / 2 \cdot\left(a / a^{*}\right)^{2}\right)^{1 /(\gamma-1)}
$$

ensuring elliftic partial differential equations．The
formula

$$
Q_{f} / Q^{*}=c^{p} \cdot\left(q / a^{*}+c-1\right)^{-p}
$$

玉ilows a 2－parameさric variation of fictitious gas proper－ خiss and elliptic equations if $p<1, c \geqslant p$ ．A continuous siope at sonic conditions $\quad=a^{*}$ ，where $\rho_{i s}$ is switched to $f=$ is obtainet if $c=p$ ，but useful results with smooth Ecoy surfece modifications may also be obtained for c $\underset{+}{\neq}$ p． The vミlue $c=1$ gives

$$
\rho_{f} / \rho^{*}=\left(q / \alpha^{*}\right)^{-p},
$$

results of this gas model have been studied extensively． Gas praperties are defined by p and a result is illustrat－ ed in fig．$z$ for different vaiues of $p$ to demonstrate the Anfluence of this parameter on the resulting new surface shape．A conventional NACA 0012 airfoil is flattened by the design precedure，we observe that a long flat sonic Dubtle on the airfoil is obtained by low values of p， Rere $p=0, \quad$ which describes an incomfressitle fictitious gミs．Surface changes between 2 and 47 percent chord are ＝equired，the maximum deviation of the new contour is C．Oこう4 percent chord．

For higher values of $p$ the surface defarmations are smaller anc more local，but surfece curvature changes become sub－ stantiel if $f \longrightarrow$ 1．This examole illustretes the fact that shock－free modification of a given（initial－）confi－ guretion fo：prescribed lift coefficient and flight Mach number does not result in a unique new shape．A variety of shape changes within certain limits is possible and the Eriterion of choice of the fictitious gas model is
the desired resulting pressure distribution on the airfail． All types between＂peaky＂and＂roof－top＂$c_{p}$－distributions aze possibie and selection is at the designer＇s disoosel． ロff－design properties of an airfoil or wirig are ciomineted by the occurfence of shock－wayes and semplicated by viscous interaction，but the design pressure distribution is crucial for prediction of these effects．This leads us to the selec－ tion of oaseline configuzations．Extensive experimental work was performed to arrive $\begin{gathered}\text { thet widely used and well }\end{gathered}$ cocumented NACA ai＝foils．One of the first results of this method was a series of shock－froe modifications of a NACA 64 2410 airfoil．The results are illustrated in Fig． 3 ， in a Mach－c－diョgrem．We see the amount of thickness reduc－ tion and the limits for shock－free＝edesign of this airyoil and chosen gas parameter（ $p=0$ ）．

A thickness recuction usually tends to shift the acourrence of shock－waves ミnd drag rise toward higher Mach numbers． So a shock－frae modification requiring thickness roduction seams not very surprising．A shock－free madification without reduction of the maximum thickness seems impartant for prac－ tical design requirements．Fig． 4 illustrates another re－ sult，the verification of a known shock－free inviscid íow （KORN airfoil 75－05－12）with our method．p local surface thickness bump had to be added to the upper surface，a care－ ful variation of its shape and the ges parameter p finally resulted in equal thickness addition and subsequent design thickness zeduciion so that the original KORN airfoil and its pressure distribution was verified．

These inviscid test results illustrated above lead us to the conclusion that we have computational tools to
－modify conventional corfigurations to be shock－free at transonic operating conditions，
－specify the type of shock－free flow by a selection of fictitious gas model and initial configuration geometry changes，

```
- 0上tain 彐 whale series of neiohboring shock-fzee flow
    solutions for varieble agerating conditione.
It is this third capacity of the method we will investigete
シп 亡he followino.
```

GHICK-FREE AIRFOIL SERIES:
EUREEFT CF GOAFTIVE CONFIGURCTION
FEスこのynamic efficiency of a wing is defined by the ratio

ن́th čag rising sharply if the Mech number approaches
こnity, efficigncy drops and it i三 therefore a princioel
¢ᄃミュ コf high 三ubsonic spoed aircraft design to delay drag-
rise í higher Mach numbers for prescrited lift. This is

- SuElly achieved by oeleying the occurfence of shoct: waves
た= niener Mach numbezs thraugh a cereful veriation of wing
siadas, $\quad$ any anelysis computations and very costly wind
¿unnel experiments.
Qus design method seens to be a useful tool to obtain
beこter eirioils and wings for transonic flight. Mareover,

ソミエying free stroam conditions gives an idea about possible
mecnミnicel adjustments of the configuration in arder to
meintain efficient operetion even ai different flight
contitions.

We choose a design example for illustration of the required suエface modifications et verying flight Mach number at cコクラ亡ミกt lift coefficient，Fig．5．A given airfoil A is こesigned to be shack－íree at Mech $=0.73, c_{L}=0.55$. We ask ior its performance at Macn $=0.75$ and $c_{L}=0.6$ ．Analysis including viscous interaction gives a result with a recom－
pressicn shock. A bump, added to the upper surface gave an initial configuration 0. 3 percent thicker than airfoil $A$, original thickness was cbtainad from the subsaquent design computation. The new airfoil $日$ is investigated by the anziysis version of the code to confirm the design result. Fig. 5 shows off design analysis results, we see thßt an increase of $0 . \mathcal{G}_{1}$ of the drag rise Mach number has been achieved.

Eeometry modifications whicn lad from airfcil A to 8 are oepicted in Fig. 7. Addition of a bump (a) which extends from 0 to 85 percent chord and subtraction of a design bump (b) within the superscnic region from 2 to 60 percent chord leaves two small bumps to be added to the original airfoil. These bumps are only 0.0021 and 0.0013 percent chord high. At this point we might think about a tecmnical realization of such a bump adcition in order to have both airfoils available for oferation. Experiments with a possible use of elastic or pheumatic devices should be carriad out. Another concept is a controlled distribution af suction ミnd blowing as already investigated for laminar flow control and similar efforis to influence flow quality. Boun-
 conditions is draun in fig. 7 (curve c) for comparison with the required surface modifications.

Another examole to investigate sensivity of the calculated shock-free design is shown in fig. 8. NACA CO12 aimfoil was modified to be shock-free using incompressible fictitious gas ( $\quad=0$ ). We are interested now in an approximate representstion of the calculated surface modifications by a smocth analytical curve. For simplicity we choose a spline function with few supports which is the mathematical model cf an elastic beam deformed by single loade. Analysis resuits $\exists r e$ compared with design pressure distribution and to our pleasant surprise we find that this airfoil with an elastic section is practically shock-free, too,

```
Even though tne pressure distribution and sonic line are
Eifferent from the original desion. The reason for this
is obviously related to the muiticlicity oi possible snock-
f=こミ dEsigns with different fictitious gas perameters,
Fi\Xi. 2.
```

HEving proved that desirable flow quality could be echiev－ ec Ey shape changes generated by mechanical devices we go one step furthe：ane propose ${ }^{17}$ a system for automatically controlling the flow quality，fig． 9. In the system shown， z fiow quaiitiy senscr $F$ fatermines the operating condi－ tions and surfece pressure et selected stations and is interragatec by a micracomputer $M$ that getermines the groper chenges of the gffgetive contour necessary for shock－以ミve zecuction．Our experience with the presented design metnod enables us to set up the programming of the micro－ comvuter which energizes a servo system S which appropriate－ ly $\begin{aligned} & \text { alters the effective shape．This is accomplished by }\end{aligned}$ servo motors for mechanicelly adiusting sections of the wing suríace，and other mechanical devices on the structure ic：the apening or closing of apertures on the wing surface to blead（or add）various amounts of air from（to）the upper surface of the wing．Any combination of the above लay alsa be used．fs seen from the illustreted examples， the surface aree that needs to be chenged is limited and the ヨmount of chance required is small．

EDAPTIVE SUPERERITIEAL UINGS

We have outlined a concept of transonic design and illus－亡エEtet some ceses of sirfoil flou．At this stage experiments nミed to be ferformed to prove both now design results and somミ realization of adミコtive airfoil technology in the wind tumnel．

Parallel to experimental verification an imolementation of the idea into new and relisble 30 wing and wing－bacy confiquration analysis codes is necessary．Cur exoerienae with wing design is limited to date，also because of a l三ck of 30 boundery layer and vi三cous interacticn methoos． Design studies of inviscid shock－fiee wings are presently cミraied out to refine the 30 marching procedure and deter－ mine the structure of 30 logal supersonic shock－free flow fields．Fiə． 10 shous a result obtained by extension of a finitedifference analysis code ${ }^{10}$ to a design tool．A simple wing tased on MaCA 54 at 10 section is modified to be shock－free．

Viscous effects may be accounted for by adding estimated displacement tnickness to the initial configuration．Fesults of a finite valume analysis code ${ }^{18}$ design extansion for a shcck－free supercritical wing with addet displacement thick－ ness is shown in Fig．11．Extent of tine supersonic domán on this＂flying wing＂without body defines the ares af possigle adeptive surface changes．A thick span loader flving wing seems to be a suitatle test bed far experiments with 3 D adaptive devices．

## CEMCLUSIQ：

Ue have apolied the elliptic continuatian shock－free flow design method to some illustrative test axamples to form a theoretical base for the concept of adaptive wing geo－ metry at variatle operating conditions．A system for auto－ matic shape variations of wings based on experience witin systematic comoutational design is proposed．Both special designs and the adaptive shape control system need to be tested experimentally，possibly in combination with new aerocynamic concepts for higher efficiency of transonic aifcraft like variable geometry and boundary layer control investigations．
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Fig. 1 Elliptic continuation shock-free design.
a) First step: Fictitious gas flow analysis
b) Second step: Supersonic domain integration


Fig. 2 Surface modifications and structure of local supersonic flow field for different fictitious gas parameters


Fig. 3 Inviscid design example: Shock-free flow modifications of NACA 64A410 airfoil.
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Fig. 4 Design verification of an inviscid shock-free flow: Kors 1 (75-06-12) airfoil.


Fig. 5 Shock-free redesign with constant thickness for prescribed Mach number and lift coefficient, including viscous effects.
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```
Fig. 6 Comperison of original and recesigned airfoil: lift, drag, Mach number.
```




Fig. 7 Surface modifications:
(a) adidion for fictitious gas analysis
(b) resulting addition after redesion;
(c) for comparison: upper surface boundary layer displacement thickness.
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Fig. 9 Adaptive shape control system.


Fig. 10 Shock-free redesign of a rectangular wing with NACA 64A410 section.


| WING | 80373 |
| ---: | :---: |
| $A R$ | 6.5 |
| MACH | . .78 |
| $\alpha$ | -1.0 |
| $c_{L}$ | .52 |
| $c_{D i}$ | .018 |
| $c_{M}$ | -.64 |

Eig. ii Shock-free design of a swept wing. Viscous diplacement model added.
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SIMMARY
An especially simple procedure for finding airfoil shapes that have desirable aerodynamic characteristics and that will be shock free at Mach numbers close to the highest values possible is described. The procedure accounts for overall inviscid-viscous interactions that are weak and includes the locally strong interaction at the trailing ecige as incorporated in the Grumfoil algorichm.

## INTRODUCTION

In the last decade substantial progress has been made in the computation of aerodynamic Elow fields in which the global inviscid-viscous interaction is weak. For twodimensional transonic flows the fundamental interactions, carefully delineated nearly a decade ago by Green (1), are now adequately modeled by computational analysis, provided that the global interaction is weak and that the boundary layer suffers at most mild separations. This is accomplished by coupling a numerical analysis of the inviscid flow, which assumes the main body of the flow is irrotational, hence derivable from a single scalar potential, with a numerical solution of an integral formulation of the boundary layer equations. Yuch more sophisticated computational cools, such as large eddy simulation, are becoming available but they are not yet efficient enough for their application to design problems.

The application of these analysis tools in design can take many forms. Perhaps the most basic is that of prescribing a pressure distribution and decermining the airfoil that will generate this pressure field. This inverse problem is not well-posed and extensive computations are usually required in order to obtain useful results. a variant of this procedure is to prescribe desired changes to an already existing pressure field that is generated by a given airfoil. Here the inverse problem may be linearized about an existing flow and the resulting problem is more amenable to analysis. Another procedure is to use numerical optimization to find winch of a family of possible airfoils will provide the best airfoil performance. Here the main limitations are the family of airfoils considered and the computational expense of exploring incremental changes for Emprovements in performance that are only marginally larger than the errors in the computed performance parameters. A third, but more limited, possibility also exists, namely. determining the changes required in a baseline airfoil to make the flow past it shock Eree at a prescribed life coefficient and Mach number. This presumes that an airfoil baseline which reets performance goals for subcritical Mach numbers is known. One then invokes the "ficticious gas" procedure of Sobieczky (2) to find a new shape for the upper surface of the airfoil that will produce shock-free flow at the prescribed conditions. This shape is not unique, nor is it possible to find such shapes for all flow conditions For a prescribed lift coefficient and airfoil thickness, there is a freestream Mach number above which a shock-ifee shape is not possible. While the feasibility of this procedure has been amply demonscrated for inviscid flows, indeed, even for chree-dimensional flows $(3,4)$, its success for flows with inviscid-viscous interaction has not previously been docurenced.

The goal of this paper is to demonstrate the ability of the fictitious gas procedure to design advanced shock-free airfoils at little computarional expense even when inviscidviscous inceractions are taken into account.

## ANALYSIS ALGORITHMS

A number of numerical algorithms have been developed to calculate the transonic flow past an airfoil in the presence of weak inviscid-viscous interactions. One of the early successes was the algorithm of Bauer et al. (5), which we will call 3GKJ. It employs a nonconservarive Eormulation of the potential equation, coupled with the integral boundary layer code of Nash and MacDonald (6) and a constant thickness wake model. The nonconservarive difierence scheme Eails to conserve mass and underpredicts the irrotational shock strength. As a consequence, the inviscid version of this algorithm gave results that ag-eed well with experimental results for the pressure coefficient when compared at the same Mach number and lift coefficient. Collyer and Lock (7) modified the inviscid analysis portion of this program to include a combination of conservative and nonconservative diEEerencing in order so better capture the corfect shock pressure rise, and comled it with Green's lag-encrainment method (8) for computing the turbulent boundary layer. They included the modification of the inviscid flow due to wake curvature but did not model the strong interaction that occurs at the frailing edge. vandanan, Stanewsky. and Enger (9) Save used Jameson's conservative version (10) of the BGKJ algorithm together with Rotca's integral dissipation method (li) and Inger's model of stocic-boundary layer interactior (12) to compure Elows with weak emodded shock waves. Perhaps the most
advanced algorithm of this type in the U.S. is that due to Melnik, Chow, and Mead (13) They coupled Jameson's inviscid algorithm with Green's lag-encrainment method Eor che boundary laver. The effects of the strong interaction near the trailing edge are also included in the algorithm. This is accomplished by incorporating the results of Melnik and Chow (14) for the multi-layered turbulent boundary layer at a cusped trailing edge This coupled calculation provides a self-consistent result for the inviscid flow, the boundary layer, and the wake. It also removes the singularity in the inviscid pressure associaced with the trailing edge of the airfoil. Wake curvature effects are included and are found to have a significant effect on the results. This algorithm has beon called "Grumfoil" by its autiors, and we will use the same appellacion here. While no shock-boundary layer interaction model is included, the algorithm seems to be accurate for shock strengrhs for which the irrotational approximation is itself satis factory.

## SHOCK-FREE DESIGN

Inviscid analysis algorithms such as those discussed above have amply demonstrared the generalizy of Morawetz's (15) result of the mid-1950s, namely, that shock-free flows are mathematically isolated one from another. Despite this isolation they have played an important role in providing moderate increments in aircraft performance. Nind tunnel research by Pearcey at the National Physical Laboratory (16) and Whitcomb (i7) at NASA Langley Research Center first demonstrated that such flows could be realized and would have i\#portant applications. Subsequently. Garabedian and Korn (18). Nieuwland (19). Eoerstoel (20), and Sobieczky (21) developed analytical tools for the prescription of shock-iree airfoil shapes. These tools relied on the hodograph transformation, and viscous effecss could only be accounted for to the extent that the boundary layer could be computed independently of the inviscid flow. The extension of this capability to the piysical plane by the introduction of a fictitious gas for a preliminary calculation of the supersonic portion of the flow field makes it possible to design shock-free airfoils with a proper accounting of the coupled nature of the inviscid and viscous flow fields. This capability requires one crucial approximation that has now been justified by numerical experiment, namely, that the boundary layer displacement thickness is not altered in any consequential way by the difference between the pressure field of the fictitious jas and that of the real gas. Given no essential differences in the boundary layer displacement thickness in the supersonic domain due to the difference berween the real and fictitious pressures chere, nor any due to the minor change in airfoil thickness, then the inviscid and viscous flow fields must be corfect and correctly coupled.
:ie begin the design process with the selection of a baseline airfoil. Normally, this would be an airfoil that meets subcritical design goals and that has a reasonable amoune of upper surface curvature. Here we have used a supercritical section. both for convenience and co see if we can improve its performance somewhat. Our goal here, however, is not advanced airfoil design, but rather, to show that the fictitious gas design procedure is feasible in the presence of coupled inviscid-viscous interactions. We then modify the Grumfoil algorithm to incorporate a fictitious density-flow speed relation when the Mach number exceeds one. Both the baseline airfoil and che fictitious density relationship are at the investigator's disposal and they interact in a way that allows the generation of a limited family of candidate airfoils. Because our concern is with demonstrating the feasibility of the proposed procedure we limit our attention to the simple

$$
\begin{equation*}
\rho / 0^{\star}=\left(a^{\star} / q\right)^{p} \text {. } \tag{1}
\end{equation*}
$$

where 2 and $q$ are the fictitious density and real flow speed and $\rho^{*}$ and $q^{*}$ are their real sonic values. The exponent $P$ is a parameter that varies the gas law (1). For values of $P$ less tian one relation (1) insures that the governing equation. namely,

$$
\begin{equation*}
\operatorname{div}(p q)=0 . \tag{2}
\end{equation*}
$$

Where $=$ io, and is the velocity potential, remains elliptic. For such relations the Eictitious mass flow in the supersonic domain is greater than it would be for a real gas The solution to chis ficticious Elow problem is used to provide values for the flow deflection on the emedded sonic line. To insure the accuracy of this dara we generally insist on convergence ro a maximum residual of $10^{-6}$ on a 160 by 32 grid. This data on the sonic line is used to compute the velocity potential and stream function there. A simple characteristics routine is then used to march down from the sonic line to find Ehe streamline consistent with stream function values at the sonic line airfoil juncture. (This muse be done in a way that is consistent with the mass flow added to the flow by the boundary layer displacement effect.) This defines the new body streamline if che characteristics calculation succeeds. It may not, but may rather signal fhe interventicn of a limit line and indicate the failure of the sonic line data to be consistent with stock-free flow. In this evert the baseline airfoil and fictitious density law can be modified in an attempt to circumpent the failure. Tne new airfoil surface will be Eninner than the baseline aiffoil because the real density is less than the fictitious density and, hence, for the fixed mass flow entering the sonic line, the real gas requires gore area. The amount that the airfoil's vertical coordinate is thereby reduced can be added to the baseline airfoil and the process repeared until the baseline airfoil thickness is retained in the shock-Eree design. Changes in the choice of the gas law, here simply linited to changes in p, also have an effect on airfoil thickness, albeit a small one. Fursher progress in aitfoil design requires an understanding of the relarionship between the baseline air末oil and the Eictitious gas law ciosen. We do not explore that cuestion further heze.

The designed airfoil must now be analyzed by the original algorithm to see how well it performs. The boundary layer calculation used in the design process was based upon the pressure gradient of the fictitious gas calculacion. The designed airfoil will have a somewhat different pressure gradient. If the displacement thickness were correct, then only the pressure field in the supersonic domain is altered. However, this change in Ehe pressure field alcers the boundary layer displacement thickness and, to some degree, the extent of the supersonic domain. We find in practice, however, that the error in the displacement thickness is so small that we need not correct for it.

## RESUITS

We selected the VFW airfoil Va2 for our baseline as characteristic of the wing sections that will be used on future comercial transport aircraft. This aizfoil, which is $12.5 \%$ thick, has a design Mach number. Mo. of 0.73 and a design lift coefficient. $C_{\ell}$ of 0.525 . Our coordinates are slightly different from those for the $V$ a 2 and we have used our own designation, 47070 M , for this baseline airfoil. As this airfoil is already an advanced design we oniy examined a modest increment in design conditions, namely, $\mathrm{u}_{\infty}=$ 0.75 and $C_{2}=0.550$ at a flight Reynolds number of 35 million. Figure 1 depicts the pressure discribucion and sonic line-shock wave shape for the baseline airfoil ar che new Elight condicions. It has a drag of 67 counts. When we repeat this calculation using the fictitious density law (1) with $P=0.9$, we Eind results like those depicted in Figure 2. Because we are solving an elliptic equarion we obtain a smooth pressure distribution and well behaved sonic line. Alchough it has no physical meaning we note the drag is now 61 counts. None of this can be wave drag because we solved an elliptic equation and we must attribute it to viscous effects. The undulations in the upper su:face pressure near the leading edge are due to irregularities in the airfoil shape and the boundary layer's transition to turbulent flow.

We now use the Elow speed and deflection angle on the sonic line to calculate the Elow in the supersonic domain in the manner described above. This defines the new body surface. Since it is thinner chan the original body, we choose to repeat the process with a baseline air三oil shape that is the original airfoil plus a mulipie of the difference between the oziginal and the shape calculated using the design procedure outlined ajove. The pressure distribution and sonic line for the fictitious flow past this airEoil are depicted in Figure 2. Performing the design process on this new baseline =esul:s in an ai=foil that has essentially the same thickness as the original baseline ai=EOil. we now compute the flow past this new airfoil (47073) to see if we have indeed Ecund improved performance.

The resules of this final calculation are shown in Figure 3. Shock-free flow has been achieved. The calculation was done with the lift coefficient set to 0.550 . The drag coefficient, not too surprisingly, is the same as that calculated using the ficritious gas. Figure 4 compares the redesigned airfoil and the original baseline airfoil with the vertical scale magnified five times so that the suall difierences between che two airfoils can be ooserved. The improvement in lift to drag ratio over the baseine at $M_{\infty}=0.75$ is $10 \%$. The entire design process required about 500 cPU seconds on a CDC 7600. It could be =epeated to recover the very small loss in airfoil thickness.

The success of the design procedure depends on the boundary layer displacement thickness for the fictitious gas analysis being essentially the same as that for the real gas analysis of the new airfoil. Figure 5 compares the displacement thickness for the original airfoil, 47070 M , that for the fictitious gas flow past a thickened airfoil 470703, and that of the final design, 47073. There are very minor differences between the displacement thickness for the 47070 and the 47073 airfoils at about $62 \%$ of the chord. This is more readily noticed in Figure 6 , which compares the skin friction coefficients for the chree airfoils. This small difference in the displacement chickness manifests itself in a small difference in the subsonic portion of the pressure distributions of figures 2 and 3 just downstream of the sonic line airfoil juncture. The difference is so small that it can really only be discerned when the two pressure distributions are overlayed. The supersonic pressure is, of course, always different.

If we compare the off-design performance of the two airfoils we discover that the improvement in the drag divergence Mach number is not even 0.01 . Figures 7 and 8 compare the pressure distributions and the sonic line shapes for the two airfoils at $M_{\infty}=0.7 \dot{4}$ and 0.76 . From these resulcs it is easy to see how the new design achieves the modest improvement in drag at $M_{m}=0.75$. The variation in the drag coefficient with Mach number at the design lift coefficient and with the lift coefficient at the design Mach numer Eor the two airfoils is depicted in Figures 9 and 10 . If we repeat the design process at a higher Mach number, and with a somewhat thicker baseline airfoil, we find another new airioil. 47081, which achieves a 0.015 increment in the drag rise Mach number. The drag coefticient as a function of Mach number for the 4708 I is also shown in 47081 aifzoil anc Figuze 12 compares this airfoil with the 47070 M baseline airfoil. while the improvement in drag rise Maci number is very small, there can be no doupt that. other things being equal. such small improvements are of major importance in the desiga of a comercial f=ansport. There is a limit to the Mach number at which shock-free designs can be found for a fixed lift and airfoil thickness. With the 47070 M as a baseline this would seem to be about $\mathrm{K}_{0}=0.77$ for $\mathrm{C}_{2}=0.550$ and $12.5 \%$ thickness.

## concilusion

We have described a computarionally efficient metiod for finding airfoil shapes with desizabie aerodyanic propersies that are also shock-Eree at supercricicai taci
numbers．The process of making then shock Eree can be sucsessfully carried out even in the presence of coupled inviscid－viscous inceractions．The shock－free design process is as eeliable as the analysis algoritho used to compure the flow field．A wide range of airfoil shapes can be found，depending on modifications to a selected baseline and on the choice of the gas law．There is a linit to the maximum drag divergence Nach number that can be achieved for a prescribed airfoil thickness and lift coefficient．Our expe－ rience with this process in inviscid Elow gives us confidence that these limits can be achieved aith an artiful selection of baseline airfoiis and fictitious gas laws ACKNOWLEDGEMENTS
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Figune.$\quad$ Pressure jistributions and sonic line - shock wave shapes for fhe baseline and shock-Eree aizEoiss at $\mathrm{K}_{\mathrm{m}}=0.74$.
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Figure 12. Comparison of :ie 47070 M and 47081 aizroils. The vertical scale is magnizied five times
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# Analysis of Two-Dimensional Incompressible Flows by a Subsurface Panel Method 

Jack Moran,* Kevin Cole, $\dagger$ and David Wahl $\ddagger$<br>University of Minnesota, Minneapolis, Minn.


#### Abstract

A new approach to panel methods is explored for iwo-dimensional steady incompressible flows. The method uses linear distributions of sources and vortices on straight-line pancls, but satisfies boundary conditions on the actual body surface, at nodes that are also end points of the panels. The result is continuity in body-surface velocity distribution, without recourse to numerical quadrature for the velocity influence coefficients. The method is unusually sensitive to the distribution of the nodes. For example, it almost always fails to give acceptable resulis when the nodes are distributed randomly. However, the continuity of the velocity distribution makes possible a unique node redistribution scheme, which may be iterated to give accurate results reliably.


## Background

PANEL methods are now widely used for calculating linear potential flows past aerodynamic bodies. The steps involved in setting up a panel method are as follows:

1) Represent the perturbation potential by a distribution of sources, doublets, and/or vortices of unknown strength over the body surface and its wake.
2) Approximate the body and wake surfaces by the union of panels of relatively simple geometry.
3) Parameterize the singularity strength on the pancts; e.g., represent it by a polynomial of degree two or less.
4) For each unknown parameter in the representation of the singularity strength, demand that the potential and/or velocity field satisfy an appropriate boundary condition at some control point.
5) Solve the resulting system of linear algebraic equations for the parameters underlying the singularity strength.

Once these steps are completed, the velocity and potential may be evaluated anywhere in the flow by summing contributions from the individual panels.

Almost invariably, approximations made in the formulation of panel methods lead to singularities at the panel boundaries, and so restrict the usable output of the methods to points near the pancl center. This is certainly the case if the panels are plane or piecewise plane. However, even when curved panels are used, spurious singularities sometimes result. ${ }^{1-3}$ The integrals which give the potential and velocity fields due to the singularity distributions on the panels cannot be evaluated in closed form unless they are approximated through series expansion by integrals over plane or piecewiseplane surfaces. In effect, the source, doublet, or vortex distribution over a curved surface is replaced by a series of multipole distributions over a plane surface. At the panel edges, each term of the expansion is even more singular than the one preceding.

[^2]A related problem of existing panel methods, at least in three-dimensional situations, is the rather complicated way in which they approximate the body surface. Since panel cdges are not available as control points, there is generally just one control point per panel, and thus (approximately) one unknown per panel as well. Quadrilateral panels are therefore preferred to triangles, since the latter would double the number of unknowns for a given number of points at which data on the body shape are specified. However, to avoid numerical quadrature, the surfaces on which the singularities are distributed should be plane, and a curved threedimensional surface cannot be approximated by a continuous system of plane quadrilaterals. Some methods simply allow gaps between neighboring panel edges; others use a piecewiseplanar quadrilateral (four triangles surrounding a planar parallelogram whose corners are the midpoints of the sides of the quadrilateral).

The use of (roughly) one control point per panel also complicates the parameterization of the singularity strength. Recent methods are based on quadratic doublet distributions. In order to specify the ten coefficients of the quadratics without creating discontinuities at panel or subpanel boundaries, one method uses a singularity spline based on a leastsquares fit of the quadratic in one panel to the doublet strength in twenty surrounding pancls.
A more local support for the singularity splines is desirable for a number of reasons. First, the more local the spline, the easier it is to match the singularity strength at boundaries between distinct networks of singularity distributions (e.g., at wing-body junctions). Also, a wide support suggests that the effective mesh size is much larger than the distance between nodes. Finally, a more local spline would probably simplify and, hence, expedite the analysis.
The objective of the present research, therefore, is to develop a panel method with the following characteristics: 1) the velocity distribution on the body surface should be continuous, even at panel edges; 2) integrals giving the velocity field should be evaluated in closed form; and 3) both the body surface and the singularity strength should be specified by splines of local support. Thus far we have succeeded in implementing a two-dimensional version of a method which promises to meet all three objectives. This paper reports our progress.

## Analysis

We want to determine the aerodynamics of an airfoil of specified geometry immersed in a uniform steady incompressible inviscid flow. A general representation of the perturbation velocity potential may be constructed by
distributing sources and vortices over a surface $S$ :

$$
\begin{equation*}
\phi_{P}=\frac{1}{2 \pi} \int_{S}\left(\sigma_{Q} \ln r_{Q P}-\gamma_{Q} \theta_{Q r}\right) \mathrm{d} s \tag{1}
\end{equation*}
$$

Here $P$ is a typical field point, $Q$ a point on $S$, and $r_{Q P}, \theta_{Q P}$ polar coordinates of $P$ relative to $Q$. The quantities os ${ }_{Q}$ and $\gamma_{Q}$ are the strengths per unit length of the source and vortex distributions, respectively, at $Q$.
For any given source and vortex distributions, Eq. (1) satisfies the conditions of continuity and irrotationality and also the boundary condition at infinity. To make Eq. (i) the solution of a particular flow problem, it is only necessary that it also meet the flow-tangency condition on the airfoil surface and the circulation condition.

Before we can proceed further, we must specify the surface $S$-the "panels" of the method-on which the sources and vortices are distributed. Equation (1) is essentially equivalent to Green's third identity, according to which the potential outside $S$ is representable by a source distribution of strength $\partial \phi / \partial n$ and a doublet distribution of strength $\phi$ on $S$. The restrictions on the validity of Eq. (1) are therefore the same as those on Green's third identity; namely, that $\phi$ is a continuous single-valued solution of Laplace's equation outside the surface $S$ on which the sources and vortices are distributed. A safe choice for the panel surface, therefore, is the surface of the body under study.

However, it is difficult to evaluate the requisite integrals if the panel surface is curved. In the subsurface panel method, therefore, we distribute the sources and vortices on straightline panels, whose endpoints are nodes on the body surface, as shown in Fig. 1, but continue to satisfy the flow-tangency condition on the actual body surface. This distinction between the panel and body surfaces is consistent with the limits on the validity of Green's identity, provided the flow has an analytic continuation across the body surface to the panels if, as is usually the case, the panels lie within the body. Since the panel surface can be made to approximate the body surface as closely as desired simply by increasing the panel density, this condition is not expected to be overly restrictive. However, it does necessitate the special treatment of (if not exclude from consideration) flows that are truly singular; in particular, flows past bodies with convex comers or sharp edges (aside from edges at which a Kutta condition removes the singularity).
Even with the panel surface $S$ of Eq. (1) specified, the flow tangency and circulation conditions do not determine the source and vortex strengths uniquely. It is possible to specify one of them almost arbitrarily and then to determine the other so that Eq. (1) meets all the conditions it should. A convenient way to supply a closure condition is to specify a fictitious velocity field inside the surface $S$. In our work, this fictitious field has zero velocity. Then $\sigma$ and $\gamma$ are, respectively, the normal and tangential components of the total (not perturbation) velocity on the outside of the panel surface.

In order to discretize the problem, we approximate the source and vortex distributions as linear over each panel. Such distributions may be parameterized in terms of the source and vortex strengths at the vertices of the panels, which in turn equal the velocity components normal and tangential to the panels at their vertices. Since the vertices are also nodes on the
body surface, these are components of the total fluid velocity on the body surface.

Specifically, let the $j$ th panel be the straight line between the $j$ th and $(j+1)$ th nodes, $P_{j}$ its length, and $\xi$ the distance from the jth node, as shown in Fig. 2. Then we take

$$
\begin{equation*}
\sigma(\xi)=\sigma_{0}+\left(\sigma_{\rho}-\sigma_{0}\right)\left(\xi / \mathbb{P}_{1}\right), \gamma(\xi)=\gamma_{0}+\left(\gamma_{\ell}-\gamma_{0}\right)\left(\xi / \ell_{1}\right) \tag{2}
\end{equation*}
$$

in which, because the singularity strengths at $\xi=0$ and $\ell$, are components of the total fluid velocity at the $j$ th and $(j+1)$ th nodes, respectively,

$$
\begin{align*}
& \binom{\sigma_{0}}{\gamma_{0}}=\left[R\left(\theta_{j}-\beta_{j}\right)\right]\binom{V_{n_{j}}}{V_{t_{j}}} \\
& \binom{\sigma_{r}}{\gamma_{f}}=\left[R\left(\theta_{j+1}-\beta_{j}\right)\right]\binom{V_{n_{j+1}}^{\prime}}{V_{t_{j+1}}} \tag{3}
\end{align*}
$$

Here $V_{n j}$ and $V_{1 j}$ are the velocity components normal and tangential to the body surface at the $j$ th node, 0 , the inclination of the body surface at the same point. $\beta_{i}$ the inclination of the $j$ th panel, and $[R]$ a rotation matrix:

$$
[R(\theta)]=\left[\begin{array}{rr}
\cos \theta & \sin \theta  \tag{4}\\
-\sin \theta & \cos \theta
\end{array}\right]
$$

This parameterization allows us to achieve our first major objective, continuity of the body-surface velocity. The velocity field due to any one panel does blow up at the ends of that panel. However, with our parameterization, the singularities due to neighboring panels cancel exactly, as is shown in the Appendix.

Note, on the other hand, that the source and vortex strengths themsclves are not continuous from one panel to the next. The singularity strengths are, as previously pointed out. velocity components normal or tangential to the panel. At a node, the source and vortex strengths on the pancls which meet there are components of the same velocity, the local body-surface velocity. But, because panels generally meet at an angle, the components of that velocity normal and tangential to the panels differ, and so, then, do the local source and vortex strengths.

Since $V_{n_{j}}$ is known at each node from the flow-tangency condition, our unknowns are the nodal tangential velocity components. These we determine by satisfying an integral equation for $V_{1}$ at each node,

$$
\begin{equation*}
V_{t_{i}}=\frac{l}{2 \pi} \int_{S}\left[\sigma_{Q} \hat{t}_{i} \cdot \nabla_{i} \ln _{Q_{i}}-\gamma_{Q} \hat{t}_{i} \cdot \nabla_{i} \theta_{Q i}\right] \mathrm{d} s+V_{\infty} \cdot \hat{i}_{i} \tag{5}
\end{equation*}
$$

which is derived by differentiating Eq. (1). Contributions to Eq. (5) from the panels adjacent to the ith node must be subjected to a limiting process, in which the field point approaches the $i$ th node from the outside $S$; see the Appendix for some of the details.


Fig. 2 Nomenclature used in formulas for source and vorten strengilis.

An alternative approach is to require the velocity tangential to the body surface to vanish on the inside of each node Because of the jumps in velocity across the panels, the resultant formula is exactly equivalent to Eq. (5), and we shall refer to Eq. (5) both as an "integral equation for the external tangential velocity" and a "requirement of vanishing internal tangential velocity."

## Circulation Condition

For sharp-tailed airfoils, the circulation is fixed by the Kutta condition, that the velocity be finite at the trailing edge. Unless the trailing edge is cusped, this implies that the trailing edge is a stagnation point. Although we can show that, in principle, our solution yields finite velocities at sharp-but-notcusped trailing edges if, and only if, the flow stagnates there, simply replacing Eq. (5) at the trailing-edge nodes by the stagnation condition

$$
\begin{equation*}
V_{t_{j}}^{\prime}=0 \text { at trailing-edge stagnation points } \tag{6}
\end{equation*}
$$

yielded obviously incorrect results, including pressures higher on the leeward side of the trailing edge than on the windward.
Similarly poor results were obtained when we attempted a variety of ahernative circulation conditions, including equation of the tangential velocities at the trailing-edge nodes and requiring the trailing-edge biscetor to be a streamline, with such conditions used in place of Eq. (5) at one or both trailing-edge nodes. What such formulations seem to ignore is that the circulation condition is a requirement that the solution must satisfy over and above the integral equation approximated by Eq. (5). In any case, we obtain good results only by solving an overdetermined system comprised of an equation like Eq. (5) for each node and a circulation condition. For bodics with trailing-edge stagnation points, we use Eq. (6) in place of Eq. (5) at the trailing-edge nodes.

For bodies with sharp trailing edges, the circulation condition used is that the velocity componemt normal to the trailing edge bisector vanishes at a point very close to the trailing edge; specifically, at a distance from the trailing edge of about $10^{-s}$ times the average length of the two pancls adjacent to the trailing edge. For the present case of steady two-dimensional flow, it makes little difference whether this point is inside or outside the airfoil.
The rationale for this form of the circulation condition was the suppression of the trailing-edge singularity which would follow from failure to satisfy the Kutta condition. However, the singularity is only logarithmic, and, as we discoverd by accident, the results change very little if we simply delete the logarithmically near-singular terms in calculating the velocity at the control point near the trailing edge. On the other hand, no logical alternative circulation condition suggested itself. In particular, we cannot simply require tangential velocities at the two trailing-edge nodes to be equal and opposite. This is already accomplsihed, in effect, by setting Eq. (5) or (6) at the two nodes.

Real airfoils-certainly if viscous displacement effects are taken into account-do not have sharp trailing edges. A cutoff trailing edge is usually modeled by hypothesizing a constant-pressure wake to emanate from the edge. Thus we require that the tangential velocities at the nodes on either side of the trailing edge be equal and opposite. The trailing edge is closed by a single panel, on which the velocity is determined solely by requiring the velocity to be continuous at its two nodes, where it is tangential to the main airfoil surfaces. Thus, the trailing-edge pancl supports a fairly strong source distribution. Equation (5) is imposed at the trailing-edge nodes, which implies that the internal velocity tangential to the main airfoil surface vanishes at those nodes (as well as all the others).
The various forms of circulation condition for sharp, cusped, and cutoff trailing edges are summarized in Fig. 3, in


Fig. 3 Summary of houndary conditions imposed at trailing edgev of :arious types: a) cusped, b) sharp hut not cusped. and el cuteff.
which the $X^{\prime} d$ arrows indicate velocity components that are set to zero.
As noted above, adding the circulation condition to the system which governs the nodal tangential velocities overdetermines those unknowns. To solve the resultant system, we generally follow Bristow ${ }^{3}$ in introducing an extra unknown for each extra equation, namely, a constant error term in all equations like Eq. (5), the constant varying from one clement to another in multiclement problems. We also provide, in our program, the option of using a least-squares technique. Generally, the two methods give quite comparable results. Bristow's is much cheaper, and so is preferred, but the leastsquares method is occasionally more reliable in the node redistribution process to be described below.

## Input Requirements

It should be noted that, to obtain a solution for the source and vortex strengths, the only data which must be known about the body shape are its coordinates and slope at the nodes. No assumption or approximation is made concerning the body shape between nodes. Thus, the only approximation made in the analysis is that the source and vortex strengths are assumed to vary linearly with distance along the panels. By invoking the momentum and moment-of-momentum theorems, we reduce force and moment calculations to integrals over the panels rather than over the body surface, so that that part of the calculations, too, is independent of the form of the body surface between nodes. Further, the assumed linearity of the velocity distribution on the paneis makes it possible to evaluate in closed form the integrals over the panels required for the force and moment.


## Error Estimation

A unique feature of our method, made possible by the coninuily of its results for the velocity distribution, is a capacity for ch cking its own accuracy a posteriori. As noted above, the only approximation made in the analysis is the assumption thit the velocity distribution is linear on the pancls. Once ti e nodal tangential velocities $V_{t_{i}}$ are calculated, Eq. (5) can he sdapted to calculate the velocity induced by the panels and the onser flow at the middle of the ith panel, $\hat{V}_{1}$. Then the non.inearity of the velocity distribution on the $\boldsymbol{r}$ h panel is measured by

$$
\begin{equation*}
\Delta V_{i}=\hat{V}_{i}-1 / 2\left(V_{i}+V_{i+1}\right) \tag{7}
\end{equation*}
$$

in which $V_{i}, V_{i+1}$ are the (now known) velocities at the end points of the th pancl.

Now the contribution of any panel to any quantity of interest (ihe porential or velocity, for example) at any fiedd point is calculated $>y$ integrating over the panel the products of the source and vortex strengths with appropriate kernel functions, or, what is the same thing, the dot product of the velocity distribution on the panel with some vector kernel $\boldsymbol{K}$. The error incurred in this calculation due to the nonlincarity of the velocity distribution on the panel is, therefore,

$$
\begin{equation*}
\int_{n \mathrm{n} \text { panel }} \Delta V_{i} \cdot K d s-\ell, \Delta V_{i} \tag{8}
\end{equation*}
$$

where $\ell_{i}$ is the length of the ith panel. This product, $\ell_{,} \Delta V_{1}$, is called the panel error function. Again, note that it can be calculated for each panel a posteriori, once the $V_{i}$ have been determined, whether or not the exact solution is known.

From calculations of flows past ellipses, Joukowski airfoils, and Karman-Trefftz airfoils, using various numbers and distributions of nodes, we found the root-mean-squared errot in the pressure coefficients at the nodes to correlate fairly well with the maximum value of the pancl error functions. This suggested a node redistribution algorithm, in which a solution is obtained with a given set of nodes, which are then relocated so as to even out variations of the panel error function and so to reduce the maximum panel error. Since the nonlinearity of the velocity distribution on the ith panel is of order $t$ ?.

$$
\begin{equation*}
t_{i} \Delta V_{i}=0\left(\ell_{i}^{\}}\right) \tag{9}
\end{equation*}
$$

Thus we stretch the panels so that their new lengths $f_{i}$ are given by

$$
\begin{equation*}
t_{i}=c t_{1} I^{\prime} \sqrt{l_{i} \Delta V_{1}} \tag{10}
\end{equation*}
$$

in which $c$ is chosen so as to fix the locations of the starting and ending points of the group of nodes being redistributed. $\$$ Results obtained with this node redistribution algorithm for symmetric flow past an ellipse of thickness ratio $1 / 1$ are shown in Fig. 4. For three different numbers of panels (16,32, and 64) the nodes were initially distributed according to a cosine law

$$
\begin{equation*}
x_{i}=\cos \frac{\pi(i-1)}{N-1} \text { for } i=1, \ldots, N \tag{II}
\end{equation*}
$$

The root-mean-squared errors in $C_{p}$ at the nodes observed in successive redistributions of the nodes are shown connected by solid lines.

In every case shown in Fig. 4, the redistribution algorithm reduced the maximum panel crror; i.e., the history of the algorithm goes from right to left in Fig. 4. Usually it also reduced the rms error in the nodal $C_{f}$, although, given the order-of-magnitude basis of the algorithm, it would be 100 much to expect such a reduction every time. Indeed, the initial result in the 16 -panel case was somewhat better than the final results, at least according to the measure of rms crror in $C_{p}$ at the nodes. However, with higher numbers of nodes, the algorithm improved the nodal $C_{p}$ by factors of 3-5. (A! least part of the worsening of the rms error with redistribution of 16 nodes is due to the fact that the initial distribution did not concentrate so many points near the stagnation points, where $C_{p}$ is more rapidly varying.)

Because the algorithm cannot be guaranteed to optimize the node distribution, its efficient utilization required some experimentation. Since the objective is to reduce the maximum panel crior by smoothing out variations in the panel error from one panel to another, the redistribution process is generally terminated when the ratio of the maximum panel error to the minimum is less than some fixed number on every network. Our experience shows little improvement in the solutions when this max/min ratio is reduced below about 4.0. This is illustrated in Fig. 4, in which the iterations were pursued in the 32 -panel case until the max $/ \mathrm{min}$ ratio was under 1.2 . Points for which the ratio was under 4.0 are flagged. Note that the iterations do appear to be converging (though not necessarily to an "optimum" solution so far as the rms crror in nodal $C_{p}$ is concerned). This has been the case in all our calculations, at least when we use, as a

[^3]closure condition, stagnation conditions within the panels. An alternative approach, in which the closure condition was that the velocity inside the panels equaled that of the onset flow (so that the source and vortex strengths were components of the perturbation velocity normal and tangential to the panels), yielded divergent results for the case that is the subject of Fig. 4.

To avoid oscillations which otherwise were found in some cases, the node movement is under-relaxed by a constant factor when and if necessary to avoid an increase in the average node movement from one trial to the next. Even so, as will be seen later, we occasionally find that the maximum panel error increases with node redistribution. This usually indicates that further redistribution would not improve the solution significantly. Therefore, if the maximum panel error increases, we terminate the redistribution process and reject the distribution which yields the higher panel error.
Calculations similar to those reported in Fig. 4 were performed in which the initial node distribution was random. The histories of the rms error were quite similar to those shown in Fig. 4, except that the initial errors were much higher. In three trials with different initial distributions of 32 nodes, the rms error in the nodal $C_{p}$ decreased during the node redistribution process from 0.3-0.4 to about 0.04.

While the final results obtained with the node redistribution algorithm are usually quite acceptable, the very magnitude of the improvement it brings is evidence that the subsurface panel method is extremely sensitive to the node distribution. This is brought home still more graphically by Fig. 5, which shows the history of the pressure distributions calculated at various stages of the node redistribution process. In that case, the ellipse initially exhibited a lift coefficient of about 1.5 !
Studies of flows past a variety of other airfoils-including NACA four-digit airfoils and other formula-generated sections as well as Karman-Treffiz airfoils of varying thickness, camber, and trailing-edge angle-confirm the
implications of Figs. 4 and 5, both as to the sensitivity of the subsurface panel method to the node distribution and the effectivencss of the node redistribution algorithm. The troubles of the basic method are not restricted to initially random distributions. The results of Figs. 6 and 7 were obtained starting with the "reasonable" distribution of Eq. (11). The implausible crossing over of the pressure distribution near the trailing edge shown in Fig. 6 is seen in Fig. 7 to lead to a $25 \%$ deficiency in the calculated lift coefficient, even when 64 panels are used. A possibly related anomaly was encountered near the sharp-but-not-cusped trailing edge of the highly cambered Karman-Trefftz airfoil to which Fig. 8 refers. In both cases, the anomaly was eliminated after a single application of the node redistribution algorithm.
Our final example, a multi-element airfoil, is displayed in Fig. 9 to demonstrate the prowess of the program used to implement the method.

## Discussion and Conclusions

The effect of node distribution on results is not often discussed in the literature. Hess ${ }^{1}$ gives a few results which indicate the effect can sometimes be substantial, but not nearly to the extent observed in the present study. From private communication with several of the authors of the present paper's references, and some limited experiments of our own with the classical constant-singularity-strength flatpanel method, ${ }^{4}$ the subsurface panel method seems to be unusually sensitive to node distribution.

The cause of our oversensitivity to node distribution is not known. It is not the case, as has been suggested, that we are not satisfying the Kutta condition; the velocities we calculate are properly directed near the trailing edge. Nor does it seem to have to do with the $O$ (sfos) behavior of the velocity near the nodes. Similar results were obtained when we used cubic distributions of sources and vortices to reduce the singularity


Fig. 6 Pressure distributions on simple uncambered airfoil with thickness proportional to $\sqrt{x}(1-x)^{2}$, angle of altack $=5$ deg. Triangles obtained with cosine node distribution, circles after 4 node redistributions, 32 pancls.


Fig. 7 History of lift coefficient during node redistribution process for airfoil of Fig. 6. Nodes initially distributed by cosine formula Fi.q. (II). Triangles, 32 panels: squares, 64 panels.


Fig. 8 History of lift cocfficient during node redistribution process for highly cambered Karman-Treffiz airfoil $\mathbf{~} 22 \%$ camber, $10 \%_{0}$ thickness) at zero angle of attack. Nodes initially distributed by equally spacing angular variable in circle plane. Circles, 16 panels: triangles, 32 panels; squares, 64 panels.
to $O\left(s^{2} \ln s\right)$ and to make $\mathrm{d} V_{n} / \mathrm{d} s$ vanish at the nodes (along with $V_{n}$ itself). On the other hand, if we compute, a posteriori, the velocity induced by the panels at points along the body surface, we find that our worst solutions are characterized by a large amount of leakage.

In order to eliminate this problem, we tried to control the normal velocity component in a way that would account for the velocity induced by all the panels rather than just the local flow-tangency condition. Simply replacing Eq. (5) by one which would set the panci-induced normal velocity component to zero leads, as is fairly well known, to an illconditioned matrix and to oscillations in the velocity from node to node. Similar results were obtained when we sought to minimize, with respect to the tangential velocity components $V_{t_{i}}$, the integral along the inside of the panels of either the square of the velocity component normal to the panels or the square of the magnitude of the velocity. An attempt to make the potential constant inside the panels also led to an illconditioned matrix. As would be expected our parameterizing the source and vortex strengths with derivatives of the potential diminished the diagonal dominance of the matrix, enough to give oscillatory answers. Less well understood are the failures of the results to improve when the equation set was amplified by the addition of requirements that the net


Fig. 9 Pressure distributions on Iwa-element airfoil consisting of NACA 0012 sections: nose of flap $1^{\text {on }}$ of wing chord below wing Irailing coge; flap chord 30 oin of wing chord; flap deflection 10 derg. angle of attack 3 deg. Numbers indicate successive stages of redistribution process.
source strength vanish, or that the integral of $\partial \phi / \partial n$ along the inside of the body surface vanish (which is required to make the solution of the internal problem unique when its boundary condition is that the tangential velocity tanish on the incide of the body surface).
Late in the course of the research reported herein, it was recognized that the parameterization of the source and vortex strengths in terms of the nodal velocity components as described by Eqs. (2-4) was not unique in so far as obtaining a continuous velocity field is concerned. As noted in the Appendix, the $V_{n j}$ and $V_{j}$ in Eq. (3) can be replaced by arbitrary functions of the node indices without altering our conclusions so far as continuity is concerned. In particular, we can devise a continuous version of the Douglas-Neumann method ${ }^{4}$ by replacing the $V_{t j}$ by say, a constant $\Gamma$ and the $V_{n j}$ by variables $S_{j}$, and determining those unknowns so as to make the panctinduced normal velocity component cancel the normal component of the onset flow at every node, and to satisfy a Kutta condition (such as equality of tangential velocity components at the trailing edge). The results we obtained with this method were even worse than those reported herein possibly because of reduced diagonal dominance in the coefficient matrix. As shown in the Appendix, the diagonal coefficient of the matrix associated with Eq. (5) the coefficient of $V_{t i}$ ) is

$$
-I+I / 2 \pi\left(v_{i-1}+v_{i}\right)
$$

in which ( $\nu_{i-1}+\nu_{j}$ ) is the angle subtended at the ith node by the ( $i-1$ ) th and $(i+1)$ th nodes, an angle that is generally less than $\pi$, much less so at the leading- and trailing-edge nodes. In our subsurface version of the Douglas method, the corresponding coefficient is simply

$$
\left(v_{1-1}+v_{i}\right)
$$

which can be relatively small.
Kemps has devised a panel method very similar to the present one, in that it yields a continuous body-surface velocity distribution. His "loading vector" is essentially the nodal tangential velocity $V_{i j}$ of the present method, and he sets the nodal normal velocity component $V_{n_{i}}$ in accordance with the local flow tangency condition, as do we. A major
difference is that Kemp determines the $V_{\text {, }}$ so that the velocity induced by the panels is normal to the panels at their midpoints. Following publication of his report, we performed some limited experiments with Kemp's method. For symmetric flows past ellipses, we found it considerably more accurate than the present method. However, it seems to share our sensitivity to node distribution, yielding spurious results when the nodes were distributed randomly on the ellipse, and for an airfoil with a cusped trailing edge. Our node redistribution algorithon did not help in such cases. Of course, it could be that our implementation of Kemp's method was in error. In any case, satisfaction of boundary conditions at panel midpoints, while no problem in two dimensions, complicates the treatment of threc-dimensional problems. As will be discussed in the epilogue which follows, use of the nodes as the sole control points leads to a very attractive singularity spline.

It is hoped that the evidence presented on the utility of the node redistribution scheme is convincing. In every case we have tried, it has enabled us to overcome the sensitivity of the method to the starting node distribution. Except when we play with random distributions, five or fewer iterations are sufficient to reach our criteria for terminating the redistribution process. Of course, this means that the method may require as much as six times the computation time of other methods for the same number of nodes, withoul any improvement in accuracy relative to higher-order methods like those of Hess,' Johnson and Rubbert, ${ }^{2}$ and Rristow. 'Therefore, the method is of practical interest only as a prototype of a method for three-dimensional flows.

## Epilog

Whatever their worth for two-dimensional flows, panel methods are much more interesting in three-dimensional situations, where their ability to treat complicated geometries far exceeds that of currently available field methods. A threedimensional version of the subsurface panel method described herein would enhance these advantages considerably. We have such a version in the debugging stage and enumerate here some of its features, since it may be of interest to know how much of the existing two-dimensional analysis which is the subject of this paper can be carried over to the threedimensional case.

The method is based on distributions of sources and vortices (see Ward ${ }^{6}$ for the basic equation) on plane triangular panels whose vertices are nodes on the body surface. Their strengths are components of the total fluid velocity on the outside of the panels and are assumed to vary linearly over the then the three components of the body-surface velocity distribution at the nodes which are vertices of the pancl.
Since the velocity component normal to the body surface is known, we have two unknown singularity-strength parameters per node. For a given set of nodes, this gives us about twice as many unknowns as would be dealt with by other panel methods. This disadvantage may be overcome by the extremely local nature of our singularity splines; on any panel, our source and vortex strengths depend only on parameters associated with the vertices of that panel. Thus, as noted earlier, our effective mesh size may be considerably smaller than that of another panel method which uses the same node distribution.

The use of triangular panels greatly simplifies the geometry problem. All we must know about the body are its coordinates and the direction of its surface normal at each node. No approximation need be made for the body shape between nodes, even in calculating forces and moments. To be sure, we do require continuity of the body surface velocity, which excludes from current consideration flows past wings of zero thickness and other idealized problems.
The method yields a continuous body-surface velocity
distribution. This will allow an estimate of distribution. This will allow an estimate of the deviation from
linearity of the veloci'y distribution on the panels, just as the two-dimensional case. At this point. We do nor know wh. would be the opimat way to use such information to impro: the node distribution, but that remains well within the reali of possibility. For example, we could use the prece algorithm direcly to redistribute the nodes in a given ru and/or column. If the number of iterations required to ci: cumvent the sensitivity of this method to node distribumm: which must be assumed to be as bad in the lwo-dimension: case, can be kept to the five or fewer required in the 1 N . dimensional case, the simplification of the singularity splime and elimination of the geometry problem should make 1 : subsurface approach quite competitive in three-dimension.. situations.

## Appendix

Let $V_{j}(x, y ; \theta)$ be the contribution of the $\dot{t}$ th panel 10 th: component of velocity in the direction $\theta$ at $P(x, y)$. $T_{i}$ evaluate $V^{\prime}$, it is helpful to introduce local coordinate oriented with the jth panel:

$$
\begin{aligned}
& x^{\bullet}=(x-x) \cos \beta_{j}+\left(y-y_{1}\right) \sin \beta_{1} \\
& y^{*}=\left(y-y_{1}\right) \cos \beta_{1}-\left(x-x_{y}\right) \sin \beta_{1}
\end{aligned}
$$

Then, if $u^{*}$ and $r^{*}$ are the velocity componemts at $P$ along the $\left(x^{*}, y^{*}\right)$ axes.

$$
\begin{equation*}
V_{1}=u^{*} \cos \left(f_{1}-\beta_{1}\right)+v^{*} \sin \left(\theta-\beta_{1}\right) \tag{A2}
\end{equation*}
$$

Differentiating Eq. (1) and taking the source and wortes strengths to follow the linear laws of Eqs. (2), we find

$$
\binom{u^{*}\left(x^{*}, v^{*}\right)}{v^{*}\left(x^{*}, v^{*}\right)}=\left(\begin{array}{ccc:c}
u_{0} & u_{n} & u_{1} & \imath_{1}  \tag{A}\\
v_{0}-u_{0} & v_{1}-u_{1} & \gamma_{n} \\
\sigma_{0}
\end{array}\right.
$$

where

$$
\begin{align*}
& u_{n}\left(x^{*}, v^{*}\right)=\frac{1}{2 \pi}-\left(1-\frac{x^{*}}{i_{1}}\right) f_{i}-\frac{v^{*}}{i_{1}} f_{i} \\
& u_{1}\left(x^{*}, r^{*}\right)=\frac{1}{2 \pi}-\frac{r^{*}}{l_{1}} f_{i}+\frac{v^{*}}{l_{1}} f_{i} \\
& v_{n}\left(x^{*}, v^{*}\right)=\left(1-\frac{x^{*}}{l_{i}}\right) f_{i}-\frac{y^{*}}{l_{1}} f_{i} \\
& v_{1}\left(x^{*}, v^{*}\right)=\frac{x^{*}}{\ell_{j}} f_{i}+\frac{v^{*}}{\ell_{i}} f_{i} \tag{A+1}
\end{align*}
$$

and

$$
\begin{gather*}
f_{f}=(1 / 2 \pi) \rho_{n}\left(r_{1+1} / r_{3}\right) \\
f_{1}=(1 / 2 \pi) p_{i}
\end{gather*}
$$

Here $r_{j}$ is the distance from the $j$ th node to $P(x, y)$ and $r$, is the angle subtended at $P$ by the $j$ th panel.

When $P$ approaches either the $j$ th or $(i+1)$ th node, $f_{i}$ blows up and $f$, depends on the direction of approach. However, if we consider the jth and $(i-1)$ th panels in combination, then.
near the $j$ th node, we find

$$
\begin{aligned}
& 2 \pi\left(V_{j-1}+V_{j}\right)=\ln _{\mathrm{n}}\left(\sigma_{n,} \cos \left(\theta-\beta_{j}\right)\right. \\
& \left.\quad-\sigma_{i_{j-1}} \cos \left(\theta-\beta_{i-1}\right)-\gamma_{0_{l}} \sin \left(\theta-\beta_{j}\right)+\gamma_{i_{-1}, 1} \sin \left(\theta-\beta_{i-1}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& \left.+\nu_{1} \mid \gamma_{u_{j}} \cos \left(\theta-\beta_{j}\right)+\sigma_{u_{j}} \sin \left(\theta-\beta_{j}\right)\right\} \\
& +v_{j, 1}\left|\gamma_{i_{j}, 1} \cos \left(\theta-\beta_{j-1}\right)+\sigma_{i_{j}-1} \sin \left(\theta-\beta_{j, 1}\right)\right|
\end{aligned}
$$

+ lerms regular near the jth node
Here subscripts $j$ and $j-1$ have been put on the source and vortex strengths to indicate the panel with which they are associated; recall that the singularity strengths are not conlinuous from one panel to the next.
* On substituting for the $\sigma$ 's and $\gamma$ 's in Eq. (A7) from Eq. (3), we find that the logarithmically singular terms cancel one another, while the remaining terms reduce to

$$
\begin{align*}
& V_{j-1}+V_{j}=I / 2 \pi\left(\nu_{j}+\nu_{j-1}\right)\left[V_{n_{j}} \sin \left(\theta-\theta_{j}\right)+V_{j} \cos \left(\theta-\theta_{j}\right)\right] \\
& \quad+\text { terms regular near the jth node } \tag{A8}
\end{align*}
$$

While $b$, and $r_{1,-1}$ are indeterminate as $P$ approaches the $j$ th node, their sum approaches the angle subtended at the $j$ th node by the $(j-1)$ th and $(j+1)$ th nodes. Thus the velocity due to the linear singularity distributions Eqs. (2), with parameters given by Eq. (3), is continuous on and outside the panch. Near the modes, it has an shis-type behavior. It is easy to show that these same results would obtain if $V_{n_{i}}$ and $V_{i_{i}}$ in Eq. (3) were replaced (consistently) by arbitrary functions of the node indicator $i$.

To apply these results to Eq. (5), simply let $\theta$ in Eq. (A8) become ${ }^{\prime}$. Then the integral in Eq. (5) becomes

$$
1 / 2 \pi\left(v_{i}+v_{i-1}\right) V_{t_{i}}^{\prime}+\text { terms regular near the ith node }
$$

Therefore, in forming the coefficient matrix which governs the nodal tangential velocity components, we simply set $\ln r$,
and $;$, equal to zero whenever they threaten to become singular and indeterminate, respectively, and compensate by adding $\left(v_{1}+v_{1-1}\right) / 2 \pi$ to the coefficient of $V_{1,}$.
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## TURBULENT COMBUSTION—v. 58

Edited by Lawrence A. Komnedy, State Unieersity of New York al Buffalo

Practical combustion systems are almost all based on turbulent combustion, as distinct from the more elementary procenes (more academically appealing) of laminar or even stationary combustion. A practical combustor, whether employed in a power gencrating plant, in an automobile engine, in an aircraft jet engine, or whatever, requires a large and fast mass thow or throughput in order to meet useful specifications. The impetus for the study of turbulent combustion is therefore strong.

In spite of this, our understanding of turbulent combustion processes, that is, more specifically the interplay of fast oxidatice chemical reactions, strong transport fluxes of heat and mass, and intense Muid-mechanical turbulence, is still incompletc. In the last few years, two strong forces have emerged that now compel research scientists to attack the subject of turbulent combustion anew. One is the development of novel instrumental techniques that permit rather precise nonmurusive measuremen of reactant concentrations, turbulent velocity fluctuations, temperatures, etc., generally by optical means using laser beams. The other is the compelling demand to solve hitherto bypassed problems such as identifying the mechanisms responsible for the production of the minor compounds labeled pollutants and discovering ways to reduce such emissions.

This new climate of research in turbulent combustion and the avalability of new results led to the Symposium from which this book is derived. Anyone interested in the modern science of combustion will find this book a rewarding source of information.

485 pp., $6 \times 9$. illus. $\$ 20.00 . \mathrm{Mem} . \$ 35.00$ List
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## INTRODUCTION

Under certain conditions structures like airplane wings and tail surfaces may experience vibrations of an unstable nature. This phenomenon, called "flutter," is an aeroelastic phenomenon governed by the interaction of the elastic and inertial forces of the structure with the unsteady aerodynamic forces generated by the oscillatory motion of the structure itself. In general, two or more vibration modes are involved, e.g. bending and torsional vibrations of a wing, which, under the influence of the unsteady aerodynamic forces, interact with each other in such a way that the vibrating structure extracts energy from the passing airstream. This leads to a progressive increase in the amplitude of vibration and may end with the disintegration of the structure.

For a given wing structure the aerodynamic forces increase rapidly with flight speed, while the elastic and inertial forces remain essentially unchanged. Normally there is a critical flight speed, the "flutter speed," above which flutter occurs. Because of the potentially disastrous character of this phenomenon, flutter speeds of aircraft must be well outside their flight envelope. In many cases this requirement is the determining factor in the construction of wings and tail surfaces. Because the vibration characteristics of the structure at zero airspeed can be determined accurately by current numerical methods or by ground vibration tests, the

[^4]accuracy of the flutter prediction depends mainly on the knowledge of the unsteady aerodynamic forces.

In subsonic and supersonic flight unsteady aerodynamic forces can be predicted reasonably well by theoretical and numerical means. For transonic flight, with its mixed subsonic-supersonic flow patterns, prediction methods are less advanced. The current practice for wings of general planform is still rather arbitrary, with interpolations and extrapolations being made on the basis of calculated airloads for pure subsonic and supersonic flow. And, in many cases, one must resort to very expensive wind tunnel experiments.

Currently there is a renewed interest in transonic fight for both military and civil aircraft. For military aircraft this stems from the need for a new generation of air combat aircraft, like the F-16 and F-17, which require an optimal maneuverability at transonic speeds. In civil aviation there is a great need for more efficient aircraft, made possible by technological advances that include the so-called supercritical wing. Such wings make it possible to cruise at transonic speeds without the usual drag penalty associated with the presence of shock waves. This is achieved by shaping the wing geometry in such a way that the transition from local flow regions with supersonic flow to the adjacent subsonic regions does not take place with strong shock waves as it does on the conventionaltype wings, but with only very weak shock waves or even without them.

In the present review we describe the nature of transonic flows past oscillating airfoils and discuss recent developments in unsteady transonic flow calculations. We place emphasis on plane flows because most of the published studies deal with this type of flow. The first section starts with a general description of the flow past airfoils. Experimental results are then reviewed and used to illustrate the interaction between the steady and unsteady flow fields, the periodic motion of shock waves, and the effects of frequency and amplitude of oscillation. In the subsequent section we discuss the inviscid equations forming the basis of the various theoretical methods and review techniques for their solution, all essentially numerical. Viscous effects and calculation methods are then described. Finally, in the last section we assess the present status of the field and the future developments expected.

The reader should be aware of four related reviews. Landahl (1976) reviews the unsteady aspects of transonic flow, while a recent review of unsteady fluid dynamics by McCroskey (1977) also has informative sections on unsteady transonic flow and unsteady boundary layers. Computational aspects of steady and unsteady transonic flows are reviewed by Ballhaus (1978) and the dissertation of Tijdeman (1977) contains a more complete discussion of many of the topics addressed here.

## FLOW PAST AIRFOILS

## Steady Flow

A brief survey of the behavior of steady transonic flows past airfoils provides an introduction to the discussion of the transonic flow past oscillating airfoils. When the free-stream Mach number of a purely subsonic flow past a symmetrical airfoil is increased, the flow pattern usually develops in the manner sketched in Figure 1. The so-called critical Mach number $M^{*}$ is reached when the maximum local Mach number in the flow becomes unity. Beyond the critical Mach number a supersonic region appears on the airfoil, which, in general, is terminated by a nearly normal shock wave through which the flow speed is reduced from supersonic to subsonic. With a further increase of the free-stream Mach number, the shock wave moves aft and the size of the supersonic region and the shock strength both increase. After the pressure jump through the shock wave has become sufficiently large, so-called shock-induced separation


$$
\begin{gathered}
M_{x}<M^{*} \\
\text { SUBCRITICAL FLOW }
\end{gathered}
$$


$M^{*}<M_{s}<1$
SUPERCRITICAL FLOW
(WITH SEPARATION)

Figure 1 Influence of Mach number on flow pattern.
of the boundary layer occurs. For a turbulent boundary layer, this shockinduced separation starts when the local Mach number just upstream of the shock wave is about 1.25 to 1.3. When the boundary layer downstream of the shock wave separates completely, the flow around the airfoil is


Figure 2 Influence of incidence on pressure distribution and flow pattern in transonic flow.
changed considerably, and often unsteady-flow phenomena such as "buffet" and "buzz" start to occur.

When an airfoil's incidence is increased at a supercritical Mach number, the flow changes in the manner sketched in Figure 2. Initially the airfoil carries a well-developed supersonic region on its upper surface, terminated by a shock wave. When the incidence is increased, the speed over the upper surface increases and the supersonic region and the shock wave develop in much the same way as described above for increasing freestream Mach number. This example shows that small variations in incidence may lead to considerable changes in the pressure distribution, shock position, and shock strength.

Across the nearly normal shock wave that occurs on the airfoil, the velocity is reduced from supersonic to subsonic. In two-dimensional inviscid flow the foot of the shock wave must be normal to the airfoil. For a convex airfoil the pressure will increase and the Mach number will decrease with distance above the airfoil ahead of the shock wave. The pressures behind the shock, given by the Rankine-Hugoniot relations, must still balance the flow curvature demanded by the airfoil. This can only be accommodated if the shock wave has infinite curvature at its foot (Zierep 1966). This results in a rapid expansion there (logarithmically infinite pressure gradient); this expansion can often be noticed in surface pressure distributions of airfoils, where it manifests itself as the so-called Zierep cusp, or Oswatitsch-Zierep singularity, as sketched in Figure 2.

Usually transonic flow patterns are characterized by the presence of nearly normal shock waves on either the upper or the lower surface of the airfoil, or on both surfaces at the same time. Occasionally even two shock waves, one behind the other, occur. An exception to this rule is the flow around a so-called supercritical (shock-free) airfoil at its design condition. This type of airfoil is shaped in such a way that, for a specific combination of incidence and free-stream Mach number, the "design condition," the transition of the supersonic region to the adjacent subsonic regions takes place without a noticeable shock wave. This requires a careful tailoring of the airfoil so that a smooth recompression is obtained. Changes in the Mach number and angle of attack affect this tailoring, and away from the design condition the flow will normally have at least a weak shock wave. The flow past a supercritical airfoil in its design condition, shown in Figure 3, clearly reveals that small changes in incidence are sufficient to disturb the shock-free flow condition. An important question with respect to the practical application of supercritical airfoils is how gradually the transition from shock-free flow to the neighboring flow conditions with shock waves takes place, or, in other words, what are the margins within which the Mach number and incidence can be
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Figure 3 Influence of incidence on pressure distribution and flow pattern of a "shock-free" airfoil.
varied around the design condition without a serious deterioration of the favorably low-drag property of the shock-free flow condition.

An aspect that cannot be discarded when considering the flow past airfoils concerns the effects of viscosity. In an attached flow viscous effects are confined to a thin layer adjacent to the surface of the airfoil, the "boundary layer," and to its wake. In the boundary layer the velocity rises rapidly from zero at the surface to the local flow velocity at the outer edge. The boundary layer starts at the leading edge as a laminar boundary layer, which in cases of practical interest changes from laminar to turbulent after a small fraction of the chord (typically 5-10\%). The presence of the boundary layer changes the effective contour of the airfoil and, thus, has an effect on the pressure distribution and the aerodynamic loading. The magnitude of this effect depends, among other things, on the Reynolds number, which is an important parameter for the growth of the boundary-layer thickness and the location of the transition point. The behavior of the boundary layer is of even more importance in transonic flow than in subsonic flow, since here it has a considerable influence on the position and strength of the shock wave.

## Unsteady Flow

When an airfoil performs sinusoidal oscillations around a given mean position, the circulation and, hence, the lift force and local pressures show periodic variations. In order to keep the total vorticity constant (according to Helmholtz's theorem), each time-dependent change in circulation around the airfoil is compensated by the shedding of free vorticity from the trailing edge. This vorticity, which has the same strength as the change in circulation but is of opposite sign, is carried downstream by the flow as sketched in Figure 4. Due to the velocities induced by the free vortices around the airfoil, the instantaneous incidence of the airfoil is changed in such a way that the oscillating part of the lift lags behind the motion of the airfoil.

The main parameter governing the unsteady flow is the so-called reduced frequency $k$, defined as $k=\omega l / U_{\infty}$, which is proportional to the ratio of the chord length $2 l$ and the wavelength $L$ (see Figure 4). The reduced frequency is a measure of the unsteadiness of the flow; for


Figure 4 Flow around an oscillating airfoil.
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Figure 5 Unsteady pressure signals and overall loads on an oscillating airfoil: (a) subsonic flow; (b) transonic flow.
similarity of the flow past an oscillating full-scale airfoil and its windtunnel model representation it is required that the reduced frequencies be the same.

Figure $5 a$ shows the time histories of the local pressures and the resulting lift and moment on an airfoil performing oscillations in pitch in a subsonic flow. Both the pressures and the overall loads show almost sinusoidal variations around their mean values. In this case the pressures and loads may be described by the first harmonic of a Fourier series, viz.,

$$
p=p_{\mathrm{s}}+\Delta p^{\prime} \cos \omega t+\Delta p^{\prime \prime} \sin \omega t=p_{\mathrm{s}}+|\Delta p| \cos (\omega t-\varphi)
$$

where $p$ and $p_{\mathrm{s}}$ denote the local and mean pressures, while $\Delta p^{\prime}$ and $\Delta p^{\prime \prime}$ are the components of the fundamental. The coefficient $\Delta p^{\prime}$ can be interpreted as the actual pressure perturbation at the instant the oscillating airfoil reaches its maximum deflection, while $\Delta p^{\prime \prime}$ represents the pressure perturbation at the instant the airfoil passes its midposition.

This way of describing unsteady pressures or loads is valid only if the aerodynamic quantities vary sinusoidally in time, or, in other words, as long as a linear relationship exists between the displacement of the airfoil and the unsteady pressures. This is usually the case for moderately subsonic and supersonic flow, at least as long as the flow remains attached. For transonic flow, however, this is no longer true, particularly in the region of a shock wave, as illustrated in Figure $5 b$. In such cases one has to give the complete time history of the signals or to add higher harmonics to the Fourier series.

## Nonlinear Character of Unsteady Transonic Flow

The combined influence of airfoil thickness, incidence, and amplitude of oscillation is different for moderately subsonic and supersonic flow than for transonic flow. For subsonic and supersonic flow both the equations and the corresponding boundary conditions can usually be linearized. This implies that the problem of an oscillating airfoil can be decomposed into a steady problem (thickness + incidence) and the unsteady problem of an infinitely thin plate oscillating in a uniform flow. The unsteady-flow problem can be treated independently of the steady-flow problem. The main parameters for the unsteady flow then are the reduced frequency $k$, the free-stream Mach number $M_{\infty}$, and the mode of vibration.

For transonic flows at low to moderate reduced frequencies the equations governing the motion cannot be linearized. This implies that the unsteady flow field can no longer be treated independently of the steady flow field. For the aeroelastician this means a considerable complication. In addition to the aforementioned parameters for subsonic and supersonic flow, he has to consider also the mean steady flow field around the airfoil,
which is determined by the geometry of the airfoil and its mean incidence with respect to the oncoming flow. For a normal flutter investigation in subsonic and supersonic flow, unsteady airloads already have to be computed for 50 to 100 combinations of reduced frequency, free-stream Mach number, and vibration mode. For the transonic flow regime this number increases considerably because then the computations have to be performed for different values of the incidence. The complication becomes even worse if it is not possible to linearize the unsteady transonic-flow problem by assuming the unsteady flow to be a small perturbation superimposed upon a given mean steady flow field. Then the unsteady airloads are no longer linear functions of the amplitude of motion, which implies that in aeroelastic calculations, where the unsteady aerodynamic forces have to be combined with inertial, stiffness, and damping forces of the aircraft structure, linear systems of equations no longer apply. So it is quite evident that from the practical point of view there is a strong demand for some sort of linearization. Of course, in theory, this linearization can always be enforced by making the amplitude of oscillation small enough, but the question arises whether the amplitudes that occur in practice will be that small.

## OBSERVATIONS FROM EXPERIMENTS

## Results Available

The first transonic-flutter accidents occurred during World War II with aircraft of advanced design at that time that were able to penetrate the transonic regime during a diving flight. These accidents gave the transonic regime its veil of mysticism and contributed to the many myths about the difficulties associated with crossing the "sound barrier." At that time it was impossible to get aerodynamic data for the transonic speed range because there were no transonic wind tunnels and there was little or no support from theory. During the first fifteen years after the war, the knowledge of transonic flows improved considerably through experience gained with research aircraft, like the Bell X-1, and the development of transonic wind tunnels with slotted and porous walls. The latter greatly enlarged the possibilities for obtaining aerodynamic data under controlled conditions. From that period stem a number of unsteady aerodynamic load measurements on oscillating wind tunnel models. The majority of these experiments had an ad hoc character and were directly related to problems encountered in flight.

The first measurements of local unsteady pressures on an oscillating wind tunnel model in transonic flow were made by Erickson \& Robinson (1948). Their method, in which electrical pressure cells installed flush
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with the model surface are used, was applied successfully by Wyss \& Sorenson (1951) and their colleagues at the then NACA. Although they actually measured the pressures on oscillating control surfaces and on airfoils and wings oscillating in pitch, only overall aerodynamic coefficients were published, along with some typical oscillograph records of local pressure fluctuations. The first detailed unsteady pressure distributions in the transonic regime were reported by Lessing, Troutman \& Meness (1960) and by Leadbetter, Clevenson \& Igoe (1960).
A series of exploratory wind tunnel investigations on some characteristic airfoil sections was initiated by the NLR in the late sixties. With the aid of a special technique in which scanning valves and pressure tubes were used (Bergh 1965), steady and unsteady pressures were measured on the conventional NACA 64A006 airfoil with oscillating trailing-edge flap, on the shock-free NLR 7301 airfoil oscillating in pitch (Tijdeman \& Bergh 1967, Tijdeman \& Schippers 1973, Tijdeman 1977), and on the same airfoil with an oscillating control surface (Schippers 1978). Parallel with this basic research program, unsteady pressure distributions were measured on a variety of three-dimensional wings, under contract with aircraft industries (see, for example, Bergh, Tijdeman \& Zwaan 1970, Tijdeman 1976). About the same time Triebstein $(1969,1972)$ performed experiments on a rectangular wing with and without control surface. In his tests he also applied the measuring technique with tubes and scanning valves. In France, successful tests on a supercritical airfoil section with control surface were reported by Grenon \& Thers (1977), who used a large number of miniature pressure sensors placed inside the model. Recently, a similar technique was applied by Davis \& Malcolm (1979), who performed exploratory tests on the conventional NACA 64A010 airfoil and the NLR 7301 airfoil of Figure 3. In the NASA experiments a sophisticated test rig that makes it possible to drive the models into pitch as well as plunge motions was used; moreover, the tests could be performed at large Reynolds numbers. Finally, a preliminary series of measurements on an NACA 64A010 airfoil oscillating in pitch has been reported (Davis 1979).

## Interaction Between the Steady and Unsteady Flow Fields

Some of the results for an airfoil with flap (Tijdeman 1977) will be recalled here to demonstrate the mechanism of the interaction between the steady and unsteady flow fields. This example is chosen because it lends itself well to physical interpretation.

Low-speed steady and unsteady pressure distributions on the symmetrical NACA 64A006 airfoil with flap are shown in Figure 6-1. Figure 6-1a shows the steady pressure distributions along the upper surface of the airfoil for three flap angles, viz., $-1.5,0$, and 1.5 degrees, respectively.

From these steady distributions, the "quasi-steady" pressure differences,

$$
\Delta C_{p}=\frac{C_{p}\left(\delta_{0}-\Delta \delta\right)-C_{p}\left(\delta_{0}+\Delta \delta\right)}{2 \Delta \delta},
$$

are determined, and the resulting chordwise distribution is shown in Figure $6-1 b$. This quasi-steady pressure distribution can be interpreted as the "unsteady" pressure distribution when the oscillations are infinitely slow. Figure $6-1 c$ depicts the first harmonic of the unsteady pressure distribution for a frequency of 120 Hz and an amplitude of about one degree. The unsteady pressure distribution very much resembles the quasisteady distribution; both show the characteristic peaks at the leading edge of the airfoil and at the hinge axis at $75 \%$ chord. For the unsteady example the results of "thin-airfoil theory," assuming an infinitely thin


Figure 6-1 Steady, quasi-steady, and unsteady pressure distributions in low subsonic flow.
42
wing in a uniform main flow, are also given. At this low speed, the agreement with the experimental amplitude and phase distributions is satisfactory, which indicates that the unsteady-flow problem can be treated independently of the steady flow pattern around the airfoil.
Results for the same configuration in high subsonic flow are shown in Figure 6-2. Around the $50 \%$ chord point, where the flow is almost critical, a bulge occurs in the magnitude of the measured distribution of both the quasi-steady and unsteady pressures. This bulge and the phase variation are not predicted by the thin-airfoil theory. Another characteristic feature is that the phase lag on the front part of the airfoil is consistently larger than that given by the theory.
NACA 64 AOO6
M $\infty=0.825$


b:QUASI-STEADY; $k=0$


Figure 6-2 Steady, quasi-steady, and unsteady pressure distributions in high subsonic flow.

Results that are typical for a transonic flow with a nearly normal shock wave are given in Figure 6-3. It is clear from this pressure distribution that a change in flap angle is followed by a shift in shock position, and this leads to a peak in the magnitude of the quasi-steady and unsteady pressures in the vicinity of the shock. This peak, which is a significant contribution to the overall unsteady lift and moment, cannot, of course, be predicted by a fully linear theory. Note that the pressure perturbations in front of the shock wave are smaller than those predicted by theory,




Figure 6-3 Steady, quasi-steady, and unsteady pressure distributions in slightly supercritical flow.
and that the measured phase variation shows a sharp change in gradient in the region of the shock wave.

To illustrate that the observed effects in the preceding examples for high subsonic and transonic flow are caused by the interaction of the steady and unsteady flow field, a graphical experiment has been performed. A pulsating pressure disturbance is assumed to be located at the airfoil's hinge axis. Acoustic waves propagate from this disturbance into the surrounding nonuniform flow. The acoustic wave patterns, as obtained with the well-known construction of Huygens for the airfoil under consideration, are shown in Figure 7. This figure displays the position of the wavefronts after equal time intervals $\Delta t$ for two different Mach numbers. The part of the figure above the airfoil depicts the time histories of the wavefronts in the actual flow field. Below the airfoil the same wavefronts are shown, but now for a steady uniform flow field in which the local Mach number everywhere is equal to the free-stream Mach number. The corresponding travel times (time lags) are given in the diagrams at the bottom of Figure 7. At $M=0.8$ the flow is subcritical and the upstream-moving wavefronts encounter more "head wind" in the actual flow than in the


Figure 7 Upstream propagation of wavefronts generated by a source at the hinge axis: (a) wave propagation; (b) time lag derived from wave pattern.
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Figure 8 Observed types of periodic shock-wave motion.
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uniform flow, as can be seen from the closer spacing of the fronts and from the time-lag curves. Moreover, the velocity gradients normal to the chord in the actual flow cause a forward inclination of the wavefronts. When it is recognized that the spacing of the wavefronts is a measure of the intensity of the local pressure perturbation gradient, while the time lag is a measure for the phase shift, it becomes clear that the high subsonic effects observed in Figure 6-2 can be attributed mainly to the influence of the nonuniform steady flow field. At $M=0.875$, when a supersonic region is present and terminated by a shock wave, the inclination of the wavefronts is essential to enable the waves to penetrate the region of supersonic flow. Some portions of the upstream-moving wavefronts close to the airfoil surface merge into the shock while other portions bend around the top of the shock and penetrate the supersonic region. This is reflected in the time-lag curve. Since the energy content of the wavefronts penetrating the supersonic region has decreased, due to geometric dilatation, only small pressure changes occur in front of the shock wave. These findings correlate very well with the effects observed in the wind tunnel results presented in Figures 6-2 and 6-3. Note that the main contribution to the peak at the shock position is due to the oscillatory displacement of the shock waves, which is not included in this simple graphical result.

## Periodic Motion of Shock Waves

From the preceding discussions it should be clear that the periodic motion of shock waves makes an important contribution to the overall unsteady airloads. Optical flow studies on an airfoil with flap (Tiideman 1976) have shown that in the oscillating case three different types of periodic shockwave motions can be distinguished. They have the following main characteristics, which are depicted in Figure 8.
SINUSOIDAL SHOCK-WAVE MOTION (TYPE A) This type resembles, more or less, the shock-wave motions discussed by Lambourne (1958) and Nakamura (1968). The shock moves almost sinusoidally and remains present during the complete cycle of oscillation, although its strength varies. Due to the dynamic effect, phase shifts exist between the model motion and shock position and between shock strength and shock position. The maximum shock strength is not reached during the maximum downstream position of the shock, as in quasi-steady flow, but during its upstream motion.
interrupted shock-wave motion (TYPe b) This motion is similar to Type A, but now the magnitude of the periodic change in shock strength becomes larger than the mean steady shock strength and, as a consequence, the shock wave disappears during a part of its backward motion.
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Figure 9 Periodic shock-wave motion for various frequencies.
$9 \%$

UPSTREAM-PROPAGATED SHOCK WAVES (TYPE C) At slightly supercritical Mach number a third type of periodic shock-wave motion is observed, which differs completely from the preceding types. Periodically a shock wave is formed on the upper surface of the airfoil. This shock moves upstream while increasing its strength. The shock wave weakens again, but continues its upstream motion, leaves the airfoil from the leading edge, and propagates upstream into the oncoming flow as a (weak) free shock wave. This phenomenon is repeated periodically and alternates between upper and lower surface.

The type of shock-wave motion that occurs in a given situation depends on the Mach number, its chordwise distribution ahead of the shock wave, and on the amplitude and frequency of the motion of the airfoil. The types of shock-wave motions mentioned above are observed not only on oscillating airfoils, but also on steady airfoils with severe flow separation downstream of the shock waves (see, for example, Finke 1975, McDevitt 1979). Under these conditions the shocks do not always remain normal, but cyclically become lambda-type shocks.

Optical flow studies on an airfoil oscillating in pitch (Tijdeman 1977) reveal that the amplitude of the shock-wave motion decreases with frequency, as shown in Figure 9. This is consistent with the observation made in the next section dealing with the theoretical developments. As a consequence, the large pressure peaks generated by the periodic shock motion become smaller with increasing frequency, or, in other words, the contribution of the shock waves to the overall unsteady airloads, which forms one of the dominant effects in transonic flow, will be largest at low to moderate frequencies.

Another interesting feature, observed in the mentioned experiments and in those of Grenon \& Thers (1977), is that an almost linear relationship is found between the frequency of oscillation and the phase shift between the motion of the airfoil and the motion of the shock wave for low to moderate reduced frequencies. This means that there is a constant time lag between the motion of the airfoil and the shock-wave motion. This corresponds with the findings of Erickson \& Stephenson (1947), who observed a fixed relation between the phase lag of the shock motion and the time required by a pressure impulse to travel from the trailing edge to the shock wave.

In a flow pattern with a well-developed shock wave, the shock motion takes place nearly sinusoidally, with an amplitude of the shock motion that is proportional to the amplitude of the motion of the airfoil. Further, in spite of the presence of the oscillating shocks, the overall lift also varies almost sinusoidally while the moment sometimes shows irregularities (Figure $5 b$ ). Locally, underneath the foot of the moving shock wave, the
pressure signal is highly nonlinear. However, as illustrated in the data of Figure 10 from Schippers (1978), the distributions of the higher harmonics of the pressure signals along the chord show the characteristic that they do not contribute noticeably to the overall lift and only slightly to the moment. This behavior can be explained very well by considering the pressure changes at such a point to be entirely due to a sinusoidal oscillation of a shock that spends part of its time on each side of the point (Tijdeman 1977). Neglecting the local pressure gradient, then, gives a field whose higher harmonics do not contribute to the net lift and only to second order in shock amplitude to the net moment.

## Effect of Frequency and Amplitude of Oscillation

As mentioned earlier, it is important for the aeroelastician to know to what extent a linear relationship holds between unsteady airloads and


Figure 10 Unsteady pressure distribution showing the first three harmonics.
the amplitude of motion of the airfoil. For his purpose, linearization of the unsteady airloads makes sense only as long as small, but still practical changes in incidence or flap angle (say of the order of 0.5 and 1 degree, respectively) give rise to linear changes in the aerodynamic loads. Also, he must have a procedure for selecting a minimum number of suitable mean steady flow conditions for which the unsteady airloads should be determined. At this moment the experimental and theoretical evidence is not yet conclusive in this respect, but there are a number of observations that certainly throw some light on the problem.
Theoretical analysis (see the next section) shows that the unsteady transonic flow problem becomes a linear one for sufficiently high frequencies. From this, coupled with the observation that the amplitudes of periodic shock-wave motions are largest at low frequency, we can expect that the nonlinear characteristics of unsteady transonic flows will manifest themselves mainly at low to moderate frequencies and in quasi-steady flow. Therefore, we can expect that the behavior of the slopes of the steady lift and moment curves versus incidence or flap angle may serve as an effective guide to detect possible nonlinear regions and to select the mean incidences or flap angles around which linearization is possible.
As noted above, we may also expect that at sufficiently high frequency the measured results will approach the results of thin-airfoil theory. Unfortunately, the experiments show that this does not happen within the frequency range of interest for flutter investigations ( $k \leqslant 0.5$ ). Figure 11 compares some of the results of Davis \& Malcolm (1979), whose studies cover a considerable range of frequencies, with a thin-airfoil theory. It is clear that the unsteady airloads cannot be calculated with a linear theory that does not account for the mean steady flow field. However, if the


Figure II Effect of frequency on unsteady airloads.
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amplitude of oscillation is small, we can expect that in most cases linearization for a practical range of amplitudes of oscillation should be possible as long as the flow remains attached. This expectation is confirmed very well by the tests Davis and Malcolm performed on the NACA 64A010airfoil in a flow condition with a well-developed supersonic region terminated by a relatively strong shock wave. They found a linear relationship between the real and imaginary parts of the lift coefficient with amplitude for $0.25,0.50$, and 1.0 degrees, and further demonstrated that the unsteady airloads for a motion that was a linear combination of two other modes were a linear combination of the airloads for those modes.

## THEORETICAL AND NUMERICAL METHODS

In this section we discuss the theoretical and numerical methods developed in recent years to calculate the inviscid transonic flow past oscillating airfoils, stressing the conclusions we may deduce from them. The discussion proceeds from the so-called Euler equations, which can be considered as the most complete set of equations describing inviscid flow problems, through increasingly less complete models to the smallperturbation equation.

## Euler Equations

Because the flows of interest here occur at high Reynolds numbers, viscous effects are, for the most part, confined to the boundary layers and wakes. For flows in which the boundary layer remains attached over most of the airfoil, the inviscid flow is the correct first approximation for most of the flow field.

For inviscid flows, the conservations of mass, vector momentum, and energy give a system of four first-order partial differential equations in five scalar unknowns. These equations are usually referred to as the Euler equations. An additional equation relating the state variables is required. The system of equations is hyperbolic and quasilinear. Weak solutions to a hyperbolic system, viz., solutions with discontinuous behavior, may be found numerically if the difference equations are deduced from the conservative form of the equations, that is, from the equations in the form of a space-time divergence of a vector unknown. The physics governing the structure of shock waves is one of a balance between viscous and inertial terms involving viscous dissipation in the wave. Thus, the difference schemes are usually constructed so that the truncation error is predominately dissipative rather than dispersive. In such calculations the mesh size must be small in order that the viscosity implied by the
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truncation error be small compared with the length scale typical of flow in the vicinity of "captured" shock waves.

Numerical solutions of the Euler equations have been carried out by a number of investigators. Warming, Kutler \& Lomax (1973) describe an effective third-order and consequently dissipative, finite-difference scheme with minimal dispersion. Beam \& Warming (1976) report comparable results for a dispersive-dominant algorithm, with a switch from central to one-sided differencing where appropriate. The desire to compute steady flow fields originally motivated such computations. Some of the first methods used were explicit in time, time-accurate solutions being computed until a steady flow was achieved. A series of publications by Magnus \& Yoshihara (1975, 1976, 1977) and Magnus (1977a, 1977b, 1978) provide many useful results for oscillating airfoils and include studies of the influence of various approximations on the accuracy of the solution. Other interesting results were reported by Beam \& Warming (1974), who made a computation for small unsteady perturbations to an already established steady flow, by Laval (1975), and by Lerat \& Sidès (1977).

Magnus \& Yoshihara (1975) gave detailed unsteady pressure distributions for an airfoil oscillating in pitch; subsequently (1976) they gave analogous results for an airfoil with an oscillating flap, including here an ad hoc procedure to account for the shock-boundary-layer interaction. More recent studies were for the NLR 7301 supercritical airfoil (Magnus 1978). The results, among other things, reproduce the three types of shock motion observed experimentally. To illustrate this, Figure 12 depicts the instantaneous surface pressure distributions for pitch oscillations of an NACA 64A410 airfoil displaying a Type A shock motion. An interesting feature that appears in all numerical results is that the lift and moment vary nearly sinusoidally, despite the presence of strong shock waves. Figure 13 illustrates this behavior for an NACA 64A006 airfoil with an oscillating flap.

The paper of Magnus (1977a), which summarizes his previous studies using the Euler equations and comments on errors introduced by the boundary conditions used, is of considerable interest. For the low to moderate reduced frequencies, the finite computational domain often leads to the reflection of disturbances from the far-field boundary and their interference with the flow field near the airfoil before a harmonic motion is established. In Magnus' studies the far-field data were determined from vortex and doublet singularities located somewhere near the airfoil. Another approximation invoked in these studies was that the unsteady boundary conditions were applied at the steady-state location of the oscillating airfoil. Substantial differences are found when the correct
boundary conditions are imposed, with the incorrect boundary conditions causing larger disturbances in the flow. Other studies, e.g. those of Lerat \& Sidès (1977) and Steger (1978), avoid this approximation at the computational expense of time-dependent mappings. It is clear from these studies that it is essential to impose boundary conditions on the airfoil unless the amplitude of the unsteady motion is small, and to use a computational region that applies boundary conditions that either allow


Figure 12 Instantaneous pressure distributions for an NACA 64A410 airfoil pitching around midchord calculated using the Euler equations.
waves to pass through it, or that is sufficiently large that incorrect boundary conditions on its extremities do not cause unacceptable errors.

Explicit calculations such as those discussed above require substantial central processing (CPU) time. Three or four cycles of a harmonic motion may require a comparable number of hours on a CDC 7600. Their main inefficiency occurs at the low to moderate reduced frequencies of practical interest, where improved computational times can be achieved using implicit methods. Beam \& Ballhaus (1975) report that the numerical effort per time step for the implicit solution of the Euler equations is four times that required for their explicit solution. For reduced frequencies below about 0.2 , however, the larger time step allowed by an implicit calculation results in reduced computational times.

## The Potential Approximation

The flows of primary interest here are, for the most part, irrotational, with vorticity introduced by viscous effects in the boundary layers and
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Figure 13 Time histories of the unsteady airloads calculated using the Euler equations.
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shock waves. In the inviscid approximation shock-free flows that are originally irrotational will remain so; flows with shock waves will have a rotational component downstream of the shock wave. Crocco's theorem implies that in steady flow the vorticity behind the shock wave will be proportional to the cube of the change in the pressure coefficient across the shock wave multiplied by the speed of sound and divided by the vertical extent of the shock wave. For many practical situations this means that the flow behind the shock wave, and hence the overall inviscid flow, will be affected to a nonnegligible extent by the vorticity introduced by the shock wave. However, the assumption of irrotational flow makes it possible to simplify the problem to one with only a single unknown, the velocity potential. This leads to a considerable reduction in CPU time and storage requirements.

Under the assumptions mentioned above, the following equation for the velocity potential, $\Phi$, can be derived:

$$
\begin{equation*}
\Phi_{t t}+(\nabla \Phi)_{t}^{2}+\frac{1}{2} \nabla \Phi \cdot \nabla(\nabla \Phi)^{2}-a^{2} \nabla^{2} \Phi=0 \tag{1}
\end{equation*}
$$

where

$$
a=a_{\infty}^{2}-(\gamma-1)\left[\Phi_{t}+\frac{1}{2}(\mathbf{V} \Phi)^{2}-\frac{1}{2} U^{2}\right],
$$

and the symbols have their usual dimensional meaning. This is subject to the boundary condition that the flow remains tangential to the airfoil surface:

$$
F_{1}+(\nabla \Phi) \cdot \nabla F=0
$$

on

$$
F=y-\delta Y(x)-\tilde{\delta} \tilde{Y}(x, t)=0
$$

Here $\delta$ and $\delta$ are amplitude parameters for the steady and unsteady motions.

Numerical algorithms for the steady potential equations, due principally to Jameson (1974, 1978), are now highly developed and provide reliable results for shock-free flows. Isogai (1977) has solved (1) using a nonconservative time-marching algorithm with unsteady boundary conditions applied at the airfoil's mean surface, a mean steady-state far-field, and an approximate vortex-wake condition. Results for a supercritical airfoil at its design condition oscillating in pitch (Isogai 1978) are shown in Figure 14. The more nearly linear behavior of the unsteady pressure distribution with an increase in frequency is clearly evident.
More recently, Chipman \& Jameson (1979) have developed a conservative alternating-direction algorithm that uses a time-varying coordinate system to satisfy the exact boundary conditions. A conservative calculation
will capture "shock" waves that conserve mass but add momentum to the flow to balance the wave drag on the body. These will be stronger discontinuities than Rankine-Hugoniot shock waves for a given Mach number ahead of the "shock" wave (van der Vooren \& Slooff 1973). More definite comparisons of numerical solutions to (1) with those for the Euler equations are needed to determine quantitatively the adequacy of the potential approximation when shock waves appear in the flow. Isogai's computations indicate, as expected, that the results are unreliable if the cube of the pressure jump across the shock wave is not small.

The calculation of one cycle of harmonic motion requires the equivalent of a minute or so of CDC 7600 CPU time; the number of cycles required to achieve harmonic results will depend on the reduced frequency, with even the lower frequencies requiring at least three cycles

## The Small-Disturbance Approximation

The most basic approximation in inviscid aerodynamics is that of a small disturbance. With the assumption of small disturbances, the vorticity




Figure 14 Unsteady pressure distributions on a 70-10-13 supercritical airfoil oscillating in pitch around the design condition calculated using the potential equations.
introduced by a shock wave will be small and the flow may be assumed irrotational. The least trivial balance of terms then leads to the equation

$$
\begin{array}{r}
\frac{k^{2} M_{\infty}^{2}}{4 \delta_{0}} \phi_{t t}+\frac{k}{\delta_{0}} M_{\infty}^{2} \phi_{x t}-\left\{\frac{1-M_{\infty}^{2}}{\delta_{0}}-(\gamma+1) M_{\infty}^{2}\left[\phi_{x}+\frac{1}{2} \frac{\gamma-1}{\gamma+1} k \phi_{t}\right]\right\} \phi_{x x} \\
-\phi_{y y}=0, \tag{2}
\end{array}
$$

where the perturbation velocity potential $\phi$ is defined by

$$
\Phi=U c\left[x+\delta_{0} \phi\right],
$$

where $\Phi$ is the velocity potential. Here the time has been nondimensionalized by the circular frequency and the coordinates by the airfoil chord, and the vertical coordinate scaled by $\delta_{0}^{\frac{1}{2}}$. Application of the mean-surface boundary conditions requires that

$$
\begin{equation*}
\delta_{0}^{\frac{z}{2}} \phi_{y}(t, x, 0)=-\delta \frac{Y^{\prime}(x)}{c}-\tilde{\delta}\left[\frac{\tilde{Y}^{\prime}(x, t)}{c}+\frac{k}{2 c} \tilde{Y}_{t}(x, t)\right], \tag{3}
\end{equation*}
$$

and hence that

$$
\delta_{\delta}^{\mathcal{Z}}=\max (\delta, \delta, k \delta) .
$$

For $k=O(1)$ a linear theory applies. This theory is fully developed in the monograph by Landahl (1961) and will not be discussed further here as the cases of most practical concern are those of small reduced frequency. The theoretical limit of interest here is that with $k=O\left(\delta_{0}\right)$. In practice, however, $k$ is often large enough that contributions of this size, viz., $O(k)$, are important, and retaining them provides a bridge to the linear theory. Neglecting the first term of (2) makes the equation parabolic and is equivalent to disregarding one of the characteristics and requiring disturbances to be propagated downstream with infinite speed. There are numerical advantages to doing this. Couston \& Angelini (1978) and Houwink \& van der Vooren (1979) have shown that marked improvements are obtained at larger values of $k$ when terms of order $k$ are retained in the transport of shed vorticity, the boundary condition (3), and the pressure coefficient.
In the strict limit $k=O\left(\delta_{0}\right)$, that is, for low reduced frequencies, a fully nonlinear theory applies and the conservation of mass takes the form

$$
\begin{equation*}
-\left(k / \delta_{0}\right) M_{\infty}^{2} \phi_{x t}+\left\{\left(1-M_{x}^{2}\right) / \delta_{0}-(\gamma+1) M_{x}^{2} \phi_{x}\right\} \phi_{x x}+\phi_{y y}=0, \tag{4}
\end{equation*}
$$

a result first given by Lin, Reissner \& Tsien (1948). The corresponding "shock" jump relations are

$$
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$$

$$
\begin{align*}
& \frac{-k M_{\infty}^{2}}{\delta_{0}} \llbracket \phi_{x} \rrbracket^{2}\left(\frac{d x}{d t}\right)_{s}-\left\{\frac{1-M_{\infty}^{2}}{\delta_{0}}-(\gamma+1) M_{\infty}^{2} \bar{\phi}_{x}\right\} \llbracket \phi_{x} \rrbracket^{2}+\llbracket \phi_{y} \rrbracket^{2}=0  \tag{5}\\
& \left(\frac{d y}{d x}\right)_{s}=-\llbracket \phi_{x} \rrbracket / \llbracket \phi_{y} \rrbracket
\end{align*}
$$



Figure 15 Instantaneous pressure distributions on the upper surface, showing type-B shock motion, calculated using the Euler and the small-disturbance equations.
with $\bar{\phi}_{x}$ the average value of $\phi_{x}$, and $\llbracket \phi_{x} \rrbracket$ the jump in $\phi_{x}$, across the discontinuity.

Explicit procedures for the solution of (5) are unstable unless the time step is much smaller than that required to resolve low-frequency motions. A fully implicit alternating-direction algorithm with a time-step limitation consistent with that required for accuracy has been developed by Ballhaus \& Steger (1975). The far-field boundary conditions used are mean steadystate values on all but the downstream boundary where $\phi_{x}=0$. This


Figure 16 Unsteady lift coefficients for a pitching airfoil showing the effect of reduced frequency.
algorithm resolves shock waves and their motion well, provided the flow changes from supersonic to subsonic across the shock. Using this algorithm Ballhaus \& Goorjian (1977) were able to reproduce observed features of experimental studies. To illustrate this, Figure 15 gives the time history of pressure distributions, which reveal a Type B shock-wave motion. Another interesting feature, shown in Figure 15, is that good agreement with results obtained with the Euler equations can be achieved. This is accomplished by introducing arbitrary powers of the Mach number into the equations and boundary conditions to "tune" the results to provide this agreement.
As another example of small-disturbance theory, Figure 16 shows the two components of the lift coefficient for a pitching airfoil as a function of reduced frequency. These computations, by Houwink \& van der Vooren (1979), include wake vorticity transport in the Ballhaus-Steger algorithm. They agree reasonably well with the linear theory that applies for $k=O(1)$, but which also retains the $\phi_{t t}$ term. Figure 16 clearly shows that results for the airfoil with thickness and incidence approach the results for the infinitely thin plate as the frequency increases. Calculations of this type may be useful to determine, for a given airfoil, the frequency range within which a transonic computation method should be applied.

## Time-Linearization

The small-disturbance equation (2) can be linearized by assuming the unsteady flow field to be a small perturbation superimposed upon a given mean steady flow field, or, in other words,

$$
\phi(x, t)=\phi_{0}(x, y)+(\tilde{\delta} / \delta) \tilde{\phi}(x, y, t)+o(\tilde{\delta} / \delta)
$$

where

$$
\tilde{\delta} / \delta=o(1) .
$$

The linearized version of (5) must be retained to account for shock motion. The steady flow field may be defined either by experimental or numerical means, providing an accurate description of the shock wave's geometry and strength. Because of the ease of the practical implementation in aeroelastic computations, time-linearization is attractive for the flutter specialists. Their main interests are the magnitude and phase of the lift and moment perturbations for the relevant modes of motion. Since the unsteady loads are supposed to be linear, they can be solved in two ways, namely, in the frequency domain or in the time domain. In the frequency domain a steady equation with the frequency as parameter has to be solved for each frequency of interest. In the time domain the time history of the aerodynamic response to a step input (indicial response) has to be
calculated. The results for a harmonic motion of the required frequencies then can be obtained by linear superposition, using Duhamel's integral. Solutions in the time domain have been obtained by Beam \& Warming (1974), who considered small unsteady disturbances to a basic steady state defined by the Euler equations. The results compare favorably with the linear results obtainable from the theory of Heaslet, Lomax \& Spreiter (1948). Noting the advantage of the indicial approach, Beam \& Warming further observe that a ramp change (i.e. linear growth for an appropriate time) can be used in place of a step change, avoiding some difficulties in the numerical computations.

Ballhaus \& Goorjian (1978) have used the nonlinear algorithm of Ballhaus \& Steger (LTRAN2) to calculate indicial responses. They must use an amplitude that is small enough to produce linear results and yet large enough for the response to be computed correctly, a minor difficulty that is avoided by a strict time-linearization. Fung, Yu \& Seebass (1978) have given a time-linearized version of the LTRAN2 algorithm that includes explicitly the effects of shock-wave motion through the timelinearized analog of (5). Steady-state shock jumps are obtained from another modification of Ballhaus' algorithm that uses shock fitting ( Yu , Seebass \& Ballhaus 1978). A detailed comparison of nonlinear and timelinearized calculations (Seebass, Yu \& Fung 1978) verifies that the latter is accurate when $\delta / \delta$ is $\leq 10^{-1}$. If shock-wave motion is not included, the lift and moment variations are incorrect. It also appears that most indicial responses are approximately exponential for the frequency range of most interest and behave as $\exp (-t / \tau)$, where $\tau$ is usually large, say 15 . This implies that the amplitude of any response is the asymptotic change times $\left[1+(2 k \tau)^{2}\right]^{-\frac{1}{2}}$, while the phase angle is $2 k \tau\left[1+(2 k \tau)^{2}\right]^{-\frac{1}{2}}$. This behavior is consistent with the experimental observation noted earlier, viz., that the amplitude of shock-wave excursions is proportional to $k^{-1}$ for moderate reduced frequencies, and the phase shift is proportional to $k$ for low reduced frequencies (K.-Y. Fung, private communication).

Time-linearized algorithms for the frequency domain have been developed by Ehlers (1974), with subsequent studies by Weatherill, Sebastian \& Ehlers (1977, 1978), by Traci, Farr \& Albano (1975), and by Fritz (1978). They solve for $\tilde{\phi}$ using a relaxation procedure. Computations in the frequency domain have, an inherent limitation on $k M_{\infty}^{2} /\left(1-M_{\infty}^{2}\right)$ that depends on the mesh size. This is a consequence of the generation of standing-wave solutions, which Weatherill, Sebastian \& Ehlers (1978) have unsuccessfully tried to eliminate by various means. This restriction is a serious one. More importantly, none of these studies allows for shockwave motion, although in principle the procedure of Fung, Yu \& Seebass (1978) can be carried over to the frequency domain.
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To conclude this section on theoretical methods, a few words have to be said on the integral-equation method, since this type of approach has been highly successful for unsteady flow problems governed by linear equations. Such methods were probably the first to provide results for transonic flows with shock waves. The integral method is more suited for the time-linearized equations and, as described by Nixon (1978) for the low-frequency small-disturbance equation, shock-wave motions can be included. A disadvantage is that time-linearized calculations require an effective definition of the steady-state solution. Because finite-difference type time-accurate methods are frequently competitive with other methods of finding the required steady-state solution, one most probably will select a time-accurate procedure to determine the steady-state solution. However, in that case it is more convenient to continue the study of the unsteady response with the same method, instead of switching over to the integral-method approach.

Before the recent advances in computational methods, local linearization proved to be a useful but limited tool (for a review see Spreiter \& Stahara 1975; for some recent results see Dowell 1977). Better tools, namely finite-difference algorithms, are now available.

## Remarks on the Kutta Condition

With the approximation of inviscid flow, we must impose a Kutta condition at the trailing edge in order to obtain a unique solution. The imposition of the Kutta condition in the form of continuity of the pressure at the trailing edge requires that neither the average velocity nor the jump in velocity be zero if the circulation is to change with time. Consequently, in the strict inviscid limit the flow must follow either the upper or the lower surface of the airfoil at the trailing edge. Which surface it follows depends upon the past history of the motion. More specifically, the rate of change of circulation, $\Gamma$ (measured counterclockwise), is given by

$$
\begin{align*}
\frac{d \Gamma}{d t} & =\frac{d}{d t} \oint \mathbf{q} \cdot d \mathbf{r}=\oint \frac{d \mathbf{q}}{d t} \cdot d \mathbf{r}+\oint \frac{d q^{2}}{2}=-\oint\left(\frac{d p}{\rho}-\frac{d q^{2}}{2}\right) \\
& =-\frac{\left(q_{u}+q_{l}\right)}{2}\left(q_{u}-q_{l}\right) \tag{6}
\end{align*}
$$

where the right-hand side is to be evaluated at the trailing edge and the velocities are those sketched in Figure 17a.
Though this view is satisfactory from a computational standpoint, it is rather too narrow. The Kutta condition is an idealization of the behavior for infinite Reynolds numbers. The correct picture is given by Sears (1976), who notes that for viscous flow, Equation (6) applies provided $u$ and $l$ are
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Figure 17 Flow patterns at the trailing edge for inviscid and viscous unsteady flow.
the instantaneous locations of the upper and lower points of boundarylayer separation adjusted for their motion, as shown in Figure 17b. Unsteady computations using the Euler equations normally impose some requirement equivalent to the (steady) Kutta condition, e.g. that the flow leaving the trailing edge bisect the trailing-edge angle. While this is inconsistent with results given above (Basu \& Hancock 1978), the error involved in doing so is usually inconsequential, nor are time lags of consequence at the frequencies of interest here (see, for example, McCroskey 1977).

## Viscous Flows

Viscosity determines, through the Kutta condition and the presence of a boundary layer and a wake, the basic structure of the flow past airfoils. The important parameter here is the Reynolds number, which has a significant influence on the thickness of the boundary layer, on the location of transition and separation points, and on the way in which the boundary layer interacts with a shock wave. A relatively simple method to determine the viscous flow past airfoils is the use of a combination of an algorithm to compute the inviscid flow field with an algorithm to compute the boundary layer. For steady, attached flows such methods are available: first, the inviscid flow field is determined; next the boundary layer is computed and the displacement thickness of the boundary layer is added to the airfoil contour. For this new airfoil the inviscid flow field is calculated again, followed by a new calculation of the boundary layer and so on. An illustration of a result obtained in this way with the method of Bauer et al (1975) is given in Figure 18. This figure reveals that both the steady and the associated quasi-steady pressure distributions are significantly altered by the presence of the boundary layer and that a considerably improved agreement with experiment is obtained. For quasi-steady flow (Figure 18b) the effect of the boundary layer is even of the same order of magnitude as the effect of wing thickness. This indicates that reliable predictions of the unsteady airloads on actual airfoils can be obtained
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Figure 18 Effect of thickness and boundary-layer displacement on steady and quasi-steady pressure distribution in transonic flow.
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only if the boundary layer is included. Provided the flow remains unseparated, computations as shown here for quasi-steady flow are satisfactory also for unsteady flow, as was demonstrated recently by Grenon, Desoper \& Sidès (1979). Computations for steady flow that model viscous effects at the trailing edge and the shock-boundary-layer interaction have been reported by Melnik, Chow \& Mead (1977); they achieve good agreement with experimental measurements. To take the shock-wave-boundary-layer interaction into account the unsteady methods are still limited to the simple ad hoc procedure devised by Magnus \& Yoshihara (1976). They incorporate, in a quasi-steady manner, a wedge-nosed displacement ramp at the foot of the shock wave, providing a qualitative improvement in inviscid results.
There is much yet to be learned about both the steady and unsteady coupling of the boundary layer with the inviscid flow. The main problem areas are the modeling of the interaction between shock waves and boundary layers (Melnik, Chow \& Mead 1977 have made considerable progress in this respect) and the accurate treatment of the flow past the trailing edge. Further, a better physical understanding of turbulence is essential if the more complex models are to provide acceptable results for modeling separated flows.

The equations that govern the complete viscous flow are the NavierStokes equations for a compressible medium. Questions regarding the existence and uniqueness of the solutions to these equations, even when the medium is incompressible, are generally unanswered. From an engineering point of view, flows of practical interest have turbulent boundary layers, and the Reynolds-averaged form of the Navier-Stokes equations, in conjunction with suitable turbulence models, is an appropriate and necessary basic approximation. The main difficulties that arise are in determining the adequacy of turbulence models, delineating their ability to produce reliable results over a range of conditions, and providing the central processing time needed, and storage required, to effect a numerical solution of the equations. Comprehensive reviews of such calculations may be found in Peyret \& Viviand (1975) and MacCormack \& Lomax (1979).

Algorithmic advances for the Reynolds-averaged Navier-Stokes equations have recently improved computational efficiency by more than an order of magnitude. One marked improvement was the time-split method due to MacCormack (1976) that separates the equations into a hyperbolic part, which is treated explicitly with a local characteristic method, and a parabolic part, which is solved by an implicit method. The efficiency of this algorithm is sufficient to allow complex three-dimensional flows to be calculated (Hung \& MacCormack 1978). Beam \& Warming (1978)
have extended an earlier algorithm for the Euler equations to the Reynolds-averaged equations, and Steger (1978) has implemented this algorithm with unsteady grid generation and the "thin-layer" version of these equations. The "thin-layer" approximation is essentially the boundary-layer approximation, except that the normal momentum equation is retained, obviating difficulties in matching viscous and inviscid calculations (see Baldwin \& Lomax 1978).

In the framework of the Reynolds-averaged Navier-Stokes equations, Seegmiller, Marvin \& Levy (1978) studied the flow past an $18 \%$ thick circular-arc airfoil in a channel at Mach numbers of 0.76 and 0.79 for a Reynolds number based on a chord of $10^{7}$. This study is part of a continuing investigation to determine the adequacy of numerical algorithms. They use the time-split algorithm of MacCormack. Separate turbulence models are used for the boundary layer ahead of the shock, the separation bubble following the shock, the wake of the separation bubble, and the outer boundary layer and wake. Each is modeled with a simple scalar
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Figure 19 Computed Mach contours for flow past an $18_{\circ}^{\circ}$ thick circular-arc airfoil at $M_{\infty}=0.754, \operatorname{Re}=10^{7}$, from Levy (1978).
eddy diffusivity. This numerical simulation yielded an unsteady solution when the Mach number was 0.76 , but a steady solution was found again when the Mach number was increased to 0.79 . This unsteady motion, an alternate fore-aft motion of the shock wave with shock-induced separation on each side of the airfoil, was also observed experimentally over a narrow range of Mach numbers for the Reynolds number used in the calculations. The numerical results reproduce well (within $20 \%$ ) the frequency of this oscillation at the lower Mach number. Figure 19, from Levy (1978), depicts the Mach contours exhibiting this behavior for a free-stream Mach number of 0.754 . Velocity profiles at various chordwise stations were found to be in qualitative agreement with those measured. The main difficulties encountered in this numerical simulation were the inadequacy of the turbulence modeling near the trailing edge and a tendency of the numerical algorithm to capture strong (supersonic to subsonic) shocks where weak (supersonic to supersonic) shocks were observed. The time to carry out a cycle of the unsteady computation on a CDC 7600 was 1.8 hours.

In an exploratory study, using the "thin-layer" algorithm mentioned above, Steger \& Bailey (1979) simulated the aileron buzz observed in flight tests of the P-80 and subsequently documented in the Ames 16 -foot wind tunnel. These coupled aeroelastic computations were able to reproduce the Mach number of the observed onset of buzz at two angles of attack. This result, and that discussed above, demonstrate that contemporary algorithms and computer hardware are able to simulate complex flow phenomena.

## CONCLUDING REMARKS

During the past five years sufficient experimental observations and measurements have been made to provide a good understanding of the transonic flow past oscillating airfoils. Furthermore, recent studies have provided results essential for the design of transonic aircraft. The main limitations of these experiments are their failure, for the most part, to duplicate full-scale Reynolds numbers and an inability to duplicate freeflight conditions due to wind tunnel wall interference. Experimental studies, both in progress and planned for the future, will be more nearly at full-scale Reynolds number, and eventually these Reynolds numbers will be obtained with minimum wall interference in new facilities now under development.
Paralleling this progress has been a rapid development of reliable, and in the small-perturbation approximation, efficient numerical algorithms for the computation of inviscid flows. Numerical results from these
methods are in qualitative agreement with the experimental observations, with the main discrepancies in quantitative prediction as a consequence of the inviscid approximation. For steady flows coupled inviscid-boundarylayer calculations of unseparated flows obtain quantitative agreement with experimental measurements. We can expect this to be true for unsteady flows in the near future. The numerical simulation of unsteady separated flows is demonstrably possible, but the two orders of magnitude improvement in computer speed that is projected for a special-purpose aerodynamic computer will be essential for this simulation to have practical consequences.

It is the authors' opinion that the satisfactory prediction of unsteady airloads for aeroelastic applications is within reach. This can be accomplished by "tuning" inviscid boundary conditions to model an experimentally determined steady flow and then computing its unsteady response using an inviscid small-perturbation algorithm. Thus, the time is ripe to start with the incorporation of the new methods in aeroelastic practice as recently demonstrated by Ashley (1979). Of course, the use of two-dimensional methods is justified only for large aspect-ratio wings. To treat the low aspect-ratio configuration the next, and not difficult, step has to be made, namely, the development of prediction methods for three-dimensional flows.
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# Lifting three-dimensional wings in transonic flow 
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The far field of a lifting three-dimensional wing in transonic flow is analysed. The boundary-value problem governing the flow far from the wing is derived by the method of matched asymptotic expansions. The main result is to show that corrections which are second order in the near field make a first-order contribution to the far field. The present study corrects and simplifies the work of Cheng \& Hafez (1975) and Barnwell (1975).

## 1. Introduction

This paper is concerned with the transonic flow over thin lifting wings. In particular, the flow far from the wing is discussed. A number of authors have studied the transonic flow far from wings and bodies. One of the most important contributions to our understanding of these flows is the transonic area rule. This area rule (see, e.g. Oswatitsch 1952) states that the transonic flow far from a wing-body combination is the same as that produced by an equivalent body of revolution having the same axial distribution of cross-sectional area. This rule has been established for slender bodies by Oswatitsch (1952) and Cole \& Messiter (1957). Spreiter \& Stahara (1971) extended this to non-slender wings, i.e. wings having an aspect ratio of order one. Ashley \& Landahl (1965) also extended the theory to include wings at an angle of attack comparable to their thickness. Generally, the area rule is deduced by deriving the boundary-value problem governing the flow far from the wing or body; this boundary-value problem is seen to be identical to that for a slender body of revolution, provided that the streamwise rate of change of cross-sectional area is the same for both.
Hayes (1954) has pointed out that the transonic area rule fails when the volume of the wing is sufficiently small. Cheng \& $\mathrm{Hafez}(1972,1973,1975)$ and Barnwell (1973, 1975) have studied the effect of lift on the transonic area rule. The study presented here treats the case of a lifting wing with no thickness. With this simple case it is easy to illustrate the basic theory and the main effect of lift on the far field. The boundary-value problem governing the flow far from the wing is obtained through a straightforward application of the method of matched asymptotic expansions.

Our main interest here is in the basic theory of lifting wings in transonic flow; for a more completediscussion of the flow from aphysical point of view, and of extensions to the basic theory, we refer the reader to the references cited above.
In $\S 6$ we review and discuss the previous investigations of Cheng \& Hafez (1975) and Barnwell (1975). In most respects our work agrees with the above authors. However, there are important differences in our expressions for the boundary condition


Figure 1. Sketch of wing and co-ordinate system. (a) Plan view; $(b)$ rear view, $r \equiv\left(z^{2}+y^{2}\right)^{\frac{1}{2}}$.
for the outer flow; the disagreement with the results of Cheng \& Hafez is due to fundamental differences in the matching.

## 2. Mathematical formulation

The co-ordinate system used is sketched in figure 1 ; the origin is taken at the nose of the wing, the $x$ axis is aligned with the undisturbed uniform flow, and the $z$ axis is taken as approximately perpendicular to the wing surface. A typical wing has been sketched; it has a length $l$ and a span of $2 b$. The equations defining the wing are

$$
z=\mathscr{X}(x, y ; l ; b ; \alpha)=\alpha l Z\left(\frac{x}{l}, \frac{y}{l} ; \frac{b}{l}\right)
$$

for $a_{1}(x / l) \leqslant y / l \leqslant a_{2}(x / l)$; the functions $a_{1}$ and $a_{2}$ give the leading edges of the wing as well as the outer edges of the trailing vortex sheet. The function $Z$ is taken to be some sufficiently smooth function of $x$ and $y$. Because it defines a single surface in space, the wing has no thickness. The aspect ratio is taken to be of order one; i.e. $b / l$ will be assumed to be of order one. To eliminate unnecessary writing, the independent variables $x, y$ and $z$ will be scaled by $l$; otherwise the quantity $b / l=O(1)$ will appear throughout the calculations. For the sake of simplicity Cheng \& Hafez (1975) assume that $Z$ is such that there are no singularities at the leading edges. In fact, they assume that the velocity perturbations are zero at the leading edges and the outer edges of the trailing vortex sheet; here we assume this as well. By making this assum ption we avoid the difficulties associated with leading edge singularities and separation addressed by Barnwell (1975). The small parameters of the problem are $\alpha$, which gives a measure of the angle of attack of the wing, and $M_{0}^{2}-1$, which indicates that the flow is transonic; here $M_{0} \equiv U / a_{0}$, where $U$ is the speed of the undisturbed uniform flow and $a_{0}$ is the ambient sound speed.

The flow is assumed to be irrotational; a velocity potential $\phi^{*}$ therefore exists and the inviscid equations of motion of a perfect gas may be written

$$
\nabla \phi^{*} \cdot \nabla\left(\frac{\nabla \phi^{*} \cdot \nabla \phi^{*}}{2}\right)=a^{2} \nabla^{2} \phi^{*}
$$

where

$$
a^{2} \equiv a_{0}^{2}+\frac{\gamma-1}{2}\left[U^{2}-\frac{\nabla \phi^{*} \cdot \nabla \phi^{*}}{2}\right]
$$

$a$ is the local speed of sound in the gas and the $\gamma$ is the ratio of specific heats. The last equation is just the Bernoulli equation for steady isentropic flow. The velocity potential $\phi^{*}$ contains a part due to the uniform stream and a part due to the perturbation of the wing. It will be convenient to work with the equation for the perturbation potential, $\phi$, defined by

$$
\phi^{*} \equiv U x+\phi
$$

In terms of $\phi$, the equation of motion is

$$
\left.\begin{array}{c}
U^{2} \phi_{x x}+U \frac{\partial}{\partial x}|\nabla \phi|^{2}+\nabla \phi . \nabla\left(\frac{|\nabla \phi|^{2}}{2}\right)=a^{2} \nabla^{2} \phi,  \tag{1}\\
a^{2}=a_{0}^{2}-(\gamma-1)\left[U \phi_{x}+\frac{|\nabla \phi|^{2}}{2}\right],
\end{array}\right\}
$$

exactly. The boundary condition on the wing is

$$
\begin{equation*}
\phi_{z}=\left(U+\phi_{x}\right) \mathscr{X}_{x}+\phi_{y} \mathscr{Z}_{y} \tag{2}
\end{equation*}
$$

on $z=\mathscr{Z}(x, y ; l ; b ; \alpha)$. As $x^{2}+y^{2}+z^{2} \rightarrow \infty$, it is further required that $|\nabla \phi| \rightarrow 0$.
In the following sections, solutions to (1) and (2) are sought which are valid for small $\alpha$ and $M_{0}^{2}-1$. In $\S 3$ the solution valid near the wing is derived; this will be called the inner solution. Because the inner solution neglects certain nonlinear terms in (1), it fails to give a valid description of the flow at large distances from the wing. An approximation to (1) which is valid at large distances from the wing is derived in §4. There it is shown that, to lowest order, the flow is governed by the small disturbance transonic equation; the region in which this is valid is called the outer regron. The boundary condition satisfied by the first term of the outer expansion is obtained by a matching with the inner solution; this is done in $\S 5$. There it is seen that every term in the inner solution contributes to the boundary condition for the outer problem; the resultant boundary condition for the outer problem will therefore be an infinite sum of terms. The outer expansion will be written

$$
\phi=U l f_{0} \Phi_{0}(\tilde{x}, \hat{r}, \omega)+o\left(f_{0}\right)
$$

where $\tilde{x}$ and $\hat{r}$ are just scaled values of $x$ and $r$ (see figure $1 b$ ); the function $\Phi_{0}$ will be shown to satisfy

$$
\left.\begin{array}{c}
\Phi_{0 \hat{r} \hat{r}}+\frac{1}{\hat{r}} \Phi_{0 \hat{r}}+\frac{1}{\hat{r}^{2}} \Phi_{0 \omega \omega}=\frac{M_{0}^{2}-1}{f_{0}} \Phi_{0 \tilde{x} \tilde{x}}+(\gamma+1) \Phi_{0 \tilde{x}} \Phi_{0 \tilde{x} \tilde{x},} \\
\Phi_{0}(\tilde{x}, \hat{r}, \omega) \sim \frac{a(\tilde{x})}{\hat{r}}+b(\tilde{x})\left[\ln ^{2} \hat{r}+\cos ^{2} \omega\right]+c(\tilde{x}) \ln \hat{r}+d(\tilde{x})+\ldots, \tag{3}
\end{array}\right\}
$$

as $\hat{r} \rightarrow 0$, and $\hat{f}^{-1} \Phi_{0 \omega}, \Phi_{0 \hat{f}}, \Phi_{0 \tilde{x}} \rightarrow 0$, as $\hat{r} \rightarrow \infty$. Here the dots indicate terms which are of

$$
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order $\hat{r} \ln ^{3} \hat{r}$ and higher in $\hat{r}$. An analogous result has been obtained by Cole $\&$ Messiter (1957) for the case of a slender axisymmetric body in transonic flow, see, e.g. their equation 5.9. Note also that the terms shown in (3) are singular as $\hat{r} \rightarrow 0$, whereas the unwritten terms vanish in this limit. In $\S 5$, it is further assumed that $\Phi_{0}$ may be uniquely determined by a specification of the singularities at the axis; we may therefore truncate the infinite series and write the boundary condition as

$$
\Phi_{0} \sim \frac{a}{\hat{r}}+b\left[\ln ^{2} \hat{r}+\cos ^{2} \omega\right]+c \ln \hat{r}+d
$$

as $\hat{\boldsymbol{r}} \rightarrow 0$.

## 3. Inner solution

In the inner region the velocity potential $\phi$ and the independent variables $x, y$ and $z$ may be scaled as follows:

$$
\phi=U l \varphi, \quad x=l \tilde{x}, \quad y=l \tilde{y}, \quad z=l \tilde{z}
$$

provided $b / l=O(1)$; where $\tilde{x}, \tilde{y}$ and $\tilde{z}$ are of order one in the inner region. Equations (1) and (2) may now be written as

$$
\left.\begin{array}{l}
M_{0}^{2}\left[\varphi_{\tilde{x} \tilde{x}}+\frac{\partial}{\partial \tilde{x}}|\nabla \varphi|^{2}+\nabla \varphi \cdot \nabla\left(\frac{|\nabla \varphi|^{2}}{2}\right)\right]=\frac{a^{2}}{a_{0}^{2}} \nabla^{2} \varphi,  \tag{4}\\
\frac{a^{2}}{a_{0}^{2}}=1-(\gamma-1) M_{0}^{2}\left(\varphi_{\tilde{x}}+\frac{|\nabla \varphi|^{2}}{2}\right)
\end{array}\right\}
$$

with

$$
\begin{equation*}
\varphi_{z}=\alpha\left[\left(1+\varphi_{\tilde{x}}\right) Z_{\tilde{x}}+\varphi_{\tilde{y}} Z_{\dot{y}}\right] \quad \text { on } \quad \tilde{z}=\alpha Z(\tilde{x}, \tilde{y}), \tag{5}
\end{equation*}
$$

where all derivatives are now with respect to $\tilde{x}, \tilde{y}$, $\tilde{z}$.
Equations (4) and (5) will now be perturbed for small $\alpha$ and $M_{0}^{2}-1$; the inner expansion is written

$$
\begin{equation*}
\varphi^{i}=g_{0} \varphi_{0}+g_{1} \varphi_{1}+O\left(g_{2}\right) \tag{6}
\end{equation*}
$$

where the $g_{i}$ 's are the as yet undetermined inner gauge functions. When (6) is substituted into (4) and (5) and when the coefficients of like powers of $\alpha$ and $M_{0}^{2}-1$ are equated, there results a set of boundary-value problems, each of which is of the form

$$
\left.\begin{array}{c}
\nabla_{2}^{2} \psi=\mathscr{F}(\tilde{y}, \tilde{z})  \tag{7}\\
\psi_{z}(\tilde{y}, 0 \pm)=f \pm(\tilde{y}), \quad a_{1} \leqslant \tilde{y} \leqslant a_{2}
\end{array}\right\}
$$

where $\nabla_{2}^{2} \equiv \partial^{2} / \partial \tilde{z}^{2}+\partial^{2} / \partial \tilde{y}^{2}$; here $\tilde{x}$ only appears as a parameter and its dependence has not been explicitly shown. At this point it is useful to review the method of solution of (7); this will not only give a simple formula for the solution, but will also clarify certain of its features.

Solutions to (7) are not unique; the operator is elliptic, but boundary values are only specified on a slit $\tilde{z}=0 \pm, a_{1} \leqslant \tilde{y} \leqslant a_{2}$. It is easily seen that any two solutions of (7) differ by, at most, a harmonic function. In this paper the arbitrary harmonic function is determined by matching to the outer solution. We first decompose the solution to (7) as follows:

$$
\begin{equation*}
\psi=\psi_{p}+\psi_{H} \tag{8}
\end{equation*}
$$

where $\psi_{p}$ satisfies

$$
\nabla_{2}^{2} \psi_{p}=\mathscr{F}(\tilde{y}, \tilde{z})
$$

and $\psi_{H}$ satisfies

$$
\begin{gathered}
\nabla_{2}^{2} \psi_{H}=0, \\
\psi_{H z}=f^{ \pm}-\psi_{p \tilde{z}} \quad \text { on } \tilde{z}=0 \pm, \quad a_{1} \leqslant \tilde{y} \leqslant a_{2} .
\end{gathered}
$$

In terms of the complex variables $\zeta \equiv \tilde{y}+i z \bar{z}$ and $\bar{\zeta} \equiv \tilde{y}-i \tilde{z}$, the above equation for $\psi_{p}$ may be written

$$
\psi_{p 5 \bar{\zeta}}=\frac{1}{4} \mathscr{F}(\zeta, \bar{\zeta}) ;
$$

thus $\psi_{p}$ may be obtained by integrating with respect to $\zeta$ and $\bar{\zeta}$ :

$$
\dot{\psi}_{p}=\frac{1}{4} \iint \mathscr{F}(\zeta, \bar{\zeta}) d \zeta d \bar{\zeta}+\mathscr{H}_{p}
$$

where $\mathscr{H}_{p}$ is any harmonic function and is composed of the two arbitrary functions of integration. Because the function $\mathscr{F}$ is given, the indefinite integral $\iint \mathscr{F} d \zeta d \bar{\zeta}$ can be calculated explicitly. At this stage, it is convenient, but not necessary, to choose $\mathscr{H}_{p}$; the choice of $\mathscr{H}_{p}$ will only affect $\psi_{H}$ and not the final result for $\psi$. This will be chosen such that $\psi_{p}$ is some simple known function, say $\Psi$, e.g. when $\mathscr{F} \equiv 0, \mathscr{H}_{p}$ will be taken to be zero as well. We now discuss the harmonic part of the solution $\psi_{H}$. Because no conditions at infinity are given, $\psi_{I I}$ will be arbitrary; we may always rewrite $\psi_{H}$ as
where $\psi_{H}^{\prime}$ is defined by

$$
\psi_{H}=\psi_{H}^{\prime}+\mathscr{H}_{H}
$$

$$
\nabla_{2}^{2} \psi_{H}^{\prime}=0
$$

$$
\begin{aligned}
\psi_{H \tilde{z}}^{\prime}= & f^{ \pm}-\Psi_{\tilde{z}} \text { on } \tilde{z}=0 \pm, \quad a_{1} \leqslant \tilde{y} \leqslant a_{2}, \\
& \psi_{I I}^{\prime} \sim b_{0} \ln \tilde{r}+b_{1}+\ldots \text { as } \tilde{r} \rightarrow \infty .
\end{aligned}
$$

and
The function $\mathscr{H}_{H}$ may be any function satisfying

$$
\begin{gathered}
\nabla_{2}^{2} \mathscr{H}_{H}=0, \\
\mathscr{\mathscr { H }}_{H 2}=0 \quad \text { on } \quad \tilde{z}=0 \pm, \quad a_{1} \leqslant \tilde{y} \leqslant a_{2} .
\end{gathered}
$$

The solution for $\psi_{H}^{\prime}$ is well known (see, e.g. Ashley \& Landahl 1965):

$$
\psi_{I I}^{\prime}=\frac{1}{2 \pi} \int_{a_{1}}^{a_{1}}\left[\psi_{H z}^{\prime}\right] \ln r_{1} d y+\frac{1}{2 \pi} \int_{a_{1}}^{a_{1}}\left[\psi_{H}^{\prime}\right] \frac{\tilde{z}}{r_{1}^{2}} d y_{1}+K
$$

where $r_{1} \equiv\left\{\left(y_{1}-\tilde{y}\right)^{2}+\tilde{z}^{2}\right\}^{\frac{1}{2}}$ and the square brackets indicate the jump in the quantity across the slit. Thus, $\psi_{H}$ is given by

$$
\begin{aligned}
\psi_{H}= & \frac{1}{2 \pi} \int_{a_{1}}^{a_{2}}\left[f-\Psi_{z}\right] \ln r_{1} d y_{11}+\frac{1}{2 \pi} \int_{a_{1}}^{a_{2}}\left[\psi_{H}\right] \frac{\tilde{z}}{r_{1}^{2}} d y_{1}+K+\mathscr{H}_{I I} \\
& -\frac{1}{2 \pi} \int_{a_{1}}^{a_{2}}\left[\mathscr{H}_{H}\right] \frac{\tilde{z}}{r_{1}^{2}} d y_{1} .
\end{aligned}
$$

When this is substituted in (8) and the fact that $\left[\psi_{H}\right]=[\psi-\Psi]$ is used, we have

$$
\begin{align*}
\psi=\Psi+ & \frac{1}{2 \pi} \int_{a_{1}}^{a_{2}}\left[f-\Psi_{z}\right] \ln r_{1} d y_{1}+\frac{1}{2 \pi} \int_{a_{1}}^{a_{2}}[\psi-\Psi] \frac{\tilde{z}}{r_{1}^{2}} d y_{1}+K \\
& +\mathscr{H}_{H}-\frac{1}{2 \pi} \int_{a_{1}}^{a_{2}}\left[\mathscr{H}_{H}\right] \frac{\tilde{z}}{r_{1}^{2}} d y_{1} . \tag{9}
\end{align*}
$$

Thus, (9) gives the desired solution to (7) in terms of the known functions $f \pm(\tilde{y})$ and $\mathscr{F}(\tilde{y}, \tilde{z})$ and the unknown harmonic function $\mathscr{H}_{H}$. It is clear from the above results that when $\mathscr{F}$ is not identically zero, the particular solution will induce a source or doublet distribution on the slit; this is due to the fact that the second and third terms in (9) contain $\left[\Psi_{z}\right]$ and $[\Psi]$ in their integrands. In the theory presented here the constant $K$ and the harmonic function $\mathscr{H}_{H}(\tilde{y}, \tilde{z})$ may also be functions of $\tilde{x}$ and $\alpha$.
We now return to the equations (4) and (5); when (6) is substituted in (4) and (5), we find that

$$
\nabla_{2}^{2} \varphi_{0}=0, \quad \varphi_{0 \tilde{z}}=Z_{\tilde{x}}(\tilde{x}, \tilde{y}) \quad \text { on } \quad \tilde{z}=0 \pm, \quad a_{2} \leqslant \tilde{y} \leqslant a_{2},
$$

provided we choose $g_{0}=\alpha$. The solution to this is given by ( 9 ), with $\Psi \equiv 0$ :

$$
\varphi_{0}=\frac{1}{2 \pi} \int_{a_{1}}^{a_{2}}\left[\varphi_{0 z}\right] \ln r_{1} d y_{1}+\frac{1}{2 \pi} \int_{a_{1}}^{a_{2}}\left[\varphi_{0}-\mathscr{H}_{0}\right] \frac{\tilde{z}}{r_{1}^{2}} d y_{1}+K_{0}(x)+\mathscr{H}_{0}(x, y, z) .
$$

Because $\varphi_{0 z}$ is continuous across the wing the first integral may be dropped. Furthermore, the above boundary-value problem is satisfied by functions $\varphi_{0}$ which are antisymmetric in $\tilde{z}$, i.e.

$$
\varphi_{0}(\tilde{z})=-\varphi_{0}(-\tilde{z}) .
$$

Here we will assume that both $\varphi_{0}$ and $\mathscr{H}_{0}$ have this symmetry; hence, $K_{0}(\tilde{x}) \equiv 0$ and

$$
\varphi_{0}(\tilde{x}, \tilde{y}, \tilde{z})=\frac{1}{2 \pi} \int_{a_{1}}^{a_{2}}\left[\varphi_{0}-\mathscr{H}_{0}\right] \frac{\tilde{z}}{r_{1}^{2}} d y_{1}+\mathscr{H}_{0} .
$$

In order to obtain higher order terms in the inner expansion, it will be convenient to anticipate some of the results of matching to the outer solution. The inner expansion of the outer solution is essentially the inner boundary condition for the outer problem; this must be matched to the large $\tilde{r}$ expansion of $\varphi_{0}$ :

$$
\varphi_{0} \sim \frac{1}{2 \pi} \frac{\sin \omega}{\tilde{r}} \int_{a_{1}}^{a_{2}}\left[\varphi_{0}-\mathscr{H}_{0}\right] d y_{1}+\mathscr{H}_{0}+O\left(\tilde{r}^{-2}\right)
$$

where $\mathscr{H}_{0}$ has not yet been expanded and $\sin (\omega=\tilde{z} / \tilde{r}, \cos \omega=\tilde{y} / \tilde{r}$. We require that this boundary condition contain at least the doublet

$$
\frac{1}{2 \pi} \frac{\sin \omega}{\tilde{r}} \int_{a_{1}}^{a_{2}}\left[\varphi_{0}\right] d y_{1} ;
$$

this will only be possible if, at large $\tilde{r}, \mathscr{H}_{0}=O\left(\tilde{r}^{-1}\right)$, at most. Thus, the matching gives the large $\tilde{r}$ behaviour of $\mathscr{H}_{0} ; \mathscr{H}_{0}$ therefore satisfies

$$
\begin{gathered}
\nabla^{2} \mathscr{H}_{0}=0, \quad \mathscr{H}_{0 z}=0 \quad \text { on } \quad \tilde{z}=0, \quad a_{1} \leqslant \tilde{y} \leqslant a_{2}, \\
\mathscr{H}_{0}=O\left(\tilde{r}^{-1}\right) \quad \text { as } \quad \tilde{r} \rightarrow \infty,
\end{gathered}
$$

which implies that

$$
\mathscr{H}_{0}=\frac{1}{2 \pi} \int_{a_{1}}^{a_{2}}\left[\mathscr{H}_{0}\right] \frac{\tilde{z}}{r_{1}^{2}} d y_{1} .
$$

Thus,

$$
\begin{equation*}
\varphi_{0}(\tilde{x}, \tilde{y}, \tilde{z})=\frac{1}{2 \pi} \int_{a_{1}}^{a_{2}}\left[\varphi_{0}\right] \frac{\tilde{z}}{r_{1}^{2}} d y_{1} . \tag{10}
\end{equation*}
$$

This gives $\varphi_{0}$ in terms of its jump across the wing and trailing vortex sheet. This
jump is not known a priori; (10) leads to an integral equation for [ $\varphi_{0}$ ]. Because the primary concern here is the flow far from the wing, it will be assumed that this integral equation has been solved and that $\left[\varphi_{0}\right]$ is known everywhere on the wing and in the trailing vortex sheet.

For the purposes of matching, the large $\tilde{r}$ behaviour of $\varphi_{0}$ is of interest; this is

$$
\begin{equation*}
\varphi_{0} \sim \frac{F(\tilde{x})}{2 \pi} \frac{\sin \omega}{\tilde{r}}+O\left(\frac{1}{\tilde{r}^{2}}\right) \tag{11}
\end{equation*}
$$

where

$$
F(\tilde{x}) \equiv \int_{a_{1}}^{a_{2}}\left[\varphi_{0}\right] d y_{1}
$$

This is immediately recognized as the potential due to a line doublet.
We now discuss the solution for $\varphi_{1}$. Substitution of the inner expansion (6) in (4) yields

$$
\begin{align*}
& \varphi_{\bar{y} \bar{y}}+\varphi_{z \bar{z}}=\alpha^{2} \frac{\partial}{\partial \tilde{x}}\left[\frac{\gamma+1}{2} \varphi_{0 \tilde{x}}^{2}+\varphi_{0 \dot{V}}^{2}+\varphi_{0 z}^{2}\right]+\alpha g_{1}\left(\frac { \partial } { \hat { \partial } \tilde { x } } \left[\frac{\gamma+1}{2} \varphi_{0 \tilde{x}} \varphi_{1 \bar{x}}\right.\right. \\
& \left.\left.+\varphi_{0 \bar{u}} \varphi_{1 \bar{u}}+\varphi_{0 \bar{z}} \varphi_{1 \bar{z}}\right]+(\gamma-1) \varphi_{0 \dot{x}} \nabla_{2}^{2} \varphi_{1}+\left(M_{0}^{2}-1\right) \alpha \varphi_{0 \dot{x} \dot{x}}\right\} \\
& +\alpha^{3} \frac{\gamma+1}{2} \varphi_{0 \bar{x}}^{2} \varphi_{0 \dot{x} \bar{x}}+\frac{\gamma-1}{2} \varphi_{0 \bar{x} \bar{x}}\left(\varphi_{0 \bar{y}}^{2}+\varphi_{0 \bar{z}}^{2}\right)+\varphi_{0 \bar{y}}^{2} \varphi_{0 \bar{y} \bar{u}}+\varphi_{0 \equiv}^{2} \varphi_{0 z z} \\
& \left.+2 \varphi_{0 \bar{x}} \varphi_{0 \bar{y}} \varphi_{0 \bar{x} \bar{y}}+2 \varphi_{0 \bar{x}} \varphi_{0 z} \varphi_{0 \bar{z} z}+2 \varphi_{0 \bar{y}} \varphi_{0 z \bar{z}} \varphi_{0 \bar{y} z}\right\} \\
& +O\left[\left(M_{0}^{2}-1\right) \alpha^{2},\left(M_{0}^{2}-1\right) g_{1}\right]+o\left(\alpha^{3}, \alpha g_{1}\right), \tag{12}
\end{align*}
$$

where use has been made of the fact that $\nabla_{2}^{2} \varphi_{0}=0$ and that $g_{0}=\alpha$. In a similar manner the boundary condition (5) may be expanded to yield

$$
\begin{align*}
& \varphi_{z}=\alpha Z_{\tilde{x}}-\alpha^{2}\left\{Z_{\dot{x}} \varphi_{0 \tilde{x}}+\left(Z_{\varphi_{0 \bar{u}}}\right)_{\bar{y}}\right\}+\alpha g_{1}\left\{Z_{\bar{x}} \varphi_{1 \bar{x}}+Z_{\bar{u}} \varphi_{1 \bar{u}}-Z \varphi_{1 \underline{z}}\right\} \\
& +\alpha^{3}\left\{Z Z_{\bar{x}} \varphi_{0 . \bar{z}}+\left(\frac{Z^{2}}{2} \varphi_{0 \overline{0} \bar{z}}\right)_{\bar{y}}\right\}+o\left(\alpha^{3}, \alpha g_{1}\right), \tag{13}
\end{align*}
$$

at $\bar{z}=0$. Here the usual Taylor series' expansions have been used to transfer the boundary condition from the wing surface to the $\bar{z}=0$ plane. In order to save space, the left-hand sides of both equations (12) and (13) have been left in terms of the exact potential $\varphi$; these of course, must be expanded in (6) when the actual calculations are performed.

At this stage, it is necessary to discuss the size of the $\left(M_{0}^{2}-1\right) \alpha \varphi_{0 \dot{x} \dot{x}}$ term appearing in (12). In many theories of transonic aerodynamics, the matching of the near- and far-field solutions establishes a relationship between $M_{0}^{2}-1$ and the thickness or angle of attack of the wing or body. If, in the present case, we were to make no assumption about the size of $M_{0}^{2}-1$, the matching would show that

$$
M_{0}^{2}-1=O\left(\delta^{2}\right),
$$

where $\delta$ is the ratio of the inner and outer length scales and is related to the angle of attack, $\alpha$, through the equation

$$
\alpha=\frac{\delta}{|\ln \delta|^{\frac{1}{2}}} .
$$

In the following, we shall anticipate this result and use it wherever it is convenient; the reason for doing this is to keep the discussion of the inner expansion as concrete as possible.

We may now identify $g_{1}$ and the boundary-value problem for $\varphi_{1}$; this is

$$
\begin{equation*}
\nabla_{2}^{2} \varphi_{1}=\frac{\partial}{\partial \tilde{x}}\left[\frac{\gamma+1}{2} \varphi_{2 \tilde{x}}^{2}+\varphi_{0 \dot{\jmath}}^{2}+\varphi_{0 \tilde{z}}^{2}\right] \tag{14}
\end{equation*}
$$

with

$$
\varphi_{1 z}(\tilde{y}, 0 \pm)=Z_{\tilde{x}} \varphi_{0 \tilde{x}}+\left(Z \varphi_{0 \dot{u}}\right)_{\tilde{y}}
$$

for $a_{1}(\tilde{x}) \leqslant \tilde{y} \leqslant a_{2}(\tilde{x})$ provided we take $g_{1}=\alpha^{2}$. In appendix $A$, the result (9) has been used to solve equations (14) for $\varphi_{1}$. Under the assumptions stated there $\varphi_{1}$ may be written

$$
\begin{aligned}
\varphi_{1}=\frac{1}{2 \pi} \int_{a_{1}}^{a_{2}}\left[\varphi_{0 \tilde{y}}\right] Z \frac{\tilde{y}-y_{1}}{r_{1}^{2}} d y_{1} & +\frac{1}{2}\left(\varphi_{0}^{2}\right)_{\tilde{x}}-\frac{1}{2 \pi} \int_{a_{1}}^{a_{2}}\left[\varphi_{0}\right] Z_{\tilde{x} \tilde{x}} \ln r_{1} d y_{1} \\
& +\frac{\gamma+1}{2}\left\{\Psi^{\prime \prime \prime}-\frac{1}{2 \pi} \int_{a_{1}}^{a_{2}}\left[\Psi_{\bar{z}}^{\prime \prime \prime \prime}\right] \ln r_{1} d y_{1}\right\}+\mathscr{K}(\tilde{x})
\end{aligned}
$$

and the large $\tilde{r}$ expansion of $\varphi_{1}$ is

$$
\varphi_{1} \sim \frac{S^{\prime}(\tilde{x})}{2 \pi} \ln \tilde{r}+\mathscr{K}(\tilde{x})+\frac{\gamma+1}{32 \pi^{2}}\left(F^{\prime 2}\right)^{\prime}\left(\ln ^{2} \tilde{r}+\cos ^{2} \omega\right)+O\left(\frac{\ln \tilde{r}}{\tilde{r}}, \frac{1}{\tilde{r}}\right)
$$

where $\Psi^{\prime \prime \prime \prime}$ and $\psi_{x}^{\prime \prime \prime}(\tilde{y}, 0 \pm ; \tilde{x})$ are given by equations (A 7) and (A 5) respectively, and

$$
\begin{gathered}
S^{\prime}(\tilde{x}) \equiv \frac{d S(\tilde{x})}{d \tilde{x}} \equiv G(\tilde{x})+\frac{\gamma+1}{2} I(\tilde{x}) \\
G(\tilde{x}) \equiv-\int_{a_{1}}^{a_{2}}\left[\varphi_{0}\right] Z_{\tilde{x} \tilde{x}} d y_{1}, \quad I(\tilde{x}) \equiv-\int_{a_{1}}^{a_{2}}\left[\Psi^{\prime \prime \prime}\right] d y_{1}
\end{gathered}
$$

and $\mathscr{K}(\tilde{x})$ is an arbitrary function of $\tilde{x}$; it may also have a weak, e.g. logarithmic, dependence on $\alpha$.

Inspection of (A10) shows that $\varphi_{1}$ contains a source-like term as well as one which depends nonlinearly on the lift $F^{\prime}(\tilde{x})$. Because $\left[\varphi_{0}\right] \neq 0$ on the trailing vortex sheet, $G(\hat{x}) \neq 0$ there; hence, the source has an afterbody associated with it. The results obtained here are equivalent to those obtained previously by Cheng \& Hafez (1975).

It is clear from equations (11) and (A 10) that the inner expansion (6) breaks down at large values of $\tilde{r}$; this is because nonlinear terms in (4) play an important role far from the wing. In the next section the nonlinear equation governing the flow far from the wing is derived.

## 4. Outer region

Far from the wing the $\tilde{y}$ and $\tilde{z}$ co-ordinates must be stretched relative to the $\tilde{x}$ co-ordinate; thus, we define the outer variables $\hat{y}$ and $\hat{z}$ by

$$
\hat{y} \equiv \delta(\alpha) \tilde{y}, \quad \hat{z} \equiv \delta(\alpha) \tilde{z}
$$

where $\delta=o(1)$ as $\alpha \rightarrow 0$. The outer expansion is written

$$
\varphi^{0}=f_{0}(\alpha) \Phi_{0}(\tilde{x}, \hat{y}, \hat{z})+o\left(f_{0}\right)
$$

For the sake of simplicity we shall assume that $\Phi_{0}$ is also a weak function of $\alpha$ or $\delta(\alpha)$, e.g. logarithmic in $\delta$. The results we obtain will be in accord with those found by Cheng \& Hafez (1975). The advantage of the procedure used here is that we need only to discuss a one term outer expansion. Barnwell (1975) has approached the outer expansion from a different point of view; he primarily discusses three terms of an outer expansion having gauge functions which may be written

$$
f_{0}, \frac{f_{0}}{\sqrt{|\ln \delta|}}, \frac{f_{0}}{[\ln \delta \mid}, \ldots
$$

where the coefficients of these gauge functions are now independent of $\alpha$. The dots indicate the higher-order gauge functions; aninspection of higher-order terms suggests that this is an infinite sequence of terms of the general form $f_{0} / \| \ln \delta \left\lvert\, \frac{1}{2} n\right.$, where $n$ takes on integral values. The relationship between the two approaches is clear; the outer expansion of Barnwell results from expanding our $\Phi_{0}(\tilde{\tilde{x}}, \dot{r}, \omega ; \ln \delta)$ for small $\delta$. One can show that the results obtained by either approach are equivalent to the appropriate order.

When this scaling and outer expansion are substituted into the exact equation of motion (4), this equation becomes

$$
\delta^{2} f_{0}\left(\Phi_{0 \hat{y} \hat{y}}+\Phi_{0 \hat{z}}\right)=\left(M_{0}^{2}-1\right) f_{0} \Phi_{0 . \hat{x} \dot{x}}+f_{0}^{2} \frac{\partial}{\partial \tilde{x}}\left(\frac{\gamma+1}{2} \Phi_{0 \bar{x} \tilde{x}}^{2}\right)+o\left(\delta^{2} f_{0},\left(M_{0}^{2}-1\right) f_{0}, f_{0}^{2}\right)
$$

We now require that the four terms which are shown explicitly balance in the outer region; thus

$$
\delta=\sqrt{ } f_{0} \quad \text { and } \quad M_{0}^{2}-1=O\left(f_{0}\right)=O\left(\delta^{2}\right)
$$

and the equation satisfied by $\Phi_{0}$ is

$$
\begin{equation*}
\Phi_{0 \hat{y} \hat{\theta}}+\Phi_{0 \hat{z} \hat{\underline{Q}}}=\frac{M_{0}^{2}-1}{\delta^{2}} \Phi_{0 \tilde{x} \tilde{x}}+\frac{\partial}{\partial \tilde{x}}\left(\frac{\gamma+1}{2} \Phi_{0 \tilde{x}}^{2}\right) \tag{15}
\end{equation*}
$$

The outer equation is immediately recognized as the three-dimensional, small disturbance, transonic equation. The boundary condition for this equation must come from a matching with the inner solution; this we carry out in the next section. In addition to providing the boundary condition for the outer problem, the matching determines the scale factor $\delta$ explicitly in terms of $\alpha$.

## 5. The matching

In this section the inner and outer expansions are matched. For the sake of simplicity, Van Dyke's (1964) matching principle is used. The more sophisticated technique of intermediate expansions gives results identical to the ones presented here.

The two term inner expansion reads

$$
\varphi^{i}=\alpha \varphi_{0}+\alpha^{2} \varphi_{1}+o\left(\alpha^{2}\right)
$$

where $\varphi_{0}$ and $\varphi_{1}$ have been given explicitly by equations (10) and (A 9), respectively. The one term outer expansion is given by

$$
\varphi^{0}=f_{0} \Phi_{0}(\tilde{x}, \hat{y}, \hat{z})+o\left(f_{0}\right)
$$

where $\hat{y}=\delta(\alpha) \tilde{y}, \hat{z}=\delta(\alpha) \tilde{z}$ and $\delta=f_{0}^{\frac{1}{2}}=o(1)$. As we have already discussed, we will
regard $\Phi_{0}$ as depending logarithmically on $\delta$; furthermore, we shall take $\Phi_{0}=O(1)$ as $\alpha \rightarrow 0$. To match these two expansions, the inner expansion must be cast in the outer variables and expanded to order $f_{0}$. Because $\tilde{r}=\hat{r} / \delta$, the large $\tilde{r}$ expansion of $\varphi_{0}$ and $\varphi_{1}$ will be useful. The resultant expansions are

$$
\begin{gathered}
\varphi_{0} \sim \delta \frac{F}{2 \pi} \frac{\sin \omega}{\hat{r}}+O\left(\frac{\delta^{2}}{\hat{r}^{2}}\right), \\
\varphi_{1} \sim \frac{S^{\prime}}{2 \pi} \ln \frac{\hat{r}}{\delta}+\mathscr{K}+\frac{\gamma+1}{2} \frac{\left(F^{\prime 2}\right)^{\prime}}{16 \pi^{2}}\left(\ln ^{2} \frac{\hat{r}}{\delta}+\cos ^{2} \omega\right)+O\left(\frac{\delta}{\hat{r}} \ln \frac{\hat{r}}{\delta}, \frac{\delta}{\hat{r}}\right) .
\end{gathered}
$$

## We now introduce

$$
\mathscr{K}^{*} \equiv \mathscr{K}-\frac{S^{\prime}}{2 \pi} \ln \delta+\frac{\gamma+1}{2} \frac{\left(F^{\prime 2}\right)^{\prime}}{16 \pi^{2}} \ln ^{2} \delta ;
$$

in order that $\Phi_{0}=O(1)$ as $\alpha \rightarrow 0$, we require that $\mathscr{K}^{*}=O(1)$ as $\alpha \rightarrow 0$. Thus, the outer expansion of the inner solution reads:

$$
\begin{align*}
&\left(\varphi^{i}\right)^{0} \sim \alpha \delta \frac{F}{2 \pi} \frac{\sin \omega}{\hat{\gamma}}+\alpha^{2}\left\{\left[\frac{S^{\prime}}{2 \pi}-(\gamma+1) \frac{\left(F^{\prime 2}\right)^{\prime}}{16 \pi^{2}} \ln \delta\right] \ln \hat{\gamma}\right. \\
&\left.+\mathscr{K}^{*}+\frac{\gamma+1}{2} \frac{\left.1\left(F^{\prime 2}\right)\right)^{\prime}}{16 \pi^{2}}\left(\ln ^{2} \hat{\gamma}+\cos ^{2} \omega\right)\right\} . \tag{16}
\end{align*}
$$

Here we have dropped the terms of order $\alpha \delta^{2}=\alpha f_{0}$ which resulted from the expansion of $\varphi_{0}$ and the terms of order $\alpha^{2} \delta \ln \delta$ and $\delta \alpha^{2}$ which resulted from the expansion of $\varphi_{1}$. The first of these is clearly $o\left(f_{0}\right)$ and, if we anticipate the result, $\alpha^{2}=\delta^{2} /|\ln \delta|$ as discussed in $\S 3$, the second set of terms is also seen to be $o\left(f_{0}\right)$.

When the outer solution is written in terms of the inner variables $\tilde{r}, \omega, \tilde{x}$ we have

$$
\begin{equation*}
\left(\varphi^{0}\right)^{i}=f_{0} \Phi_{0}(\tilde{x}, \delta \tilde{r}, \omega) ; \tag{17}
\end{equation*}
$$

thus the boundary condition for the outer problem is applied as $\hat{r} \rightarrow 0$. The matching principle requires that (16) and (17) match as $\alpha \rightarrow 0$; hence

$$
\begin{align*}
f_{0} \Phi_{0}(\tilde{x}, \hat{r}, \omega) \sim \delta \alpha \frac{F}{2 \pi} \frac{\sin \omega}{\hat{r}}+\alpha^{2}\left\{\left[\frac{S^{\prime}}{2 \pi}\right.\right. & \left.-(\gamma+1) \frac{\left(F^{\prime 2}\right)^{\prime}}{16 \pi^{2}} \ln \delta\right] \ln \hat{r} \\
& \left.+\mathscr{K}^{*}+\frac{(\gamma+1)}{2} \frac{\left(F^{\prime 2}\right)}{16 \pi^{2}}\left(\ln ^{2} \hat{r}+\cos ^{2} \omega\right)\right\} . \tag{18}
\end{align*}
$$

Fraenkel (1969) has pointed out that terms containing logarithms, viz. the term having $\alpha^{2}$ as a coefficient in (18), should be matched as a single term. With this in mind, we see that the appropriate choice for $f_{0}=\delta^{2}$ is $\alpha^{2}|\ln \delta|$, which further implies that $\delta=\delta(\alpha)$ is given implicitly by

$$
\begin{equation*}
\alpha^{2}=\delta^{2} /|\ln \delta| \tag{19}
\end{equation*}
$$

Thus, the matching requires that, as $\hat{r} \rightarrow 0$,

$$
\begin{align*}
\Phi_{0}(\tilde{x}, \hat{r}, \omega) \sim \frac{1}{|\ln \delta| \frac{2}{2}} \frac{F}{2 \pi} \frac{\sin \omega}{\hat{r}}+[ & {\left[\frac{S^{\prime}}{2 \pi} \frac{1}{|\ln \delta|}+(\gamma+1) \frac{\left(F^{\prime 2}\right)^{\prime}}{16 \pi^{2}}\right] \ln \hat{r} } \\
& +\frac{\mathscr{K} *}{|\ln \delta|}+\frac{1}{|\ln \delta|} \frac{\gamma+1}{2} \frac{\left(F^{\prime 2}\right)^{\prime}}{16 \pi^{2}}\left(\ln ^{2} \hat{r}+\cos ^{2} \omega\right) . \tag{20}
\end{align*}
$$

According to the analysis presented so far, this is the boundary condition for the
outer problem. When the third-, fourth-, and higher-order terms of the inner expansion are calculated, they also make a contribution to this boundary condition; in fact, the actual boundary condition is an infinite sum of terms. This is to be expected as we seek the asymptotic expansion of $\Phi_{0}$ as $\hat{r} \rightarrow 0$ rather than its value at $\hat{r}=0$. As an example, we could continue the inner expansion (6) to include third- and fourth-order terms

$$
\varphi^{i}=g_{0} \varphi_{0}+g_{1} \varphi_{1}+g_{2} \varphi_{2}+g_{3} \varphi_{3}+o\left(g_{3}\right)
$$

where an inspection of equations (12) and (13) shows that $g_{2}=\left(M_{0}^{2}-1\right) \alpha$ and $g_{3}=\alpha^{3}$. The procedure of this paper could be applied to these higher-order terms to determine their contribution to the boundary condition (20). It may be shown that when $\varphi_{2}$ and $\varphi_{3}$ are included in the inner expansion we must add the following quantity to (20):

$$
\begin{aligned}
& \frac{k}{|\ln \delta|^{\frac{1}{2}}}\left\{\frac{F^{\prime \prime}}{4 \pi} \hat{r} \sin \omega \ln \hat{r}+\delta \mathscr{H}_{2}^{\prime}\right\}+\frac{1}{\left\lvert\, \ln \delta \frac{\left.\right|^{\frac{3}{2}}}{}\right.}\left\{\frac { \gamma + 1 } { 8 \pi } \hat { r } \operatorname { s i n } \omega \left[\frac{2}{3}\left(F^{\prime} B^{\prime}\right)^{\prime} \ln 3 \hat{r}\right.\right. \\
& \quad+\left(F^{\prime}\left(A^{\prime}-B^{\prime}-2 \ln \delta B^{\prime}\right)\right)^{\prime} \ln ^{2} \hat{r}+\left(F ^ { \prime } \left(\frac{3}{2} B^{\prime}-A^{\prime}+2 \mathscr{K}^{* \prime}\right.\right. \\
& \left.\left.\left.\left.\quad+B^{\prime} \ln \delta\right)\right)^{\prime} \ln \hat{r}-\left(F^{\prime} B^{\prime}\right)^{\prime} \cos ^{2} \omega\right]+\delta \mathscr{H}_{3}^{*}\right\} .
\end{aligned}
$$

Here $\not \equiv \equiv M_{0}^{2}-1 / \delta^{2}, A \equiv S^{\prime} / 2 \pi, B \equiv \gamma+1\left(F^{\prime 2}\right)^{\prime} / 32 \pi^{2}$ and $\mathscr{H}_{2}^{*}$ and $\mathscr{H}_{3}^{*}$ are harmonic functions proportional to $\hat{r} / \delta$. In like manner we could also determine the contributions of higher-order terms; these contribute terms of even higher order in $\hat{r}$. In order to simplify the boundary condition for the outer problem, we now make the assumption that the outer problem is well-posed provided that the singularities in $\Phi_{0}$ at $\hat{r}=0$ are specified. Because the higher-order terms, i.e. the terms $g_{i} \varphi_{i}, i \geqslant 2$, in the inner expansion contribute terms which vanish as $\hat{r} \rightarrow 0$, we may truncate the boundary condition to include only those shown in equation (20). Thus, the outer problem may be written

$$
\Phi_{0 \hat{\gamma} \hat{r}}+\frac{1}{\hat{\gamma}} \Phi_{0 \hat{r}}+\frac{1}{\hat{r}^{2}} \Phi_{0 \hat{\gamma} \bar{\gamma}}=\frac{M_{\hat{0}}^{2}-1}{\delta^{2}} \Phi_{0 \bar{x} \bar{x}}+(\gamma+1) \Phi_{0 . \bar{x}} \Phi_{0 \bar{x} \bar{x}},
$$

where, as $\hat{r} \rightarrow 0$,

$$
\begin{align*}
\Phi_{0}(\tilde{x}, \hat{r}, \omega) \sim \frac{1}{|\ln \delta|^{\frac{1}{2}}} \frac{F}{2 \pi} \frac{\sin \omega}{\hat{r}}+ & {\left[\frac{S^{\prime}}{2 \pi} \frac{1}{|\ln \delta|}+(\gamma+1) \frac{\left(F^{\prime 2}\right)^{\prime}}{16 \pi^{2}}\right] \ln \hat{r} } \\
& +\frac{\mathscr{K} *}{|\ln \delta|}+\frac{1}{|\ln \delta|}\left(\frac{\gamma+1}{2}\right) \frac{\left(F^{\prime 2}\right)^{\prime}}{16 \pi^{2}}\left(\ln ^{2} \hat{r}+\cos ^{2} \omega\right) \tag{21}
\end{align*}
$$

and, as $\hat{r} \rightarrow \infty, \hat{r}^{-1} \Phi_{0 \omega}, \Phi_{0 \hat{f}}, \Phi_{0 \hat{r}} \rightarrow 0$.
Here we recognize the first term as a doublet and the second term as a sourcehaving strength $\left(S^{\prime} / 2 \pi\right)(1 / / \ln \delta \mid)+(\gamma+1)\left(F^{\prime 2}\right)^{\prime} / 16 \pi^{2}$. The first part of the source is due to the nature of the second-order velocity perturbations on the wing and the part depending nonlinearly on the lift is due to the fact that the flow in the neighbourhood of the wing, i.e. $\tilde{r}=O(1)$, appears as a source flow when viewed from the far field. We note also that in theories of transonic flow not involving lift, the solution to the outer problem only depends on $M_{0}^{2}-\mathbf{1} /(\gamma+1) \delta^{2}$, i.e. the similarity parameter of the problem. Here the solution also depends on $(\gamma+1)$ and $\ln \delta$; hence, in lift dominated flows, no simple similarity rule holds. Furthermore, it is clear that no conventional area or equivalence rule applies for the wings treated here. We refer the reader to Cheng \& Hafez (1975) and Cheng (1977) for a further discussion of equivalence rules applied to lifting wings.

Throughout this paper we have confined ourselves to wings having zero thickness. The effect of a wing's thickness is easily incorporated and we will now give a brief discussion of it. The equation of a wing having thickness can be written

$$
\tilde{z}=\alpha Z \pm \tau Z_{v}
$$

where the subscript $v$ will always denote functions associated with thickness effects. The inner expansion corresponding to (6) would be

$$
\varphi^{i}=\alpha \varphi_{0}+\tau \varphi_{v}+\alpha^{2} \varphi_{1}+\ldots
$$

If we now proceed as we did in §3, we should find that

$$
\varphi_{v}=\frac{1}{\pi} \int_{a_{1}}^{a_{2}} Z_{v x} \ln r_{1} d y_{1}+\mathscr{K}_{v}
$$

and, as $\boldsymbol{r} \rightarrow \infty$,

$$
\varphi_{v} \sim \frac{1}{2 \pi} S_{v} \ln \tilde{r}+\mathscr{K}_{v}+O\left(\frac{1}{\tilde{r}}\right)
$$

where

$$
S_{v} \equiv 2 \int_{a_{1}}^{a_{2}} Z_{v \tilde{x}} d y_{1}
$$

When this is cast in terms of the outer variables we have

$$
\left(\varphi_{v}\right)^{0} \sim \frac{1}{2 \pi} S_{v} \ln \hat{r}+\mathscr{K}_{v}^{*}+O\left(\frac{\delta}{\hat{r}}\right)
$$

where $\mathscr{K}_{v}^{*} \equiv \mathscr{K}_{v}-\left(S_{r} / 2 \pi\right) \ln \delta \equiv O(1)$. Thus, the thickness would contribute

$$
\tau\left[\left(S_{v} / 2 \pi\right) \ln \hat{r}+\mathscr{K}_{v}^{*}\right]
$$

to equation (18). Inspection shows that the thickness and lift have an equal effect on the outer problem provided $\tau=O\left(f_{0}\right)=O\left(\delta^{2}\right)$, where $\delta$ is related to $\alpha$ by (19). An examination of higher-order terms shows that this is the only additional singularity generated by the introduction of the thickness; thus, provided $\tau=O\left(\delta^{2}\right)$, the thickness contributes $\tau / \delta^{2}\left[S_{r} / 2 \pi \ln \hat{r}+\mathscr{K}_{r}^{*}\right]$ to the boundary condition in (21). Generally, when $\tau \neq O\left(\delta^{2}(\alpha)\right)$, where $\delta(\alpha)$ is given by (19), we may neglect either the lift or thickness when calculating the outer flow. For example, when $\tau=O(\alpha)$, the matching requires that $f_{0}=\tau, \delta=\tau^{\frac{1}{2}}$ and that the boundary condition is

$$
\Phi_{0} \sim \frac{S_{v}}{2 \pi} \ln \hat{r}+\mathscr{K}_{v}^{*}
$$

as $\hat{r} \rightarrow 0$. When $\tau=O\left(\alpha^{3}\right)$, the matching yields the same results as in the zero thickness case; in this case the thickness effects may be considered negligible for the purposes of calculating the far field.

## 6. Discussion of previous investigations

In this section we discuss the investigations of Barnwell (1975) and Cheng \& Hafez (1975), comparing their results and procedures to ours. Both papers give derivations of the boundary-value problem governing the flow far from a lifting wing; their procedures are seen to differ considerably in both appearance and content from each other and the present study.
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We first discuss the work of Barnwell. It should first be mentioned that Barnwell uses a body oriented co-ordinate system in contrast to the wind oriented system used here; hence care should be exercised in comparing Barnwell's work to either ours or Cheng \& Hafez's. Barnwell also provides a discussion of the effect of leading edge separation; this complication will not be discussed here. Barnwell first presents an inner expansion which contains gauge functions which are logarithmic in the ratio of the inner and outer length scales. Although our inner expansion proceeded in integral powers of $\alpha$ and $M_{0}^{2}-1$, we allowed $\mathscr{K}$ and $\mathscr{H}_{H}(\tilde{y}, \tilde{z})$ in (9) to depend on $\alpha$; thus, the resultant inner expansion is seen to be equivalent to that of Barnwell. A further examination of Barnwell's inner expansion shows that Barnwell has omitted the following term,

$$
\frac{\tilde{r}}{\lambda^{4}} \frac{\partial^{2} \phi_{1}}{\partial \tilde{z}^{2}} g=-\frac{\tilde{r}}{\lambda^{4}} \frac{\partial^{2} \phi_{1}}{\partial \tilde{y}^{2}} g,
$$

from his boundary condition (19). This produces an error in the strength of the equivalent source given by $H(\bar{x})$ in his equation (68).

Barnwell also presents a very careful study of the outer solution. As we mentioned in $\S 4$ he finds the equations governing three terms of the outer expansion; in his notation these terms are

$$
\epsilon_{1} \Phi_{1}+\epsilon_{2} \Phi_{2}+\epsilon_{3} \Phi_{3}
$$

where $\epsilon_{1}, \epsilon_{2}$ and $\epsilon_{3}$ are the outer gauge functions and $\Phi_{1}, \Phi_{2}$ and $\Phi_{3}$ are independent of any small parameters. The lowest-order term satisfies the small disturbance transonic equation and $\Phi_{2}$ and $\Phi_{3}$ satisfy linear equations which have coefficients dependent on the lower-order $\Phi_{i}$ 's and theirderivatives. To match the inner and outer expansions he needs a small $\bar{r}$ expansion of the $\Phi_{i}$ 's. To obtain this he uses the iterative technique of Cole \& Messiter (1957) to solve the differential equations governing $\Phi_{1}, \Phi_{2}$ and $\Phi_{3}$ for small values of $\bar{r}$; this assures us that the inner expansion of the outer solution satisfies the outer equations. For the sake of simplicity, we have presented a more intuitive approach to this than that presented by Barnwell. Essentially, we have tacitly assumed that a small $\hat{r}$ expansion of our outer solution will contain all the terms necessary to match. It is easy to show that when such an iterative procedure is applied to our outer solution, a boundary condition results which is identical to the one presented here. Once Barnwell obtains his expansion of the outer solution he matches this to the large $\tilde{r}$ expansion of the inner solution. Except for the error in the source strength mentioned above his results are in agreement with those given here.

As a final remark we note that Barnwell states that an intermediate expansion is necessary in order to match the inner and outer expansions. He bases this on an examination of the large $\tilde{r}$ expansion of the inner solution (his equation 67) and the small $\bar{r}$ expansion of the outer solution (his equation 68). Because the leading term in (67) is a dipole and the leading term in (68) is a source, he concludes that an intermediate expansion is necessary. In $\$ 5$ we used a rule concerning the matching of logarithms; if this is applied to Barnwell's expansions (67) and (68) it is clear that they may be matched without recourse to an intermediate expansion.

We now discuss the results of Cheng \& Hafez. Of the two previous investigations the procedure of Cheng \& Hafez has the closest resemblance to ours. Their inner expansion can be shown to be the same as ours and they use a one-term outer expansion similar to that given here. Throughout their paper, Cheng \& Hafez use an elaborate
parameterization scheme. They also correctly state that their results are valid for $\lambda \equiv b / l=O(1)$; this appears to be inconsistent with the parameterization scheme. Specifically, in equation (2.10) they introduce a parameter

$$
\Gamma_{*} \equiv 8 /(\gamma+1) \lambda^{2}|\ln \epsilon|,
$$

where $\epsilon$ is the ratio of inner and outer length scales analogous to our $\delta$; they further require that $\Gamma_{*}$ be non-vanishing as $\epsilon \rightarrow 0$. This would seem to imply that $\lambda$ must vary as $|\ln \epsilon|^{-\frac{1}{2}}$ which violates their $\lambda=O(1)$ assumption. However, this inconsistency in the parameterization does not affect the final results.

In $\S 4.3$ the outer equation is introduced and a small $\eta \equiv \epsilon r$ expansion of the outer solution is given. In $\S 4.5$ the matching is carried out for the case corresponding to the one discussed here. The boundary condition for the outer problem is given by their equation (4.12); this is seen to disagree with our boundary condition (21). Specifically, the terms

$$
\frac{\epsilon^{\prime}}{2 \pi}\left[\bar{D}_{1}(x)\left(\eta^{\prime}\right)^{-1} \cos \omega+\left|\ln \epsilon^{\prime}\right|^{-\frac{1}{2}} m_{32}\left(\eta^{\prime}\right)^{-2} \sin 2 \omega\right]
$$

appear in their equation (4.12), but are absent in ours. It may be shown that these terms correspond to the $O\left(\delta^{2} / \hat{r}^{2}\right)$ term found in the outer expansion of $\varphi_{0}$ and the $O\left(\delta \hat{\gamma}^{-1} \ln \hat{r} / \delta, \delta / \hat{\gamma}\right)$ term found in the outer expansion of $\varphi_{1}$; these higher-order terms must be truncated in the matching. In a later publication, Cheng (1977) discusses the application of this theory to particular wing configurations; the boundary condition used in this study is equivalent to the one derived here.

With the exception of the errors mentioned above, the results of Barnwell (1975), Cheng \& Hafez (1975) and the present study are in agreement. The study presented here approaches the problem from a more fundamental point of view and is therefore believed to be more accessible to the reader.

## 7. Conclusion

We have presented a theory of thin three-dimensional wings without thickness in transonic flow. The boundary-value problem governing the flow far from the wing has been derived. The calculations presented here are intended to be simpler than those of the previously published studies; they also correct errors found in these earlier studies. Both the previous investigations and the present study show that there are effects which are of second order in the near-field which produce first-order effects in the far-field.
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## Appendix A. Solution for $\varphi_{1}$

Because of the linearity of the Laplacian it is permissible to break $\varphi_{1}$ up into three parts:

$$
\varphi_{1}=\varphi^{\prime}+\varphi^{\prime \prime}+\frac{1}{2}(\gamma+1) \varphi^{\prime \prime \prime}
$$

where $\varphi^{\prime}$ satisfies

$$
\nabla_{2}^{2} \varphi^{\prime}=0
$$

with

$$
\varphi_{z}^{\prime}=\left(\varphi_{0 \tilde{y}} Z\right)_{\tilde{y}} \quad \text { on } \quad \tilde{z}=0 \pm, \quad a_{1} \leqslant \tilde{y} \leqslant a_{2}
$$

$\varphi^{\prime \prime}$ satisfies

$$
\nabla_{2}^{2} \varphi^{\prime \prime}=\frac{\partial}{\partial \tilde{x}}\left(\varphi_{0 \tilde{j}}^{2}+\varphi_{0 \xi}^{2}\right)
$$

with

$$
\varphi_{2}^{\prime \prime}=\varphi_{0, \tilde{x}} Z_{\tilde{x}} \quad \text { on } \quad \tilde{z}=0 \pm, \quad a_{1} \leqslant \tilde{y} \leqslant a_{2}
$$

and $\varphi^{\prime \prime \prime}$ satisfies
with

$$
\begin{gathered}
\nabla_{2}^{2} \varphi^{\prime \prime \prime}=\frac{\partial}{\partial \tilde{x}}\left(\varphi_{0 \tilde{x}}^{2}\right) \\
\varphi_{\tilde{z}}^{\prime \prime \prime}=0 \quad \text { on } \quad \tilde{z}=0 \pm, \quad a_{1} \leqslant \tilde{y} \leqslant a_{2}
\end{gathered}
$$

Equation (14) admits solutions for $\varphi_{1}$ which are symmetric in $\tilde{z}$, i.e. $\varphi_{1}(\tilde{z})=\varphi_{1}(-\hat{z})$. In the following we will assume that $\varphi_{1}$ as well as $\varphi^{\prime}, \varphi^{\prime \prime}$, and $\varphi^{\prime \prime \prime}$ are symmetric in $\tilde{z}$.

The above problem for $\varphi^{\prime}$ is homogeneous; thus, we will not only take $[\psi]=0$, $\left[\mathscr{H}_{H}\right]=0$ and $f=\left(\varphi_{0 \dot{j}} Z\right)_{\bar{u}}$ in $(9)$, but $\Psi^{\circ}=0$ as well. Thus,

$$
\varphi^{\prime}=\frac{1}{2 \pi} \int_{a_{1}}^{a_{2}}\left(\left[\varphi_{0 \tilde{u}}\right] Z\right)_{\nu_{1}} \ln r_{1} d y_{1}+\mathscr{K}_{1}(\tilde{x})+\mathscr{H}^{\prime}
$$

where $\mathscr{H}^{\prime}$ is the arbitrary harmonic function found in equation (9). An integration by parts yields

$$
\varphi^{\prime}=\left.\frac{1}{2 \pi}\left\{\ln r_{1}\left[\varphi_{0 \tilde{y}}\right] Z\right\}\right|_{a_{1}} ^{a_{2}}-\frac{1}{2 \pi} \int_{a_{1}}^{a_{2}}\left[\varphi_{0 \bar{\psi}}\right] Z \frac{y_{1}-\tilde{y}}{r_{1}^{2}} d y_{1}+\mathscr{K}_{1}+\mathscr{H}^{\prime}
$$

Here we follow Cheng \& Hafez (1975) and require that $\left[\varphi_{0 \dot{y}}\right] \equiv 0$ at the leading edges of the wing and the outer edges of the trailing vortex sheet. Thus,

$$
\begin{equation*}
\varphi^{\prime}=\frac{1}{2 \pi} \int_{a_{1}}^{a_{2}}\left[\varphi_{0 \tilde{y}}\right] Z \frac{\tilde{y}-y_{1}}{r_{1}^{2}} d y_{1}+\mathscr{K}_{1}(\tilde{x})+\mathscr{H}^{\prime} \tag{A1}
\end{equation*}
$$

The large $\tilde{r}$ behaviour of $\varphi^{\prime}$ is

$$
\begin{equation*}
\varphi^{\prime} \sim \mathscr{K}_{1}(\tilde{x})+\frac{\cos \omega}{2 \pi \tilde{r}} \int_{a_{1}}^{a_{2}}\left[\varphi_{0 \tilde{u}}\right] Z d y_{1}+\mathscr{H}^{\prime}(\tilde{r}, \omega ; \tilde{x})+O\left(\frac{1}{\tilde{r}^{2}}\right) \tag{A2}
\end{equation*}
$$

In the large $\tilde{r}$ expansions of $\varphi^{\prime}, \varphi^{\prime \prime}$ and $\varphi^{\prime \prime \prime}$, we will not expand the arbitrary harmonic functions; this behaviour must be obtained from the matching.

We now derive the solution for $\varphi^{\prime \prime}$. The function $\mathscr{F}(\zeta, \bar{\zeta} ; \tilde{x})$ in $\S 3$ is seen to be equal to $4\left(\varphi_{0 \zeta} \varphi_{0 \xi}\right)_{\dot{x}}$; Cheng \& Hafez (1973) have shown that when the arbitrary function $\mathscr{H}_{p}$ in $\S 3$ is taken to be identically zero, the function $\Psi$, or here $\Psi^{\prime \prime}$, is given by

$$
\Psi^{\prime \prime}=\left(\frac{1}{2} \varphi_{0}^{2}\right)_{\tilde{x}}
$$

and, from the boundary condition for $\varphi_{0}$, we have

$$
\Psi_{\tilde{z}}^{\prime \prime}(\tilde{y}, 0 \pm ; \tilde{x})=\varphi_{0 \tilde{x}} Z_{\tilde{x}}+\varphi_{0} Z_{\tilde{x} \tilde{x}} .
$$

Thus, the solution for $\varphi^{\prime \prime}$ which is symmetric in $\tilde{z}$ is

$$
\begin{equation*}
\varphi^{\prime \prime}=\left(\frac{1}{2} \varphi_{0}^{2}\right)_{\tilde{x}}-\frac{1}{2 \pi} \int_{a_{1}}^{a_{2}}\left[\varphi_{0}\right] Z_{\tilde{x} \tilde{x}} \ln r_{1} d y_{1}+\mathscr{K}_{2}(\tilde{x})+\mathscr{H}^{\prime \prime} \tag{A3}
\end{equation*}
$$

For large $\tilde{r}$,

$$
\begin{equation*}
\varphi^{\prime \prime} \sim \frac{1}{2 \pi} G(\tilde{x}) \ln \tilde{r}+\mathscr{K}_{2}(\tilde{x})+\mathscr{H}^{\prime \prime}+O\left(\frac{1}{\tilde{r}}\right) \tag{A4}
\end{equation*}
$$

where

$$
G(\tilde{x}) \equiv-\int_{a_{1}}^{a_{2}}\left[\varphi_{0}\right] Z_{\tilde{x} \tilde{x}} d y_{1}
$$

Finally, we consider the problem for $\varphi^{\prime \prime \prime}$. The function $\mathscr{F}(\zeta, \bar{\zeta} ; \tilde{x})$ in $\S 3$ is seen to be $\partial\left(\varphi_{0 \tilde{x}}^{2}(\zeta, \bar{\zeta} ; \tilde{x})\right) / \partial \tilde{x}$, where

$$
\varphi_{0 \hat{x}}^{2}=-\frac{1}{16 \pi^{2}} \int_{a_{1}}^{a_{2}} \int_{a_{1}}^{a_{2}}\left[\varphi_{0 \tilde{x}}\right]_{1}\left[\varphi_{0 \hat{x}}\right]_{2}\left(\frac{1}{y_{1}-\zeta}-\frac{1}{y_{1}-\bar{\zeta}}\right)\left\{\frac{1}{y_{2}-\zeta}-\frac{1}{y_{2}-\bar{\zeta}}\right) d y_{1} d y_{2},
$$

where $\left[\varphi_{0 \tilde{x}}\right]_{i} \equiv\left[\varphi_{0 z x}\right]\left(y_{i} ; \tilde{x}\right), i=1,2$. Cheng \& Hafez (1973) have shown that $\Psi$, or here $\Psi^{\prime \prime \prime}$, can be written

$$
\begin{aligned}
& \Psi^{\prime \prime \prime}=-\frac{1}{64 \pi^{2}} \frac{\partial}{\partial \tilde{x}} \int_{a_{1}}^{a_{2}} \int_{a_{1}}^{a_{2}} \frac{\left[\varphi_{0 \tilde{x}}\right]_{1}\left[\varphi_{0 x}\right]_{2}}{y_{1}-y_{2}} \ln \left(\frac{\zeta-y_{1}}{\zeta-y_{2}} \cdot \frac{\bar{\zeta}-y_{1}}{\bar{\zeta}-y_{2}}\right) d y_{1} d y_{2} \\
& +\frac{1}{64 \pi^{2}} \frac{\partial}{\partial \tilde{x}}\left\{\int_{a_{1}}^{a_{2}}\left[\varphi_{0 x}\right]_{1} \ln \left(\zeta-y_{1}\right)\left(\bar{\zeta}-y_{1}\right) d y_{1}\right\}^{2},
\end{aligned}
$$

provided that we choose $\mathscr{H}_{p}$ (see § 3) as follows

$$
\begin{gathered}
\mathscr{H}_{p}=\frac{1}{64 \pi^{2}} \frac{\partial}{\partial \tilde{x}} \int_{a_{1}}^{a_{2}} \int_{a_{1}}^{a_{2}}\left[\varphi_{0 a z}\right]_{1}\left[\varphi_{0 z}\right]_{2}\left\{\ln \left(\zeta-y_{1}\right)\left(\zeta-y_{2}\right)+\ln \left(\bar{\zeta}-y_{1}\right)\left(\bar{\zeta}-y_{2}\right)\right\} d y_{1} d y_{2} \\
-\frac{1}{64 \pi^{2}} \frac{\partial}{\partial \tilde{x}} \int_{a_{1}}^{a_{2}} \int_{a_{1}}^{a_{2}} \frac{\left[\varphi_{0 \dot{x}}\right]_{1}\left[\varphi_{0 \tilde{x}}\right]_{2}}{y_{1}-y_{2}}\left\{\zeta \ln \left(\frac{\zeta-y_{1}}{\zeta-y_{2}}\right)+\bar{\zeta} \ln \left(\frac{\bar{\zeta}-y_{1}}{\bar{\zeta}-y_{2}}\right)\right\} d y_{1} d y_{2} .
\end{gathered}
$$

At $\tilde{z}=0 \pm$, Cheng \& Hafez (1973) have also shown that

$$
\begin{equation*}
\Psi_{\tilde{z}}^{\prime \prime \prime}(\tilde{y}, 0 \pm, \tilde{x})= \pm \frac{1}{2 \pi} \frac{\partial}{\partial \tilde{x}}\left\{\left[\varphi_{0 \tilde{x}}\right](\tilde{y} ; \tilde{x}) \text { P.V. } \int_{a_{2}}^{a_{2}}\left[\varphi_{0 \dot{x}}\right]_{1}\left(\ln \left|y_{1}-\tilde{y}\right|+\frac{\tilde{y}}{y_{1}-\tilde{y}}\right) d y_{1}\right\}, \tag{A5}
\end{equation*}
$$

where the P.V.indicates that the Cauchy Principal Value of the integral is to be taken. Thus, the solution for $\varphi^{\prime \prime \prime}$ which is symmetric in $\tilde{z}$ is

$$
\begin{equation*}
\varphi^{\prime \prime \prime}=\Psi^{\prime \prime \prime}-\frac{1}{2 \pi} \int_{a_{1}}^{a_{2}}\left[\Psi_{z}^{\prime \prime \prime}\right] \ln r_{1} d y_{1}+\mathscr{K}_{3}(\tilde{x})+\mathscr{H}^{\prime \prime \prime}, \tag{A6}
\end{equation*}
$$

where, in terms of the real variables $\tilde{y}$ and $\tilde{z}, \Psi^{\prime \prime \prime}$ is
$\Psi^{\prime \prime \prime}=-\frac{\tilde{y}}{16 \pi^{2}} \frac{\partial}{\partial \tilde{x}}\left\{\int_{a_{1}}^{a_{2}} \int_{a_{1}}^{a_{2}} \frac{\left[\varphi_{0 \tilde{x}}\right]_{1}\left[\varphi_{0 \tilde{x}}\right]_{2}}{y_{1}-y_{2}} \ln \frac{r_{1}}{r_{2}} d y_{1} d y_{2}\right\}+\frac{1}{16 \pi^{2}} \frac{\partial}{\partial \tilde{x}}\left\{\int_{a_{1}}^{a_{2}}\left[\varphi_{0 \tilde{x}}\right]_{1} \ln r_{1} d y_{1}\right\}^{2}$,
and $\Psi_{\tilde{z}}^{\prime \prime \prime}(\tilde{y}, 0 \pm ; \tilde{x})$ is given by (A 5 ). For large values of $\tilde{r}, \Psi^{\prime \prime \prime}$ has the behaviour

$$
\Psi^{\prime \prime \prime} \sim \frac{1}{16 \pi^{2}}\left(\ln ^{2} \tilde{r}+\cos ^{2} \omega\right)\left(F^{\prime 2}\right)^{\prime}+O\left(\frac{\ln \tilde{r}}{\tilde{r}}, \frac{1}{\tilde{r}}\right),
$$

where $F^{\prime} \equiv(d / d \tilde{x}) F(\tilde{x})$. Thus, as $\tilde{r} \rightarrow \infty$

$$
\begin{equation*}
\varphi^{\prime \prime \prime} \sim \frac{1}{16 \pi^{2}}\left(\ln ^{2} \tilde{r}+\cos ^{2} \omega\right)\left(F^{\prime 2}\right)^{\prime}+\frac{1}{2 \pi} I(\tilde{x}) \ln \tilde{r}+\mathscr{K}_{3}+\mathscr{H}^{\prime \prime \prime}+O\left(\frac{\ln \tilde{r}}{\tilde{r}}, \frac{1}{\tilde{r}}\right) \tag{A8}
\end{equation*}
$$

where

$$
I(\tilde{x}) \equiv-\int_{a_{2}}^{a_{2}}\left[\Psi_{\tilde{z}}^{\prime \prime \prime}\right] d y_{1}
$$

Thus, $\varphi_{1}$ is given by the sum of the terms $\varphi^{\prime}, \varphi^{\prime \prime}$ and $\frac{1}{2}(\gamma+1) \varphi^{\prime \prime \prime}$. The large $\tilde{r}$ behaviour of $\varphi_{1}$ may be obtained by equations (A 2), (A 4) and (A 8) ; this may be written

$$
\varphi_{1} \sim \frac{S^{\prime}(\tilde{x})}{2 \pi} \ln \tilde{r}+\mathscr{K}(\tilde{x})+\frac{\gamma+1}{32 \pi^{2}}\left(F^{\prime 2}\right)^{\prime}\left(\ln ^{2} \tilde{r}+\cos ^{2} \omega\right)+\mathscr{H}_{1}+O\left(\frac{\ln \tilde{r}}{\tilde{r}}, \frac{1}{\tilde{r}}\right)
$$

where

$$
\begin{gathered}
S^{\prime}(\tilde{x}) \equiv \frac{d S(\tilde{x})}{d \tilde{x}} \equiv G(\tilde{x})+\frac{\gamma+1}{2} I(\tilde{x}) \\
\mathscr{K}(\tilde{x}) \equiv \mathscr{K}_{1}+\mathscr{K}_{2}+\frac{\gamma+1}{2} \mathscr{K}_{3}
\end{gathered}
$$

and

$$
\mathscr{H}_{1}(\tilde{r}, \omega ; \tilde{x}) \equiv \mathscr{H}^{\prime}+\mathscr{H}^{\prime \prime}+\frac{\gamma+1}{2} \mathscr{H}^{\prime \prime \prime}
$$

As we did in the discussion of $\varphi_{0}$, we will now anticipate some of the results of the matching to determine $\mathscr{H}_{1}$ for all values of $\tilde{x}, \tilde{y}$ and $\tilde{z}$. We will require that the boundary condition for the outer problem contains contributions from $\varphi^{\prime}, \varphi^{\prime \prime}$ and $\varphi^{\prime \prime \prime}$; the only way that this will be possible is $\mathscr{H}_{1}=O(\ln \tilde{r})$ at most, as $\tilde{r} \rightarrow \infty$. This condition, combined with the fact that $\mathscr{H}_{1}$ is symmetric in $\tilde{z}$ and satisfies

$$
\nabla_{2}^{2} \mathscr{H}_{1}=0 \quad \text { for all } \quad \tilde{x}, \tilde{y}, \tilde{z}
$$

and

$$
\mathscr{H}_{1 \tilde{z}}=0 \quad \text { on } \quad \tilde{z}=0 \pm, \quad a_{1} \leqslant \tilde{y} \leqslant a_{2}
$$

implies that $\mathscr{H}_{1}$ is a function of $\tilde{x}$ alone. If we absorb this function of $\tilde{x}$ in $\mathscr{K}(\tilde{x})$ we may now write

$$
\begin{align*}
\varphi_{1}=\frac{1}{2 \pi} \int_{a_{1}}^{a_{2}}\left[\varphi_{0 \tilde{y}}\right] Z \frac{\tilde{y}-y_{1}}{r_{1}^{2}} d y_{1}+ & \frac{1}{2}\left(\varphi_{0}^{2}\right)_{\tilde{x}}-\frac{1}{2 \pi} \int_{a_{1}}^{a_{2}}\left[\varphi_{0}\right] Z_{\tilde{x} \tilde{x}} \ln r_{1} d y_{1} \\
& +\frac{\gamma+1}{2}\left\{\Psi^{\prime \prime \prime}-\frac{1}{2 \pi} \int_{a_{1}}^{a_{2}}\left[\Psi_{\tilde{z}}^{\prime \prime \prime}\right] \ln r_{1} d y_{1}\right\}+\mathscr{K}(\tilde{x}) \tag{A9}
\end{align*}
$$

and as $\tilde{r} \rightarrow \infty$,

$$
\begin{equation*}
\varphi_{1} \sim \frac{S^{\prime}(\tilde{x})}{2 \pi} \ln \tilde{r}+\mathscr{K}(\tilde{x})+\frac{\gamma+1}{32 \pi^{2}}\left(F^{\prime 2}\right)^{\prime}\left(\ln ^{2} \tilde{r}+\cos ^{2} \omega\right)+O\left(\frac{\ln \tilde{r}}{\tilde{r}}, \frac{1}{\hat{r}}\right) \tag{A10}
\end{equation*}
$$
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#### Abstract

A new method for the design of shock-free supercritical airfoils, wings, and three-dimensional configurations is described. Results illustrating this procedure in two and three dimensions are given. They include modifications $t 0$ part of the upper surface of an NACA $64 A 410$ airfoil that will maintain shock-free flow over a range of Mach numbers for a fixed lift coefficient, and the modifications required on part of the upper surface of a swept wing with an NACA $64 A 410$ root section to achieve shock-free flow. While the results are given for inviscid flow, the same procedures can be employed iteratively with a boundary-layer calculation in order to achieve shock-free viscous designs. With a shock-free pressure field, the boundary-layer calculation will be reliable and not complicated by the difficulties of shock wave, boundary-layer interaction.


## Introduction

WELL-KNOWN requirements for increased efficiency and. in the case of commercial aircraft, productivity have forced the operating conditions of compressors, turbines, propellers, wing sections, and aircraft into the transonic regime. Unfortunately, once local regions of supersonic flow occur, shock waves are likely with the attendant wave drag and boundary-layer separation losses. In the mid 1950s, Morawetz proved that shock-free, two-dimensional, irrotational, near-sonic flows are mathematically isolated. In other words, any arbitrary 4 changes in the flow or boundary conditions that provide a shock-free flow will lead to the formation of a shock wave. Thus, Morawetz's theorem stated that the shock-free inviscid flow solutions, if and when they existed, were isolated by neighboring solutions that contain shock waves. Recently, this result has been extended to three dimensions by Cook. ${ }^{2}$ Fortunately, it was recognized that such flow would have practical significance if, as seemed likely, the shock waves that occurred in neighboring flows were very weak. Wind tunnel research by Whitcomb ${ }^{3}$ at the NASA Langley Research Center and Pearcey ${ }^{4}$ at the National Physical Laboratory, United Kingdom, led to the development of practical 'shock-free"' airfoil sections. Subsequent analytical studies by Garabedian and Korn, ${ }^{5}$ Nieuwland, ${ }^{6}$ Boerstoel, ${ }^{7}$ and Sobieczky ${ }^{8}$ established theoretical design procedures for two-dimensional inviscid flows. More recently, the development of sophisticated numerical codes for the analysis of transonic flowfields has led to the design of both airfoils and wings by numerical optimization. ${ }^{9,10}$ The practical success of the preceding efforts, as documented by the recent NASA Conference on Advanced Technology Research, " has been substantial. Further progress, as reported here, seems likely. The senior author recognized that

[^5]the procedure he was using in the hodograph plane implied an analogous procedure in the physical plane, and furthermore, that this procedure did not seem to be restricted to twodimensional flows. ${ }^{12,13}$ This paper reports the success to date in using this idea to provide shock-free designs in two and three dimensions.

The design procedure invoked here is, in principle, a simple one. While there is no guarantee that a shock-free flow will necessarily result from the procedure, our experience in two dimensions has been that if the hodograph method will work for specified flow and airfoil parameters, then the procedure outlined here will work too. Also, it provides neighboring shock-free airfoil shapes for fixed lift coefficient with varying Mach numbers and varying lift coefficient for fixed Mach numbers, as well as providing a multiplicity of closely related shapes that are shock free at fixed lift coefficient and Mach number. This wealth of shock-free, two-dimensional designs is no great surprise; therefore, it is not surprising that they are found with minimal computational effort. Twodimensional inviscid flow potential airfoil designs require less than a minute of CYBER 175 CPU time and only a few seconds of CDC 7600 CPU time.

For three-dimensional flows our results are less extensive. Also, while it is clear that the procedure we use rests on a sound mathematical foundation in two dimensions, this is not the case in three dimensions. Indeed, for three-dimensional (that is, nonplanar and nonaxisymmetric) flows we solve an ill-posed boundary value problem.** That this problem can be solved successfully is a result of the practical requirement for specifying chordwise modifications more densely than spanwise ones.

We have demonstrated the ability to modify threedimensional wings so that, within the context of the numerical algorithm used, shock-free flows are obtained. We have not yet demonstrated an analogous wealth of shock-free flows in the three-dimensional case, but see no reason to believe that this situation is different there. The practical consequences of this wealth should prove to be of interest to the aircraft industry. ${ }^{14}$ Its success will depend on the designer being able to choose baseline configurations that will result in good offdesign performance and not compromise nonaerodynamic requirements.

## Design Procedure

The procedure we use to find shock-free designs assumes that a reliable numerical code is available for computing the flow past a given configuration, such as that sketched in Fig.

[^6]

Fig. 1 Sketch of shock-free flow past a lifling wing depicting the sonic surface obtained by introducing fictitious behavior inside this surface that results in elliptic equations.

1. Such codes are available for two- and three-dimensional inviscid flows. When they are coupled with a reliable boundary-layer code, the design procedure outlined here can be used to calculate shock-free viscous flow designs. While this would require some modest iteration, it is certainly possible both in practice and in principle. With the existence of a reliable analysis algorithm presumed we modify this algorithm so that once the flow become hyperbolic we alter the basic equations so that they revert to elliptic behavior. This may be done in a number of ways, but it should be done in a way that it conserves new, but fictitious, "mass" and "momentum" fluxes to a satisfactory degree of accuracy. We may, for example, change the density's dependence from the usual one to one that returns the equations to elliptic form. We might suppose, for the purpose of illustration, that once the equations become parabolic (i.e., sonic) on some surface, then at higher velocities the density will be maintained at its sonic value, giving elliptic equations. We use a numerical algorithm to compute this fictitious flow past a configuration of interest, chosen perhaps on the basis of previous design experience. Because the equations are elliptic, this will result in a discretized, pseudoanalytic description of the velocity, density, and pressure fields on the embedded parabolic surfaces, and this description will be consistent with the correct governing equations. These initial data on the parabolic surfaces are then used to calculate the correct flowfield inside such surfaces. This new flowfield may or may not contain shock waves. This depends on the choice of the fictitious equations, or perhaps better, fictitious gas, used inside the parabolic surfaces. This new flow will define a stream surface that is tangent to, and has the same curvature as, the stream surface at the intersection of the sonic surface and the original body. Inside this surface a new body shape is defined by the stream surface of the new, but now real, flow.

Here, of course, we must also address the question of wellposedness. In two dimensions there is no difficulty because either of the spatial coordinates may be designated as the timelike variable. This is not the case in three dimensions where only the spatial coordinate aligned with the flow is time-like. Because shock-free flows are reversible, the domains of dependence and influence may be interchanged. But neither the normal (nor the binormal) to the stream direction can be considered time-like in the three-dimensional initial-value problem. Thus, data are given on surfaces that are not in the usual domain of dependence and the problem is ill-posed. It is this fact that has made us stress that a reliable analysis algorithm should be the basis for the design computations. An
variations in the spanwise direction that are on scale, that is, small compared to the nominal axial (flow direction) distance, will amplify; thus, the success of the numerical algorithm depends upon not introducing such disturbances. This is not the first time ill-posed problems have been solved to obtain results of engineering interest (see, for example, Ref. 15, pp. 448-472).

## Fictitious Gas

As just mentioned, modifications are made to the basic equations to retain their elliptic behavior once the flow has accelerated to sonic speed and a parabolic surface, with the needed initial data, has been generated. The possible modifications are manifold. Our discussion is limited to those used to obtain the results reported here.

For two-dimensional flows we have used Jameson's ${ }^{16,17}$ circle-plane algorithm for the full potential equation. Thus, in the analysis mode, we are solving

$$
\begin{equation*}
\left\{\left.\rho \phi_{x}\right|_{x}+\mid \rho \phi_{z}\right\}_{z}=0 \tag{la}
\end{equation*}
$$

with

$$
\begin{equation*}
\rho / \rho_{\infty}=\left[1+\frac{\gamma-1}{2} M_{\infty}^{2}\left(1-\phi_{x}^{2}-\phi_{:}^{2}\right)\right]^{1 / \gamma-1} \tag{1b}
\end{equation*}
$$

where $\phi$ is the velocity potential and $\rho$ the density. If we limit our consideration to fictitious gases for which the density is a function of the square of the velocity, viz., $\rho=\rho\left(q^{2}\right)$, where $q^{2}=U^{2}\left[\phi_{x}^{2}+\phi_{2}^{2}\right]$, then gas laws of the form

$$
\begin{equation*}
\rho / \rho_{*}=\left(a_{*} / q\right)^{p} \quad P<1 \quad \text { for } \quad q>a_{*} \tag{1c}
\end{equation*}
$$

will insure elliptic behavior; $P=1$ gives parabolic behavior and the fictitious and real gases have the same value of ( $\mathrm{d} \rho / \mathrm{d} q$ ).. An alternative choice, and the one used most extensively here, is $P=0$; in this case, Eq. (1a) becomes Laplace's equation. When the flow would normally be hyperbolic, Eq. (1a) is now solved with the density-velocity relationship of Eq. (1c). A fictitious mass flow, which matches the real mass flux at the sonic surface, is thereby conserved and the velocity field remains irrotational.

For three-dimensional flows we have used the Ballhaus-Bailey-Frick algorithm, ${ }^{18}$ as implemented by Mason et al. ${ }^{19}$ This is a small perturbation calculation, and the classical conservative formulation is adopted here. Thus, in an equivalent form, we solve the system

$$
\begin{gather*}
-1 / 2(\gamma+1)\left\{u^{2}\right\}_{x}+v_{y}+w_{z}=0  \tag{2a}\\
v_{z}-w_{y}=0  \tag{2b}\\
u_{z}-w_{x}=0 \tag{2c}
\end{gather*}
$$

where the velocity vector is $q=a_{*}[(1+u) i+v j+w k]$.
A simple modification, Eq. (2), is to replace $\left\{u^{2}\right\}_{x}$ by $\operatorname{sgn}(u)\left\{u^{2}\right\}_{x}$ for all $u$. This system is elliptic, except on the sonic surface where $u=0$. We may think of the first of Eqs. (2) as being the consequence of the small perturbation expansion for the density, viz.,

$$
\begin{equation*}
\frac{\rho}{\rho_{*}}-1=-u-\frac{\gamma-1}{2} u^{2} \tag{3}
\end{equation*}
$$

whereas the fictitious equation, with $u$ replaced by $-|u|$ for $u>0$, results from

$$
\begin{equation*}
\frac{\rho}{\rho_{*}}-1=-u+\frac{\gamma+3}{2} u^{2} \tag{4}
\end{equation*}
$$

This fictitious gas has the same value for $(\mathrm{d} \rho / \mathrm{d} u)$ * as the real
solve Eqs. (2) with $\left\{u^{2}\right\}_{x}$ replaced by $-\operatorname{sgn}(u)\left\{u^{2}\right\}_{x}$; this corresponds to using the densities given by Eqs. (3) and (4) for $u<0$ and $u>0$, respectively.

## Calculation of the Hyperbolic Flowfield

As previously described, we calculate the flow past a body using the correct equations when the flow is subsonic and a modified, incorrect, set of equations when the flow is supersonic. This calculation serves to define sonic surfaces on which the flowfield calculation is switched from the correct equations to the modified ones. Outside this surface, presuming the trailing edge of the wing is subsonic, the solution satisfies the correct equations, and the potential at infinity has the correct value for the circulation. If infinity in the physical plane is not mapped to a finite part of the computational plane, then there is, in principle, a need to correct the doublet and nonlinear contributions; in practice, these contributions are small and changes in them negligible. Thus, the flow in the elliptic, subsonic domains is fixed and known, as are the initial data we need on the parabolic surface.

For two-dimensional flows, the calculation of the correct hyperbolic behavior is carried out using the method of characteristics. This is done in a hodograph-like working plane in which the characteristics are orthogonal straight lines. If we take $\xi=\theta+\nu$ and $\eta=\theta-\nu$, where $\theta$ is the flow deflection angle and $\nu$ the Prandtl-Meyer turning angle, then the velocity potential and stream function satisfy

$$
\begin{equation*}
\phi_{\xi}=K\left(\frac{\xi-\eta}{2}\right) \psi_{\xi}, \quad \phi_{\eta}=-K\left(\frac{\xi-\eta}{2}\right) \psi_{\eta} \tag{5}
\end{equation*}
$$

or, equivalently,

$$
\left.\frac{\mathrm{d} \psi}{\mathrm{~d} \phi}\right|_{\varepsilon, \eta=\text { const }}= \pm K^{-1}
$$

where the $\pm$ signs refer to $\xi, \eta=$ const, respectively. Here

$$
K(\nu)=K[\nu(q)]=\left\{\left|M^{2}(q)-1\right|\right\}^{1 / 2} \rho(0) / \rho(q)
$$

Values for the velocity potential on the parabolic line, $z=z^{*}(x)$, and the shape of this line are used along with the usual relations between the spatial coordinates and $\phi$ and $\psi$ to find $\psi$ on the sonic line. These initial data are then integrated using Eqs. (5) to determine the locus $\psi(x, z)=0$ which passes through the intersection of the sonic line with the body sur-


Fig. 2 Sketch of two neighboring isotach surfaces used in the

face. The values of $z$ for which $\psi(x, z)=0$ determine the new body shape. This shape will have the same slope and, at least theoretically, the same curvature, as the original body at the sonic points. This follows from the observation that flow quantities are not changed at the sonic line; thus, the streamwise momentum and normal pressure gradient are unchanged. Consequently, the local flow curvature must be the same.

For three-dimensional flows, the calculation of the hyperbolic flowfield is carried out by a procedure that marches inward from the sonic surface by successive surfaces of constant density (isopycnics) for the full potential equation, or constant axial flow speed $u$ for the small perturbation equation. We limit our discussion to the small perturbation equations, as all the results reported here are derived from them. Preliminary results using the full potential equations have been obtained by N. J. Yu.

We may either write Eqs. (2) in the appropriately scaled form or work with them directly as we will do here.

We are given an isotach surface $z^{*}(x, y)$, as shown in Fig. 2, on which we know $u=u^{*}=$ const, $w=w^{*}(x, y)$, and $v=v^{*}(x, y)$. We use the data on this surface, and the surface shape, to calculate

$$
\begin{equation*}
z_{x}^{*}, z_{x}^{*}, w_{x}^{*}, w_{y}^{*}, v_{x}^{*}, v_{y}^{*} \tag{6}
\end{equation*}
$$

Because these data satisfy Eqs. (2), we can verify that

$$
v_{x}^{*}=z_{x}^{*} w_{y}^{*}-z_{y}^{*} w_{x}^{*}
$$

which can be used, if needed, to check the consistency of the initial data. The values given in Eq. (6) can now be used to calculate the $z$ derivatives of $u, w, v$ on $z^{*}(x, y)$, where $u\left(x, y, z^{*}\right)=$ const, by using

$$
\begin{align*}
& u_{z}=\left[z_{x}^{*} v_{x}^{*}-z_{x}^{*} v_{y}^{*}-w_{x}^{*}\right] / J  \tag{7a}\\
& w_{:}=\left[(\gamma+1) u^{*} z_{x}^{*} w_{x}^{*}-z_{y}^{*} \omega_{y}^{*}+v_{y}^{*}\right] / J  \tag{7b}\\
& v_{z}=\left[(\gamma+I) u^{*} z_{x}^{*} v_{x}^{*}-w_{y}^{*}-z_{y}^{*} v_{x}^{*}\right] / J \tag{7c}
\end{align*}
$$

where $J$, the Jacobian, $\partial(u, v, w) / \partial(x, y, z)$, is:

$$
J=(\gamma+1) u^{*} z_{x}^{* 2}-z_{v}^{* 2}-I
$$

When the Jacobian, which is initially negative, vanishes, we can no longer compute the $z$ derivatives; this corresponds to the subsequent formation of multivalued solutions, i.e., limit surfaces. If $J=0$ occurs before the calculations produce a suitable stream surface defined by $w(x, y, 0), v(x, y, 0)$, then they must be rejected.

With Eq. (7a) inverted to give ( $\mathrm{d} z / \mathrm{d} u$ )., we take a set increment in $u, \Delta u$, to form a new isotach surface $z^{*}(x, y)+\Delta z^{*}(x, y)$. This new shape, along with the mean value of $u$ between the two surfaces and the second and third of Eqs. (7), provides the new values, $w^{*}(x, y)+\Delta w^{*}(x, y)$, $v^{*}(x, y)+\Delta v^{*}(x, y)$, of $w^{*}$ and $v^{*}$ on the next isotach. These values and the shape of the subsequent isotach are then converted to continuous functions by one-dimensional cubic splines in the $x$ and $y$ coordinates. This "onion-peel"-like process is then continued until $z=0$, unless a limit surface intervenes. In the latter event, the solution must be rejected. A more detailed discussion of this procedure is given in Ref. 20.

## Two-Dimensional Results

We have explored rather extensively some of the modifications that can be made to an existing airfoil, namely, an NACA 64A410 airfoil, to obtain shock-free flow. We will call this the baseline airfoil; the airfoil shapes we generate are identical with this airfoil nver that nortion wetted be subsonic


Fig. 3 Comparison of the pressure coefficients and sonic lines for the baseline NACA 64A410 and the shock-free airfoil oblained from it by the direct design procedure.


Fig. 4 Parameter space explored for the shock-free airfoils that can be obtained when the baseline configuration is an NACA 644410 airfoil.
flow; we need only modify the airfoil over a limited portion of its upper surface to obtain shock-free flows. Further, this modification is not unique for fixed flight conditions; rather, if one such shape exists, there usually will be a family of modifications of the baseline airfoil that will produce shockfree flow corresponding to different gas laws. Modifications 10 NACA 0012 and 64A410 airfoils that resulted in shock-free flows were reported by Eberle in Ref. 21.
With a baseline airfoil selected here mainly for illustrative purposes, we then pick a set of flight conditions for which we wish to find a modification of the airfoil shape that will result in shock-free flow. We choose $M_{\infty}=0.72$ and the angle of attack $\alpha=0.4$ deg. At these conditions inviscid flow


Fig. 5 Comparison of the pressure coefficient and the sonic line obtained by the design calculation that modifies the airfoil shape with those obtained by computing the flow past the modified airfoil.
of 0.78 and a $C_{D}$ of 0.0064 . The design procedure discussed earlier results in an airfoil that is $9.3 \%$ thick with a lift coefficient of 0.703 . The original and design pressure coefficient, sonic lines and body shapes are compared in Fig. 3a; these results and all other "analysis" results were computed using the numerical algorithm of Ref. 16. Figure 3b compares the pressure coefficients and sonic lines determined by the design procedure with those computed for the design airfoil shape.

With this shock-free design established at $M=0.72$ and with $C_{L}=0.70$, we now wish to determine the families of shapes that provide shock-free flow for a fixed lift coefficient as the Mach number varies, and a fixed Mach number as the lift coefficient varies. This has been done with $P=0$; that is, with a constant density fictitious gas (at the critical value), requiring an iterative procedure for the case at fixed lift coefficient. Other shapes were then explored that will produce the same lift coefficient, 0.70 , at a fixed Mach number by taking $P$ to be $-0.5,0.5$, and 1.0. Also, for $P=0$ we have: determined the maximum Mach number for which the desif $n$ procedure will produce a shock-free airfoil as a function of lift coefficient. This Mach number is nearly a linear function of lift coefficient at larger lift coefficients. The slope ef this variation is consistent with that given by Boerst oel. ${ }^{22}$ Preliminary studies also indicate that for a fixed lift coefficient of $0.6-0.7$, an $0.1 \%$ increase in the maximu!n Mach number requires about an $0.2 \%$ reduction in the this kness for shock-free flow when the nominal thickness is about $10 \%$. This result is less optimistic than the envelope of the hodograph designs given by Boerstoel, ${ }^{22}$ who found that only an $0.1 \%$ reduction was required. In our sturjy the generic

$r$ SCALE $=5 \mathrm{~m}(x$ SCRLE $)$
Fig. 6 Shock-free airfoil shapes for fixed lift coefficient $C_{L}=0.70$ and varying Mach number. The fictitious gas has a constant density in the supersonic domain $(P=0)$. The baseline airfoil is an NACA 644410 .
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Fig. 7 Shock-free airfoil shapes for fixed Mach number $\boldsymbol{M}_{\infty}=0.72$ and varying lift coefficient. The fictitious gas has a constant density in the supersonic domain $(P=0)$. The baseline airfoil is an NACA $64 A 410$.
modifications required when the baseline airfoil is near the envelope of hodograph designs. Positive values of $P$ provide less airfoil thickness reduction, since the fictitious and realgas densities are more nearly the same. The range of our airfoil studies is depicted in Fig. 4, with shock-free airfoils being determined for the points indicated. Also shown in Fig. 4 is the maximum Mach number for which a design was found as a function of lift coefficient for $P=0$.

The accuracy of the design procedure was studied at a number of design points by comparing the design's pressure distribution and sonic line shape with those obtained using the unmodified numerical algorithm to analyze the design airfoil shape. Typical results are shown in Fig. 5. The sonic line shape and initial data on the sonic line are determined in the circle-plane; then they are mapped back to the physical plane. The method of characteristics in the hodograph variables is used to compute the design pressure coefficient corresponding to the calculated airfoil surface shape. The agreement, as shown, is excellent. For designs that approach the Mach number at which a limit line first penetrates the surface,
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Fig. 8 Shock-free airfoils for fixed Mach number $\boldsymbol{M}_{\infty}=\mathbf{0 . 7 2}$ and lift coefficient $C_{l}=0.70$, varying the exponent $P$ of Eq. (1c) and thus changing the density's dependence on flow speed. The baseline airfoil is an NACA 64A410.
obtain a converged solution. These designs have very rapid expansions immediately following the sonic line. Indeed, as Boerstoel ${ }^{22}$ has noted, the analysis code used with an optimization scheme will not produce designs of this character.

The shock-free airfoil shapes that are obtained for fixed $C_{L}$ and $P$, fixed $M_{\infty}$ and $P$, and fixed $M_{\infty}$ and $C_{L}$ at various $P_{L}$, are shown in Figs. 6-8. One can overlay the results for fixed $C_{L}$ and find quite similar airfoil shapes that are shock-free over a range of Mach numbers. Because modifications to the baseline airfoil are required only over a limited portion of the upper surface, and a family of specified changes in the airfoil curvature is known for each set of flight conditions, a closely related family of shock-free airfoil shapes can be generated. Thus, the minor modifications to a limited portion of a wing surface needed to produce shock -free flow over a practical range of flight conditions can be easily determined.

## Three-Dimensional Results

Our first design results using the method just described were for two-dimensional, small perturbation flow past a parabolic arc airfoil. Consequently, we initiated our threedimensional studies with a rectangular, unswept wing having an aspect ratio of six and a parabolic arc airfoil. We utilized the small perturbation approximation, Eqs. (2), and a parabolic thickness distribution; the airfoil was taken to be $6 \%$ thick at the centerplane. The flow was calculated using the algorithm of Ref. 19, modified to return the equations to elliptic behavior as described earlier. The initial data on the embedded sonic surface were then used to compute the correct flow in the supersonic domain using the "onion-peel" algorithm of Ref. 20. This defines new wing surface slopes. The flow past this shock-free design was then analyzed using the modified numerical algorithm. Figure 9 compares the pressure distributions on the original and design wing at various lateral positions for $M_{\infty}=0.87$. Also shown are the cross sections of the sonic surface at the same lateral stations. The only essential differences in the pressure occur in the supersonic domain, which is consistent with the design process. The modifications made to the wing slope, shown in Fig. 10 for several lateral stations, have eliminated the shock wave.

A subsequent, more realistic, calculation was made for the planform sketched in Fig. 11. The wing section chosen was an NACA 64A410 profile at the center section and an elliptic thickness distribution. The leading-edge sweep was taken to

Fig. 9 Sonic surface for the shock-free rectangular wing obtained by modifying a wing with a parabolic arc airfoil section and the pressure coefficients on the original and modified wing, as calculated by the numerical algorithm of Ref. 19. The thickness distribution of the baseline wing is parabolic in $y / c$.



Fig. 10 Changes required in the surface slope at various lateral stations to provide shock-free flow over the rectangular wing of Fig. 9.
ratio was 5. The sonic surface is also depicted in Fig. 11. Figure 12 compares the pressure coefficients on the upper surface of the original wing and the wing designed to be shock free. While the reduction in drag for this wing is small compared to the induced drag, it is clear that the wing modifications have essentially eliminated the shock waves, and, consequently, the wave drag. More importantly, shock wave induced boundary-layer separation is avoided. Impressive results for the ONERA M6 planform have been obtained by $\mathrm{Yu}^{23}$ using the full potential equation.
At this point we stress that the preceding comparison is obtained by computing the flow past the original wing and the Aecion wino ucino the came numerinal alonrithm Themrnnoce
that leads to the new wing shape also provides the pressure on the wing.

## Conclusion

A novel and simple procedure for determining modifications that will make a baseline configuration shockfree for supercritical flight conditions has been delineated. For two-dimensional, inviscid flows, shock-free designs are obtained in seconds on a CYBER 175. Families of airfoils that are shock free at fixed, as well as varying, flight conditions are found. The same procedure has been applied to threedimensional wings, resulting in wing modifications that make the wings shock-free when the flow is analyzed with the numerical algorithm that was modified to become a design tool. It can also be applied to the design of shock-free cascades. A unique feature of the procedure is that any code that is effective in computing the flowfield may be modified in various ways to be a design algorithm, if it is coupled with a method for calculating the solution in the supersonic domains for given data on the sonic surfaces. A straightforward marching technique for such computations is described for three-dimensional flows; in two dimensions, either the marching procedure or the method of characteristics may be used for the supersonic domain. The algorithm for the supersonic domain serves to define the modifications needed in the configuration to achieve shock-free flow; these modifications will be limited to that portion of the design chanothat ara wottad hu cmormamin flnur


Fig. 11 Sonic surface on the shock-free swept wing designed from a wing with an NACA 64A410 center section profile and an elliptic thickness distribution. The leading edge sweep is $\mathbf{3 0}$ deg; the trailing edge sweep 15 deg.


Fig. 12 Comparison of the computed pressure coeffcient on the wing of Fig. 11 with an NACA $64 A 410$ center section profile and an elliptic thickness distribution, with the pressure coefficient obtained by computing the flow past the modified wing using the same numerical algorithm.
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## Absiract

Design methods for trarsonic airfoils are presenied together with a review of the preceding analytical and analog flow studies both in hodoEraph and physical space. Transonic analytical results lor cusped airioils in sonic flow provide details of solution structures in hodograph planes to formulate a new transonic boundary value probiem. This is used subsequently for extension of the classical rheoelectric analogy for subsonic flow modelling, into the transonic regime Airfoil design with the resulting hybrid technique is described. Repiacement of the analogy by numericai solver routines in the hodograph plane finalty leads to an application in physical space and the development of effective computer codes suitable for design of shock-free airtoil families inciuding adaptive wing sections.

## 1. NTRODICTION

The development of airioils in the past has always been an impor:ant first siep in design aerodynamics. More recenty, requirements fo: increased efficiency have forced the operating conditions of aircrafi and turbomachinery inio the transonic regime. Broad emphasis is still laid, therefore, on the development of twodimensional design components like airfoils and cascades in the high speed regime'. Various computational algorithms have been developed for analysis oi transonic flow past given airfoils, but only few methods are available to the design engineer for airfoil shape definition with specified properties.

[^7]Research reported here was carried ou: within the past six years a: the DFVLR in Germany and since 1977 at the University of Arizona. It is the purpose of this paper to demonsirate coherence between the first basic ana'vica: models and recent effective computer codes resulting from our research, including a nethod which belongs actual!y into pre-computer time but proved to have a high educationa! value: the Rheoe:ectric Analogy. This method was used two decades ago for investigation of complicated two- and three-dimensional potemiai distributions and had useful applications in aerodynamics. However, principal dificulties arised in the higt: speed subsonic flow regime which prohibited an application for transonic fiow research when sill no practically useful calculation meinods for the field of growing importance wert available. These difficulties, however, were overcome by the author in the case of design problems with the aid of the aforementioned analyica: sindings and an experimental anaiog procedure was deveioped to obtain airfoil designs of satisfactory accuracy.

In the meantime, within the past five years, we winnessed the rapid development and widely distributed availability of numerical solver routines for partial differential equations. It was, therefore, necessary to transfer gained experience and technigues from the anaiog flow experiments to more economical digital computer programming. Application of numerical subroutines and final!y the conversion of whole well-established analysis codes into effective design toots are our current practical results resting on previous basic experiments and solutions.
2. BELTRAMI DIFFEPENTGLEQLATION IN PLANE POTENTIAL THEOFY
2. Porenial flow in 2D phrsica: space

We consider steady, iwo-dimensiona: asentropic anci irrotationa: flow o: a polvropic. inviscid gas The dasic equations o: mo:ion are then celermined by

$$
\begin{align*}
& \operatorname{div}(\rho \vec{r})=0,  \tag{1a}\\
& \operatorname{curi}(\vec{v})=0, \tag{1b}
\end{align*}
$$

He coninuity equation and irrotationality, respectively, with $Q$ the density and $\vec{v}$ the veloci!y vecior in physical space. Isentropic gas proper:ies determine velociry $q$, sonic velocity $E$ and density $\rho$ as functions of the Mach number $M$, for given siagnation conditions, denoted here with subscript 0:

$$
\begin{align*}
& q=\vec{r}=a M \\
& a^{2}=a_{0}^{2}-\frac{7-1}{2} q^{2}  \tag{2}\\
& Q_{Q_{0}}^{\prime}=\left(1-\frac{2-1}{2} M^{2}\right)^{-\frac{1}{a-1}}=F(M)
\end{align*}
$$

Winh (la, lo! We nay deíne a velocity potentia! $\phi$ and a strear. funcion $\psi$, win meir gradients in ine two directions $x$, $y_{\text {of }}$ 2D physical space equa: to the velocity components $u$, $v$ in these directions:

$$
\begin{align*}
& \phi_{x}=\frac{\varphi_{0}}{\rho} 4_{y} \quad=u=q \cos \hat{v}, \\
& \dot{\varphi}_{y}=-\frac{Q_{0}}{\rho_{X}} \psi_{x}=v=q \sin \theta \text {, } \tag{3}
\end{align*}
$$

where $v$ is the $\therefore x w$ angle. The system (3) is a generalisation of the Cauchy-Riemann equations, socalled Beltrami equations. Elimination of 4 or $\phi$ yields Poisson equations for $\phi$ or 4 , respecively:

$$
\begin{align*}
& \dot{4}_{x x}+\dot{\phi}_{y y}=-\frac{\varrho_{x}}{\varrho} \dot{G}_{x}-\frac{\varrho_{y}}{\varrho} \dot{\varphi}_{y}  \tag{4a}\\
& \dot{4}_{x x}+4_{y y}=\frac{\varrho_{x}}{\varepsilon} 4_{x}+\frac{\varrho_{y}}{\varrho} \dot{4}_{y} \tag{4b}
\end{align*}
$$

With $\rho$ a funcion ( 2 ) of $M$, and thereiore

$$
\begin{equation*}
\rho=\rho(q / a)=\rho\left(\varphi_{x}^{2}-\dot{\varphi}_{\underline{y}}^{2}\right) \tag{5}
\end{equation*}
$$

the systsm: '3: and ihe equaions : $\therefore$ ane non:inear Funthermore, ine systen. is o: elliric type wher. $\mathrm{A}<1$, and of hyperbolic ype when 1 ? $=\mathrm{i}$ : wi: a parabolic iype dividing infe $\lambda$ ! $=$ i, he soric line.

## 2. 2 Poiensta: flow in the fodograph piane

The aforementioned nonlinearity of the basic system (3) may be avoided if a new pair of inde. penden: variables is introduced to replace physucal coordinates $x, y$. These variabies are suitable functions of the velocity components, iltey are calied hodograph variables. A specia! pair of such variables is consisting of the flow angit © and a function of the Mach number, known also as the Prandtl-Meyer turning angie

$$
\nu=\int_{a^{*}}^{q} \therefore \sqrt[M^{2}-1]{d q} \frac{d}{q}
$$

with a* defining the critical reiocity. The coefficient

$$
K=K(M(\nu))=\frac{e_{0}}{0} \because \sqrt{M^{2}-1}
$$

will also be used in the following systen.
The new variables $\nu, \forall$ may either be used direcily to define a hodograph plane whereir the basic Beltrami svistem becones linear:

$$
\begin{aligned}
& \phi_{\nu}==K(v) 4_{G}, \quad(v<0, \lambda<1) \\
& \phi_{\dot{G}}=K(v) \psi_{\nu},
\end{aligned}
$$

or $\nu$ and $\vartheta$ more generally are functions of a computational working plane obtained from the basic $v, \mathcal{G}$ hodograph by conformal (for $M \leq 1 ;$ or characteristic (for $\mathrm{M} \equiv 1$ ) mapping. For sut. sonic flow including sonic concitions, $(\mathbb{N}]<$, * $\nu<0$, conformal mapping defines a worling plane 6 ,

$$
\begin{aligned}
& \zeta_{0}=\nu-i \xi \\
& \zeta=s-i \tau=E\left(\zeta_{0}\right)
\end{aligned}
$$

with the mapping function $E$. The basic system in $\zeta$ becomes then

$$
\begin{align*}
& \phi_{s}=-K\left(\nu(s, t) \psi_{i}\right. \\
& d_{1}=K\left(\nu(s, i) \eta_{s}\right. \tag{10}
\end{align*}
$$

with

$$
\begin{align*}
& \nu(s, i)=\operatorname{Re}\left(E^{-1}(\zeta)\right) \\
& i\left(s,:=\operatorname{Im}\left(E^{-1}(\zeta)\right) .\right. \tag{11}
\end{align*}
$$

Tquaiions (10) iorn: as (8), a linear Eelirami systert, while $13 j$ is nonlinear. Elimination of 4 or $\phi$ vields linear Poisson equations for $\phi$ or 4 , respective:

$$
\begin{align*}
& \phi_{s s} \div \phi_{t t}=\frac{K_{s}}{K^{\prime}} \phi_{s}+\frac{\hbar_{\tau}}{K} \phi_{t}  \tag{12a}\\
& 4_{s s}+\psi_{i:}=-\frac{K_{s}}{K} \psi_{s}-\frac{\hbar_{t}}{K} \psi_{t} \tag{12b}
\end{align*}
$$

As we wili see later, boundary value problems for practically interesting solutions of the basic systen: (8) may be significantly simpler to solve in a working plane $\mathcal{G}$ with (i0) rather than in the original $\zeta_{0}$ where ( $(8)$ is valid.

The same is irue, in principle, for the supersonic part of the flow. Here we introduce characteris:ic variables with a suitable mapping tunction H ,

$$
\begin{align*}
& \boldsymbol{5}=H(q-v), \\
& \boldsymbol{\eta}=\mathrm{H}(\boldsymbol{q}(\boldsymbol{q}-v), \tag{13}
\end{align*}
$$

Vielding the system valid in the $\xi, \eta$ piane

$$
\begin{align*}
& \phi_{\xi}=K(\nu(\xi, \eta)) \psi_{\xi}  \tag{14}\\
& \phi_{\eta}=-\xi(\nu(\xi, \eta)) 4_{\eta}
\end{align*}
$$

or equivalently,

$$
\begin{equation*}
\frac{d \dot{L}}{d \psi}_{\xi, \eta=\text { consi }}==K^{-1} \tag{15}
\end{equation*}
$$

which is the basic relation for the method of characteristics to integrate the flow equations (8) for M $>1$.

A giver solution of (8) allows the integration of physical coordinates $x$, $y$ with the formula

$$
d z=d x+i d y=e^{i \vartheta}\left(d Q_{q}\right)-j \frac{\varrho_{0}}{\varrho} d U_{1} q
$$

For flows with oniy smail periarbations io a sonic parallel flow,

$$
\begin{align*}
(M-1) & <1 \\
\vartheta & \leqslant-12 \tag{17}
\end{align*}
$$

we may eliminate $\phi$ and $\ddagger$ so tha: a basic system for the physical plane coordinates $x . y$ is obiained. Furthermore, introduction of a similarity parameter $\sigma$ allows the use o: reduced variables for flace $(x, y)$ and staie ( $q, ~ v$ ) Which contain the well-known Transonic similarity laws ${ }^{2}$

$$
\begin{aligned}
& S==2 \cdot 3^{-1} \sigma^{-1}(\gamma-1)^{1 / 2}, 1-\frac{q}{a \pi}, 3^{\prime 2} \\
& I=\sigma^{-1} \cdot \vartheta \\
& A=\phi_{i} a^{\star} \\
& Y=\sigma^{1 / 3} \cdot 3^{1: 3}\left[2^{-1}(\gamma-1)\right)^{\frac{1}{i-1}-\frac{1}{3}} \cdot 4, a^{\star}
\end{aligned}
$$

With positive $S$ for $q \geqq a *$ and negative $s$ for $q \leqq a *$, thus $S=0$ equivalent to sonic flow condisions.

The basic system (8) then yields a corresponding Beltrami system for the reduced physical plane Variables $\mathbb{K}, \mathcal{Y}$ in the reduced variabies oi sta:e working plane S, T:

$$
\begin{align*}
& x_{S}==S^{1 / 3} Y_{T}, \quad(S<0, N<1 i \\
& x_{T}=S^{1 / 3}, Y_{S} \tag{19}
\end{align*}
$$

Linearity again, and the simple siruciure o: the coefficient gave rise to extensive studies o: this system and the structure of its soiutions. It is equivalent to the weli known Tricomi equation ior near sonic flow ${ }^{3}$. Also, it is a special case of Generaiized Axisymmetric Potenial Theory ${ }^{4}$ Numerous particular solutions were described ${ }^{5}$
and usec for beiter undersianding of experime::a!iv observed :ransoric flow phenomena a: a vime, when computers and numerica: methods were sill not arailabie. An analx.ica! example fo: $\operatorname{transonic}$ airfoil fow wili iltusirate the possibilives of this approach
2. Eiectric Potenia: in a Plane Conducior

Le: as consider the distribution of eiectric curren: in a inree-dimensional conductor. Le: $E$ be the electrical potential and $\lambda(x, y, z)$ be the conductivity. The in'ensity of current, di, which crosses a surfact eiement, dS is given by Onm's law:

$$
\begin{equation*}
d_{i}=-\lambda \frac{d E}{d n} \quad d S \tag{20}
\end{equation*}
$$

Wheren is the surface normal to dS. In the case $0^{\prime}$ a wo-dimensional ( $x, y$ ) conductor, variable conduc:iviy can be siniulated by constant conduc:U1:y but variable thickness distribution, $h(x, y)$, o: ?ne conducior The current intensity, di, rossing the suriace eiement, ds, described by :te perpendiculars atong :he arc, ds, in the $x$. y plene, le

$$
\begin{equation*}
d i=-\lambda \cdot h(x, y) \frac{d E}{d n} d s \tag{21}
\end{equation*}
$$

Wi:l: :he assump:ion of conservation withir the conducior.

$$
\begin{equation*}
\operatorname{div}(n \operatorname{grad} \Sigma)=0 \tag{22}
\end{equation*}
$$

a pariai differenilal equation is obtained then for $E:$

$$
\begin{equation*}
E_{x x}-E_{y y}=-\frac{h_{x}}{h} E_{x}-\frac{h_{y}}{h} E_{y} \tag{23}
\end{equation*}
$$

There exisis, moreover, a current iunction, $W$, whecli is associated to the electricai potential by ihe Beltrami sustem

$$
\begin{align*}
& E_{x}=\frac{1}{\lambda!} W_{y} \\
& E_{y}=-\frac{1}{\lambda n} W_{y}
\end{align*}
$$

Ha $\because$ ns described iows by difierent forms of Beltrandi equations eariier, we note here the analogy beiween subsonic gas flow and eieciric
currer: variables: there are obviousiy :wo ?res ci analog. ${ }^{6,7}$, called Rneoclectric $\underset{\sim}{\prime}$ nalogies $A$ and B:
Analogy A

$$
\begin{align*}
& \phi=E \\
& \psi \xlongequal{\phi}=W  \tag{125}\\
& \lambda h=\mathrm{e} / \mathrm{E}_{\mathrm{O}} \quad \text { (Equ. (3) } \\
&
\end{align*}
$$

$$
125
$$

## Analog. B

$$
\begin{align*}
& \phi \hat{=} \\
& q^{\prime} \hat{=}  \tag{26}\\
& \lambda h \triangleq\left(\varrho^{\prime} \varrho_{0}\right)^{-1} \text { Equ. } \\
& K
\end{align*}
$$

As we stated earlier, the existence of these analogies led to many applications, main!y io solve system (3) for complicated fow bounciar: conditions and most effectively fo: the incompressible limit $0=\mathcal{C}_{0}$ at a ime when computers where no: operational or availab!e. From an experimental standpoin:, the simpler operaion is the measurement oi the electrical potentie:.. E. Analogy A thus gives with measured elecirica potential a distribution of $\phi$ in the analog working planc ( $x, y$ ), $(\nu, i)$ or $(s, i)$ ir $(3),(8)$ or (i) 0 , respectively, while analogy $B$ provides a solution of the 4 -distribution, for $e$ given anci anslogousty solved boundary value problen in the physical or hodograph piane.

It is the purpose of this paper to illusirate sorme applications of the outlined analogies to iransonic. flow probiems, in particular airfoil design. At a time when the analogy already was used for numerous problems ${ }^{\text { }}$, iransonic applications seenned impossible due to difficulties near ibe sonic flow conditions, as will be illusirated later

The following chapter will outline a new idea, which led to fruitful use of the analogy in transonic airfoil design At the same time, however, digital computers became widely used and ai first the use oi analog computation of pureis

E．lipic（subsonic flov）probiems was nore o： Єモミミ ifrminaiec．Bu：：ransunie compu：aioná： aerodynamics remained a problem：so that a： ieas：few researchers considered it worth io in－ vestigate the use of analog computation．Results shown in this paper ster！：ron，such research．

Finaily，however，rapic progress in numerical methods－also in transonic aerodynamics－ mivited to in iroduce some of the ideas developed With the analogy into digita！computation and hhes obtain solutions now much more economi－ cally．Results of these methods are presented here，too，and it is the purpose of this pape： ic present a recent effective numerical approach io ：：ansonic airioil design as a logical siep to be taken afier some very educational experiments with rheoelectric analogy．

3 A TMO．STEP DESIGN PROCEDURE FOR TRANSONIC FLOU

S．Elliptic Contintarion Principle and loca：
supersonic fiow ile！d三

Le：us recall the basic equations（8）in the work－ ing piane $\zeta_{0}$ ，（9）．Since the name＂Hodograph plane＇is usially associated with the plane dei－ med by the velocily components $u$ ，$v(3)$ ，we will use here the more general descrip：ion ＂Theograph＂for planes like $\zeta_{0}$ or $\zeta$ ．With this name it is iniended to reiate to the applicability of the rheoelectrif analug．for description of two－dimensiona！gas fiou．

Equations（8）are flliptic in the subsonic nalf plane $(t<0, \forall)$ and nuperbolic in the supersonic hat：plane $(\nu>0, ~ 寸)$ ．A inansonic flow example wih occurrence of mixed subsonic－supersonic fiow，say，a local supersonic region embedded in subsonic flow，with smooth ransition o：the fiow properties across the sonic line wili，there． fore，map into contacting regions $E$ and $H$ in Rneograph $\zeta_{0}$ ，see Fig 1 a，b．We wish to de－ scribe quantitatively a solution of system（8） representing such a flow and ask for a method．

For a subsonic ilow example a bolindary value problen：mighi be formulaied in ine phys：c： piane $z$ as well as in the Rheograpin $\zeta_{0}$ by pre－ scribing Neumann－or Dirichiel－condirions abong a given boundary．For our transonic prob－ ien．ihs would require the solution of a noninea：－ equation（3）or（4）of risied ype in 2 ，or Eotution o：the mixed ype linear sys：em（8：in $\zeta_{0}$ ．For the latter the boundary valut probiem in $\zeta_{0}$ is no： well posed＇．Tricomi＇s ：oundary value probien ${ }^{10}$ is the proper formulation in $\zeta_{1}$ ， $\mathrm{i}:$ is differeni from prescribing an arc $f=$ cons：in the swyer－ sonic part of the Rheograph $\zeta_{0}$ ．

We propose a different vay to formuiaie the prob－ lers in $\zeta_{0}$ ．This is possibie it we resiric：ourseli to obtain some solution with a resuling closed $\operatorname{arc} 4=$ const and not with a prescribed one

First，we omit the change of sign in the its：o： equations（8）．We take the negative sign for both hali－planes $\nu \geqslant 0$ ，thus having an elipic sysieni for the subsonic and the supersonic Eheograpl． $\zeta_{0}$ ．We now define a boundary ialue problen，io： this linear，elitptic system，as skeiched in Fig 2a．I：is well posed and we assume to ha：a method to obtain a solution．This solution will． locally，be one of the correct mixed lype sister： （8）in region $\mathrm{E}_{1}$ where $\nu<0$ ，but it is a $\mathrm{ic}:-$ ious one in $\mathrm{E}_{2}$ ior $\nu>0$ ，because reai con：－ pressible flow requires solution of the hyper－ bolic part of（ $\delta$ ）with the possiive sign for $v>0$ ． The sotution in $E_{2}$ has here the purpose to pro－ vide a reasonable solution in $E$, with sonic line data

$$
\begin{align*}
& \phi^{*}(\vartheta)=\phi\left(\nu=0, \vartheta_{A} \geq \vartheta \geq \vartheta_{B}\right)  \tag{27}\\
& \varphi^{*}(\theta)=\varphi^{\prime}\left(\nu=0, \vartheta_{A} \geq \vartheta \geq \vartheta_{B} \prime\right.
\end{align*}
$$

This can be achieved also with some modification of the fictitious elliptic system in $E_{2}$ ： The coefficient $k$ iv！can be changed in some prescribed way，as long as it siays reai and positive in $\mathrm{E}_{2}$ ．One possibivity is taking siraply

$$
\begin{equation*}
K(\nu>0)=K_{I}=\text { consi } \tag{28}
\end{equation*}
$$



Figure 1-4. Eliptic Continuation Principle
which would result in a Cauchy-Riemann system in $E_{2}$. In this case, the part in $E_{2}$ of the eltiptic soturion can then easily be described anatyticalt: if the resulting data $\varphi^{*}, 4^{*}(\vartheta)$ a: $\nu=0$ are expanded in terms of a harmonic analysis

There is also a physical inierpretation for this artiticial solution in the flov: plane $x, y$ if $\nu$ in $E_{2}$ is reinterpreted

$$
\begin{equation*}
\nu\left(E_{2}\right)=\nu_{E}=\ln \frac{q_{E}}{a^{x}} \tag{29}
\end{equation*}
$$

and $K_{E}$ iakes the value $Q_{0} j \varrho^{*}$ :
The solution of the eilipic system: in $E_{2}$ represents an example of "supersonic incompressible Fiow" with critical consiant density e*, enibedded into the subsonic compressible solurion oblained ir $E_{1}$, see Fig. 2b. Sireamlines, and most imporian:, the sireamline $\psi^{\prime}=4_{A}^{*}=4_{B}^{\star *}=$ const. defining our flow boundary for this fictitious ilow, are integrated by use of (16) with the ve-
locily variables $q_{E}: \vartheta$, and $Q=\varrho^{*}$. The whole solution in $E_{1}+E_{2}$ results in a Elow: wi:h density obeying isentropic fiow relations (2) oniy up to sonic veiocity, beyond it density is :rozen to the crisical value. This interpretation ied to a design method " which is not restricted io two-dimersional flow, results will be presented later.

We return now to our problem in the plane $G_{0}$. We still have to solve the equations for the rea! supersonic part of the flow, represented by the hyperbolic system (8) with positive sign and valid in the half plane $\zeta_{0}(\nu>0)$. We choose the characteristic form of this systers as outlined ir. (13) - (15). With the given data $\phi^{*}$, í* $^{*}$ along the 19 -axis in the given interval $A B$ we cart solve this initia! value problem a: the sonic line with the method of characteristics. A : bhough Well known and used for many practical probiems we would like to stress the fact, that we solve
the sysier. ir the characieristic triarget $\therefore \mathrm{BC}$ (Fig. 3a) by caleulating downstream abong characieristics $\xi=$ consi, and upsurean aiong characieristics $\eta=$ const, with $\xi, \eta$ defined ir. (13). Staring a: A $B$ we proceed toward $C$, the neflod therefore being a marching procedure normal to the flow direction, from the sonic line io a sur:ace sireamline yei to be determined. This concep: is, in principle, also used in a procedure to calculate inree-dimensional flow Eieids ${ }^{12,13}$. A line $I_{F}^{*}=4_{A}^{*}=4_{B}=$ const is found in :riangle $A B C$ (it is different from the prescribed boundary in $E_{2}!i$ and is it does not interseci one of the characteristics $\xi=$ const and $\eta=$ cons. more than once, then its integration (i6) in the physical plane, see Fig. 3 b , will give a new streamline arc AS and, along it, a veiociiy and pressure distribution. We use oniy the part between this sireamline and the sonic line for our flow example and call this flow field $\mathrm{H}_{1}$.

We go bach now to our all-eliptic solution $E_{1}{ }^{+}$ $\mathrm{E}_{2}$, Fig. 2b, and replace the pari $E_{2}$ and also the surface streandine arc A E by the solution $\mathrm{Hi}_{1}$ and ins new arc A E of Fig. 3 b . This gives us a mixed subsonic - supersonic flow field which is a solution of ihe linear mixed system (8) in the hodograpli plane, Fig. Aa, but also one o: tre nonlinear mixed sysiem (3), or equations itl, in lat physica! plane, Fig. 4t. Il can be snown, tha: the new arc $A \mathrm{E}$ of $\mathrm{H}_{1}$ fits smoothly into the $E_{1}$ subsonic flow boundary, sireamine curvature across any point on the sonic: line is coniinuous.

We have olitined a method to obiain solutions Sor : ransonic flow, to be applied mainly to subsonic fiows with embedded local supersonic regions. Applications to flows with predominantly supersonic flow and embedded suivsonic regions involve the treatment of bow and iall shoch waves, resulis have been obtained for airfoi! flow with sonic or slighty supersonic freestream conditions oniy in special cases where analyical solutions of the near sonic equations (19) were applicabie. An example will be illusirated later, to show
irans:ion. :ron the problem. of supercrivice! ainfoilfow with subsonic freesirear concivions. io sonia and slightly supersonic frees:reary conditions. However, sidpercriticaifiow is our mair concern here, and more preciseiy, the use cy ihe idea outlined for design of such flows inhen are shock-free.

## 3. 2 The Pheograph structure of supercritica: airfoil Elow

Tne structure of supercritical airion! flow is we:. known and needs no explanaion here However, some details are treated here shortix because they are of consequence for the praciical indineci design method which will be outhned sater.

We know from incompressible flow past ifinns airfoils, that the isotachs in the flow fieid near the pressure (loweri surface exhibit a saddie. point. This is the result of localiy contracting streambines due to the far field-effective dirculation and the near field-efieciof budy :nichness. For compressibie fiow inciuding sulercritical conditions with or without a recompression shock, this is equally true, ines of consiani local Mach number form: a saddiepoin: X beiow the lifting airfoil, see Fig. 5a. This yoint is of matere for the mafping oi a, say, given restili of eirioil flow into cur Fheograph pant $\boldsymbol{\zeta}_{0}$ :


$b$


Figure 5. Saddlepoint, lift coefficient and Rneographs $\dot{\zeta}_{0}, \zeta_{2}$
because we wan: to know the principal siructure 0 : the boundary conditions for such flows in order to design new examples. The airioil inage in $\zeta_{0}$ for shock-iree flow shows two complications in liew of formulaing a closed ellipic boundary vaiue probiem according to the first step of our design procedure:

Firs:, the siagnation point of the airfoilis mapped into $\nu(M=0)=-\infty$. Second, a pari of the flow-field obriously covers the plane $\zeta_{0}$ inice, as indicated by the loop in the airfoil image. The structure of the field image has to be completed now with the mapping of the aforementioned saddlepoint $N$, defined by $\nu\left(\mathrm{N}_{\mathrm{N}}\right.$ ), $\mathcal{H}_{N}$. A second Riemann sheet provides the second deck of $\zeta_{0}$, i: is connected with the basic deck along a cut from the airfoil mapping intersection to the poin: $N$, forming a branchpoint in the Rheograph $\zeta_{0}$. A detailed description of the mathematical structure of these ilow properties has been given in ${ }^{14}$. In order to arrive at a single-sheeted boundary value problem of ciosed, finite structure we perform now two raappings (9): first the stagnation point $S$ is minved into a finite domain with the mapping

$$
\begin{equation*}
\zeta_{1}=e^{\zeta_{0}} \tag{30}
\end{equation*}
$$

Arother mapping unwraps the loop of the airfoil inage and we obtain a single sheeted domain by

$$
\begin{align*}
& \zeta_{\underline{2}}=c\left(\zeta_{1}-\zeta_{1 N}\right)^{1 / 2}, \\
& \zeta_{1 N}=e^{\nu\left(M_{N}\right)+i \vartheta_{N}} \tag{31}
\end{align*}
$$

with $c$ an arbitrary scaling constani. The airfoil image maps in $\zeta_{2}$ into a closed curve including the stagnation point $S$ as illustrated in Fig. $5 c$. The aforementioned saddlepoint maps into the origin, the sonic line inio a Cassini curve or outer lemniscate with half axes $a, b$. The ratio b/a is a function of the local Mach number $\mathrm{M} N$ in the saddiepoin::

$$
b / a=\sqrt{\frac{\left.1 \cdot e^{\nu(M} N^{\prime}\right)}{\left.1+e^{\nu(M} N^{\prime}\right)}}
$$

Tine value $M$ is relaied to the Niact, number at infinity $M_{\infty}$ in a similar way as ine velocities in the saddlepoint and at infinity for an incom:pressible flow exampie past a Jounowsiy airfoil or a circular cylinder with circulation. These latter examples are known analyically and from these we arrive at the ratio $\mathrm{M}_{\mathrm{N}} / \mathrm{M}_{\infty}$ as a function of the lift coefficient $c_{L}$ :

$$
\begin{equation*}
M_{N} / M_{\infty} \sim 1-A c_{L}^{2} \tag{33}
\end{equation*}
$$

with a constant A. The circular cylinder example gives at least an idea about the magnitude of $A$ :

$$
\begin{equation*}
A \sim 1 /\left(2 \approx^{2}\right) \tag{34}
\end{equation*}
$$

These relations inrite to be checked on airfoil flow examples. We have a possibility to do this with existing results for hodograph supercriica: airfoil design examples by Nieuwiand ${ }^{15}$, Boerstoel ${ }^{14}$, or by Garabedian and Korn ${ }^{16}$.
Some of these authors' designs are evaluaied in Fig. 6, we see that the given relations (33), (34) are fulfilled saiisfactory for not loo large $\mathrm{E}_{\mathrm{I}}$. We conclude tha: for given (b/a) in (32) and for given $M_{\infty}$ obsiously a certain band oi $c_{L}$ is possible. We stress this fact because we wil? later use an electric analog flow too. which wil? work with devices designed for fised b!a where the given relations and the diagram Fig. 6 provides possible lift coefficients $c_{L}$ (ill $\omega_{\infty} b^{\prime}{ }^{\prime}$ ).


Figure 6. Mach number ratio vs. lift coefficien:

3 Eree sirear. singulariots in the Putugyaph piane
lle further invesiggate the simaciare of sapercriticai flow in our working plane $\zeta_{2}$ With the napping o: the airioil intc a closed curve as stetched in Fig $5 c$, the domain enclosed is the mapping of the whole siow. Infinity in the physica: plane wi:h $N=M_{\infty}:\{=0$ maps into a point I, where the solution of sysiem (10) has a singularity. li has the structure

$$
\begin{equation*}
\phi_{I}-i \hbar_{1} \overleftarrow{\varphi}_{I}=A\left(\zeta_{2}-\zeta_{21}\right)^{-1}+B \ln \left(\zeta_{2}-\zeta_{2 I}\right) \tag{35}
\end{equation*}
$$

The firsi ierm is a dipole, with the axis defined hy ine complex coeficient $A$. The second term Es representing circulation, wih B an inaginary coeficient. Fo: nonlifting flow $B$ vanishes anc, in the case of a symmetrical airioit, I and $N$ coincide, $M_{X}=M_{\infty}$, the atrfoil mapping is symmetrical to the vertical axis of $\zeta_{2}$. For lifing airfoi! flow the iree stream singalarity 1 is situated be:ween saddiepoint $A$ and the sonic tine $M=1$. see Fig. Ta. For higher stibsonic Mach numbers M, I Moves toward the sonic line and, with $c_{L}$ fixed, $M_{N}$ thereGre has to be higher too. This results in a smaller "waist" b/a (32), as sketched Fie. ib. Finally, arriving at sonic freesireant conditions, :iee waist reduces io zero. Fig. Tc. This lin:inne cast of airtoil flow with $\mathrm{M}_{\mathrm{C}}=1$ is already bevord the :elations (32) - (35) for supercritical conditions. Neveriheiess, i is an in:eresing sppic to study the change of hodorraph structures i: $\lambda_{\infty} \rightarrow 1$, arriving :rom $M_{\infty}<$ ?


Figure 7. Fheograph $\zeta_{2}$ for ireestream conditions $\mathrm{M}_{\infty} \rightarrow 1$

Airiotl= with: round teacing ecige bave a sama?or poini, which resulis ir the fact, the: : he atrooll mage in for inc ludes the miappec stagná
 stream conditions, Fig. Sa. Theve are anair:ica: results of ithe refar sonic equations (ly) fod cusped airfoils ${ }^{3,5,17}$ in sonic fow. whit a sharp leading edge in snooin entry conditions therefore having no siagnation parn:. The atufat contou: wetted by subsoric ícw mape inio a region around the free stream singilarive in $I$, ste Fig. 8 b. This singularity is difieren: from the subsonic iar field sointior (35), the iransition from one to the cther invoives far fieid infiderce of the iai! shock wave, similar io ine transiison from $M_{\alpha_{0}}>$ ! io sonic iree strean involing tre far fieid of a detached bow wave. The latier problem is solved analytically with use o: the iransonic shock polar mapped into the near sonic RheographFig. 8 c

We give some detailed jitustrations for the dorementioned anaiveical results of cusped a:ioci: fonw in Figures $9-11$ abhough thei - léwe ior F:actical fows is limited. On lhe other hand. these resuits represeni ediucational exan.pies :o: transonie flow phenoritna, where lat: woblent is scived for the subsonic part firs: with the supersonic part eithey given anatricaly together With the subsonic resjos, or belng caiculated siarling ai suitabie initià condiacne provided by the stibsonic solution.


Figure 8. Rheograph $\zeta_{2}$ for ireesirean: conditions $M_{\infty} \geqq 1$



$$
y_{c}=\tau x \cdot\left(i-\frac{x}{6}\right)\left[2 \frac{2}{\tau}: 2^{-2} 2^{-3 / 2} 5^{5 / 2}\left(\frac{x}{6}\right)^{1 / 2}\right]
$$

Figure 9. Cusped lifting airfoil in sonic frees: rearm

In File 9 :he cusped airfoil and its geometry vomblatis drawn The some wee-stream $u_{u}=1$ has a ceriazr angie o: attack, a when Seas io smooth entry conditions, with a but a so the tocai. pressure on the atrioli, lit: and duas.anctions of the camber/thickness ratio山. T. Ste Fig $10 \mathrm{a}, \mathrm{L}$. This analytical result ts a generalisation o: Guder:ey s usp, where $\therefore \tau=\left(\right.$ a detailed cescripior :s given in ${ }^{17}$.

There are results also for supersonic Mach nun be: Fig. 11 a shows a configuration of a bon wove and the local! subsonic ta: field $1 n$ a similarity flow plane, which illustrates the extent of a local subsonic region for $\mathrm{Ml}_{\infty} \rightarrow 1$



[^8]In :ems o: auriol geometry, this extern: is iliusianied in Figs 11 b for a Guderiey cast Stand - off distance of a detached bow wise is obtained, fog. for a $10 \%$ thick patriot: the tron wave attaches at $\lambda!_{\infty}=117$. The extent o : he lora! subsonic field norma! to the flow dienetion is 'are, as the far tet id solution Fig lit anddates. This is important for wind tunnel ies:s with detached bow waves, where the tune wat should no: be reached by the subsonic field. A. 10र्x thick Guderiey - airfoil placed in a wind tine!, at $M_{\infty}=1.15$ for instance, requires a distance from airfoil to wall of about fort :ines the chord length, while the bow wave stand of i distance from the cusp is then only a filth ci: the chord length.


Figure 11. Detached bow wave:
a) Similarity solution for $M_{(\alpha,} \rightarrow$ :
b) Cusped airfoil stand-of: distance

## 4. RHEOELECTRIC ANALOGY

## 4. 1. Rheoelectric tank for transonic for: analog:

The structure of the particular solutions ace ct for the lilus:rated examples gives informeio. also about: the details of the rapine near the sonic line. $\nu=0$. It is easy to verify, thai: a solution for $\downarrow, 4$ of system (8), describing an tenter: of curved flow in :ransition tron subsonic io supersonic flow, or reverse, is described by the locality valid expansion. in $s_{0}$,



This is a :ery weakty singuiar behavior into the u-direction, iis a consequence of generalized axisymmentic poteria: :heory menioned eanile: and hiow ledet of this suruciure enables us to a oid certain difficuities occurring when a soitiion (8) or ( 10 , in $\zeta$ has 10 be evaluated. The :ollowing descripion of transonte rheoelectric analog: mainly concentrates on outlining a techrical soivion for problens sienming from this singula:"i!
$\overrightarrow{P r o m}$ definitions (25), (2(i) tor the two ixpes of aralogy we see tha: local inickness $h$ of a plane conducior. muliplied by its conducivity $\lambda$, is analogots to the coefficien: $K$ in analogy $B$, or io ine reciproke $5^{-1}$ in analogy A. As we see direc: iy from the nea: sonic equations (19), the coefficieni has a cubic rool zero ai the sonic line

$$
\begin{equation*}
K(\nu \rightarrow 0)=k^{*} \sim 1 \nu^{i^{\prime} 3} \tag{37}
\end{equation*}
$$

Which teads to the above mentioned exponerits $\therefore S$ and 2,3 occurring in expansion (36). The necessary requirement oi a slowly variing thichnese h of a fiane conductor for validity of the
 Uariables is therefore not fuitibed near the sunic Sine: fonductor thickness wotild have to go to reinis or to zero with steep gradieni.

A incos: chassical appications of the analogy io simutate aerodynamic problems some decades ago include the compressibie flow hodograph Eor subsonic tlow ${ }^{\mathbf{8}, 19}$, but iess actuatily of iransonic flow at this time in genera: and the above nentioned limitations siemming fron the zero in the coeficient (37) pronibited an efficien: extension of the analogy inio the lach number unity regime

The first abihor's research on the aiorementioned anaivica: siructure of transonic flow in the modilied hodograph plane, especialty relaiion
(3) led 0 a practical design of a new electoc!oid :ank - wish waisr used as conduc:or - which atiows an etectric continuation of the aneiog tiow bexond uhe sonic dine in a Rheograph $\xi$. The basic loez is ine use of an incinec way bohracary for the iank simalaion of ine sonic infe as ghown in tig i2. The dea is ine use of a localy Shree-dimensiona! eiectric polenia: io be fiaiUaita or ilit striace. For Analog A F Fg. iza. sonic line elesirodes are inclinec forming a fit it degree wedge of the water body in the iv, $\forall$, $\mu$; space. Cn the surface $\mu=0$, where eieciric polentia: is evaluated, exponent $4 / 3$ for represen:a:ion of (36a) is observed and unders:ooc east!y as a result of the local potentia! distributios: in the $(\nu, \mu)$-plane.

In Fig. 12 b :he idea is iliustrated for Anaios. E: nere we have an undercut sonic lint with a $135^{\circ}$ water body to represeni ihe exponen: 2. 3 in (36b).

a) Analogy for velocity poten:iai

b) Analogy for stream function $\nabla \mu$ Figure 12. Electrolyitc tank for transonic Siow analogies

The deati, ine some o: the arafyca pape::ies of transonic fow in our Rheoguaph piame a general:zation of axismme:rup poienita: disiritu:ron: the "Inclined Electuctytic Tant" ow a beperbolic shape botion with a 45 degree weige waier body is faniohar w researchers hantng used the anaiogy to represen: incom:pressible axisymmetrac flows $\mathbf{8 , 2 0}$.
4.2.Applicaiton of the ana bogy for desigr ot Supercritical airioils

The outlined idea of the inctined tant: walis a conce the iechnica: difficulifes with inflate or zero depth o: the electrolytic tank, but a!so a lows the tec:ric continuation of the potentia! distubution beyond the sonic line in order 10 esiablisha certain distribution on it, see Fig 22. While the tank with water as conducior is a -ery accurate way to mode: the analogy, there c:e ciner possibiblies avoidng this "wet" techaque and silii o: acceptainie accuracy Cone is
 crarat, of cuns:ari hucrness and lias therefore in re imhomogenized in nuder to simulate va:rdbit tenk depth Feriosaiion ai the graphite paper was asé in some experan:emis ${ }^{21}$ with transonic $\therefore$ ow anaiog repmesentailon lt is ithe firs: siep in:o he discre:isatuon or ar wectric networts.
 encusti, $:$ : requlves autonaited traiuatlon, being par: theresore of a nybud conpliaiona: systen: :nciuding a digitécomipuie: A ne?wonl: io: so-
 : France ${ }^{22}$, where lhe ana!ogy has a long radivina.

The presen: author used the tess extensive possibitities given hy ine grathie conducting paper A: 970 digl:a! cormpuia:iorai codes ion transoric :nter:.s. Anw anaiysis were jusi beginning io appear. Seslgr. rienods were no: avaidaile s proiec:áathe DFVIfFir Gemriany was, lneveiove :he developmeri of corroutaliona, meinods for : annsonic : Aow winh the aic of the ane:ogy ${ }^{23}$ This ifc ic expe:Mnen:s wi:n simpit sel-ups and dala
 simuda:ion of the rneceiectuic ent wit: variat.e jer:! wes acrieved will accepiadie accurics
 pawer, the sheeis shapec para ie: to iso"achorir. He andiogr piane $b$ in order losimuiaie livi. Fic $: 3$ stmows a cu: vew mrough e reciargialay "dyy tamk" outíitec witha grićosprobes Be:Ween lop and boitom plate, and anelasiic cusinion layer, lhe graphite pape: sheeis are pladed. The basic sheer extencis inio the :egime ws (1) the Rheograph plane, where tne fiow rray he infiuenced by source distribu:ions. Tle Dasir. sheer also is provided wiln electrodes for sing. larisy representaion, ir lie case of a suiosuria Lfiting aintoli with a quadropote ir ordev lo represent a dipole wilh arbitrary orientailor.

A sei-up for Anáog. A has been estabisybed anc. Eor anfoi destgn applicaidon, Fheograul: E? the working plane with the wséul retavions is: ( $\{4$ ! fo: inling airfoils. In Fig. i ta ine arici $\because$
 lalify feeding eiecirodes. Ine daiter arty acec into a nean!y parable ciecirac fiow and create a line of constant $E\left(\equiv Y^{\prime}\right)$ with saddteronts anc


Figure 13. Anatog flow tabie using compresseci graphite paper


F:gure laz Analog ilow table for kheograph
C2 Evaiuation grid, equipoientiai line interpolation
forming a closed domain, Fig. 14t. One of the sadicuoints is shifted into the mapping of the siagna:ion poin:, $S$, by varing the potentimeters $F_{A_{1}}, I_{B}$. The subsonic flow domain is shown b: d:awing of the sonic line lemaiscate. If the enslosed domain exiends ouiside of $1:$, then the donain may be evaluated as an eliptic continuation analog airfoil flow representation. The lne $4=$ corst. is locaied in a limited number orintervals between probe grid poinis, Fig. 14a, and the potential values are iransierred to the diftal computer, along with the (manually selected position of these probes. Interpolation porentia! gradieni evaluation anc daia spline Fiting along $4=0$ and along the sonic line, $a \equiv$ well as integraiion of the supersonic field, boundary layer computation and viscous displacement subiraction, is carried out in the digital computer The analog part oi this hyorid technique is shown in Fig. 15.


Figure $14 b$. Anaiog fiov in $\zeta_{2}$. Exterio: : iow and singularity


Figure : $\mathbf{5}^{\text {. Analog flow evaluation with Analos }}$ flow table (1), Solution orientation (2), Bridge circuit (3), Flow adjusiment Potentiome:ers (4), Digiai Volmeter (5), Data transfer unit and Scanner (6), Terminal and tape punch ? $?$



 When ne tirs design resulis were obiained, acceieráied hé improvenenis anc some airioil des: gns were obianted for iuriber use in superG:ivcai. wing cesign ${ }^{24}$. A resuli is shown in Fig It, be azrobi. was tested in the DFTLR Gottingen I \#nnsonic Wind Tunne: 25


Figure 16. DFTLR 48080 Airion


$$
C_{L}=0.53
$$

- Experment: $\lambda_{\alpha}=0.755$,
$F e=24 \cdot 10^{6}$.
$\theta_{L}=0.33$


Figure 17. Zawation ópressure jeat

Yte :esiec airioi is pari of a ser.te o: ousigns ditering on \% in the pressure pear rugion. Fig. i7. This was achieved br a ioca devomacaor. o: ine anabog fow ajrioil mapping tr lit ápocwiate area of Ga. The characterisic iriargite "or supersonic flow ile d iniegration ir so ane aiso crawn


Figure 10 DFXiP 49201 Aivfoi

For airfoits designs wina Mach numbe! N ${ }_{\mathrm{O}}$ > - B. difficulites in the evabutior uccur as a result of the siender "waisi" ot the sonic line Semniscate The coniguration Fig ib ves.itiz from a projected $c_{L} 0 \hat{1} 0.2$ and $M_{\alpha}=0$. ${ }^{-3}$. The resulting airion is $5.4 \%$ hich, i: is drevn in Fig 18 with he designed supersonic region. Analysis calcuiations were carried out ior slighily differeni Madn nunivers and angitis o a: :acii, with :he resu' iha: usefut ciesiz:. oifi. ousty can be ob:einec but design Mach nawibe: and angle of atack differ somewhas fron lie values derining singuiarity location in the anator fow: The airioll was iested in the Eraunschuris rransonic Wind Tunnei ${ }^{\mathbf{2 6}}$, some ot the exper:menta : polars are shown in Fig. 19.


Figure 1y. DEVLR 49201 Airioi: Poiars
Experiment $R e=4 \cdot 10^{6}$

## $\therefore$ - Yerex Mettods

 Enoung : ron: Fincoeiectric andoge expermments Nas irienced io give a background oí educanomá :ant lo. Euriner, more evonomica: treament © : Iassonic design aerodyramices with mmerice: me:!iode

Tne hociograph methods develoned by Nieuwland anc Boersioe:, or be Garabedian and Korn belong into ihis chapter, but they are well-docarenied eisewnere ${ }^{14,16}$ and, also we want ic resiric: this review on methods nating use of the outiined Elintic Continuatior Principle, Fig. $1-\div$

Anabg eiecuric flow was refiaced by a numerical nie:hod firs: by Eberle ${ }^{27}$. A panei method, ininc:'y developec tor incompressible itow pas: difiois. Was moditied io solve ine Poisson foua:ion (2, al for the velocity poiential $\phi$, ir a Wortins pare witere the epproprate boundary vade probien. :s similar to the one for a given body in paralie: flow. The Rheograph

$$
\begin{equation*}
\zeta_{3}=\left(\zeta_{2}-\zeta_{21}\right)^{-1} \tag{38}
\end{equation*}
$$



Figune 20. Rneograph $\zeta_{3}$ with pane! grid
is autable ior :hs :ommbaikr. In fog 2(: the
 ary sedawr.

A simisur neilood was develope- "ou the design
 anniser working plant, Where the siagnation poin: is mapped into infirity and lle blaot conion: into she reai part axis. This nas the adianage of a liritied area of compressiblliy iriluence and application ot an incompressible fow sobutior for he far fiele.

## E. 2 Lise of a Far: Poisson Solve:

 consuming and thereiore expensive compuie: code. Another, more economical way to solie elliptic problems is the Fast Poisson Solver routine, which is used here for an alrion! cascade design code. Application of this method requires formalaiion of a boundary vaive proisen on a rectangle. We have to leave, herefore the simple mappings $\zeta=\zeta\left(\zeta_{0}\right)$, as given by ine :ormulas (30), (31), (38) and prescribe $\dot{b}_{0}$ ainng the unit circle in a new flane $\zeta_{c}$, which stibsequently can be mappec into a reciangle.

The iunction

$$
\bar{\zeta}_{0}=\nu-1 i=\ln \left(\zeta_{c}-1\right)-\sum_{n} c_{n} \dot{E}_{c}^{n}
$$

with the coefitoients $C_{n}$ obtained Eron harmonic araiysis of prescribed data $\nu_{0}$ along the uni: circle in $\zeta_{c}$. (Fig. 21), defines the :ariables of s:ate within the circle. We choose, for airioil design, a $\nu_{0}$-distribution as skeiched in Fig. 23 . This will resul: in a sadde-like suriace o: $\boldsymbol{v}\left(\zeta_{C}\right)$. The saddiepoint on it plays the same role as the point $N$ in $\zeta_{2}$ outlined in a previous chapter. Choice of free stream conditions $\mathcal{N M} \alpha^{i,}$ ${ }^{4}{ }_{\infty}$ defines ine mapping $\zeta_{C l}$ of infinity into $\zeta_{C}$ As we will see from the following, the Elip:ic Con:inuation region $E_{2}$ (Fig. 2 is reduced he we to vanishing size, the sonic line is now pari of tie bcandary, sonic line data are oblaned difierently.


Figure 21. Circle Rneograph plane

To solve our poientia! flow basic equations we ast jolsson equaition ( 12 b) for the siream Aunc:ion 4. Application of the Fast Poisson -uber requires a mapping o: our circle plane $\zeta_{C}$ :o a rectangle. This is, winh knowledge 0 : $\zeta_{i j}$, periormed with :he Eunction

$$
\begin{gather*}
\left.\zeta_{\mathrm{P}}=\ln \left(1-\zeta_{\mathrm{CI}}\right)\left(\zeta_{\mathrm{C}}-\bar{\zeta}_{\mathrm{C} I}\right)\right)-\ln \left[\left(1-\bar{\zeta}_{(\mathrm{i}}\right)\right. \\
\left.\cdot\left(\zeta_{\mathrm{C}}-\zeta_{\mathrm{Cl}}\right)\right]
\end{gather*}
$$

I maps the unt cirile of inic the real axis 0 : $\zeta_{p}$ ancininity I into in $\left.\boldsymbol{e}_{p}\right) \rightarrow-\infty$. The interior of the circle is inereiore mapped periodica! $\begin{gathered}\text { inio stripes oi the upper nali plane in }\end{gathered}$ $\zeta_{P}$, Fig. 2 ?

Flexibility in the formulation of boundary conditions foe the chosen numerica: soiver routine ${ }^{29}$ ainows a more direciceation of sonic line da:a: The $\leq$-anı (Fig. 22: is bnit subsonic airfoil conour $Y=0$ and - wima the interva: AB sunce ine, where an are f* (s) nay be presenthed The far fleid singularny (3) is repre. serited by

$$
\begin{equation*}
i_{I}(s)=c_{I}-\sin \left(s-s_{1}\right) \tag{4:}
\end{equation*}
$$

a ong a line : $=i_{I}=$ cons: The consiants $c_{I}, s_{I}$
 the function $\boldsymbol{y}^{*}$ (s) defines size and shape o: lit bocal sunersonic s:ow :ield

These boundery daie Corn Diricire: condi:icrs along two sides of the rectangle and we asil for a sobution $4(s, i)$ wis!n pericidica! conatotion or tint remaining sides. The solaer rouitne can handie tnis bowndary vaiue pyodien. !id an meralue procedure in two loopsis reguired: Firs:, the rigla: hand side of the basic ecuation 122 requires the partial derivaives $4_{s}, H_{i}$. Iney are obtained from the previous compuiation, witn a sia:":ng solurion obtained by ialing Laplace's equation for (12b). The process uswa!lyconverges very ias: 亏 - T liera:iots are found suificient The seconc iteration ioop is necessary to obtain (a) the colrec: stagna:ion point solution which is mapped into $S$ on ine s-axis, and (b) a physical!y meaningfuiciosed airfoit. A variation of lie constarits $C_{I}, s_{I}$ ir. the far fieid boundar: conciions effective $\because$ provides this in 3 iteradions. Soric !ane daia化is!, 4 (s) are availabie, bu: (!) if hes io te obtained by use of the expansion 136 ai. Wirr (!*, fix (\&) giver, the locai supersonle regar is conariled will the nuethod o: charactorisites as in the previously outlined iechniques.


Figure 22. Poisson solver Rneograph with periodic bounciaries for strear. function


F.gure 23. Poisson solver design example, and anaivsis verification

Ar. exaraple of airfoll desagn and its ana!ysis veriticaion is shown in Fig. 23. The results agree very satisfaciory. The merhod can be swhtehed to cascade design, bu: the boundary vaiue problem ior 4 is more complicated

The method outined is ciosely related to Garabedian's recen: version of a numerical design niethod for alrioils and cascades, which is a complex characteristics method. This is a tasicaliy hyperbolic approach to the iransonic projiemi, while our metinds are primarily : $\because$ pic, winh an appenced neperboiic iechneque Carabecian's recent design code ${ }^{\mathbf{3 0}}$ aliows a p:escription of the pressure distribution along the (unknown) airfoil suriace, this is a remarkabie improvement of eavier versions, which should be applicable also to the code outlined here.
(i A DMECT NDMERICAL DESIGN METHOD

## $\frac{\text { fi. Extension of an analysis code in:o a desien }}{\text { iont }}$

A replacemeri of the analon io solve the etilipic pari o: our basic equa:ions by numenica: me:hods for ellipic probiems was made possibie by application of digial solver routines ior ellipic Elow. Lite a! hrodograph or indireci ciesign meiloods, the aovan:age of linear equanons is ir: contrast to difficulties with noninear boundary conditicns. The latier requires riuch o: the designer's experience anditeration doops in the compuier programe io arrive al reasonable designs, as briefly ou:'ined above Therefore a new idea, concerning application of the design techniques in physical space, seemed to be the necessary and logical step to be taken next. The resuli obviously brings up some very efiecine compuier codes with applications on plane as well as on three-dimens!onal f:ow ${ }^{11,31}$.

One oi these methods is the extension oi Tameson's ${ }^{32}$ finite difference analysis progicar for compressible flow with shocks, inio a design code for shock-free airfoils. The idee is the introduction of a fictitious gas loca ily it the fiow becomes supersonic. This gas has a modified compressibility law

$$
\mathrm{Q} \sim 1 / \mathrm{q}^{P} \quad 1 \div 2
$$

in the supersonic region replacing the corree: iseniropic reiations (2). For an exporent $P<1$ thes gas will result in e!lipisc basic equations for the fictitious supersonic flow, corresponding to the Eliptic Continuation region $E_{2}$ in Fig $2 b$. The sonic line in the flow field is found by interpolation and the supersonic region is recalculated with the method of characteristics as periommed in the indireci methods.

The firsi instructive results of the direct method are the optimization of conventional $A A C A$ airicils into transonic shock-free configurations. Onl: minor changes of a NACA airioil upper surface are required to arrive at a shock-free airfoi..

These firs: results were inviscid flow ceciens. the metnoc is now operationa! including a boundary baver progran: and serves as a complationa. :esi-deo for various theoreical approannes io remaining problemsir iransonic flow including Yiscous inieraction a: the railing edge.

An mportan: question was asked frequently since the refhod become operational: is ihere a way io verity a given shoch-iree airfoit - c. E. c result from the incirect methods - with this compuler code? The answer is positive and will be outlined now briefty

It obseme iron: the calculated examples that the conventiona! :npu: contiguration is usualive thicker :han tine resuliing shock-free airfoil. The reason is. as ske:chedin Fig. 2 b ard Fig. 4 b , that the Gictilious eiliptic flow in $E_{2}$ requires less space according io higher flow densiry \& $\&$ than the rea: sunersonic : iow $H_{1}$. Tins resulls in a flatte.
 1t: $\because$ en erer io a :"oll a: Axed sonlc !ine. Just his fantened region
 Somer gil: unmown inicke: contour winhe the
 fore woice te the intias configuratuor to obian

 in:ia! coniou: for a desigr can be found theorei-
 :o: a boca: incompressibie fiow solation within the sonic 'ine. A Slow boundary resulis and il wsuably thickens the configuration. But here are cases of sinock-free airiols leading to initial contours With suriace discontinuivies, representing singularithes sem:r.ing from Riemann cu:s like the hyperbotio limat lines. This means, that not every ivpe c: shoch-free airioh can de obtanned with the node: u: inconipressibie itctionous gas. However, o:ar recer: indings indicale tha: ior different conpreseskailir laws $P^{\prime}=0$ obidously any repe of shoci-iret pressure distribution and the generating airioi may be verified. We illusirase this for the case o: the weli-known Kom - 1-airfoit.

The atroi. was made thicke: in the inier: á: between E and 70 percent of the uppe? sice striace Lising a smple analyoul bump Eunction. A corspressibiliry exponent of

$$
\begin{equation*}
P=0.9 \tag{143}
\end{equation*}
$$

was found roos: useful. Oniv a Eev procrar. runc were necessary io find this anc the amoun: 0 : added thichness in order to obtain a shock-iree airfoil resembling KORN - 1 - airioil :Ery closely. The result is drawn in Fig. 24. The initia': airfoil is approximate!y one ha's percent :hicker than the resulting KORN-i redesign

The found initial dirfol: coniouy can be asec now to design a whoie series of neighoowine shock-iree airioils for vering operaing conditions ${ }^{\prime \prime}{ }_{\infty}, \theta_{\alpha}$. For indisiriaipractice, he seenis to be useiul, if an exafing wing secioun design needs io be modified for e. a s.igtig differen: operaing Nach number


$$
\begin{aligned}
& \text { REESS:GN KORI: : RIRFI:L } \\
& \text { INVISCID FLOW. MPCH }=0.75 \mathrm{C} \text {. ALPLA }=5.50 J E G \\
& C L=0.626 . \quad C D=0.000 . \quad C:=-0.146
\end{aligned}
$$

Figure 24. Redesign of KORN 1 Airfoil

62 Design ot Adaptive Wrag Sections

T:He example cifig. 2íis an imviscid design, Ihe airioil has a cuspec trailing edge. In reai Fow itscous irteraction thas to be iaken in:o account, in the case of airívil design it means :ha: boundary layer dispiacement has io be added So the cirfoil thickness. Special care is required $\therefore$ :he irailigg eage region. where separaior o: The boundary leyer may occur. A lavorable : ailing edge design avoids steep pressure gracients on the upper suriace and expands the tiow


ADRPTIVE WING SECTION
$R E=40.0 \mathrm{MILL} . \quad \frac{M P C H}{C L}=0.770 . \quad$ ALPHA $=0.6 B 0 E G$
$C L=0.544 . \quad C D=0.000 . \quad C M=-0.123$


GORPTIVE KING SECTION
$R E=40.0 M I L L \quad$ MACH $=0.730$. ALPHA $=1.000 E G$ $C L=0.544 . \quad C D=0.00 \mathrm{C} . \quad C M=-0.111$

[^9]Aon a rear ioading o: the lower suriace Gen-
 cuspec leading edges in smonth fow, Fig. u lead :o shapes wili siach iavorable pres̃ere diE-
 for compuiationai rea:rien: 0 : wake-butinsery iayer inieraction ${ }^{34}$. Thas probier. E mpor:an: for design metnocs since it intuence circuianon renarkably. Another application of the cisec; desigr method is illusireted ir: the iohowine, ihe exam?le takes into accoln :iscous fow efiects.

The aforementioned use oi the ini:ial coniteriailor to obtain a family of shock-iree ainfoits ied to the iciea of Adaprive Conifguration ${ }^{35}$. Since only a pari o: the upper surface has to be rodified for shock-free fiow in difieren: opera:ing conditions, such modifications migh: be lechnically carried out on a wing suriace by elas:ic o: pneumatic devices, or buction and blowing In Fig. 25 an airioil with adaptive shape fo: shock-free fiow in the range of $0 .: 2 \leq \pi i \leq 0,7$ is shown, with a fixed liti coefficten: The beste airioil is an industria! desigi. ${ }^{\mathbf{3 6}}$ :epresenting the contiguraion $a: \mathrm{M}_{\mathrm{L}}=\mathrm{C} .73$. Gradua! shape chance from 2 to 70 percent cinord jllusirated in Fig. 26 extend the range of shock-free opera:ion up to $M_{\infty}=0.77$. There was not one singit intiai


Figure 26. Adap:ive Wing Section: Shape changes
conifuna:ion for the design ot these striate citiations: Bumps of variabie size and helght
 Nach numbers, the code subsecuerity subtracted nore itan the bump, resuiting in the illusiraied stitece nodifications. The cholce of different in:ifel surfaces at ine : arious Mach numuevs is cesirabit in order to obiain similay superevilica: pressure distribitions. A Iixed inital surface resuits in sharp pressure peahs which se: lower inmis in the Mach number range of shock-ifee $\therefore 0 \%$.

## - CONCLIDING REMARIS

We have :resented ditieren: bemniques for trens onde atriol design ha:ing ir common the ust of a : i $\%$ bouncary vadue problen fo: risxed flow,
 medras resuinmg irom thas approach were shown





 w in anporantin a tinse whete the design enginet: :amidiar to and deperident on large com-

 sicure.

Lrobdez :he : eviewng character of the paper
 sereral mieresting possibilities. The concepi c: Aday:ure lings is the theorelical base for experiments will: new sue: efficient iransonic contigurations. Exiension irito three-dimensiona! Eow probiens froved possible and the first smock-free wings and wing body combinations Ha: been obtaned ${ }^{\text {' }}$
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## UNSTEADY TRANSONIC FLOW COMPUTATIONS

by
A. R. Seebass, N. J. Yu, and K-Y. Fung

Department of Aerospace and Mechanical Engineering
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Tucson, Arizona 85721

SUMMARY

We investigate the effects of unsteady modes of motion on two-dimensional transonic flows; we do so in the context of the inviscid small perturbation approximation. The study is a numerical one and draws upon the alternating-direction implicit procedure developed for such calculations by Ballhaus and his coworkers at the NASA Ames Research Center. Our numerical algorithm treats shock waves as moving discontinuities. Results of nonlinear and time-linearized calculations of the transonic flow past an NACA $64 A 006$ airfoil experiencing harmonic motions in several of its modes are presented and discussed.

## 1. INTRODUCTION

In unsteady transonic flows, relatively small periodic changes in the boundary conditions can lead to substantial changes in the loads and moments with marked phase lags. These are of major concern in the aerodynamic design of aircraft that operate in the transonic regime. A short, but timely, review of various aspects of unsteady transonic flow may be found in Reference l. Of particular concern are aeroelastic behavior, and flutter and buffet boundaries. Here the unsteady perturbations may sometimes be small enough that linearization about a nonlinear steady flow, as suggested by Landahl (2) long ago, is possible.

In such flows the behavior of the boundary layer, especially as it is affected by the pressure rise caused by any shock waves in the flow, is clearly of major importance. Additionally, in the neighborhood of the leading edge the flow perturbations are large; consequently, highly accurate inviscid results require the use of the full potential equation. It seems likely that eventually the computational algorithms used in routine studies of unsteady transonic flows will use the Reynolds averaged Navier-Stokes equations now used in research studies. However, such algorithms (3) currently require substantial computer time and are too inefficient for exploratory studies such as this one. The ability of these algorithms to model complex unsteady transonic flow phenomena, such as buffet, has recently been demonstrated (4).

An important consideration in constructing an algorithm for unsteady transonic flows is the treatment of moving shock waves. The experimental observations of Tijdeman (5-7) indicate that even for simple airfoil motions shock wave motions can be complicated, and that they can strongly affect aerodynamic force and moment varlations. Time-linearized methods, i.e., methods that assume the unsteady perturbations are small compared to the basic steady disturbance have not usually considered shock motions ( 8 , 9 ), although they can be modified to do so for small shock excursions (10). Time-integration methods (11-18) treat shock waves by "capturing" them, a procedure that can present a number of difficulties.

Unsteady experiments (5-7), analysis (10) and numerical studies (10) all indicate that the amplitude of the shock wave motions increases inversely with reduced frequency. Thus some of the most important effects occur with low-frequency motions. This is not surprising; nonlinear behavior is suppressed at higher frequencies, with the small perturbation equation becoming linear for frequencies higher than the two-thirds power of the airfoil's thickness-to-chord ratio. Explicit finite-difference schemes are not efficient when applied to low-frequency cases because the stability restriction on the time step is substantially more severe than that required for accuracy. As a result, efficient semi-implicit methods (l3) and even more efficient fully implicit methods (11, 12, 17, 18) have been developed. Caradonna and Isom (17) use an iterative implicit procedure, i.e., the nonlinear implicit finite-difference equations must be solved iteratively at a given time level. In an earlier, unpublished, study we also used such a procedure. Ballhaus and Steger (11) and Beam and Warming (18) constructed more efficient algorithms that solve the nonlinear equations directly by the solution of simple matrix equations generated by an alternating-direction implicit (ADI) procedure. This method has proven to be so efficient that it is now used as an alternative to successive line over-relaxation (SLOR) for steady flow calculations (Reference 19 and $Y u$ and Geebass, unpublished).

As mentioned above, these implicit schemes "capture" shock waves, i.e., shock waves evolve automatically as part of the numerical solution. Shock capturing produces shock profiles that are distorted in a manner that depends on the truncation errors in the finite-difference scheme. The use of mixed-difference schemes ( 11,18 ) can fmprove the situation for cases in which the flow changes from supersonic to subsonic across the shock. However, when this condition is not satisfied the differencing cannot be switched across the shock and shock resolution is poor. In any case, shock capturing requires spatial grid spacings, in regions where shock waves are anticipated, that are sufficiently small to resolve the shock waves. The grid spacing required to do this is usually much smaller than that required to resolve flow variable gradients in most of the rest of the flow field. Shock fitting removes the large gradients from the finite difference solution and permits equivalent flow field resolution with fewer grid points, both in space and time ( 20,21 ). If shock waves are not treated as discontinuities, but are to be captured correctly, the difference equations must be solved in conservation form. This imposes an additional constraint on the construction of finite-difference schemes that can be difficult to satisfy.

A need for shock fitting also arises in computing time-linearized solutions for very small unsteady perturbations. Time-linearized solutions for indicial motions can be used to determine force and moment coefficient variations at various reduced frequencies, obviating the need for a numerical solution at each reduced frequency (see, e.g., Reference 22). /73

Traci, et al., (8, 23, 24) have developed relaxation methods for solving the resulting time-linearized equations of motion for harmonic disturbances. Less complete, but comparable, studies have been made by Weatherill et al. (25); these derive from an earlier study by Ehlers (26). In both of these studies shock motions, which contribute substantially to the time-varying loads and moments, are neglected. Difficulties also arise in the convergence of the iterative numerical scheme. Unsteady small amplitude motions have shock wave excursions that are the order of the amplitude of the motion divided by the reduced frequency of the motion. Consequently, these shock motions dominate other low frequency contributions to the lift and moment coefficients. Such time-linearized shock motions can be computed in a rational way, but the accuracy of the results depends critically on an accurate resolution of the steady flow field in the vicinity of the shock wave (10); this is best accomplished by shock fitting.

This paper briefly reviews the numerical procedures we have developed for computing nonlinear and time-linearized small perturbation unsteady transonic flows. We use an ADI scheme and treat shock waves as discontinuities in the flow. Calculations of the cransonic flow past an NACA 64A006 airfoil experiencing harmonic or indicial pitching and flap oscillations are discussed.

## 2. FORMULATION

We write the unsteady small disturbance equation for low frequency transonic flows in the commonly used form

$$
\begin{equation*}
-2 K M_{\infty}^{2} \phi_{x t}+\left\{1-M_{\infty}^{2}-(\gamma+1) M_{\infty}^{2} \phi_{x}\right\} \phi_{x x}+\phi_{y y}=0 \tag{1}
\end{equation*}
$$

The spatial coordinates, the time, and the velocity potential in (1) have been non-dimensionalized by the chord, the reciprocal of the angular frequency, and the free stream velocity times the chord, respectively. Other, perhaps more useful and suitable, forms are given in References 21 and 27. This equation results from a systematic expansion of the velocity potential in the thickness ratio $T$ and applies for reduced frequencies $K=0\left(\tau^{2 / 3}\right)$ where $K=\omega c / U$, i.e., the angular frequency multiplied by the time it takes the flow to traverse the airfoil chord. Lin, Reisner and Tsien (28) showed that, with restriction to small perturbations throughout the flow, this is the only nonlinear equation that arises. for moderate frequencies the equation

$$
-K_{t t}^{2} \phi_{t t}-2 K \phi_{x t}+\left\{1-M_{\infty}^{2}-(\gamma+1) M_{\infty}^{2}\left[\phi_{x}+\frac{Y-1}{\gamma+1} K \phi_{t}\right]\right\} \phi_{x x}+\phi_{y y}=0
$$

is frequently used, with or without the $\phi_{t}$ term, and may provide results that apply at higher frequen-
cies than those obtained from (1).
The boundary condition on the body takes the simple form

$$
\begin{equation*}
\phi_{y}(x, 0, t)=\tau\left[Y_{x}^{0}+\frac{\delta}{\tau}\left(Y_{X}^{u}+K Y_{t}^{u}\right)\right], \quad-\frac{1}{2} \leq x \leq \frac{1}{2}, \tag{2}
\end{equation*}
$$

where $Y(x, t)$, the instantaneous body shape, has been decomposed into a steady part, $Y^{\circ}$, and an unsteady part, $Y^{u}$. Here $\delta$ is the amplitude of the unsteady oscillation. Because $K=0\left(r^{2 / 3}\right)$, the last term in (2) is dropped unless $Y$ Y $\equiv 0$ or is small. For this reason, the time-linearized perturbation velocity potential for plunging motions $\left(Y_{x}^{U}=0\right)$ is just $K$ times that for the analogous pitching motion, where $Y^{u}(x, t)=\left(x-x_{0}\right) \sin t$.

Numerical studies conducted by Magnus (15) show that erroneous boundary data on a finite domain can lead to significant errors. The low frequency approximation implies that any changes in the circulation are communcated instantly downstream to infinity. Consequently, the simplest boundary conditions are $\phi_{x}=0$ on the downstream boundary and $\phi=0$ on the other boundaries. Ballhaus and Goorjian (12) used these boundary conditions in their study and obtained satisfactory results. The validity of such farfield boundary conditions can only be justified by numerical experiments; i.e., near the boundary the disturbance quantities $\phi_{x}$, and $\phi^{\prime}$, must be much smaller than the values at the airfoil surfaces. For the lifting case, $\phi$ depends on the instantaneous circulation, $\Gamma$. This dependence can be derived theoretically by assuming that in the far field all the perturbations are small compared to the basic steady state (see, e.g., Reference 27). Here we use a stretched coordinate system that maps the doubly infinite domain into $|\xi| \leq 1,|\eta| \leq 1$, and set $\phi_{x}=0$ on the downstream boundary $\xi=1$ and $\phi=0$ elsewhere on the boundary of this domain. As a numerical test for this procedure we have computed the steady state circulation about an NACA 64A006 airfoil for various flap deflection angles, using the ADI method with appropriate far-field values of $\phi$, corrected for the usual steady state circulation contribution. These results have been compared with the results obtained by the ADI calculations with the boundary conditions employed here for an unsteady flap deflection to the correct angle. These results are identical within the accuracy with which we have computed the solutions.

Any shock wave that exists in the flow field must satisfy the jump relation derived from the conservative form of the governing equation (1), namely

$$
\begin{equation*}
-2 K M_{\infty}^{2} \rrbracket \phi_{x} \|^{2}\left(\frac{d x}{d t}\right)_{s}-\left\{1-M_{\infty}^{2}-(\gamma+1) M_{\infty}^{2} \phi_{x}^{2}\left\|\phi_{x}\right\|^{2}+\left\|\phi_{y}\right\|^{2}=0\right. \tag{3}
\end{equation*}
$$

together with the condition derived from the assumption of irrotationality,

$$
\left(\frac{d y}{d x}\right)_{s}=-\left\|\phi_{x}\right\| / 0 \phi_{y} \|
$$

Here $\phi_{x}$ refers to the mean value of $\phi_{x}$ evaluated on each side of the discontinuity, and $\left\|\phi_{x}\right\|$ indicates $x$ the jump in $\phi_{x}$ across the discontinuity; the subscript "s" denotes the quantity evaluated at the shock sưrface.

The pressure coefficient, defined so that it vanishes at sonic conditions, takes the form

$$
\begin{equation*}
C_{p}=-2\left\{\frac{M_{\infty}^{2}-1}{(\gamma+1) M_{\infty}^{2}}+\phi_{x}\right\} \tag{5}
\end{equation*}
$$

In the small disturbance approximation, the Kutta condition is imposed by requiring that $C$ be continuous at $y=0$ for $x>1 / 2$.

### 2.1 Mime-Linearized Equations

Ne now assume that the unsteady disturbances, characterized by $\delta$, are small enough that we may write

$$
\begin{equation*}
\phi(x, y, t)=\phi^{\circ}(x, y)+\delta \psi(x, y, t)+o(\delta) \tag{6}
\end{equation*}
$$

and neglect higher-order terms in $\delta$. The restriction imposed on $\delta$ for this to be true will depend on the other parameters of the problem, viz., $K \equiv\left(1-M_{\infty}^{2}\right) /\left[(\gamma+1) M_{\infty}^{2} \tau\right]^{2 / 3}$ and $K$. This gives

$$
\begin{array}{r}
\left\{1-M_{\infty}^{2}-(Y+1) M_{\infty}^{2} \phi_{x}^{0}\right\} \phi_{x x}^{0}+\phi_{y y}^{0}=0, \quad \phi_{y}^{0}(x, 0)=\tau Y^{0}(x), \quad-\frac{1}{2} \leq x \leq \frac{1}{2} ; \\
-2 K M_{\infty}^{2} \psi_{x t}+\left\{\left[1-M_{\infty}^{2}-(Y+1) M_{\infty}^{2} \phi_{x}^{0}\right] \psi_{x}\right\} x+\psi_{y y}=0, \quad \psi_{y}(x, 0, t)=Y_{x}^{u}+K Y_{t}^{u}, \quad-\frac{1}{2} \leq x \leq \frac{1}{2} . \tag{8}
\end{array}
$$

The solution to (7) must satisfy the steady version of the shock relations (4) and (5). The shock relations for (8) are discussed in Section 2.2.

We avoid writing

$$
\begin{equation*}
\psi(x, y, t)=\operatorname{Re}\left\{\bar{\psi}(x, y) e^{i \omega t}\right\} \tag{9}
\end{equation*}
$$

as this restricts the study to harmonic motions. Because indicial motions can be superimposed to obtain the results for any frequency, they seem more important. Equation (9) results in an equation for a com-plex-valued $\psi$ which may be solved by line relaxation. Our experience with unsteady ADI techniques has been that they are at least as effective as line relaxation for problems of this type, and hence there is no advantage to the decomposition (9).

The numerical algorithm developed in Reference 21 and described briefly in Section 3 can be used to solve the basic equation (1) subject to the boundary conditions (2), the shock conditions, (3) and (4), the far-field boundary conditions, and the Kutta condition. Steady state solutions, ${ }^{\circ}(x, y)$, may be obtained rapidly by subjecting a basic steady state, such as undisturbed flow, to rapidly changing boundary data until a new steady configuration is prescribed. This, then, determines the steady state result for (7) needed to solve (8).

### 2.2 Shock Fitting

The basic algorithm for shock fitting in mixed flows was developed in a previous study of steady transonic flows (20). A different approach to shock fitting has also been used by Hafez and Cheng (29) in their study of steady transonic flow problems. Their procedure essentially replaced the shock-point operator of Murman (30) by an analogous difference statement derived from the shock jump conditions. Subsequently, the velocity potential on each side of the shock wave is extrapolated to locate the shock wave.

To understand the shock-fitting procedure for unsteady transonic flow calculations it is necessary to recall. how shock waves form in an unsteady field. Shock waves are generated when the local flow becomes supersonic and compressive. While the initial shock formation may not be predicted exactly by the numerical solution when shock fitting is used in the early stages of shock wave formation, it eliminates spurious oscillations in the numerical solution and does provide the correct development of the shock wave in later stages of the calculations (31). The criteria that we set for the initial shock formation is that the local flow become sonic (relative to the airfoil) and compressive. In the body-fixed coordinate system, a shock wave can exist both in the usual supersonic-supersonic and supersonic-subsonic transitions, but also in a purely subsonic flow field, sometimes referred to as a "subsonic-subsonic" shock. In any case, the flow ahead of the shock relative to a coordinate system fixed on the shock must be always supersonic. Consequently, the correct judgment for the existence of a shock wave in the unsteady field is to evaluate the local flow velocity ahead of a prospective shock with respect to the coordinate system fixed on it; i.e., if the local flow is supersonic a shock may exist, if the local flow becomes sonic the shock strength diminishes, and if it is subsonic a shock cannot exist.

Any shock wave that exists in the flow field must satisfy the jump relations (3) and (4). In twodimensional small perturbation transonic flows the shock waves that usually occur are nearly normal to the flow direction. While it is not necessary to do so, in the numerical calculations reported here we have assumed that if the basic steady flow has a shock wave, then this shock may be approximated by a shock wave normal to the free stream flow. To be consistent with this approximation we must also assume that the motion of any shock wave that arises from unsteady changes in the flow, as well as the motion of existing shock waves, is also calculated by this normal shock approximation. For this simplified model, (3) and (4) reduce to

$$
\begin{equation*}
\nabla \phi \|=0 \quad \text { on } \quad \dot{x}_{s} \equiv\left(\frac{d x}{d t}\right)_{s}=\frac{\gamma+1}{2 K}\left\{\frac{M_{\infty}^{2}-1}{(\gamma+1) M_{\infty}^{2}}+\dot{\phi}_{x}\right\}, \tag{10}
\end{equation*}
$$

which gives the speed of the normal shock in the flow field. For steady flows $\phi_{x}$ is a function of $x$ alone; this, of course, still permits $D \phi^{\square} \mathbb{1}$ to vary with $y$. For unsteady flows, while $\dot{x}_{s}$ is a function of $t$ alone, the strength of the shock will still vary with $y$.

For time-linearized flows the steady state result for $\phi^{\circ}$ with normal shock fitting will give a steady state shock position $x_{s}^{\circ}, 0 \leq|y| \leq y_{+}^{\star}$. We now determine the shock wave's motion by writing the perturbed shock position as $x_{s}^{s}=x_{s}^{0^{-}}+\delta \delta_{X}(t){ }^{ \pm}$and using the time-linearized version of (10); we note that an expression of the form $x_{s}^{\circ}+\delta x(t) / K$ would probably be more appropriate. From (10), we conclude that the shock notion is governed by

$$
\begin{equation*}
\frac{d x}{d t}=\frac{\gamma+1}{2 K} \tilde{\psi}_{x}(x, 0, t) \text { with } \quad\|\phi\|=\left\|\phi^{\circ}\right\|+\delta \Omega \psi \|=0 \tag{11}
\end{equation*}
$$

on the shock. Linearizing the expression in (11) for the velocity potential about the steady shock position we find

$$
\begin{aligned}
\phi\left(x_{s}, y, t\right) & =\phi\left(x_{s}^{0}, y, t\right)+\phi_{x}\left(x_{s}^{0}, y, t\right) \delta d x \\
& =\phi^{\circ}\left(x_{s}^{0}, y\right)+\phi_{x}^{0}\left(x_{s}^{0}, y\right) \delta d x+\delta \psi\left(x_{s}^{0}, y, t\right)+0\left(\delta^{2}\right)
\end{aligned}
$$

Because we have treated the shock as a normal one, $y$ appears here simply as a parameter. Now $\left\|\phi\left(x_{s}, y, t\right)\right\|$ and $\left\|\phi^{\circ}\left(x_{s}^{\circ}, y\right)\right\|$ are both zero; consequently we have

$$
\begin{equation*}
\left\|\psi\left(x_{s}^{0}, y, t\right)\right\|=-\frac{(\gamma+1)}{2 K}\left\|\phi_{x}^{0}\left(x_{s}^{0}, y\right)\right\| \int_{0}^{t} \tilde{\psi}_{x}\left(x_{s}^{0}, 0, \hat{t}\right) d \hat{t} \tag{12}
\end{equation*}
$$

which must be integrated in time in conjunction with the solution to (8).

## 3. NUMERICAL PROCEDURES

In a preliminary study of the unsteady transonic flows a normal shock-fitting procedure was implemented in an implicit-iterative scheme. Satisfactory results were obtained, but the procedure was timeconsuming because of the iterative process required at each time step. The recent studies of Ballhaus and Steger (11) and Ballhaus and Goorjian (22) show that an ADI scheme is more efficient that the implicit-iterative scheme in treating the low frequency transonic flows. The shock-fitting algorithm was modified and implemented with an ADI scheme. In this section the ADI procedure and the method used for unsteady shock fitting are briefly reviewed.

### 3.1 Coordinate Stretching

To minimize the far-field boundary effects on the numerical results a relatively large computational region is usually required. For some of the cases studied in this paper the shock excursions are large and the unsteady disturbances carried several chord lengths away from the airfoil; thus, the use of a relatively large computational domain seems desirable. A simple and straightforward way of computing the solution in a large computational domain is to use nonuniform mesh distributions with most of the mesh points concentrated in the region of interest. An alternative is to introduce analytical coordinate stretchings. In the present study, we use the following coordinate stretchings:

$$
\xi= \pm\left\{1-\exp \left(\bar{\mp}_{1} x\right)\right\} \quad \text { for } x \geqslant 0 \quad \text { and } \quad \eta= \pm\left\{1-\exp \left(\bar{\mp}_{2} y\right)\right\} \text { for } y \geqslant 0
$$

where ${ }^{a}$ and $a_{2}$ are constants that control the mesh distributions. The infinite physical domain is transformed into the finite computational domain bounded by $|\xi| \leq 1$, and $|\eta| \leq 1$. The transformation provides a concentrated mesh distribution near the airfoil which is suitable for the present study. While this scaling is not consistent with the known algebraic decay of the perturbations, calculations made with an algebraic scaling, viz., $\xi=x /\left(|x|+a_{1}\right)$ etc., gave essentially identical results. The exponential variation used here seems more desirable near the airfoil.

The governing equation (1), written in the stretched coordinate system, is

$$
\begin{equation*}
\left\{\frac{-2 K M_{\infty}^{2}}{a_{2}^{2}(1-|\eta|)} \phi_{\xi}\right\}_{t}-\left\{\frac{(\gamma+1) M_{\infty}^{2}}{2 a_{2}^{2}(1-|\eta|)}\left[\frac{M_{\infty}^{2}-1}{(\gamma+1) M_{\infty}^{2}}+a_{1}(1-|\xi|) \phi_{\xi}\right]^{2}\right\}+\left\{\frac{1-|\eta|}{a_{1}(1-|\xi|)} \phi_{n}\right\}_{\eta}=0 . \tag{13}
\end{equation*}
$$

Because (13) is in divergence-free form, a conservative difference approximation can be constructed if the shock wave is to be "captured" rather than "fitted."

The normal shock jump relation follows directly from (13); this relation and the boundary condition on the airfoil surface are now

$$
\begin{equation*}
\left(\frac{d \xi}{d t}\right)=\frac{m_{1}(1-|\xi|)(\gamma+1)}{2 K}\left\{\frac{M_{0}^{2}-1}{(\gamma+1) M_{0}^{2}}+a_{1}(1-|\xi|) \dot{t}_{\xi}\right\} \tag{14}
\end{equation*}
$$

and

$$
\hat{n}_{n}(0, \xi)-\frac{a_{1}}{a_{2}}(1-|\xi|) \frac{\partial Y(\xi, t)}{\partial \xi}+\frac{x}{a_{2}} \frac{\partial Y(\xi, t)}{\partial t},-1+\exp \left(a_{1} / 2\right) \leq \xi \leq 1-\exp \left(-a_{1} / 2\right)
$$

Equations analogous to (13) and (14) for the time-linearized results are given in Reference 10 .

### 3.2 Aleernating-Direction Implicit (ADI) Method

The low frequency equation in the stretched coordinate system is solved by the alternating-direction implicic scheme developed by Ballhaus and Steger (11). To simplify this discussion, equation (13) is rewritten in the form

$$
\begin{equation*}
F_{E t}+F_{E}+G_{\eta}=0, \tag{15}
\end{equation*}
$$

where the function $\Psi, F$ and $G$ may be determined by comparing equations (13) and (15). The solution is advanced from time level " $n$ " to level " $n+1$ " by the following two-step procedure:

$$
\begin{equation*}
\frac{1}{\Delta t}\left(\nabla_{\xi}^{+}-Y_{\xi}^{n}\right)+D_{\xi} F^{+}+\delta_{n} G^{n}=0 ; \quad \frac{1}{\Delta t}\left(Y_{\xi}^{n+1}-\psi_{\xi}^{+}\right)+\frac{1}{2} \delta_{n}\left(G^{n+1}-G^{n}\right)=0 . \tag{16}
\end{equation*}
$$

Here " + " refers to an intermediate value of $\%$, D is the rype-dependent difference operator for f-derivatives and $\delta$ the central-difference approximation for $n$-derivacive. The backward difference approxisation for $\Psi_{f}^{n}$ can be either a first-order or a second-order difference approxisation, with the latter giving improved resules. The nonlinear term $F$ is evaluated, using a inearization somewhat differest from the two-time level averaging procedure of ballhaus and Steger. The difference approximarions described above provide first- or second-order accuracy for $\Psi_{f t}$, second-order accuracy for $F_{E}$ and $G_{n}$ in subsonic regions, and first-order accuracy for $F_{\xi}$ in suppersonic regions. A local analy $\xi_{i s}$ shows tiat the procedure is unconditionally stable.
In the first step a quadradiagonal system is generated and can be easily solved by direct elimination. For lifting calculations two grid lines are used to fepresent the lower and upper surfaces of the airfoil The cirvulation, $r_{\text {. is }}$ is calculated by $r=\oint_{I T E}-\phi_{I T E}$ through each sweep. Here "ITE" denotes the upper ad lawer values at the first grid point behind the trailing edge. This circulation is incorporated into the construction of the $n$-derivatives behind the airfoil for $n=0$.
In the second step a tridiagonal system is generated by the body. Ahead of the leading edge and behind the trailing edge the duable grid notation for $\eta=0$ destroys the tridiagonal system. However, ahead $o f$ the leading edge, $\phi=\phi$, and behind the trailing edge, $\phi^{U}=\psi^{L}+r$; thus the difference equations can be reordered to give a tridiagonal systen. On the airfoil surface, the matrix equarions above ind below the airfoil are decoupled; they can either be solved separately or sfmultaneously by packing th = macrix equationsmonesher.
Afain, analogous but somewhat simpler equations and procedures are used for the time-linearized calsulations. In these calculations the type dependent operator, $D_{\mathcal{E}}$, changes at the steady state sonic line and shor: wave. The coefficient, $f(\xi, n)$, that appears in ( 8$)^{\xi}$ in the form $\left\{f(\xi, n) \psi_{\xi}\right\}_{\xi}$ depends on the steady state results $\phi^{\circ}(\xi, \eta)$ and must be stored. On the other hand, the matrices used do not depend on the sol.ition and. consequently, need only be inverced once. In its present form our algorithe does not rak: advantage of chis feature.

### 3.3 Sl.ock Ficting

W. start the unsteady nonlinear flow calculations by using an ADI scheme. When the local flow becomes ronic and compressive, we introduce the shock-fitting algorithm described in detail in Referencr. 21. Sonic, compressive points are treated as shock points where differenciation in $t$ and $\xi$ across dis-contin-ities is avoided. Initially, the shock has zero strength and is stationary. The flow propert. as ahead of and behind the shock can be casily extrapolated from neighboring points. The shock wave can cither increase or decrease in strength during the unsteady process. This resulta in three possibilit:es for shrck motion that have to be considered separately in the fitting procedure: The shock noves upstream and crosses grid poincs; the shock rematna stationary or moves within a grid spacing; the shock moves downtream and crosses grid points. At each new time level the shock position is determined by applying (10). The formulations of the difference approximations for each case are quite aimilar.
Fre cime-linearized calculationa the aolution is advanced in time using the time-linearized analoguea of (16) coupled with (12) In the form

$$
|\phi|^{+}=-c(n) \Delta c \psi_{E}^{n}+|\psi|^{n} ; \quad|\psi|^{n+1}-c(n) \Delta t \dot{t}_{E}^{n+1}+|\psi|^{+} .
$$

Here

$$
C(n)=\frac{y+1}{4 K} a_{1}^{2}\left(1-\left|\xi_{s}^{*}\right|\right)^{2}\left|f_{E}^{*}\left(\varepsilon_{:}^{*}, n\right)\right| \text {. and } \varepsilon_{s}^{*} \text { denotee the ateady state position of the shock wave. }
$$

This procedure corrects the values for shock motiona as the solution progresses. The shock motion is
eacily deceralned simultaneously by using (11) and (12) in the form

$$
x^{n+1}(0, t)=-\left|v\left(x_{s}^{*}, 0, t\right)\right|^{n+1} /\left|\phi_{x}\left(x_{e}^{*}, 0\right)\right|
$$

Fursher details are given in Reference 10.

## 4. RESULTS AND DISCUSSION

Boch the nonlinear and time-linearized algorithms have been used to compute the flow past an NACA 640006 airfoil subjected to indicial, f.e., step, changes and harmonic motions in pitch and flap oscillacton. The latter calculations have included a range of Mach numbers, amplitudes for the nonlinear algorithm, and reduced frequencies for the harmonic changes. The nonlinear algorithm has also been used to compute the flow past a pulsating parabolic arc airfoil. In this latter flow, at $M_{\infty}=0,85$, as the airfoil thickens a shock wave forms and moves domstream until shortly after mid-cycle. As the airfoil chins, the shock wave moves upstream with increasing speed, eventually leaving the airfoil. A comparison of the results, with and withour shock fitting (21), indicates that shock fitting predicts the formation of the shock wave more accurately. It also properly defines the shock wave when it becomes "subsonicsubsonic" in the fixed grid system. The shock. wave decays slowly as it propagates into the free stream after passing the location of the leading edge when the airfoil's thicaness has just become zero.

### 4.1 NACA 64A006 Airfoil, Nonlinear Calculations

Steady state solutions were computed as discussed ir Section 2.1 for an NACA 64A006 afrfoll for various values of the Ereestream Mach number by using the ADI scheme with shock fitting outlined in Section 3. The free stream Mach number was varied betweun 0.8 and 0.9 . The mesh system had 101 by 82 grid points in the $x$ - and $y$-directions respectively. About 250 to 450 time steps were required for the olution These steady state solutiona are used as initial data for the nonlinear and time-linearized unsteady flow calcularions
$i$
Result. were compured for the airfoil with quarter-ciord flap for various values of the reduced frequency, the free stream Mach number, and the oscillation amplitude, in order to siaulate the shock motions observed by Tijdeman ( 5,6 ). These wotions were classified by him as: type $A$ - sraall shock oscillation; type $B$ - the shock becomes very weak or disippears during part of a cycle; type $C$ - the shock leaves the airfoil. Results for type A motions are not given, as they are easy to trear computacionally. For all cases studied it took three to six cysles for the flow field to become periodic. Stability seems to require that the time step be small enough that $\Delta t$ (in degrees) $/ K<10$.

Figure 1 illustrates the pressure coefficienta on the airfoil surface at various rimes for $M_{0}=0.854$ $K=0.358$ and $\delta=1^{\circ}$. For these conditions Ballhaus and Goorjian (12) were able to simulare cype B wotion where the shock disappears during some part of the cycle. Here the shock does not disappear during the cycle; rather, it becomes quite weak during a small portion of the cycle. This difference is probably due in part to the assumption of normal shock, which esults in a stronger shock than vould noramily occur, and to the use of shock ficting, which is able th resoive very weak shock waves.

Figure 2 depicts the pressure coefficient on the 1 -foil surfaces for $M_{\infty}=0.822, K=0.496$ and 8 - $2^{\circ}$, Eimulating rype $C$ shock wotion. Because we ha e used less spatial resolution and have not scaled the equation and boundary conditions with various power; of the Mach number, a slightly larger deflection angle seems to be needed in order to generate the type $C$ shock motion; that is, we need a $2^{\circ}$ defiection angle rach r than the $1.5^{\circ}$ of Reference 12 to obtain acalogous behavior. In this case the flow field is subcritical during most of the cycle, where the shock ware is barely "captured" in the non-shock-fitting procedure. During the unsteady process the shock moves roward the leadiag edge. However, the strong alngular behavior in pressure at the leading edge prevents the shock from propagating off che airfoil. The perturbation velocity becomes large and is negative; thus, the flow used to calculate the relative velocity ahead of the shock can no longer support a shock wave. Normal shock-fitting calculations decermine the shock speed from the pressure jump across the shock at the airfoil surface. This eliminates the possibil ty that a portion of the shock may propagate $o^{\prime} f$ the leading edge in the computations. But this does not imply it cannot occur; rather this is a limitation of the normal shock fitting.

Magnu; and Yoshihara (15) have solved the Euler equations using an explicit procedure for the condicions cf yigure 1 . Their results are compared with our alculation in figure 3 for two angular times chosen to represent the least and the largest discrepanc.es. These discrepancies are thought to be mainly due to the inaccuracy of the small percurbation solutio near the leading edge. Small errora there change the size and shape of the sonic line and influence the oock's position. For the conditions considered. is obrainec.

Additional nonlinear calculations have been carried out for $M_{-}=0.880$ and $K=0.48$. Both pitching and flap mutions have been calculated for indicial and rarmonic changes. For these conditions very small unaready changes lead to very small shock motions and tie shock wave remains between grid points. Because of the extrapolation procedure used in the shock-fittir; the $\xi$ mesh distribution used here can introduce errors, albelt small ones, in the shock's position when a grid.ilne is crossed. We wished to eliminate these errors in order to use the nonlinear calcula: ions to judge the accuracy of time-linearized calculations. These results indicate that for pitching pout mid-chord, nonlinear, amplitude dependent, behavior occurs for $\delta / r \geq 0.1$ for $K=0.48$. Decause the amplitude of the shock motions increases with (
Indicial motions require about eight hundred time $\varepsilon^{\prime}$ ?ps of varying aize to resolve the response. For harmonic motions, initiated from rest, three to ten cycles are required for the solution to become harmonic, with large values of $K$ and $M$ requiting more ycles. The pitching mode requires mocome harthan the flap code. The amplitude of the positive and negative phase of the motion could be varied from
cycle to cycle to reduce the number of cycies required. Each cycle requires 60 to 180 time eteps to compute, bich more steps required for smaller values of $X$. Each time step cakes about 5 aconds of CPU cise on a CDC 6400, or about 0.25 seconds of CPU tine on a CDC 7600.

### 4.2 MACA $64 A 006$ Airfoil, TIme-Linearized Calculations

Time-inearized results have been compured for an NACA $64 A 006$ airfoil experiencing hanmonic and indicial pitching and flap motions. As noted earlier, in the 1 ow frequency approximation made here pitching and plunging motions lead to the same result except that the time-inearized perturbations are proportional to the maximum pitch angle for the former, and $K$ times the maximum amplitude for the latter. Harmonic motions initiated from a steady state become nearly periodic in three to cen cycles, with the changes induced by flap oscillations becoming periodic more rapldly than those resulting from pitching oncillations. More cycles were required for larger reduced frequencies and, to a lesser degree, higher Mach numbers.

In order to confirm the validity of the time-linearized calculations, both the time-linearized and nonlinear algorithms were used to compute the response to a step change in angle of attack and the haronic response to pitching motions. Figure 4 compares the nonlinear and time-iinearized results for rhe normalized circulation and shock position for harmonic pitching motions at Mo 0.88 and $\mathrm{K}=0.48$. Results are given for the fifth cycle; note that the nonlinear results are not yet periodic. figure 5 compares the nonlinear and time-linearized pressure deviation from steady state at six angular times for che same conditions. Good agreement between the results is obtained for $\delta / \tau$ less than 0.1 .

Time-ilnearized pressure distributions at six angular positions for an oscillating quarter-chord flap with $K=0.06$ and $M_{m}=0.875$ are shown in Figure 6 . The flap deflection is downard during tie first half of the cycle. The results for the second half of the period. for the symmetrical problem shown here, are just the resules shown with the lower and upper surface pressures interchanged. Thus. the resulta for $0^{\circ}$ are not given as they are just those for $180^{\circ}$ with the lower and upper surface presgures reversed. Because rhe flap hinge occurs very close to the steady atare shock location, the pressure singularity due to the change in flow direction at the hinge is missed. The circulation and shock excursion obey the following relations:

$$
\begin{aligned}
\Gamma(t) / 8 & =9.26 \sin \left(t-59^{\circ}\right) \\
X(t) & =12 \sin \left(t-51^{\circ}\right)
\end{aligned}
$$

Time-linearized pressure distributions at six angular positions for an oscillating airfoil with

- 0.12 and $M=0.875$ are depicted in Figure 7 . If these resuits are multiplied by $K$, then thay represent the pressure perturbations for a plunging airfoil. As in the previous case of an oscillatilg flap, changes in forces and moments of $O(\delta / K)$ occur due to shock wave motion. In this case

$$
\begin{aligned}
& \Gamma(t) / \delta=5.48 \sin \left(t-70^{\circ}\right) \\
& X(t)=5.62 \sin \left(t-87^{\circ}\right)
\end{aligned}
$$

Analogous computations have been carried out for : $=0.12,0.24,0.36$, and 0.48 . Figure 8 wepicts the shock wave's excursion and maximum circulation as a function of $K^{-1}$. The nearly linear variation of the shick excursion substantates an observation made in a one-dimengional model where the shock wave excursion is directly proportional to $1 / \mathrm{K}$ (see Reference 10).
I) these calculations the circulation gives an imsediate evaluation of the lift coefficient as function of time; the moment coefficient must be evaludted by integrating the moment of the pressura coefficient. This is done by integrating the monent, "f pressure perturbations with the shock wave i.t its steady-state position and then correcting these results for the moment due to the shock wave motion, assuming that the shock's strength is defined by the eady-state pressure field. This makes an error in the shock strength of $O(\delta)$. but the effect on the mement is $0\left(\delta^{2} / K\right)$; because we have neglected other higher-order terms it is consistenc co neglect this chinge in the strength of the shock wave.

Figure 9 depicts the absolute value and phase angle of the normalized lift and moment coefficierats, as a function of the inverse reduced frequency $X^{-1}$. for harmonic flap and pitching wotions ar M- 0.875 .

The time-linearized algorithm used here is derivarive of that used for the nonlinear calculations. Consequently, computational thes are not greatiy reduced from those required for the nonlinear callilations. The linearity of these computations may wake it possible to greatly reduce the coaputational effort required. A local stability analysis shows that the computations should be unconditionally stable, but numerical experience has shown some difficulties for $\Delta t$ (in degrees)/K $\geq 50$. Each time step rifures sbout two seconds of CPU rime on a CDC 6400 , or about 0.1 seconds on a CDC 7600 . The number of time steps required for a given computation is somewhat less than those required for the nonlinear computations at amall values of $K$, and comparable at larger values of $K$.
5. CONC 'ISION

Efficient and accurate methods for computing lov frequency, unsteady behavior in transonic flows have
been developed. They utilize the ADI procedure developed at NASA Ames for the gmall perturbation e' uation, but treat shock waves as discontinuities. The time-ilnearized calculations allow shock wave mutions, which are shown to be $O(\delta / K)$ and often dominate changes in the force and moment coefficients. Comrarison
of the time-ifnearized results with fully nonlinear calculations delineites cheir range of applicabilicy The unsteady behavior due to harmonic pitching and flap oacillations of an NACA $64 \wedge 006$ airfoil is discussed.
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FIGURE 1. $C_{p}$ ON AN NACA 64A006 AIRFOIL AT M $M_{\infty}=0.854$, $\mathrm{K}^{\mathrm{P}}=0.358$ WITH $\delta=1^{\circ} \sin \mathrm{t}$ (NONLINEAR CALCULATIONS).
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FIGURE 2. $C_{p}$ ALONG AN NACA 64A006 AIRFOIL AT $M_{\infty}=0.822$, $K^{P}=0.496$ WITH $\delta=2^{\circ} \sin t \quad$ (NONLINEAR CALCULATIONS).


FIGURE 3. COMPARISONS OF THE RESULTS FOR $C_{p}$ ON AN NACA 64A006 AIRFOIL, AT $M_{\infty}=0.854, K=0.358$ WITH $\delta=1^{\circ}$ sin $t$, WITH THOSE OF MAGNUS AND YOSHIHARA (NONLINEAR CALCULATIONS).



FIGURE 4. NONLINEAR (***) AND TIME-LINEARIZED ( - ) CIRCULATION AND SHOCK POSITION FOR THE PITCHING MOTION OF AN NACA 64A006 AIRFOIL. RESULTS SHOWN ARE FOR THE FIFTH CYCLE. THE NONLINEAR RESULTS ARE FOR $\delta=0.1^{\circ}$ AND ARE NOT YET PERIODIC. $M_{\infty}=0.880, K=0.48$.
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FIGURE 5. NORMALIZED NONLINEAR (****) AND TIME-LINEARIZED ( - ) PRESSURE PERTURBATIONS ON THE UPPER SURFACE OF AN NACA 64A006 AT SIX TIMES. PITCHING MOTION WITH $M_{\infty}=0.880, K=0.48$. FOR THE NONLINEAR CALCULATIONS $\delta=0.1^{\circ}$ 。

FIGURE 7. TIME-LINEARIZED PRESSURE COEFFICIENTS ON THE UPPER ( + ) AND LOWER SURFACES OF AN NACA 64A006 AIRFOIL OSCILLATING IN PITCH ( $6=1 / 4^{\circ}$ ). M $=0.875$, $K=0.12$.


FIGURE 8. NORMALIZED MAXIMUM SHOCK EXCURSION AND CIRCULATION AS A FUNCTION OF INVERSE REDUCED FREQUENCY FOR AN NACA 64A006 AIRFOIL WITH OSCILLATING QUARTER-CHORD FLAP. $M_{\infty}=0.875$.
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# Small Unsteady Perturbations in Transonic Flows 

K-Y. Fung,* N. J. Yu, ${ }^{*}$ and R. Seebass $\dagger$<br>University of Arizona, Tucson, Ariz.


#### Abstract

The effects of very small, low-frequency perturbations on steady transonic flows, in the context of twodimensional flows described by the small perturbation equation, are investigated. Previous ime-linearized studies failed to account for the shock wave motions that are known to occur. A method is provided that allows one to correctly account for shock wave motions due to arbitrary but small unsteady changes in the boundary conditions. Consequently, both harmonic and indicial responses may be determined. Time-linearized results for the transonic flow past an NACA 64A006 airfoil experiencing harmonic motions in one of several modes are presented. Selected results are compared with those obtained from nonlinear calculations using a shock-fitting algorithm.


## Introduction

I$N$ unsteady transonic flow, relatively small periodic changes in the boundary conditions can lead to substantial changes in the magnitude and phase lag of loads and moments. These are of major concern in the aerodynamic design of aircraft that operate in the transonic regime. Reference 1 contains a short but timely review of various aspects of unsteady transonic flow. Of particular concern are aeroelastic behavior and flutter boundaries. Here the unsteady perturbations may be considered small, and linearization about a nonlinear steady flow, as suggested by Landahl ${ }^{2}$ long ago, would seem to be appropriate. Indeed, it has been suggested ${ }^{3}$ more recently that the steady flow be determined experimentally. Difficulties arise, however, which detract from this procedure. Although the equation is linear, its coefficients are variable and must be determined by numerical solution of a nonlinear problem that, in the cases of prime interest, has a discontinuous solution; that is, there are embedded shock waves. Also, although a change of variables in the linear equation provides a scaling of parameters which is indicative of the tradeoffs between, e.g., Mach number and reduced frequency, the only similitude is the one basic to the nonlinear formulation.

Traci et al. ${ }^{4}$ have developed relaxation methods for solving the resulting time-linearized equations of motion. Less complete but comparable studies have been made by Weatherill et al. ${ }^{5}$; these derive from an earlier study by Ehlers. ${ }^{6}$ In both of these studies shock motions, which contribute substantially to the time-varying loads and moments, ${ }^{7.8}$ are neglected. Also, difficulties arise in the convergence of the iterative numerical scheme.

Here we pursue a different numerical course. Yu et al. ${ }^{9}$ - have developed a numerical procedure for computing solutions to the unsteady small perturbation equation for transonic flows which treats embedded shock waves as discontinuities. This procedure can be used to calculate the basic steady flow that we wish to subject to small unsteady - perturbations. A simplified version of this algorithm then can be used to calculate the linearized unsteady perturbations to the flow. These calculations can be carried out in conjunction with an algorithm that determines the shock wave motion.

[^10]The procedure that we have used to calculate the shock wave motion is a rather obvious one; it is not surprising, then, that it, too, was given in the monograph by Landah ${ }^{2}$ (Sec. 10.2). An alternative procedure, related in some ways to that used here, is implied by Nixon's ${ }^{10}$ study of perturbations to steady discontinuous transonic flows.

## Formulation

We write the unsteady small-disturbance equation for lowfrequency transonic flows in the commonly used form

$$
\begin{equation*}
-2 K M_{\infty}^{2} \phi_{x t}+\left|1-M_{\infty}^{2}-(\gamma+1) M_{\infty}^{2} \phi_{x}\right| \phi_{x x}+\phi_{y y}=0 \tag{1}
\end{equation*}
$$

The spatial coordinates, the time, and the velocity potential in Eq. (1) have been nondimensionalized by the chord, the reciprocal of the angular frequency, and the freestream velocity times the chord, respectively. Other, perhaps more suitable, forms are given in Ref. 9. This equation results from a systematic expansion of the velocity potential in the thickness ratio $\tau$ and applies for reduced frequencies $K=O\left(\tau^{2 / 3}\right)$, where $K=\omega c / U$, i.e., the angular frequency multiplied by the time it takes the flow to traverse the airfoil chord. Lin et al. ${ }^{11}$ showed that, with restriction to small perturbations throughout the flow, Eq. (1) is the only nonlinear equation that arises. For moderate frequencies, the equation

$$
\begin{aligned}
& -K^{2} M_{\infty}^{2} \phi_{t \prime}-2 K M_{\infty}^{2} \phi_{x t}+\left\{1-M_{\infty}^{2}-(\gamma+1) M_{\infty}^{2}\right. \\
& \left.\quad \times\left[\phi_{x}+\frac{\gamma-1}{\gamma+1} K \phi_{l}\right]\right\} \phi_{x x}+\phi_{y y}=0
\end{aligned}
$$

frequently is used, with or without the $\phi_{t}$ term, and may provide results that apply at higher frequencies than those obtained from Eq. (1) or the linear form of the preceding equation.
Because $K=O\left(\tau^{2 / 3}\right)$, the boundary condition on the body takes the simple form

$$
\begin{align*}
& \phi_{y}(x, 0, t)=\tau[\partial Y(x, t) / \partial x+K \partial Y(x, t) / \partial t] \\
& =\tau\left[Y_{x}^{o}+(\delta / \tau)\left(Y_{x}^{u}+K Y_{t}^{u}\right)\right],-1 / 2 \leq x \leq 1 / 2 \tag{2}
\end{align*}
$$

where $Y(x, 1)$, the instantaneous body shape, has been decomposed into a steady part $Y^{\circ}$ and an unsteady part $Y^{\mu}$. The last term, $K Y_{t}^{u}$, is dropped except when $Y_{s x}^{u}$ is small or zero because $K=O\left(\tau^{2 / 3}\right)$. Here $\delta$ is the amplitude of the unsteady oscillation. Far from the body we require that the derivatives of $\phi$ vanish. In this approximation the pressure
coefficient, defined so that it vanishes at sonic conditions, takes the form

$$
\begin{equation*}
C_{p}=-2\left\{\frac{M_{\infty}^{2}-1}{(\gamma+1) M_{\infty}^{2}}+\phi_{x}\right\} \tag{3}
\end{equation*}
$$

In the small-disturbance approximation, the Kutta condition is imposed by requiring that $C_{p}$ be continuous at $y=0$ for $x>1 / 2$.
Any shock wave that exists in the flowfield must satisfy the jump relation derived from the conservative form of the governing equation, Eq. (1), namely,

$$
\begin{align*}
& -2 K M_{\infty}^{2} \llbracket \phi_{x} \rrbracket^{2}\left(\frac{\mathrm{~d} x}{\mathrm{~d} t}\right),-\left(I-M_{\infty}^{2}-(\gamma+1) M_{\infty}^{2} \tilde{\phi}_{x}\right]\left[\phi_{x}\right]^{2} \\
& \left.\quad+\llbracket \phi_{y}\right]^{2}=0 \tag{4}
\end{align*}
$$

together with the condition derived from the assumption of irrotationality,

$$
\begin{equation*}
\left(\frac{\mathrm{d} y}{\mathrm{~d} x}\right)_{s}=\frac{-\llbracket \phi_{x} \rrbracket}{\left[\phi_{y}\right]} \tag{5}
\end{equation*}
$$

Here $\bar{\phi}_{x}$ refers to the mean value of $\phi_{x}$ evaluated on each side of the discontinuity, and $\llbracket \phi_{x} \rrbracket$ indicates the jump in $\phi_{x}$ across the discontinuity; the subscript $s$ denotes the quantity evaluated at the shock surface.

## Time-Linearized Equations

We now assume that the unsteady disturbances, characterized by $\delta$, are small enough so that we may write

$$
\begin{equation*}
\phi(x, y, t)=\phi^{\circ}(x, y)+\delta \psi(x, y, f)+o(\delta) \tag{6}
\end{equation*}
$$

and neglect higher-order terms in $\delta$. The restriction imposed on $\delta$ for this to be true will depend on the other parameters of the problem, viz., $\kappa \equiv\left(1-M_{\infty}^{2}\right) /\left[(\gamma+1) M_{\infty}^{2} \tau\right]^{2 / 3}$ and $K$. This gives

$$
\begin{gather*}
\left\{I-M_{\infty}^{2}-(\gamma+1) M_{\infty}^{2} \phi_{x}^{\circ} \mid \phi_{x x}^{\circ}+\phi_{y y}^{\circ}=0\right.  \tag{7a}\\
\phi_{y}^{\circ}(x, 0)=\tau Y^{\circ}(x), \quad-1 / 2 \leq x \leq 1 / 2 \tag{7b}
\end{gather*}
$$

and

$$
\begin{gather*}
-2 K M_{\infty}^{2} \psi_{x y}+\left.\left[1 I-M_{\infty}^{2}-(\gamma+1) M_{\infty}^{2} \phi_{x}^{0}\right] \psi_{x}\right|_{x}+\psi_{y y}=0  \tag{8a}\\
\psi_{y}(x, 0, t)=Y_{x}^{u}(x, t), \quad-1 / 2 \leq x \leq 1 / 2 \tag{8b}
\end{gather*}
$$

The solution to Eqs. (7) must satisfy the steady version of the shock relations, Eqs. (4) and (5). The shock relations for Eqs. (8) are discussed later.

As mentioned previously, a shock-fitting scheme that approximates the shock waves as discontinuities normal to the freestream has been developed " with an alternating-direction implicit scheme (i.e., ADI) to compute the solution to Eq. (7). Comparison of these results with the results obtained ${ }^{12}$ using an exact shock-fitting algorithm and line relaxation indicates that they should suffice for most studies. At the very least, they should prove adequate for the time-linearized studies of interest here, as only small shock excursions can be allowed.
We assume, then, that we have the numerical values for $\phi_{i}^{\circ}$ required in Eqs. (8). These data will be discontinuous across some vertical line, the shock wave, $x=x^{*}, 0 \leq|y| \leq y^{*}$. We then ask, under what conditions are Eqs. (8) valid? And how do we account for shock wave motions in the linearized analysis? The answers to these questions are inferred from a simnie nne-dimencinnal model dicmicced in the nevt continn

Anticipating that we will wish to solve Eqs. (8) with the same technique that proved successful for Eq. (1), we avoid writing

$$
\begin{equation*}
\psi(x, y, t)=\operatorname{Re}\left|\bar{\psi}(x, y) e^{i \omega t}\right| \tag{9}
\end{equation*}
$$

Assumption (9) restricts the study to harmonic linear motions. Because indicial motions can be superimposed to obtain the results for any frequency, they too are important. Assumption (9) suppresses the time dimension of the calculation, but it results in two coupled equations, or one equation for a complex-valued $\psi$, which may be solved by line relaxation. Our experience with unsteady ADI techniques has been that they are at least as effective as line relaxation for problems of this type, and hence there is no numerical advantage to the decomposition, Eq. (9). This conclusion also was arrived at by Ballhaus et al. ${ }^{13}$ in a related study.

An appropriate scaling of the dependent and independent variables in Eqs. (7) and (8) allows either the thickness or the frequency to be normalized to the value 1 , as expected. This scaling, in terms of the transonic similarity parameter $\kappa$, the amplitude of the unsteady motion $\delta$, its frequency $\omega$, and the body's basic thickness $\tau$, leads to

$$
\psi(\bar{x}, \bar{y} ; \kappa ; \delta ; \omega ; 1)=\omega \tilde{\psi}\left(\bar{x}, \frac{\bar{y}}{\omega^{\prime \prime}} ; \frac{\kappa}{\omega^{\prime 2}} ; l ; \frac{1}{\omega^{\prime 2}}\right)
$$

where $\bar{x}$ and $\tilde{y}$ are suitably scaled replacements for the $x$ and $y$ coordinates. This result can be used to check trends noted in the numerical results.

## One-Dimensional Model

To answer the questions just raised, we study a simple unsteady one-dimensional analog of Eq. (2). We consider a one-dimensional unsteady equation that models the important features of Eq. (2), and ascertain how a simple steady solution is modified by small unsteady perturbations. We consider, then,

$$
\begin{equation*}
2 \phi_{x t}+\left(l-\phi_{v}\right) \phi_{x x}=2 \phi_{x t}-1 / 2\left\{\left(1-\phi_{r}\right)^{2}\right\}_{x}=0 \tag{10}
\end{equation*}
$$

subject to $\phi(0, t)=f_{l}(t), \phi_{x}(0, t)=f_{2}(t)$, and either $\phi(1, t)$ or $\phi_{v}(1, t)=f(t)$. There are restrictions on $f$ which, for brevity, we do not list. Our study could be generalized by replacing $1-\phi_{\mathrm{r}}$ in Eq. (10) by $\left[A(x)-\phi_{\mathrm{V}}\right]$, where $A(x)$ is a continuous function of $x$, but little added insight is gained.
To simplify matters further, consider the especially simple subcase $f_{1}=0, f_{2}=-1, f=3+\delta p(t)$. When $\delta \equiv 0$, we have the steady solution

$$
\phi^{\circ}= \begin{cases}-x, & 0 \leq x \leq 3 / 4 \\ -3(1-x), & 3 / 4 \leq x \leq 1\end{cases}
$$

This satisfies Eq. (10) and the jump condition that one derives from it, viz.,

$$
\begin{equation*}
\llbracket \phi \rrbracket=0 \text { on } 2 \frac{\mathrm{~d} x_{3}}{\mathrm{~d} t}=1-\bar{\phi}_{x} \tag{11}
\end{equation*}
$$

Now a general solution of Eq. (10), in terms of $\phi_{1}$, is

$$
\phi_{x}=\text { arbitrary function of }\left(1+\frac{2(1-x)}{1-\phi_{x}}\right)
$$

This can be verified by substitution. With, say $v,(1,1)$ $=3+\delta p(t)$, we have, for $x>x_{\text {, }}$,

$$
\begin{equation*}
\phi(x, 1)=3\left(x-x_{\mathrm{s}}\right)+\delta \int_{1}^{x} p\left(1+\frac{2(I-\hat{x})}{1-\phi(\hat{x}, I)}\right) \mathrm{d} \hat{x}-h(1) \tag{12}
\end{equation*}
$$

where the choice $h(t)=x_{s}(t)$ insures that $\llbracket \phi \rrbracket=0$ at $x=x_{s}$ because $\phi=\phi^{\circ}$ for $x<x_{s}$.

The shock motion must be determined by the direct integration of Eq. (11):

$$
\begin{equation*}
2 \frac{\mathrm{~d} x_{\mathrm{s}}}{\mathrm{~d} t}=1-\tilde{\phi}_{x}=-\frac{\delta}{2} p\left[x_{\mathrm{s}}(t), t\right] \tag{13}
\end{equation*}
$$

Now, for comparison, we determine the results that are obtained by time linearization; i.e., we write

$$
\begin{equation*}
\phi(x, t ; \delta)=\phi^{\circ}(x)+\delta \psi(x, t)+o(\delta) \tag{14}
\end{equation*}
$$

and solve the linear equation for $\psi$ which results by dropping higher-order terms in $\delta$. That is, we solve

$$
\begin{equation*}
2 \psi_{x t}+\left(l-\phi_{x}^{0}\right) \psi_{x x}-\phi_{x x}^{0} \psi_{x}=0 \tag{15}
\end{equation*}
$$

subject to $\psi_{\mathrm{x}}(1, t)=p(t)$.
We now linearize the first of Eqs. (11) as follows:

$$
\begin{aligned}
& \llbracket \phi(x, t) \rrbracket=0=\llbracket \phi\left(x_{s}^{0}, t\right)+\phi_{x}\left(x_{s}^{0}, t\right)\left[x_{5}(t)-x_{s}^{0} \rrbracket+\ldots \rrbracket\right. \\
& \quad=\llbracket \phi^{\circ}\left(x_{5}^{0}\right)+\delta \psi\left(x_{s}^{0}, t\right)+\phi_{s}^{\circ}\left[x_{5}(t)-x_{s}^{0} \rrbracket \rrbracket\right.
\end{aligned}
$$

Thus we conclude that

$$
\begin{equation*}
\delta\left[\psi\left(x_{s}^{0}, t\right)\right]=-\llbracket \phi_{r}^{0}\left(x_{s}^{0}\right) \rrbracket\left(x_{s}-x_{s}^{0}\right) \tag{16}
\end{equation*}
$$

From the second of Eqs. (11), with $x_{5}(t)=x_{s}^{0}+\delta_{\chi}(t)$, we find

$$
\frac{\mathrm{d} x}{\mathrm{~d} t}=-\frac{1}{2} \bar{\psi}_{x}=-\frac{1}{4} \psi_{x_{b}}
$$

where ( $)_{b}$ refers to the value behind the shock. Thus we may replace Eq. (11) by

$$
\llbracket \psi\left(x_{s}^{0}, 1\right) \rrbracket=-\llbracket \phi_{x}^{0}\left(x_{s}^{0}\right) \rrbracket x
$$

or

$$
\begin{equation*}
\psi_{b}\left(x_{s}^{0}, t\right)=-4 \chi(t) \tag{17a}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{d} \chi}{\mathrm{~d} t}=-\frac{1}{4} \psi_{x_{b}} \tag{17b}
\end{equation*}
$$

## Example

Consider now, for example, $p(t)=\sin \omega t$; it is easy to show that a general solution to Eq. (15) is

$$
\psi(x, t)=-(1 / \omega)[\cos \omega(1-x-t)-h(t)]
$$

The function $h(t)$ follows from Eqs. (17a) and (17b) and assuming, e.g., that $\psi(3 / 4,0)=0$. Thus,

$$
\begin{equation*}
\psi(x, t)=-(I / \omega)[\cos \omega(I-x-t)-\cos (\omega / 4)] \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
\chi(t)=(1 / 4 \omega)[\cos \omega(1 / 4-t)-\cos (\omega / 4)] \tag{19}
\end{equation*}
$$

Had we solved Eq. (15) with $\psi \equiv 0$ for $x<x_{\text {, }}(1)$ and determined the exact shock motion from Eq. (11) with 1 -$\phi_{x}=-2+O(\delta)$ used in Eq. (12), we would find that behind the shock

$$
\begin{align*}
& \phi(x, t)=\phi^{\circ}+3-4 x_{5}-(\delta / \omega)[\cos \omega(1-x-t) \\
& \left.\quad-\cos \omega\left(1-x_{5}-t\right)\right] \tag{20}
\end{align*}
$$

where the shock motion is given explicitly by

$$
\begin{equation*}
x_{s}=\frac{2}{\omega} \tan ^{-1}\left\{\frac{\tan \frac{\omega}{2}(t+c)-\left[\tan \frac{\omega}{2}(t-l)-\frac{\delta}{4}\right]}{1+\tan \frac{\omega}{2}(t-1)\left[\tan \frac{\omega}{2}(c+t)+\frac{\delta}{4}\right]}\right\} \tag{21}
\end{equation*}
$$

with $c=-2\left(\tan ^{-1}[\tan (\omega / 8)+\delta / 4]\right) / \omega$. For $\omega \gg \delta$, which is required for small shock motions, Eq. (21) simplifies to

$$
x_{s}=3 / 4+(\delta / 4 \omega)[\cos \omega(1 / 4-t)-\cos (\omega / 4)]
$$

Thus these results are in agreement with Eqs. (18) and (19) to lowest order in $\delta$.

The time-linearized results, Eqs. (18) and (19), now are compared with the exact results. The nonlinear result for $x>x_{s}$, given by Eqs. (12) and (13), is

$$
\begin{equation*}
\phi=\phi^{\circ}+3-4 x_{5}(t)+\delta \int_{x_{s}}^{x} \sin \omega\left(t+\frac{2(l-\hat{x})}{1-\phi_{x}(\hat{x}, t)}\right) \mathrm{d} \hat{x} \tag{22}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\mathrm{d} x_{s}}{\mathrm{~d} t} \equiv \dot{x}_{\mathrm{s}}=-\frac{\delta}{4} \sin \omega\left(t+\frac{l-x_{s}}{l-2 \dot{x}_{s}}\right) \tag{23}
\end{equation*}
$$

The results, Eqs. (22) and (23), are consistent with the timelinearized results, Eqs. (18) and (19), to $O(\delta)$, except for a slow secular drift in the shock position of $O\left(\delta^{2} t\right)$ that occurs in Eq. (23) but not in Eq. (19). This is an artifact of our onedimensional model; even if it were not, it would not invalidate the use of the linear results for flutter studies where $\delta$ is small and structural damping determines the time scale of interest.

The main conclusions that we derive from this study are that it is essential to consider shock motion in computing time-linearized solutions if we are to determine the effects of small unsteady perturbations correctly to lowest order, and that shock excursions increase as the frequency is decreased. Additionally, this motion can be computed in a straightforward manner.

## Two-Dimensional Time-Linearized Analysis

The results from our simple model show that the timelinearized results must be corrected for shock motion if they are to be consistently correct to lowest order. This can be accomplished by calculating the shock motion in conjunction with the time-linearized solution. Here we follow an analogous procedure and calculate the change with time of the values of the perturbed potential behind the shock required by the linearized shock jump relations. Thus, we wish to solve Eq. (8a) with Eq. (8b) subject to the far-field boundary and Kutta conditions. As we noted, the steady result for $\phi_{x}^{\circ}$ can be calculated adequately for most small-disturbance flows using normal shock fitting, as described in Ref. 9. Under the assumption that the shock wave is normal, the shock jump conditions, Eqs. (4) and (5), can be replaced by requiring

$$
\begin{equation*}
\llbracket \phi \rrbracket=0 \text { on } \frac{\mathrm{d} x_{s}}{\mathrm{~d} t}=\frac{\gamma+1}{2 K}\left\{\frac{M_{\infty}^{2}-1}{(\gamma+1) M_{\infty}^{2}}+\tilde{\phi}_{x}\right\} \tag{24}
\end{equation*}
$$

For steady flow, $\dot{x}_{s}=0$ and in Eq. (24) $\{\cdots\}=0$. We express the shock positon as

$$
x_{s}=x_{s}^{0}+\delta \chi(t)
$$

and conclude that the shock motion is governed by

$$
\frac{\mathrm{d} x}{\mathrm{~d} t}=\frac{\gamma+1}{2 K} \tilde{\psi}_{x}
$$

As discussed in Ref. 9, $\tilde{\psi}_{x}$ is evaluated at $y=0$. On the shock

$$
\begin{equation*}
\left[\phi \rrbracket=\llbracket \phi^{\circ}\right]+\delta \llbracket \psi \rrbracket \tag{25}
\end{equation*}
$$

Linearizing Eq. (25) for the velocity potential about the steady shock position, we find

$$
\begin{aligned}
& \phi\left(x_{s}, y, t\right)=\phi\left(x_{5}^{\circ}, y, t\right)+\phi_{x}\left(x_{s}^{\circ}, y, t\right) \delta x \\
& \quad=\phi^{\circ}\left(x_{s}^{\circ}, y\right)+\phi_{x}^{\circ}\left(x_{s}^{\circ}, y\right) \delta x+\delta \psi\left(x_{s}^{\circ}, y, t\right)+O\left(\delta^{2}\right)
\end{aligned}
$$

Because we have treated the shock as a normal one, $y$ appears here simply as a parameter. Now $[\phi(x, y, 1)]$ and $\llbracket \phi^{\circ}\left(x_{5}^{\circ}, y\right) \rrbracket$ are both zero; consequently, we have

$$
\begin{equation*}
\left[\psi\left(x_{0}^{0}, y, l\right)\right]=-\frac{(\gamma+l)}{2 K}\left[\phi_{s}^{0}\left(x_{s}^{0}, y\right)\right] \int_{0}^{1} \bar{\psi}_{x}\left(x_{5}^{\circ}, 0, \hat{i}\right) \mathrm{d} \hat{l} \tag{26}
\end{equation*}
$$

which must be integrated in time in conjunction with the solution to Eq. (8).
Equation (8) now is solved numerically in time and space in conjunction with Eq. (26), which is used to update the values of $\psi$ behind the shock. We start with a steady solution and initiate a body motion, such as the harmonic oscillation of a flap. The calculations proceed in time until they are judged to be periodic. Note that indicial as well as harmonic motions may be considered because we have not utilized the usual harmonic decomposition, Eq. (9).

## Numerical Procedure

The numerical procedure used here derives from that developed for the nonlinear equation, Eq. (1). The main simplification occurs in the shock jump conditions. In order to minimize the far-field boundary effects on the results which, as Magnus ${ }^{14}$ has noted, can be significant, we again use coordinate stretching ${ }^{4}$ in the form

$$
\begin{aligned}
& \xi= \pm\left[1-\exp \left(-a_{l}|x|\right)\right] \text { for } x \geqslant 0 \\
& \eta= \pm\left[1-\exp \left(-a_{2}|y|\right)\right] \text { for } y \geqslant 0
\end{aligned}
$$

where $a_{1}$ and $a_{2}$ are constants that determine the mesh distribution. This stretching transforms the infinite physical domain into a computational domain bounded by $|\xi| \leq 1$ and $|\eta| \leq 1$. The mesh distribution is concentrated on the airfoil. In these coordinates, Eq. (8) becomes

$$
\begin{equation*}
A_{1}\left|\psi_{\xi}\right|_{1}+A_{2}\left|f(\xi, \eta)(1-|\xi|) \psi_{\xi}\right|_{\xi}+A_{3}\left|(1-|\eta|) \psi_{\eta}\right|_{\eta}=0 \tag{27}
\end{equation*}
$$

where

$$
A_{1}=\frac{-2 K M_{\infty}^{2} a_{1}}{a_{2}(1-\ln \mid)}, \quad A_{2}=\frac{a_{1}^{2}}{a_{2}(1-|\eta|)}, \quad A_{3}=\frac{a_{2}}{1-|\xi|}
$$

and

$$
f(\xi, \eta)=l-M_{\infty}^{2}-a_{l}(\gamma+l) M_{\infty}^{2}(l-|\xi|) \phi_{\xi}^{\circ}
$$

is known in discrete form from the steady numerical solution. This function is discontinuous at $\xi=\xi_{s}^{\circ}$ for $0 \leq|\eta| \leq \eta^{*}$. Firstorder backward time and spatial differences are used for the first term. Centered or first-order backward differences are used for the second term if $f$ is less than or greater than zero, respectively; $f(\xi, \eta)$ is known in advance, with the derivative $\phi_{\overparen{S}}^{\circ}$ automatically evaluated correctly. Centered differences are used for the third term and denoted by $\delta_{n}$.

The solution is computed using an alternating-direction implicit procedure first applied to transonic flow problems by Ballhaus and Steger ${ }^{15}$ and by Beam and Warming, ${ }^{16}$ and subsequently refined further by Ballhaus and Goorjian. ${ }^{17}$ The
solution is advanced in time from its initial steady state to subsequent time levels with the following two-step procedure.

New values of $\psi$, denoted by $\psi^{+}$, are calculated along $\eta=$ const lines using

$$
\begin{aligned}
& A_{1} \frac{\psi_{\xi}^{+}-\psi_{\xi}^{n}}{\Delta I}+A_{2}\left\{f(\xi, \eta)(l-|\xi|) \psi_{\xi}^{+}\right\}_{\xi} \\
& \quad+A_{3} \delta_{\eta}\left\{(I-|\eta|) \psi_{\eta}^{\prime \prime}\right\}=0
\end{aligned}
$$

This is coupled with the computation of new values of $\psi^{+}$ behind the shock obtained by using Eq. (26). With the shock located at $\xi_{s}^{\circ}$ such that $\xi_{s}<\xi^{\circ}<\xi_{s+1}$, we can express the values of $\psi$ ahead of and behind the shock in a Taylor series, finally arriving at the result

$$
\begin{equation*}
\left.[\psi]^{+}=-C(\eta) \Delta t \bar{\psi}_{\xi}^{\prime \prime}+\llbracket \psi\right]^{n} \tag{28}
\end{equation*}
$$

where

$$
C(\eta)=[(\gamma+I) / 4 K] a_{l}^{2}\left(1-\left|\xi_{s}^{\circ}\right|\right)^{2}\left[\phi_{\xi}^{0}\left(\xi_{s}^{\circ}, \eta\right)\right]
$$

and $\psi_{\xi}^{n}$ is evaluated, following Eq. (26), at $\eta=0$. One-half the change in $\psi$ across the shock is accounted for in this step, effectively using the trapezoidal rule in the time integration, Eq. (26); hence $C$ is half the value implied by Eq. (26).

With the values of $\psi^{+}$determined, the new values of $\psi$ at the subsequent time level, $\psi^{n+1}$, are calculated using

$$
A_{1} \frac{\psi_{\xi}^{n+1}-\psi_{\xi}^{+}}{\Delta t}+\frac{A_{3}}{2} \delta_{\eta}\left\{(1-\operatorname{l\eta } \mid)\left(\psi_{\eta}^{n+1}-\psi_{\eta}^{n}\right)\right\}=0
$$

in conjunction with the completion of the time integration, Eq. (26):

$$
\begin{equation*}
\llbracket \psi \rrbracket^{n+1}=-C(\eta) \Delta 1 \tilde{\psi}_{i}^{n+1}+\llbracket \psi \rrbracket^{+} \tag{29}
\end{equation*}
$$

Again, $\tilde{\psi}_{\xi}^{n+1}$ is evaluated at $\eta=0 . \ddagger$
The full procedure is, effectively,

$$
\begin{aligned}
& A_{1}\left[\left(\psi_{\xi}^{n+1}-\psi_{\xi}^{n}\right) / \Delta I\right]+A_{2}\left|f(\xi, \eta)(I-|\xi|) \psi_{\xi}^{+}\right|_{\xi} \\
& \quad+1 / 2 A_{3} \delta_{\eta}\left|(I-|\eta|)\left(\psi_{\eta}^{n+1}+\psi_{\eta}^{n}\right)\right|=0
\end{aligned}
$$

with Eq. (26) implemented in the form of Eqs. (28) and (29). The procedure outlined here effectively corrects the $\psi$ values for shock motions as the solution progresses. The shock motion is easily determined simultaneously by using Eq. (26) and the expression for $\mathrm{d} \chi / \mathrm{d} t$ to find

$$
\begin{equation*}
\chi^{n+1}(0, t)=-\llbracket \psi\left(x_{5}^{0}, 0, t\right) \rrbracket^{n+1} / \llbracket \phi_{r}\left(x_{5}^{0}, 0\right) \rrbracket \tag{30}
\end{equation*}
$$

The computations then provide results for $\phi_{x}$ like those sketched in Fig. 1. This figure depicts the steady-state result and the unsteady changes, as well as the shock positions at two different time levels where the shock is behind the steadystate position. When the shocks have been inserted in their known positions, we see that we need to continue data analytically ahead of and behind the shock in order to complete the solution. For shock excursions that are $o$ (1), we simply can extrapolate the steady-state data, both ahead of and behind the shock, to determine the pressure distribution on the body correctly to lowest order. Larger shock motions are, of course, not admissable in this theory.
$\ddagger$ The results given by the authors in Ref. 18 were in error because $\bar{\psi}_{\text {s }}$ was allowed to vary with $\eta$; this is not consistent with the normal shock approximation that gives Eq. (24).


Fig. 1 Sketch of steady state $\phi_{x}$, effect of perturbation $\delta \psi_{x}$, and resulting shock excursion.



Fig. 2 Nonlinear (***) and time-linearized (———) circulation and shock position for the pitching motion of an NACA 64A006 airfoil. Results shown are for the fifth cycle. The nonlinear results are for $\delta=0.1 \mathrm{deg}$ and are not yet periodic ( $M_{\infty}=0.880, K=0.48$ ).

## Results and Discussion

Time-linearized results have been computed for an NACA 64A006 airfoil experiencing harmonic pitching and flap motions. As noted earlier, in the low-frequency approximation made here, pitching and plunging motions lead to the same result except that the time-linearized perturbations are proportional to the maximum pitch angle for the former, and $K$ times the maximum amplitude for the latter. Harmonic motions initiated from a steady state become nearly periodic in three to ten cycles, with the changes induced by flap oscillations becoming periodic more rapidly than those resulting from pitching oscillations. More cycles were required for larger frequencies and, to a lesser degree, higher Mach numbers.

In order to confirm the validity of the time-linearized calculations, both the time-linearized and nonlinear algorithms were used to compute the response to a step change in angle of attack and the harmonic response to pitching motions. Figure 2 compares the nonlinear and time-linearized results for the normalized circulation and shock position for harmonic pitching motions at $M_{\infty}=0.88$ and $K=0.48$. For these conditions, very small unsteady changes lead to very


a)

b)


Fig. 3 Normalized nonlinear (**) and time-linearized (———) pressure perturbations on the upper surface of an NACA 64A006 at three times. Pitching motion with $M_{\infty}=0.880, K=0.48$. For the nonlinear calculations, $\boldsymbol{\delta}=\mathbf{0} .1 \mathrm{deg}$.
small shock motions, and in both calculations the shock wave remains between grid points. Because of the extrapolation procedure used in the nonlinear shock-fitting, the finite mesh size used can introduce errors, albeit small ones, in the shock's position when a grid line is crossed. We wished to eliminate these errors in order to use the nonlinear


Fig. 4 Time-linearized pressure coefficients on the upper ( + ) and lower (*) surfaces on an NACA $64 A 006$ airfoil with oscillating quarter-chord flap ( $M_{\infty}=0.875, K=0.06, \delta=0.25$ deg).
calculations to judge the accuracy of time-linearized calculations. These results indicate that for pitching about midchord, nonlinear, amplitude-dependent behavior occurs for $\delta / \tau \geq 0.1$ for $K=0.48$. Because the amplitude of the shock motion increases with decreasing $K$, nonlinear effects occur at smaller values of $\delta / \tau$ at lower reduced frequencies. Results are given for the fifth cycle; note that the nonlinear results are not
yet periodic. Figure 3 compares the nonlinear and timelinearized pressure deviation from steady state at three angular times for the same conditions. Good agreement bet ween the results is obtained for $\delta / \tau$ less than 0.1 .
Time-linearized pressure distributions at six angular positions for an oscillating quarter-chord flap with $K=0.06$ and $M_{\infty}=0.875$ are shown in Fig. 4. The flap deflection is


Fig. 5 Normalized maximum shock excursion and circulations as a function of inverse reduced frequency for an NACA 64A006 airfoil with oscillating quarter-chord flap ( $M_{\infty}=\mathbf{0 . 8 7 5}$ ).
downward during the first half of the cycle. The results for the second half of the period, for the symmetrical problem shown here, are just the results shown with the lower and upper surface pressures interchanged. Thus the results for 0 deg are not given, as they are just those for 180 deg with the lower and upper surface pressures reversed. Because the flap hinge occurs very close to the steady-state shock location, the pressure singularity due to the change in flow direction at the hinge is missed. The circulation and shock excursion obey the following relations:

$$
\begin{aligned}
\Gamma(t) / \delta & =9.26 \sin (t-59 \mathrm{deg}) \\
x(t) & =12 \sin (t-51 \mathrm{deg})
\end{aligned}
$$

Note the substantial phase lag in the circulation and the shock's position.

Time-linearized pressure distributions for an oscillating airfoil with $K=0.12$ and $M_{\infty}=0.875$ also were computed. The results, if multiplied by $K$, represent the pressure perturbations for a plunging airfoil. As in the previous case of an oscillating flap, changes in forces and moments of $O(\delta / K)$ occur due to shock wave motion. In this case,

$$
\begin{aligned}
\Gamma(t) / \delta & =5.48 \sin (t-70 \mathrm{deg}) \\
\chi(t) & =5.62 \sin (t-87 \mathrm{deg})
\end{aligned}
$$

Analogous computations have been carried out for $K=0.06,0.12,0.24$, and 0.48 . Figure 5 depicts the shock wave's excursion and maximum circulation as a function of $K^{-1}$. The nearly linear variation of the shock excursion substantiates an observation made in a one-dimensional model where the shock wave excursion is directly proportional to $1 / K$.

In these calculations the circulation gives an immediate evaluation of the lift coefficient as a function of time; the moment coefficient must be evaluated by integrating the moment of the nrescore eneffirient Thic is dane hol in.
tegrating the moment of pressure perturbations with the shock wave in its steady-state position and then correcting these results for the moment due to the shock wave motion, assuming that the shock's strength is defined by the steadystate pressure field. This makes an error in the shock strength of $O(\delta)$, but the effect on the moment is $O\left(\delta^{2} / K\right)$; because we have neglected other higher-order terms, it is consistent to neglect this change in the strength of the shock wave.

For the time-linearized results to be valid, we must really require $\delta / \tau K \ll 1$. Our numerical results indicate that, for $\delta / \tau K \leq 0.2$, the unsteady perturbations are essentially linear.

The time-linearized algorithm used here is a derivative of that used for the nonlinear calculations. Consequently, computational times are not greatly reduced from those required for the nonlinear calculations. The linearity of these computations may make it possible to greatly reduce the computational effort required. Numerical experience has shown some difficulties for $\Delta t(\mathrm{deg}) / K \geqslant 50$. This is in agreement with the consistency requirement for thg ADI algorithm used here. Both the domain-of-dependence condition and a local linearized stability analysis show the procedure to be unconditionally stable. Each time step requires about 2 s of CPU time on a CDC 6400 , or about 0.1 s on a CDC 7600 . The number of time steps required for a given computation is somewhat less than that required for the nonlinear computations at small values of $K$, and comparable at larger values of $K$.

## Conclusion

An accurate and efficient procedure for computing timelinearized, small-perturbation, low-frequency transonic flows, including shock wave motions, has been developed. Shock motions must be included, as their amplitude is proportional to that of the motion divided by the reduced frequency. Both indicial and harmonic responses for various modes of motion may be computed in seconds on a CDC 7600.
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The focusing of very weak and slightly concave symmetrical shock waves is examined. The equation that describes this focusing is derived and the resulting similitude discussed. The initial conditions come from a formal matching of this nonlinear description with the linear solution. The maximum value of the pressure coefficient is shown to be proportional to the two-thirds power of both the initial strength of the wave front and a parameter characterizing its rate of convergence.

## 1. Introduction

There are many sources of weak shock waves; they arise naturally and through the activities of man. Examples include the commonly experienced phenomena of thunder and the sonic bang generated by supersonic aircraft. In this paper we use the terms shock wave and wave front interchangeably to refer to a surface of discontinuity in the pressure and velocity fields in the fluid. It frequently happens that such wave fronts become curved. This curvature may be the result of inhomogeneities in the medium, reflexion from curved surfaces or unsteady boundary conditions. Wave fronts which are concave in the direction of propagation exhibit different kinds of behaviour depending upon the strength of the wave front and the rate of focusing. When the focusing is weak relative to the magnitude of the pressure rise across the wave front, the wave front will straighten and no focusing will occur. When the strength of the wave front is sufficiently small, the wave front will focus along a caustic surface and at a cusp in this surface, called an arête, if it occurs. A perfect focus occurs when a finite portion of the wave front converges to a single point.
The focusing process is characterized by large pressure amplification and a nonlinear interaction between the shock and the flow behind it. Despite considerable analytical, numerical and experimental work, many important questions remain unanswered. Analytical studies are hampered by the fact that available theories, such as the shock dynamic theory of Whitham (1957) and the theory of geometrical acoustics, are inapplicable at a focus. The first fails because it does not account for the interaction between the shock and the flow behind it; the second fails because it is a linear theory and predicts infinite pressures at focal points. Important theoretical studies of the

[^11]behaviour of weak shock waves at a caustic include those of Guiraud (1965) and Hayes (1968). For the case of a smooth caustic they gave the similitude that relates the amplification of the wave front to its initial strength and geometry. An important contribution to our understanding of the behaviour of focusing wave fronts comes from the experimental investigations of Sturtevant \& Kulkarny (1974, 1976). Using shadowgraph techniques and pressure measurements they studied the focusing of curved shocks for a wide range of geometries and strengths and delineated the complicated wave patterns and pressure histories which occur.

Because the caustics associated with smooth wave fronts are generally cusped, the arête is one of the more frequently observed foci. In this paper the focusing of very weak shocks at an arête is examined. We consider nearly straight symmetrical wave fronts and use the method of matched asymptotic expansions to determine the initialvalue problem and related similitude that govern the flow in the vicinity of the arete. The dependence of the maximum pressure coefficient on the initial strength and shape of the wave front is discussed; the main result is that the pressure levels at the arête are proportional to the two-thirds power of both the initial strength of the wave front and a parameter characterizing the rate at which the wave-front converges.

## 2. Physical problem

In this section we give a qualitative account of the physical effects that govern the propagation of curved wave fronts. One effect is that a wave front always propagates normal to itself and therefore has a tendency to converge. Another is that the speed of propagation of the wave front increases monotonically with its strength. The latter effect will tend to straighten converging shocks. The behaviour that results depends on which effect dominates.

The behaviour of shock waves which are relatively strong was discussed by Whitham ( $1957,1959,1974$ ) using his theory of shock dynamics. To understand the behaviour of such shock waves, consider the propagation of a concave symmetrical shock into a homogeneous medium as sketched in figure $1(a)$. The shock's strength is taken to be a maximum in the plane of symmetry and, because the amplification is greatest in this plane, the maximum strength will remain there. However, the shock speed will also have its maximum in the plane of symmetry and the resultant variation in propagation speed will straighten the shock. This behaviour is expected even for shocks with pressure coefficients much less than one, provided that the focusing is sufficiently slow.

When the strength of the shock is sufficiently small its speed of propagation is approximately the sound speed of the undisturbed medium. In many respects the flow will resemble that predicted by geometrical acoustics, and we first discuss the behaviour of such weak shocks from this viewpoint. In this approximation the propagation speed is taken to be the sound speed of the undisturbed medium and, if we take this to be homogeneous, the trajectories of points on the shock, called rays, will be straight. Adjacent rays originating on concave portions of the wave front will intersect, and the locus of these intersections will form a surface in space, called a caustic. When the wave front has a minimum radius of curvature the caustic will be cusped and the wave front will emerge from the cusp in a crossed configuration, as sketched in figure 1(b). Experimental evidence of weak shocks which focus and cross is found in the sonic-bang measurements made by Wanner et al. (1972) and in the laboratory


Figure 1. Focusing of (a) a moderate strength shock and (b) an acoustic discontinuity ; $f^{\prime \prime}(L) \equiv 0, R_{0}=1 / f^{\prime \prime}(0)$.
investigations by Beasley, Brooks \& Barger (1969), Cornet (1972) and Sturtevant \& Kulkarny (1974, 1976).

Geometrical acoustics predicts that when the wave front reaches the caustic surface its pressure jump becomes infinite. At the cusp in the caustic this singularity is even stronger because portions from either side of the plane of symmetry focus there simultaneously. Of course, these singularities are never observed, and they merely indicate a local failure of the geometrical-acoustics approximation. Sturtevant \& Kulkarny have discussed the nonlinear effects which limit the shock strength to finite values in the focal region. They showed that as the shock approaches a cusp in the caustic it is immediately followed by a sharpexpansion. This is due to the amplification of the shock relative to the rest of the flow. When the pressure gradient behind the shock becomes sufficiently great the weakening effect of the expansion as it overtakes the shock becomes noticeable, even if the shock is still weak. Because of the shock's interaction with the expansion wave, the strength of the shock is limited to finite values.

## 3. Mathematical formulation

We consider the wave front shown in figure $1(b)$ and take the co-ordinate system to have its origin at the point of minimum radius of curvature of the initial wave front. The $+x$ axis is in the direction of propagation and the $y$ axis is tangential to the initial wave front at $y=0$. The equation of the initial wave front is taken to be $x_{i}=f\left(y_{i}\right)$, where $x_{i}$ and $y_{i}$ are the co-ordinates of the initial shock and $f$ is symmetrical about $y=0$. We are considering the propagation of very weak shocks in an inviscid perfect gas with no heat conduction. In the case considered here the shock strength is always small. The results of Hayes (1957) may be used to argue that for the spatial and temporal gradients expected here the flow may be assumed irrotational. If we assume that a velocity potential $\phi$ exists, the inviscid equations of motion reduce to

$$
\begin{equation*}
\phi_{t t}+2 \phi_{x} \phi_{x t}+2 \phi_{y} \phi_{y t}+2 \phi_{x} \phi_{y} \phi_{x y}=\left(a^{2}-\phi_{x}^{2}\right) \phi_{x x}+\left(a^{2}-\phi_{y}^{2}\right) \phi_{y v}, \tag{1}
\end{equation*}
$$

where $a$ is the local speed of sound, which for a perfect gas it is given by the isentropic Bernoulli integral for unsteady flow:

$$
\begin{equation*}
a^{2}=a_{0}^{2}-(\gamma-1)\left[\phi_{t}+\frac{1}{2}\left(\phi_{x}^{2}+\phi_{\nu}^{2}\right)\right], \tag{2}
\end{equation*}
$$

where $a_{0}$ is the constant speed of sound in the undisturbed medium and $\gamma$ is the ratio of specific heats. The velocity potential must satisfy the initial conditions

$$
\begin{equation*}
\phi(x, y, 0)=\phi_{0}(x, y), \quad \phi_{t}(x, y, 0)=\phi_{1}(x, y), \tag{3}
\end{equation*}
$$

where the functions $\phi_{0}$ and $\phi_{1}$ are taken to be zero ahead of the wave front, i.e. for $x>f(y)$;immediately following the shock, their values must be consistent with the appropriate shock jump relations.
As mentioned in previous sections, we consider the shocks to be not only initially weak but also nearly straight. We take the maximum strength of the wave front to be at $y=0$ and the pressure coefficient, $C_{p}(x, y, t)=-2 \phi_{t} / a_{0}^{2}$ to lowest order, to be small for all $x$ and $y$ at $t=0$. We define

$$
\epsilon \equiv C_{p}\left(0^{-}, 0,0\right) \ll 1
$$

as the small parameter associated with the shock strength. For the shock to be practically straight we require that $f$ be such that the maximum slope $f$ ' is small. If we define $L$ to be the point of maximum slope, i.e. $f^{\prime \prime}(L) \equiv 0$, then the requirement $\delta \equiv L / R_{0} \ll 1$, where $R_{0}$ is the minimum radius of curvature of the shock, ensures that the slope is small everywhere. Another restriction we shall need to place on the shape of the wave front concerns the rate of change of the radius of curvature of the wave front at $t=0$. Denoting the radius of curvature by $R\left(y_{i}\right)$, we have

$$
\begin{equation*}
R\left(y_{i}\right)=\left[1+f^{\prime}\left(y_{i}\right)^{2}\right]^{\frac{3}{2}} / f^{\prime \prime}\left(y_{i}\right) . \tag{4}
\end{equation*}
$$

In $\S 4$ we shall need to require that $R_{0}^{\prime \prime} R_{0} \delta^{2} \equiv\left(3-f^{\mathrm{Iv}}(0) R_{0}^{3}\right) \delta^{2}$ be of order one in the limit of vanishing $\delta$. Here $R_{0}^{n}$ denotes the second derivative of $R\left(y_{i}\right)$ at $y_{i}=0$ and $f^{\operatorname{lv}}(0)$ is the fourth derivative of $f$ at $y_{i}=0$. Examples of possible wave-front shapes are

$$
f_{1}(y ; A, l)=A\left[1-\exp \left(-y^{2} / l^{2}\right)\right], \quad f_{2}\left(y ; c_{1}, c_{2}\right)=\frac{1}{2} c_{1} y^{2}-\frac{1}{30} c_{2} y^{6} .
$$

Both shapes are smooth and possess inflexion points. The parameter $\delta$ is found to be ${ }^{\frac{1}{2}} A / l$ in the first case and $c_{1}^{\frac{t}{2}} c_{2}^{-\frac{t}{2}}$ in the second, and it is clear that the limit $\delta \rightarrow 0$ may
always be taken. The above formulae may be used to calculate $R_{0}^{\prime \prime} R_{0} \delta^{2}$. In the first case this equals $3\left(1+\delta^{2}\right)$ exactly and the requirement that $R_{0}^{\prime \prime} R_{0} \delta^{2}=O(1)$ as $\delta \rightarrow 0$ is satisfied; thus the results derived in this paper may be applied to the first example. The second case is given because it is a wave-front shape which does not satisfy this condition; essentially, this is because $f_{2}^{\mathrm{iv}}(0) \equiv 0$ and, consequently, $R_{0}^{\prime \prime} R_{0} \delta^{2} \rightarrow 0$ as $\delta \rightarrow 0$. In the following sections we shall always assume

$$
\kappa \equiv-f^{i v}(0) R_{0}^{3} \delta^{2} \approx R_{0}^{\prime \prime} R_{0} \delta^{2}=O(1)
$$

Our main objective is the determination of solutions to (1) and (3) which are valid for small $\epsilon$ and $\delta$ and, for consistency, whose pressure and velocity perturbations are always small. In particular we wish to study the case where wave-front crossing occurs. In this paper we give approximations to (1) in two distinct regions. The first is just the linear wave equation and is valid for times of order $L / a_{0}$. The solution, subject to the initial conditions (3), is easily found; this is the outer solution. An approximation to (1) which is valid as the wave front approaches the arete, i.e. the cusp in the caustic, is derived in $\S 5$. The initial condition for this equation is obtained by the method of matched asymptotic expansions, thus establishing the initial-value problem governing the flow in the vicinity of the arête.

In the next section the outer solution and the expression for the caustic shape near the cusp are derived. In § 5 the inner region in which the nonlinear effects predominate is discussed and the inner equation deduced. In $\S 6$ the appropriate initial condition for this equation is obtained through the method of matched asymptotic expiansions. These results provide a similitude which shows that the solution to the inner problem involves only a single parameter.

## 4. Outer region

To determine the outer equation it is convenient to work in a co-ordinate system that moves with the wave front. Accordingly, we write the full potential equation (1) in terms of the co-ordinates $X \equiv x-a_{0} t, y$ and $t$ :

$$
\begin{align*}
\phi_{t t}-2 a_{0} \phi_{X t} & +2 \phi_{X} \phi_{X t}+(\gamma-1) \phi_{t} \phi_{X x}-(\gamma+1) a_{0} \phi_{X} \phi_{X X} \\
& =a_{0}^{2} \phi_{y y}-\left[2 \phi_{y} \phi_{t y}+(\gamma-1) \phi_{t} \phi_{y y}\right]+a_{0}\left[2 \phi_{y} \phi_{X y}+(\gamma-1) \phi_{X} \phi_{\nu y}\right]+\ldots, \tag{5}
\end{align*}
$$

where (2) has been used and the terms omitted are cubic in $\phi$.
In the outer region it is natural to take

$$
a_{0} t=O(L), \quad y=O(L), \quad X=O\left(\Lambda^{*}\right), \quad \phi=O\left(a_{0} k^{*}\right)
$$

where the length scales $\Lambda^{*}$ and $k^{*}$ are yet to be determined. According to the theory of geometrical acoustics the square of the pressure coefficient immediately following the shock varies inversely with the ray-tube area. For our problem all the rays are straight lines and, consequently, the pressure coefficient behind the shock obeys (see, for example, Friedlander 1958, pp. 51-56)

$$
C_{p s}\left(t ; y_{i}\right)=C_{p s}\left(0 ; y_{i}\right)\left(\frac{R\left(y_{i}\right)}{R\left(y_{i}\right)-a_{0} t}\right)^{\frac{1}{2}} .
$$

Here $R\left(y_{i}\right)$ is the radius of curvature of the initial wave front at the point $y=y_{i}$; $y_{i}$ effectively labels the ray of interest. Thas, for times of order $L / a_{0}$, we see that the
time rate of change of the shock's strength is of order $a_{0} / R\left(y_{i}\right)$. This suggests that the appropriate outer scaling for the derivative $(\partial / \partial t)_{X}$ is $a_{0} / R_{0}$. Accordingly, we adopt the following outer scaling for the derivatives in (5):

$$
\frac{\partial}{\partial t}=\frac{a_{0}}{R_{0}} \frac{\partial}{\partial \tilde{t}}, \quad \frac{\partial}{\partial y}=\frac{1}{L} \frac{\partial}{\partial \tilde{y}}, \quad \frac{\partial}{\partial \bar{X}}=\frac{1}{\Lambda^{*}} \frac{\partial}{\partial \tilde{X}}
$$

and $\phi=a_{0} k^{*} \phi$. For $t=O\left(L / a_{0}\right)$, there is no amplification to lowest order in $\delta$; we therefore assume that $k^{*} / \Lambda^{*}$ and $k^{*} / L$ are small. When the above expressions are substituted in (5) we find that it may be written in the following form:

$$
\begin{aligned}
& \phi_{\bar{t} t}-2 \frac{R_{0}}{\Lambda^{*}} \phi_{\tilde{X} \tilde{t}}+\frac{k^{*}}{\Lambda^{*}} \frac{R_{0}}{\Lambda^{*}}\left[2 \phi_{\tilde{X}} \phi_{\tilde{X} \tilde{t}}+(\gamma-1) \phi_{\tilde{t}} \phi_{\widetilde{X} \tilde{X}}\right]-(\gamma+1) \frac{k^{*}}{\Lambda^{*}} \frac{R_{0}^{2}}{\Lambda^{* 2}} \phi_{\tilde{X}} \phi_{\tilde{X} \widetilde{X}} \\
& =\frac{1}{\delta^{2}} \phi_{\tilde{j} \tilde{j}}+\frac{k^{*}}{\Lambda^{*}} \frac{1}{\delta^{2}}\left[2 \phi_{\tilde{j}} \phi_{\tilde{X} \tilde{j}}+(\gamma-1) \oint_{\widetilde{X}} \phi_{\dot{j} \dot{y}}\right]-\frac{k^{*}}{\Lambda^{*}} \frac{1}{\delta^{2}} \frac{\Lambda^{*}}{R_{0}}\left[2 \phi_{\tilde{\nu}} \phi_{\tilde{j} \tilde{t}}+(\gamma-1) \phi_{\tilde{t}} \phi_{\tilde{j} \tilde{j}]}\right]+\ldots .
\end{aligned}
$$

We now assume that $k^{*} / \Lambda^{*}$ and $k^{*} / L$ are small; it may be shown that this implies that the omitted cubic terms are negligible compared with the largest of the first- and second-order terms. Furthermore, when $k^{*} / \Lambda^{*}$ is small, the third term on the lefthand side and the second term on the right-hand side are seen to be negligible compared with the $\tilde{\phi} \tilde{x} \tilde{t}$ term and the $\bar{\phi}_{\tilde{y} \tilde{j}}$ term, respectively. When these terms are dropped, the terms remaining are

$$
\dot{\phi}_{\bar{t}}-2 \frac{R_{0}}{\Lambda^{*}} \phi_{\tilde{X} \tilde{t}}-(\gamma+1) \frac{k^{*}}{\Lambda^{*}} \frac{R_{0}^{2}}{\Lambda^{* 2}} \phi_{\tilde{X}} \phi_{\tilde{X} \tilde{x}}=\frac{1}{\delta^{2}} \phi_{\tilde{j} \tilde{y}}-\frac{k^{*}}{\Lambda^{*}} \frac{1}{\delta^{2}} \frac{\Lambda^{*}}{R_{0}}\left[2 \phi_{\tilde{y}} \delta_{\tilde{y} \tilde{t}}+(\gamma-1) \phi_{t} \delta_{\tilde{j} \tilde{y}}\right] .
$$

This expression is reduced further by assuming that $\delta$ is small. An immediate consequence of this assumption is that the $\phi_{t \bar{t}}$ term is negligible compared with the $\phi_{i \bar{i}}$ term. Inspection of the remaining terms shows that the only choice of $\Lambda^{*}$ which yields a non-trivial balance of terms, i.e. one which contains derivatives with respect to $\tilde{X}, \tilde{y}$ and $\bar{\eta}$, is $\Lambda^{*} / R_{0}=\delta^{2}$, or $\Lambda^{*}=L \delta$. Here, for convenience, we have dropped the order symbols. The resulting balance of terms may be written as

$$
2 \tilde{\phi}_{\tilde{X} \tilde{t}}+(\gamma+1) \frac{\epsilon}{\delta^{2}} \tilde{\phi}_{\tilde{X}} \tilde{\phi}_{\tilde{X} \tilde{X}}+\tilde{\phi}_{\dot{j} \tilde{j}}=0
$$

The coefficient of the nonlinear term is obtained by noting that $\Lambda^{*}=\delta L$ implies that $(\partial / \partial)_{x} \approx-a_{0}(\partial / \partial X)_{t}$ in the outer region and therefore that

$$
C_{p}=O(\epsilon)=-\frac{1}{a_{0}^{2}} \phi_{t} \approx \frac{1}{a_{0}} \phi_{X}=O\left(\frac{k^{*}}{\Lambda^{*}}\right),
$$

or simply $k^{*}=\Lambda^{*} \epsilon$. Thus, provided that $\epsilon / \delta^{2}=o(1)$, nonlinear effects are negligible. We now assume that this is the case, so that the outer equation becomes

$$
2 \phi_{\tilde{X} \tilde{t}}+\phi_{\tilde{j} \tilde{u}}=0 .
$$

Transforming back to the physical variables and back to the $x, y, t$ co-ordinates, we see that our outer equation is just the wave equation

$$
\begin{equation*}
\phi_{t t}=a_{0}^{2}\left(\phi_{x x}+\phi_{y y}\right), \tag{6}
\end{equation*}
$$

where we have used the fact that $(\partial / \partial t)_{x} \approx-a_{0}(\partial / \partial X)_{t}$ in the outer region.

The explicit form of the outer solution is obtained by solving the linear wave equation (6) with the initial conditions (3). The solution to (6) which satisfies (3) is given by the well-known Poisson integral formula

$$
4 \pi \phi=\frac{1}{a_{0}^{2} t} I_{1}+\frac{\partial}{\partial t}\left[\frac{1}{a_{0}^{2} t} I_{0}\right]
$$

The quantities $I_{0}$ and $I_{1}$ are the integrals of $\phi_{0}$ and $\phi_{1}$ over a sphere of radius $a_{0} t$ centred at the point $(x, y, 0)$. This sphere has the equation

$$
\begin{equation*}
\left(x_{s}-x\right)^{2}+\left(y_{s}-y\right)^{2}+z_{s}^{2}=a_{0}^{2} t^{2} \tag{7}
\end{equation*}
$$

where the subscript $s$ refers to points on the sphere of integration.
We now consider the distance $s$ measured along a ray from the initial wave front to any point $(x, y, 0)$; then

$$
\begin{equation*}
s=\left[1+f^{\prime}\left(y_{i}\right)^{2}\right]^{\frac{1}{2}}\left[x-f\left(y_{i}\right)\right]=-\frac{\left[1+f^{\prime}\left(y_{i}\right)^{2}\right]^{\frac{1}{2}}}{f^{\prime}\left(y_{i}\right)}\left(y-y_{i}\right) \tag{8}
\end{equation*}
$$

Here we have defined $s$ to be positive ahead of the initial wave front and negative behind it. In the following sections it will be useful to have the functions $\phi_{0}$ and $\phi_{1}$ in terms of $s$ instead of $x$ and $y$. Using the fact that $f / L$ and $f^{\prime}$ are small, we may replace (8) by

$$
\begin{equation*}
y_{s}=y_{i}+o\left(s_{s}\right), \quad s_{s}=x_{s}-f\left(y_{s}\right)+o\left(s_{s}\right) \tag{9}
\end{equation*}
$$

Using (9) to replace $x_{s}$ in the integrands of $I_{0}$ and $I_{1}$, we may write these integrals to lowest order as

$$
I_{0}=\iint \phi_{0}\left(s_{s}, y_{s}\right) d A, \quad I_{1}=\iint \phi_{1}\left(s_{s}, y_{s}\right) d A
$$

the area element $d A$ of the sphere (7) may be written as

$$
d A=\frac{a_{0} t d z_{s} d y_{s}}{\left[a_{0}^{2} t^{2}-\left(y_{s}-y\right)^{2}-z_{s}^{2}\right]^{\frac{1}{2}}}
$$

Using (7) and (9), we now write $s_{s}$ explicitly in terms of $y_{s}$ and $z_{g}$ :

$$
s_{s}=X+a_{0} t \pm\left[a_{0}^{2} t^{2}-\left(y_{s}-y\right)^{2}-z_{s}^{2}\right]^{\frac{1}{2}}-f\left(y_{s}\right)+o\left(s_{g}\right)
$$

where the $\pm$ sign refers to points on the sphere of integration with $x_{s} \gtrless x$, respectively.
The above results have been derived in terms of the physical variables $X, y, t$, etc. We formally define the outer variables

$$
t \equiv \frac{a_{0} t}{L}, \quad \tilde{y} \equiv \frac{y}{L}, \quad \tilde{z} \equiv \frac{z}{\delta^{\frac{1}{2} L}}, \quad \tilde{X} \equiv \frac{X}{\Lambda^{*}}=\frac{X}{\delta L}, \quad \delta \equiv \frac{\phi}{k^{*} a_{0}}=\frac{\phi}{\epsilon \delta L a_{0}} .
$$

The outer solution may now be written as
where

$$
\begin{equation*}
4 \pi \bar{\phi}=\frac{1}{\bar{t}} I_{1}-\frac{1}{\bar{t}} \frac{\partial}{\partial \tilde{X}} I_{0} \tag{10}
\end{equation*}
$$

$$
I_{0} \equiv \iint \phi_{0}\left(\tilde{s}_{s}, \tilde{y}_{s}\right) d \tilde{A}, \quad I_{1} \equiv \iint \phi_{1}\left(\tilde{s}_{8}, \tilde{y}_{s}\right) d \tilde{A}
$$

in which

$$
\phi_{0}\left(\tilde{s}_{8}, \tilde{y}_{s}\right) \equiv \phi_{0}\left(s_{s}, y_{s}\right) / \epsilon a_{0} \delta L, \quad \oint_{1}\left(\tilde{s}_{s}, \tilde{y}_{s}\right) \equiv \phi_{1}\left(s_{s}, y_{s}\right) / a_{0}^{2} \epsilon
$$

and

$$
\begin{gather*}
\tilde{s}_{8}\left(\tilde{y}_{s}, \tilde{z}_{s} ; \tilde{X}, \tilde{y}, \tilde{l}\right) \equiv \frac{\delta_{8}}{\delta L}=\tilde{X}+\frac{1}{\delta} t \pm \frac{1}{\delta}\left[z^{2}-\left(\tilde{y}_{s}-\tilde{y}\right)^{2}-\delta \tilde{z}_{8}^{2}\right]^{\frac{1}{2}}-f^{( }\left(\tilde{y}_{s}\right)  \tag{11}\\
d A \equiv d A / \delta L^{2}
\end{gather*}
$$

In determining the scaling for $s_{s}$, we have used the fact that the functions $\phi_{0}$ and $\phi_{1}$ are identically zero for $s_{s}>0$; therefore it is necessary to consider only non-positive values of $s_{s}$ in the above integrations. As a result of this, $s_{s}$ is of order $\delta L$ in the outer region and, although $\tilde{y}_{s}$ and $\tilde{y}$ are each of order one in the outer region, their difference $y_{s}-y$ will always be of order $\delta^{\frac{1}{2}} L$ there. Because $z_{s}$ is also found to be of order $\delta \frac{1}{2} L$, the last two terms under the square root are of the same order. In the outer region $\bar{t}$ can vanish; (11) is therefore the lowest-order expression for $\tilde{s}_{s}$ which is uniformly valid in the outer region.

Strictly speaking, the outer solution is valid only for times of order $L / a_{0}$. The result (10), of course, predicts infinite pressures when the wave front reaches the caustic surface. This surface is defined by the intersection of adjacent rays, i.e. of adjacent normals to the initial wave front. These considerations imply that the distance, measured along a ray, from a point on the initial wave front to the caustic is just $R\left(y_{i}\right)$, the local radius of curvature of the wave front. In terms of the Cartesian co-ordinates $x$ and $y$ the equation of the caustic surfaces is found by substituting $s=R\left(y_{i}\right)$ in (8). Doing so and expanding for small $\delta$, we find that the caustic is cusped and that near this cusp it has the shape

$$
\frac{x_{c}-R_{0}}{R_{0}}=\frac{1}{2} R_{0}^{\prime \prime} R_{0} \delta^{2}\left(\frac{y_{i}}{L}\right)^{2}, \quad \frac{y_{c}}{L}=-\frac{1}{3} R_{0}^{\prime \prime} R_{0} \delta^{2}\left(\frac{y_{i}}{L}\right)^{3}
$$

to lowest order. Or, if we eliminate $y_{i}$,

$$
\left(\frac{x_{c}-R_{0}}{R_{0}}\right)^{3}=\frac{9}{8} R_{0}^{\prime \prime} R_{0} \delta^{2}\left(\frac{y_{c}}{L}\right)^{2}
$$

where the subscript $c$ refers to the caustic. As discussed in $\S 3$, we require that $\kappa \approx R_{0}^{\prime \prime} R_{0} \delta^{2}$ be of order one. Initial shock shapes which have $\kappa=o(1)$, such as the second example discussed in $\S 3$, require the inclusion of higher-order terms in the above expansions. This will change the relative sizes of the $x$ and $y$ in the inner scaling, thereby increasing the strength of the singularity at the focal point. For wave fronts with $\kappa=o(1)$ but such that a $\delta$ may be found and made small, the procedure of this paper may be used to obtain analogous results.

The singular behaviour of the solution at the caustic suggests that nonlinear effects are important there. In the next section we assume that the initial strength of the wave front is so small that these nonlinear effects are important only in the vicinity of the caustic. We then find the appropriate nonlinear equation governing the flow near the cusp in the caustic.

## 5. Inner region

We now seek an inner expansion valid in the vicinity of the arête. We introduce the inner variables $\hat{x}, \hat{t}, \hat{y}, \chi$ and $\phi$ and corresponding inner scales $\Delta, \lambda, \Lambda$ and $k$, viz.

$$
\begin{equation*}
\hat{x} \equiv \frac{x-R_{0}}{\Delta R_{0}}, \quad \hat{t} \equiv \frac{a_{0} t-R_{0}}{\Delta R_{0}}, \quad \hat{y} \equiv \frac{y}{\lambda}, \quad \chi \equiv \frac{X}{\Lambda}, \quad \hat{\phi} \equiv \frac{\phi}{a_{0} k} \tag{12}
\end{equation*}
$$

We assume that the nonlinear effects are important in only a small neighbourhood of the cusp, and we shall therefore take $\Delta=o(1)$ and $\lambda / L=o(1)$. The amplification is greatest in the region immediately following the shock and we expect nonlinear effects
to be most important there; consequently, we use the same scaling for $x$ and $t$. Furthermore, we assume that, although the strength of the shock is considerably amplified in the focal region, it remains small. Thus we shall take $\phi_{X} / a_{0}=O(k / \Lambda)=o(1)$ and $\phi_{y} / a_{0}=O(k / \lambda)=o(1)$. When the scaling (12) is substituted into (5) the full potential equation may be written as

$$
\begin{aligned}
& \hat{\phi}_{\widehat{t} t}-2 \frac{\Delta R_{0}}{\Lambda} \phi_{\chi \hat{t}}+\frac{k}{\Lambda} \frac{\Delta R_{0}}{\Lambda}\left[2 \phi_{x} \phi_{x \hat{t}}+(\gamma-1) \hat{\phi}_{\hat{t}} \phi_{\chi x}\right]-(\gamma+1) \frac{k}{\Lambda} \frac{\Delta^{2} R_{0}^{2}}{\Lambda^{2}} \phi_{x} \hat{\phi}_{\chi x} \\
& =\frac{\Delta^{2} R_{0}^{2}}{\lambda^{2}} \hat{\phi}_{\hat{\jmath} \hat{y}}+\frac{k}{\Lambda} \frac{\Delta^{2} R_{0}^{2}}{\lambda^{2}}\left[2 \hat{\phi}_{\hat{\jmath}} \hat{\phi}_{\chi \hat{V}}+(\gamma-1) \hat{\phi}_{\chi} \hat{\phi}_{\hat{\nu} \hat{U}}\right] \\
& -\frac{k}{\Lambda} \frac{\Delta^{2} R_{0}^{2}}{\lambda^{2}} \frac{\Lambda}{\Delta R_{0}}\left[2 \hat{\phi}_{\hat{\jmath}} \hat{\phi}_{\hat{\imath} \hat{t}}+(\gamma-1) \phi_{\hat{\imath}} \hat{\phi}_{\widehat{\jmath} \hat{\jmath}}\right]+\ldots .
\end{aligned}
$$

As in our analysis of the outer region, the assumptions that $k / \Lambda$ and $k / \lambda$ are $o(1)$ imply that we may drop not only the cubic terms, but also the third term on the left-hand side and the second term on the right-hand side. The resulting equation reads

$$
\begin{aligned}
\hat{\phi}_{t \tilde{t}}-2 & \frac{\Delta R_{0}}{\Lambda} \phi_{\chi \hat{t}}-(\gamma+1) \frac{k}{\Lambda} \frac{\Delta^{2} R_{0}^{2}}{\Lambda^{2}} \phi_{\chi} \hat{\phi}_{x x} \\
& =\frac{\Delta^{2} R_{0}^{2}}{\lambda^{2}} \hat{\phi}_{\widehat{y} \hat{u}}-\frac{k}{\Lambda} \frac{\Delta^{2} R_{0}^{2}}{\lambda^{2}} \frac{\Lambda}{\Delta R_{0}}\left[2 \hat{\phi}_{\hat{\nu}} \hat{\phi}_{\hat{\nu} \hat{t}}+(\gamma-1) \phi_{\hat{t}} \phi_{\widehat{v} \hat{u}}\right] .
\end{aligned}
$$

On physical grounds it is clear that we must require that the inner equation contains $\chi, \hat{y}$ and $\hat{i}$ derivatives and at least one nonlinear term; the only choice of $\Lambda$ which results in such an equation satisfies $\Lambda / \Delta R_{0}=o(1)$. For small $\Lambda / \Delta R_{0}$, the nonlinear term on the right-hand side and the $\hat{\phi}_{\overparen{t} t}$ term may be dropped. In order to balance the remaining terms we need

$$
\begin{equation*}
\frac{\Delta R_{0}}{\Lambda}=\frac{\Delta^{2} R_{0}^{2}}{\lambda^{2}}=\frac{k}{\Lambda} \frac{\Delta^{2} R_{0}^{2}}{\Lambda^{2}} \gg 1 \tag{13}
\end{equation*}
$$

Thus, to lowest order, the inner equation is

$$
\begin{equation*}
2 \phi_{\chi \hat{t}}+(\gamma+1) \phi_{\chi} \phi_{x x}+\phi_{\widehat{v} \hat{u}}=0 \tag{14}
\end{equation*}
$$

We remark here that (14) also describes low frequency, unsteady, transonic flows, as one might have anticipated.

We now assume that in the inner region the relative size of the $x$ and $y$ length scales is given by the caustic surface calculated in §4. This requires that we take $\Delta^{3}=O\left(\lambda^{2} / L^{2}\right)$. Dropping the order symbol and simply substituting $\lambda^{2}=\Delta^{3} L^{2}$ in (13), we may express $\lambda, \Lambda$ and $k$ in terms of $\Delta$ and $\delta$ :

$$
\begin{equation*}
\lambda / L=\Delta^{\frac{3}{2}}, \quad \Lambda / L=\Delta^{2} \delta, \quad k / \Lambda=\Delta \delta^{2} \tag{15}
\end{equation*}
$$

Thus $\Lambda, \lambda$ and $k$ are known in terms of the physical parameters $\epsilon$ and $\delta$ once $\Delta$ has been determined.

The flow in the focal region is found by solving the inner equation (14) subject to an appropriate initial condition. In the next section we determine this initial condition through matching with the outer solution.

## 6. The matching and the similitude

In this section the initial data for the inner problem are obtained through the method of matched asymptotic expansions. It is further shown that, apart from a simple scaling of the independent and dependent variables, the solution to the resultant initial-value problem depends on only a single combination of the physical parameters: the similarity parameter.

We first consider the outer expansion, which we shall write in the inner variables (12) and then expand for small $\Delta$ and $\delta$ with the inner variables fixed. We begin by expressing (11) in terms of the inner variables (12) and expanding for small $\Delta$ and $\delta$. As a result of this expansion we find that the inner scaling for the integration variables $y_{s}$ and $z_{s}$ is given by

$$
\begin{aligned}
& \hat{y}_{s}=\Delta^{-1} \tilde{y}_{s}=\Delta^{-\frac{1}{2}} L^{-1} y_{s}, \\
& \hat{z}_{s}=\delta^{\frac{1}{2} \Delta^{-1} \tilde{z}_{s}=\Delta^{-1} L^{-1} z_{s}}
\end{aligned}
$$

and that, to lowest order, the inner expansion of $\tilde{s}_{s}$ is

$$
\begin{equation*}
\tilde{s}_{s}\left(\Delta^{\frac{1}{2}} \hat{y}_{8}, \Delta \delta^{-\frac{1}{2}} \hat{z}_{s} ; \Delta^{2} \chi, \Delta^{2} \hat{y}_{s},(1+\Delta \hat{t}) / \delta\right)=\Delta^{2}\left[\frac{1}{2} \hat{z}_{s}^{2}-\beta\left(\hat{y}_{s}\right)\right], \tag{16}
\end{equation*}
$$

where $\beta\left(\hat{\mathrm{y}}_{s}\right)$ is defined by

$$
\beta\left(\hat{y}_{s}\right)=\beta\left(\hat{y}_{s} ; \chi, \hat{y}, \hat{t}\right) \equiv-\frac{1}{24} \kappa \hat{y}_{s}^{4}+\frac{1}{2} \hat{t} \hat{y}_{s}^{2}+\hat{y}_{s} \hat{y}-\chi .
$$

In the derivation of (16) we have chosen the lower sign in (11). Any other choice corresponds to portions of the integration sphere with $x_{s}>f\left(y_{s}\right)$ and contributes nothing to the integrals $I_{0}$ and $I_{1}$.
The integrals $I_{0}$ and $I_{1}$ are to be evaluated over the surface of a sphere. However, when the inner expansion of the outer area element $d A$ is taken, we see that it may be replaced by $\Delta^{\frac{3}{2}} \delta^{-1} d \hat{\vartheta}_{s} d \hat{y}_{s}$. Thus, in the inner expansions of $I_{0}$ and $I_{1}$, we may transfer the integration from the sphere to the $\hat{z}_{s}, \hat{y}_{s}$ plane.

We need the expansion of $\phi$ near the cusp only for times less than $R_{0} / a_{0}$, i.e. $\hat{t}<0$. The area of integration will therefore be bounded by the single closed curve $\tilde{s}_{s}=0$, or $\hat{z}_{s}= \pm\left[2 \beta\left(\hat{y}_{s}\right)\right]^{\frac{1}{2}}$, as sketched in figure 2. The $\hat{z}_{s}=0$ intercepts $\hat{y}_{u}$ and $\hat{y}_{l}$ are just the two real roots of $\beta=0$.

When the inner expansions of the integrals $I_{0}$ and $I_{1}$ are taken it will be useful to have the Taylor series expansions of $\tilde{\phi}_{0}$ and $\bar{\phi}_{1}$ for small $\tilde{s}_{s}$ and $\tilde{y}_{8}$ :

$$
\tilde{\phi}_{0}=\frac{1}{2} \tilde{s}_{s}\left[1+O\left(\tilde{s}_{s}, \tilde{y}_{s}^{2}\right)\right], \quad \bar{\phi}_{1}=-\frac{1}{2}\left[1+O\left(\tilde{s}_{s}, \tilde{y}_{s}^{2}\right)\right] .
$$

These are, of course, consistent with the weak-shock jump conditions.
The above results may now be used to show that the inner expansions of $I_{0}$ and $I_{1}$ are
and

$$
\begin{aligned}
& I_{0}=\frac{1}{2} \Delta^{\frac{2}{2}} \delta^{-1} \int_{\hat{\nu}_{1}}^{\hat{y}_{u}} \int_{0}^{(2 \beta)^{\frac{1}{4}}}\left[\hat{z}_{s}^{2}-2 \beta\left(\hat{y}_{s}\right)\right] d \hat{z}_{s} d \hat{y}_{s} \\
& I_{1}=-\Delta^{\frac{2}{2} \delta^{-1}} \int_{\hat{y_{1}}}^{\hat{y}_{u}} \int_{0}^{(2 \beta))^{\frac{1}{2}}} d \hat{z}_{s} d \hat{y}_{s}=-\Delta^{-2} \frac{\partial I_{0}}{\partial \chi}
\end{aligned}
$$

to lowest order. When the $\hat{z}_{s}$ integration is performed and the result substituted in (10), we find

$$
\phi\left(\Delta^{2} \chi, \Delta \frac{1}{y}, \frac{1+\Delta \hat{t}}{\delta}\right)=-\frac{1}{\pi \times 2^{\frac{1}{2}}} \Delta^{\frac{3}{2}} \int_{\hat{y} \hat{y}}^{\hat{y}_{\mathrm{y}}} \beta^{\frac{1}{2}}\left(\hat{y}_{s}\right) d \hat{y}_{s} .
$$



Figure 2. Area of integration for $I_{0}$ and $I_{1}$.
Thus, when written in inner variables, the inner expansion of the outer solution is given by

$$
\begin{equation*}
\phi \equiv \frac{k^{*}}{k} \phi\left(\Delta^{2} \chi, \Delta^{\frac{2}{y}} \hat{y}, \frac{1+\Delta \hat{t}}{\delta}\right)=-\frac{1}{\pi \times 2^{\frac{1}{2}}} \frac{\epsilon}{\Delta^{\frac{1}{2} \delta^{2}}} \int_{\hat{y_{n}}}^{\hat{\hat{y}_{u}}} \beta^{\frac{1}{2}} d \hat{y}_{s} . \tag{17}
\end{equation*}
$$

This result is essentially the expansion of the linear solution (10) as the wave front approaches the cusp in the caustic. As mentioned in previous sections, the pressure distribution associated with this pressure field can be singular. The pressure coefficient based on (17) is

$$
C_{p}=\frac{1}{\pi \times 2^{\frac{1}{2}}} \frac{\epsilon}{\Delta^{\frac{1}{2}}} \int_{\hat{\nu}_{\mathrm{t}}}^{\hat{\gamma}_{u}} \beta^{-\frac{1}{2}} d \hat{y}_{s}
$$

At $t=R_{0} / a_{0}$ or, in terms of the inner variables, $\hat{t}=0$, the pressure coefficient is proportional to $\left(R_{0}-x\right)^{-\frac{1}{t}}$ along the $x$ axis and to $|y|^{-\frac{1}{b}}$ along the $y$ axis. This is more singular than the analogous result for a smooth caustic, where the pressure behaves as the $-\frac{1}{8}$ power of the distance along the caustic and the $-\frac{1}{2}$ power of the distance normal to it (see, for example, Friedlander 1958, pp. 67-70; or Hayes 1968).
Another interesting feature of (17), which turns out to be essential for the matching, is that it is self-similar in time, i.e. it may be written as

$$
\hat{\phi}=(-\hat{t})^{\frac{1}{2}} F\left(\chi / \hat{t}^{2}, \hat{y} /(-\hat{t})^{\frac{2}{z}}\right) .
$$

To show this, we define similarity variables $\sigma$ and $\Gamma$ by

$$
\sigma \equiv-\frac{2}{3} \xi / \tau^{2}, \quad \Gamma \equiv 24 \eta /(-6 \tau)^{\frac{2}{2}},
$$

where $\xi \equiv \chi / \kappa, \eta \equiv \hat{y} / \kappa$ and $\tau \equiv \hat{t} / \kappa$. Using these definitions and replacing the integration variable $\hat{Y}_{8}$ in (17) by $(-6 \tau)^{\frac{1}{2}} q$, we find that (17) may be rewritten as

$$
\begin{equation*}
\widehat{\phi}=-\frac{1}{2}\left(\frac{1}{2} \kappa\right)^{\frac{1}{2}} \frac{\epsilon}{\Delta \frac{1}{\delta^{2}}}(-\tau)^{\frac{2}{2}} G(\sigma, \Gamma), \tag{18}
\end{equation*}
$$

where $G$ is defined by

$$
G(\sigma, \Gamma) \equiv \frac{6}{\pi} \int_{q_{1}}^{q_{u}} \beta^{\frac{1}{2}}(q) d q
$$

in which $\vec{\beta} \equiv-q^{4}-2 q^{2}+\Gamma q+\sigma$ and $q_{u}$ and $q_{l}$ are the two real roots of $\bar{\beta}=0$.

We now consider the inner solution. Although, in general, solutions of the form (18) do not satisfy (14), the inner solution must have such a form as $\hat{t} \rightarrow-\infty$. Thus it is most convenient to do the matching in the co-ordinates $\sigma, \Gamma$ and $\tau$. Accordingly, we write the solution $\hat{\phi}(\chi, \hat{y}, \hat{t})$ to (14) in terms of $\sigma, \Gamma$ and $\tau$ and then rewrite $\phi$ in outer variables:

$$
\hat{\phi}=\hat{\phi}(\sigma, \Gamma, \tau)=\hat{\phi}(\tilde{\sigma}, \widetilde{\Gamma},(\delta \tilde{t}-1) / \Delta \kappa)
$$

where $\tilde{\sigma} \equiv-\frac{2}{3} \tilde{X} /(\delta \tilde{t}-1)^{2}$ and $\tilde{\Gamma} \equiv 4 \tilde{y} / 6^{\frac{1}{2}}(1-\delta \tau)^{\frac{3}{2}}$. The usual matching principle states that, in the limit $\varepsilon \rightarrow 0, \Delta \rightarrow 0, \delta \rightarrow 0$ with $\tilde{X}, \tilde{y}$ and $\tilde{t}$ fixed, $\hat{\phi}(\tilde{\sigma}, \widetilde{\Gamma},(\delta \tilde{t}-1) / \Delta \kappa)$ must approach (18) asymptotically. Thus the function $\phi(\sigma, \Gamma, \tau)$ must satisfy

$$
\hat{\phi}(\sigma, \Gamma, \tau) \sim-\frac{1}{2}\left(\frac{1}{2} \kappa\right)^{\frac{1}{2}}(-\tau)^{\frac{3}{2}} G(\sigma, \Gamma)
$$

as $\tau \rightarrow-\infty$ for all values of $\sigma$ and $\Gamma$. In order that the initial condition be non-zero and finite, we must take

$$
\Delta^{\frac{\theta}{2}} \equiv \epsilon / \delta^{2}=o(1)
$$

This last result determines the scaling (15) completely in terms of the physical parameters $\epsilon$ and $\delta$, viz.

$$
\frac{\lambda}{L}=\Delta^{\frac{3}{2}}=\frac{\epsilon}{\delta^{2}}, \quad \frac{\Lambda}{L}=\frac{\epsilon^{\frac{6}{3}}}{\delta^{\frac{1}{3}}}, \quad \frac{k}{\Lambda}=\epsilon^{\frac{2}{3} \delta^{\frac{2}{3}}} .
$$

When written in terms of the variables $\xi, \eta$ and $\tau$ the initial-value problem for the inner region is

$$
2 \hat{\phi}_{\xi \tau}+(\gamma+1) \kappa^{-1} \hat{\phi}_{\xi} \phi_{\xi \xi}+\phi_{\eta \eta}=0
$$

where as $\boldsymbol{\tau} \rightarrow-\infty$

$$
\hat{\phi}(\xi, \eta, \tau) \sim-\frac{1}{2}\left(\frac{1}{2} \kappa\right)^{\frac{1}{2}}(-\tau)^{\frac{1}{2}} G(\xi, \eta, \tau)
$$

for all values of $\xi$ and $\eta$. Here $G(\xi, \eta, \tau)$ is just the integral $G(\sigma, \Gamma)$ rewritten in terms of the variables $\xi, \eta$ and $\tau$.

We have now established the initial-value problem governing the flow in the focal region. The solution to this problem is seen to possess a similitude, i.e. it depends on only a single combination of the remaining physical parameters $\gamma$ and $\kappa$. This is readily seen when the above initial-value problem is recast in terms of the scaled velocity potential

$$
\Phi \equiv \frac{1}{2}\left(\frac{1}{2} \kappa\right)^{\frac{1}{2}} \phi
$$

The problem then becomes

$$
2 \Phi_{\xi \tau}+Q \Phi_{\xi} \Phi_{\xi \xi}+\Phi_{\eta n}=0
$$

where as $\tau \rightarrow-\infty$

$$
\Phi \sim-(-\tau)^{\frac{3}{2}} G(\xi, \eta, \tau)
$$

The similarity parameter $Q$ is defined by

$$
Q \equiv \frac{1}{2}(\gamma+1) /(2 \kappa)^{\frac{1}{2}}
$$

Except for a scaling of the dependent and independent variables, any two flows with the same value of $Q$ will be identical. The flow quantity of especial interest here is the pressure coefficient, which is given by

$$
C_{p}=\frac{\epsilon}{(2 \kappa \Delta)^{\frac{1}{2}}} \Phi_{\xi}(\xi, \eta, \tau ; Q)=\frac{\epsilon^{\frac{2}{3} \delta^{\frac{2}{3}}}}{(2 \kappa)^{\frac{1}{2}}} \Phi_{\xi}(\xi, \eta, \tau ; Q)
$$

From this we see that the pressure levels at an arête are of order $\epsilon^{\frac{?}{} \delta^{?}}$ and the amplification is of order $\epsilon^{-\frac{1}{3}} \delta^{2}$. The result that the pressure is proportional to the two-thirds power of the initial strength of the shock was also deduced by Pierce (1971).

We conclude this section with some remarks regarding the requirement that $\epsilon=o\left(\delta^{2}\right)$. An important result, but one which is outside the scope of the present theory, is the prediction of the transition shock strength; that is, for a given initial shock shape, the prediction of the initial shock strength above which the straightening of the shock associated with shock dynamic theory occurs. In § 4 we have seen that when

$$
\epsilon=O\left(\delta^{2}\right)=o(1)
$$

nonlinear effects are important even for times of orde $L / a_{0}$. Because the distance to the caustic is large compared with $L$, we expect that $i$ shock straightens without focusing. On the basis of this, we conjecture that the der of magnitude of the transition shock strength is given by $\epsilon=O\left(\delta^{2}\right)$. Of course, $a_{\perp}$ re precise estimate must be given either by laboratory or numerical experiments or by a more conuprehensive analysis.

## 7. Conclusion

The focusing of a very weak and almoststraight shock at an arête has been examined. The method of matched asymptotic expansions has been used to establish the initialvalue problem and similitude governing the flow in the focal region. The fundamental parameters in this problem are seen to be $\epsilon$, a measure of the initial strength of the shock, and $\delta$, which measures the rate at which the wave front converges. The maximum pressures at the arête have been shown to be proportional to $(\epsilon \delta)^{\frac{t}{3}}$. The results of this paper are valid for wave fronts with $\epsilon=\sigma\left(\delta^{2}\right)$ and $\delta=o(1)$.
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# Implicit Shock-Fitting Scheme for Unsteady Transonic Flow Computations 
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#### Abstract

The alternating-direction implicit scheme developed by NASA Ames for unsteady transonic flows has been modified to include a shock-fitting algorithm, as well as an analytically stretched coordinate system. The shockfitting procedure treats shock waves as discontinuities normal to the freestream. Improvements in shock position and the unsteady pressure distributions are obtained by this modification. The various types of shock motion observed experimentally by Tijdeman are well simulated in calculations using the modified computational scheme. The method for detecting shock-wave formation and the procedure for fitting a moving shock wave are illustrated. Results for an NACA 64 A 006 airfoil with oscillating quarter-chord flap are presented and discussed.


## Introduction

THERE is a need for the numerical simulation of unsteady transonic flows about airfoils in order to predict unsteady aerodynamic loads and to provide an understanding of the behavior of unsteady transonic flowfields. A number of methods ${ }^{1-11}$ have been proposed for computing such flows, and there is continuing improvement in the results obtained. This paper describes a shock-fitting procedure, ${ }^{12}$ coupled with an implicit finite-difference algorithm, ${ }^{1,2}$ which can accurately and efficiently simulate most unsteady transonic flows about thin airfoils.
A major consideration in constructing an algorithm for unsteady transonic flows is the treatment of moving shock waves. Experimental observations of Tijdeman ${ }^{13,14}$ indicate that even for simple airfoil motions shock-wave motions can be complicated, and they can affect aerodynamic force and moment variations strongly. Time-linearized methods, ${ }^{9,10}$ i.e., methods that assume that the unsteady perturbation is small compared to the basic steady disturbance, presently do not consider shock motions although they can be modified to do so for small shock excursions. 15,16 Time-integration methods ${ }^{1-8}$ treat shock waves by "capturing" them, a procedure that can present a number of problems that will be discussed subsequently.
Tijdeman's experiments also indicate that shock motion amplitudes increase with decreasing frequency. This is supported by a simplified analysis of the time-linearized equations. ${ }^{16}$ Thus, some of the most interesting transonic flowfields result from low-frequency motion. Explicit finitedifference schemes are not efficient when applied to lowfrequency cases because the stability restriction on the time step is substantially more severe than that required for accuracy. As a result, efficient semi-implicit methods ${ }^{3}$ and even more efficient fully implicit methods $1.2,7,8$ have been developed. Caradonna and Isom ${ }^{7}$ use an iterative implicit procedure; i.e., the nonlinear implicit finite-difference equations must be solved at a given time iteratively. In an earlier unpublished study we also used such a procedure.

[^12]Ballhaus and Steger ${ }^{1}$ and Beam and Warming ${ }^{8}$ constructed more efficient algorithms that solve the nonlinear equations directly by the solution of simple matrix equations generated by an alternating-direction implicit (ADI) procedure. This method has proven to be so efficient, especially for the calculations with nonuniform mesh distributions, that we now often use it as an alternative to successive line overrelaxation (SLOR) for steady flow calculations. ${ }^{17.18}$

All of these implicit schemes "capture" shock waves; i.e., shock waves evolve automatically as part of the numerical solution. This procedure has several deficiencies associated with it. They can be eliminated, at the expense of coding complexity, by "fitting" shock waves as discontinuities in the flow. Shock capturing produces shock profiles that are distorted in a manner that depends on the truncation errors in the finite-difference scheme. The use of mixed-difference schemes ${ }^{1.8}$ can improve the situation for cases in which the flow changes from supersonic to subsonic across the shock. However, when this condition is not satisfied, as in the later stages of pulsating motion of a parabolic-arc airfoil, the differencing cannot be switched across the shock and shock resolution is poor. In any case, shock capturing requires spatial grid spacings, in regions where shock waves are anticipated, which are sufficiently small to resolve the shock waves in a reasonable distance. The grid spacing required to do this is frequently much smaller than that required to resolve flow variable gradients in most of the rest of the flowfield. This also results in an unnecessarily severe timestep restriction because time steps for implicit schemes are chosen such that shocks move less than one spatial grid point per time step..$^{1,8}$ This is necessary to preserve both accuracy and stability. Shock fitting removes the large gradients from the finite-difference solution and generally permits equivalent flowfield resolution with fewer grid points, both in space and time. Finally, if shock waves are not treated as discontinuities but are to be captured correctly, the difference equations must be solved in conservation form. This imposes an additional constraint on the construction of finite-difference schemes which can be difficult to satisfy. For example, no fully conservative difference scheme for the full potential equations have been developed yet that can match the convergence reliability and computational efficiency of Jameson's nonconservative "rotated" difference procedure. ${ }^{19}$

In principle, the shock-fitting procedure discussed in this paper could be applied to the full potential equation. For steady flows it may substantially reduce the time required to obtain a converged solution. Here, as a first step, it is applied to a simpler formulation that contains the essential nonlinear unsteady behavior associated with low-frequency transonic flows Furthermore the alonrithm is simnlified he treating
the shocks as discontinuities normal to the freestream. The procedures could be generalized to a curved shock with additional programming complexity. Methods of detecting shock formation and of judging the existence of a shock wave in the unsteady flowfield are described.

A production code, LTRAN2, has been developed for the efficient solution of low-frequency transonic flows about airfoils in motion. ${ }^{2}$ LTRAN2 is based on the ADI method of Ballhaus and Steger, ${ }^{1}$ and is being released on request to industry and government agencies. The modification of the ADI procedure to include shock fitting, which is the main subject of this paper, will improve LTRAN2 significantly. Substantially fewer grid points will be required to achieve equivalent flowfield resolution, and the time-step restriction due to shock motion can be relaxed considerably.

Numerical simulations of various types of shock motions for an NACA 64A006 airfoil with oscillating quarter-chord flap are described. Significant improvements in shock resolution and, consequently, in unsteady pressure distributions are obtained using the shock-fitting procedure. The results show the marked effect of shock-wave motion.

## Formulation of Governing Equations

## Low-Frequency Approximation

The unsteady, small-disturbance, transonic equation for low frequency commonly is written as

$$
\begin{equation*}
-2 K M_{\infty}^{2} \phi_{x t}+\left\{1-M_{\infty}^{2}-(\gamma+1) M_{\infty}^{2} \phi_{x}\right\} \phi_{x x}+\phi_{y y}=0 \tag{1}
\end{equation*}
$$

which may be derived ${ }^{20}$ from a systematic expansion of the velocity potential with respect to the thickness ratio $\tau$ and the reduced frequency $K$, where $K=\omega c / U$, i.e., the angular frequency multiplied by the time that it takes the flow to traverse the airfoil chord. The spatial coordinates, the time, and the velocity potential in Eq. (1) have been nondimensionalized by the chord $c$, the inverse of the angular frequency $\omega^{-1}$, and $U c$, respectively.

The tangency condition and the unsteady pressure coefficient that are consistent with the low-frequency approximation are

$$
\begin{equation*}
\phi_{y}=\frac{\tau \partial Y(x, t)}{\partial x}=\tau\left[Y_{s_{x}}+\frac{\delta}{\tau}\left(Y_{u_{x}}+Y_{u_{t}}\right)\right] \tag{2}
\end{equation*}
$$

and

$$
C_{p}=-2\left\{\frac{M_{\infty}^{2}-1}{(\gamma+1) M_{\infty}^{2}}+\phi_{x}\right\}
$$

where $Y(x, t)$, the instantaneous body shape, has been decomposed into a steady part $Y_{s}$ and an unsteady part $Y_{u} . \S$ Here $\delta$ is the amplitude of the unsteady oscillation. Note that $C_{p}$ is defined such that, at sonic conditions, $C_{p}=C_{p}^{*}=0$.

Any shock wave that exists in the flowfield must satisfy the jump relation derived from the conservative form of the governing equation (1), viz.,

$$
\begin{align*}
& -2 K M_{\infty}^{2} \llbracket \phi_{x} \rrbracket^{2}\left(\frac{\mathrm{~d} x}{\mathrm{~d} t}\right)_{s}-\left\{1-M_{\infty}^{2}-(\gamma+1) M_{\infty}^{2} \tilde{\phi}_{x}\right\rfloor \llbracket \phi_{x} \rrbracket^{2} \\
& \quad+\llbracket \phi_{y} \rrbracket^{2}=0 \tag{3}
\end{align*}
$$

together with the condition derived from the assumption of irrotationality,

$$
\begin{equation*}
\left(\frac{\mathrm{d} y}{\mathrm{~d} x}\right)_{s}=-\frac{\llbracket \phi_{x} \rrbracket}{\llbracket \phi_{y} \rrbracket} \tag{4}
\end{equation*}
$$

Here $\tilde{\phi}_{x}$ refers to the mean value of $\phi_{x}$ evaluated on each side of the discontinuity, $\left[\phi_{x} \rrbracket\right.$ indicates the jump in $\phi_{x}$ across the discontinuity, and the subscript $s$ denotes the quantity evaluated at the shock surface.

In two-dimensional small-perturbation transonic flows, the shock waves that usually occur are nearly normal to the flow direction. We assume here that if the basic steady flow has a shock wave then this shock may be approximated by a shock wave normal to the freestream flow. Furthermore, we assume that the motion of any shock wave that arises from unsteady changes in the flow, as well as the motion of existing shock waves, also may be calculated by this normal shock approximation. For this simplified model, Eqs. (3) and (4) reduce to the single equation

$$
\begin{equation*}
\left(\frac{\mathrm{d} x}{\mathrm{~d} t}\right)_{s}=\frac{\gamma+1}{2 K}\left\{\frac{M_{\infty}^{2}-1}{(\gamma+1) M_{\infty}^{2}}+\tilde{\phi}_{x}\right\} \tag{5}
\end{equation*}
$$

which gives the speed of the normal shock in the flowfield. For steady flows, $\tilde{\phi}_{x}$ is a function of $x$ alone; this, of course, still permits $\llbracket \phi_{x} \rrbracket$ to vary with $y$. For unsteady flows, although $\dot{x}_{s}$ is a function of $t$ alone, the strength of the shock will still vary with $y$.

## Coordinate Stretching

To minimize the far-field boundary effects on the numerical results, a relatively large computational region is usually required. For the cases studied in this paper, the shock excursion may be large and the unsteady disturbances carried several chord lengths away from the airfoil; thus, the use of a relatively large computational domain seems inevitable. A simple and straightforward way of computing the solution in a large computational domain is to use nonuniform mesh distributions, with most of the mesh points concentrated in the region of interest. ${ }^{2}$ An alternative is to introduce analytical coordinate stretchings. In the present study, we use the following coordinate stretchings:

$$
\begin{align*}
& \xi= \pm\left\{1-\exp \left(\mp a_{1} x\right)\right\} \text { for } x \geqslant 0  \tag{6a}\\
& \eta= \pm\left\{1-\exp \left(\mp a_{2} y\right)\right\} \text { for } y \geqslant 0 \tag{6b}
\end{align*}
$$

where $a_{1}$ and $a_{2}$ are constants that control the mesh distributions. Equations (6) transform the infinite physical domain to the finite computational domain bounded by $|\xi| \leq 1$ and $|\eta| \leq 1$. The transformation provides a concentrated mesh distribution near the airfoil which is suitable for the present study. The governing Eq. (1), written in the stretched coordinate system, is

$$
\begin{align*}
& \left\{\frac{-2 K M_{\infty}^{2}}{a_{2}^{2}(1-|\eta|)} \phi_{\xi}\right\}_{t}-\left\{\frac { ( \gamma + 1 ) M _ { \infty } ^ { 2 } } { 2 a _ { 2 } ^ { 2 } ( 1 - | \eta | ) } \left[\frac{M_{\infty}^{2}-1}{(\gamma+1) M_{\infty}^{2}}\right.\right. \\
& \left.\left.\quad+a_{l}(1-|\xi|) \phi_{\xi}\right]^{2}\right\}_{\xi}+\left\{\frac{1-|\eta|}{a_{1}(1-|\xi|)} \phi_{\eta}\right\}_{\eta}=0 \tag{7}
\end{align*}
$$

Because Eq. (7) is in divergence-free form, a conservative difference approximation to Eq. (7) can be constructed if the shock wave is to be "captured" rather than "fitted."

The normal shock jump relation follows directly from Eq. (7); this relation and the boundary condition on the airfoil surface are now

$$
\begin{equation*}
\left(\frac{\mathrm{d} \xi}{\mathrm{~d} t}\right)_{s}=\frac{a_{l}(l-|\xi|)(\gamma+I)}{2 K}\left\{\frac{M_{\infty}^{2}-I}{(\gamma+I) M_{\infty}^{2}}+a_{1}(l-|\xi|) \bar{\phi}_{\xi}\right\} \tag{8}
\end{equation*}
$$

\{Calculations made with an algebraic scaling, viz., $\xi=x /$ $(|x|+a$,$) etr. qave essentiallv identical results$
and

$$
\begin{equation*}
\phi_{\eta}=\frac{a_{1}}{a_{2}}(I-|\xi|) \frac{\partial Y(\xi, t)}{\partial \xi} \text { at } \eta=0 \tag{9}
\end{equation*}
$$

## Scaling of the Perturbation Equation

In his study of steady, small-disturbance transonic flow, Krupp ${ }^{21}$ introduced a scaling of the governing equation and the body shape to provide better agreement between the results of the perturbation calculations and those from the Euler equations. The reasoning that leads to various scalings is discussed in the review by Ballhaus. ${ }^{22}$ One also may use such a scaling in the low-frequency approximation by rewriting the governing equation and the boundary condition as

$$
\begin{equation*}
-2 K M_{\infty}^{p} \phi_{x l}+\left\{I-M_{\infty}^{2}-(\gamma+I) M_{\infty}^{m} \phi_{x}\right\} \phi_{x x}+\phi_{y y}=0 \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{y}=M_{\infty}^{n} \tau\left\{Y_{s_{x}}+\frac{\delta}{M_{\infty}^{n} \tau} Y_{u_{x}}\right\} \tag{11}
\end{equation*}
$$

where $p, m$, and $n$ are scaling constants to be chosen to enhance agreement with more sophisticated calculations. If one introduces the nondimensional quantities

$$
\begin{gather*}
\bar{\phi}=\frac{(\gamma+1)^{1 / 3}}{M_{\infty} 1 / 3(2 n-m)} \tau^{2 / 3} \phi  \tag{12a}\\
\bar{y}=\left\{\left.(\gamma+l) M_{\infty}^{m+n} \tau\right|^{1 / 3} y\right.  \tag{12b}\\
\bar{i}=\left\{(\gamma+1)^{2} M_{\infty}^{2 m+2 n-3 p} \tau^{2}\right\}^{1 / 3} t / 2 K  \tag{12c}\\
\alpha=\frac{l-M_{\infty}^{2}}{\left\{(\gamma+l) M_{\infty}^{n+m} \tau\right\}^{2 / 3}}  \tag{12d}\\
\beta=\delta / M_{\infty}^{n} \tau \tag{12e}
\end{gather*}
$$

then Eqs. (10) and (11) reduce to the canonical form

$$
\begin{equation*}
-\dot{\phi}_{x i}+\left(\alpha-\bar{\phi}_{x}\right) \tilde{\phi}_{x x}+\bar{\phi}_{y y}=0 \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\phi}_{\dot{y}}=Y_{s_{x}}+\beta Y_{u_{x}} \tag{14}
\end{equation*}
$$

Because there is a one-to-one correspondence between Eqs. (1) and (2) and Eqs. (13) and (14), results obtained without scaling are equivalent to scaled calculations for a slightly different flow. Thus, although we restrict our calculations to the unscaled equation, the Mach number and the body shape can be modified to obtain results equivalent to those for the scaled equation by noting the equivalencies [Eqs. (12)].

## Boundary Conditions

The boundary condition on the airfoil is the usual tangency condition evaluated at $y=0$. For an NACA 64A006 airfoil with an oscillating quarter-chord flap, the boundary conditions are

$$
\phi_{y}=\left\{\begin{array}{l}
\tau Y_{5_{x}} \text { for } 0 \leq x \leq 0.75 \\
T\left(Y_{S_{x}}+\frac{\delta}{\tau} \sin t\right) \text { for } 0.75<x \leq 1
\end{array}\right.
$$

With the proper combinations of the reduced frequency $K$, the free Mach number $M_{\infty}$, and the oscillating amplitude $\delta$, we can simulate the three types of shock motions observed experimentally by Tijdeman ${ }^{13,14}$ : the shock oscillates on the airfoil (type A); the shock disappears during part of the norind toune Ri. and the chonk nranaoates inctraam and
leaves the airfoil (type C). The thickness distribution for an NACA 64A006 airfoil may be obtained from Ref. 23 and the desired airfoil slope at the grid locations approximated by fitting a polynomial to the data.

The far-field boundary condition for the nonlifting case is simply $\phi=0$ on $|\xi|=1$ and $|\eta|=1$. For the lifting case, $\phi$ depends on the instantaneous circulation $\Gamma$. This dependence can be derived theoretically by assuming that in the far field all of the perturbations are small compared to the basic steady state. ${ }^{24}$ An advantage of our stretched coordinate system is that the last grid lines are at infinity. Numerical studies conducted by Magnus ${ }^{6}$ show that erroneous boundary data on a finite domain can lead to significant errors. The lowfrequency approximation implies that any changes in the circulation are communicated instantly downstream to infinity ( $\xi=1$ ). Consequently, the simplest boundary conditions are $\phi_{\mathrm{x}}=0$ on the downstream boundary and $\phi=0$ on the other boundaries. Ballhaus and Goorjian ${ }^{2}$ used similar boundary conditions in their study and obtained satisfactory results. The validity of such far-field boundary conditions can be justified only by numerical experiments; i.e., near the boundary the disturbance quantities $\phi_{x}$ and $\phi_{y}$ must be much smaller than the values at the airfoil surfaces. In all of the results reported here, this requirement is met. As a numerical test of this procedure, we have computed the steady-state circulation about an NACA 64A006 airfoil for various flap deflection angles, using the ADI method with appropriate farfield values of $\phi$ corrected for the usual steady-state circulation contribution. These results have been compared with the results obtained by the ADI calculations with the boundary conditions employed here for an unsteady flap deflection to the correct angle. These results agree to one part in $10^{-4}$, verifying that the far-field conditions used here are more than satisfactory.

## Finite-Difference Approximations

In a preliminary study of the unsteady transonic flows, we implemented a normal shock-fitting procedure in the implicititerative scheme of Caradonna and Isom.' Satisfactory results were obtained, except that the procedure was timeconsuming because of the iterative process required at each time step. The recent studies of Ballhaus and Steger ${ }^{1}$ and Ballhaus and Goorjian ${ }^{2}$ show that an ADI scheme is more efficient than the implicit-iterative scheme in treating the lowfrequency transonic flow equation. The shock-fitting algorithm was modified and implemented with an ADI scheme. In this section, the ADI procedure is reviewed briefly and the method for unsteady shock fitting detailed.

## Alternating-Direction Implicit (ADI) Method

The low-frequency equation in the stretched coordinate system, i.e., Eq. (7), is solved by the alternating-direction implicit scheme developed by Ballhaus and Steger. ${ }^{1}$ To simplify this discussion, Eq. (7) is rewritten in the form

$$
\begin{equation*}
\psi_{\xi}+F_{\xi}+G_{\eta}=0 \tag{15}
\end{equation*}
$$

where the functions $\psi, F$, and $G$ may be determined by comparing Eqs. (7) and (15). The solution is advanced from time level $n$ to level $n+1$ by the following two-step procedure:
$\xi$ Sweep

$$
\begin{equation*}
(1 / \Delta t)\left(\psi_{\xi}^{+}-\psi_{\xi}^{n}\right)+D_{\xi} F^{+}+\delta_{\eta} G^{n}=0 \tag{16a}
\end{equation*}
$$

$\eta$ Sweep

$$
\begin{equation*}
(1 / \Delta t)\left(\psi_{\xi}^{n+l}-\psi_{\xi}^{+}\right)+1 / 2 \delta_{\eta}\left(G^{n+1}-G^{n}\right)=0 \tag{16b}
\end{equation*}
$$

Here a plus sign refers to an intermediate value of $\psi, D_{\xi}$ is the type-dependent difference operator for $\xi$ derivatives, and $\delta_{\eta}$ is the rentral-difference annmximatinn frer the $n$ derivative The
backward difference approximation for $\psi_{\xi}$ can be either the first-order difference approximation

$$
\begin{equation*}
\psi_{\xi}=(1 / \Delta \xi)\left(\psi_{i}-\psi_{i-1}\right) \tag{17}
\end{equation*}
$$

or the second-order difference approximation

$$
\psi_{\xi}=(1 / 2 \Delta \xi)\left(3 \psi_{i}-4 \psi_{i-1}+\psi_{i-2}\right)
$$

For simplicity the first-order scheme, Eq. (17), has been used for all of the results reported here. The nonlinear term $F$ is evaluated, using a two-time-level averaging procedure analogous to that of Ballhaus and Steger ${ }^{\prime}$ but modified by the coordinate stretching used here. The difference approximations described previously provide first-order accuracy for $\psi_{\xi}$, second-order accuracy for $F_{\xi}$ and $G_{\eta}$ in subsonic regions, and first-order accuracy for $F_{\xi}$ in supersonic regions.

On the $\xi$ sweep, Eq. (16a), a quadradiagonal system is generated and can be solved easily by direct elimination. For lifting calculations, two grid lines are used to represent the lower and upper surfaces of the airfoil. The circulation $\Gamma$ is calculated by $\Gamma=\phi_{I T E}^{U}-\phi_{I T E}^{L}$ through each sweep. Here ITE denotes the upper and lower values at the first grid point behind the trailing edge. This circulation is incorporated into the construction of the $\eta$ derivatives behind the airfoil for $\eta=0$.

On the $\eta$ sweep, Eq. (16b), a tridiagonal system is generated on the body. Ahead of the leading edge and behind the trailing edge, the double grid notation for $\eta=0$ destroys the tridiagonal system. However, ahead of the leading edge, $\phi^{U}=\phi^{L}$, and behind the trailing edge, $\phi^{U}=\phi^{L}+\Gamma$; thus the difference equations can be reordered to give a tridiagonal system. On the airfoil surface the matrix equations above and below the airfoil are decoupled; they can be solved either separately or simultaneously by packing the matrix equations together.

## Shock-Fitting Procedure

The basic algorithm for shock fitting was developed in a previous study of steady transonic flows. ${ }^{12}$ A different approach to shock fitting also has been developed by Hafez and Cheng ${ }^{25}$ in their study of steady transonic flow problems. Their procedure essentially replaces the shock-point operator by an analogous difference statement derived from the shock jump conditions. Subsequently, the velocity potential on each side of the shock wave is extrapolated to locate the shock wave.

To understand the shock-fitting procedure for unsteady transonic flow calculations it is necessary to recall how shock waves form in an unsteady field. Shock waves are generated when the local flow becomes supersonic and compressive. Although the initial shock formation may not be predicted accurately by the numerical solution when shock fitting is used in the early stages of shock-wave formation, it eliminates spurious oscillations in the numerical solution and does provide the correct development of the shock wave in later stages of the calculations. ${ }^{26}$ The criterion that we set for the initial shock formation is that the local flow become sonic (relative to the airfoil) and compressive. In the body-fixed coordinate system, a shock wave can exist both in the usual
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supersonic-supersonic and supersonic-subsonic transition and also in a purely subsonic flowfield, sometimes referred to as a "subsonic-subsonic" shock. In any case, the flow ahead of the shock relative to a coordinate system fixed on the shock must be always supersonic. Consequently, the correct judgment for the existence of a shock wave in the unsteady field is to evaluate the local flow velocity ahead of a prospective shock with respect to the coordinate system fixed on it, i.e., we evaluate $V_{r}$, where

$$
\begin{aligned}
V_{r} & \approx \frac{M_{\infty}-1}{M_{\infty}}+\left\{1+\frac{(\gamma-1) M_{\infty}}{2}\right\} a_{l}(l-|\xi|) \phi_{\xi} \\
& -\frac{K}{a_{l}(l-|\xi|)}\left(\frac{\mathrm{d} \xi}{\mathrm{~d} t}\right)_{s}
\end{aligned}
$$

If $V_{r}>0$, the local flow is supersonic and a shock may exist; if $V_{r} \rightarrow 0^{+}$, the local flow becomes sonic and the shock strength diminishes. For $V_{r} \leq 0$, a shock cannot exist.

We start the unsteady flow calculations by using an ADI scheme. When the local flow becomes sonic and compressive, we introduce the shock-fitting algorithm. Sonic, compressive points are treated as shock points where cross differentiations in $t$ and $\xi$ derivatives are avoided. Initially, the shock has zero strength and is stationary. The flow properties ahead of and behind the shock can be extrapolated easily from neighboring points. The shock wave can either increase or decrease in strength during the unsteady process. This results in three possibilities for shock motion that have to be considered separately in the fitting procedure: the shock moves upstream and crosses grid points; the shock remains stationary or moves within a grid spacing; and the shock moves downstream and crosses grid points. At each new time level the shock position is determined by applying Eq. (8). The formulations of the difference approximations for each case are quite similar; the specific formulas used may be found in Ref. 27.

## Results and Discussion

To illustrate the advantages of shock fitting over shock capturing, we compare the flow past a pulsating parabolic arc whose time history is shown in Fig. 1, as computed by the two methods. Major differences occur when the shock wave propagates ahead of the airfoil as its thickness returns to zero. Figure 2 compares the pressure coefficient for these later stages when $t \geq 25$ (chord $/ U$ ) in units of $\Delta t=2$ computed by the ADI method, with and without shock fitting. The full time history of this motion, as computed by the two methods, is compared in Ref. 27. Later studies have shown, as suggested by a reviewer, that the compression preceding the fitted shock wave is a result of the first-order approximation made here. In subsequent calculations with a second-order procedure, which is possible with shock fitting, this behavior does not occur.

Results were computed for an NACA 64A006 airfoil with quarter-chord oscillating flap for various values of the reduced frequency $K$, the freestream Mach number $M_{\infty}$, and the oscillation amplitude $\delta$, in order to simulate the shock motions observed by Tijdeman. ${ }^{13.14}$ The steady-state solutions at the mean flap deflection angle for each $M_{\infty}$ are computed first, using the ADI method of shock fitting. We have found that the ADI scheme is more efficient than successive over-relaxation in computing steady flows. The results of the ADI calculations are identical with those obtained by line relaxation and converge more rapidly when performed with the stretched coordinates. For the problems studied here, i.e., the NACA 64A006 airfoil, the freestream Mach number was varied between 0.8 and 0.9 . The mest system had 101 by 82 grid points in the $x$ and $y$ directions, respectively. About 250 to 450 time steps ware required for the solution to con-




Fig. 2 Pressure coefficient in the later stages of the motion of Fig. 1 computed with (-) and without (--.) shock-fitting.


Fig. $3 C_{p}$ on an NACA 64A006 airfoil at $M_{\infty}=0.854, K=0.358$, with $\delta=1$-deg $\sin t$.
studied it took three to six cycles for the flowfield to become periodic. Stability seems to require that the time step $\Delta t$ be small enough that $\Delta t(\mathrm{deg}) / K<10$. Figure 3 illustrates the pressure coefficients on the airfoil surface for $M_{\infty}=0.854$, $K=0.358$, and $\delta Y_{u_{x}}=1-\mathrm{deg} \sin t$. For these conditions, Ballhaus and Goorjian ${ }^{2}$ were able to simulate type $\mathbf{B}$ motion where the shock disappears during some part of the cycle. Here the shock does not disappear during the cycle; instead, it becomes quite weak during a small portion of the cycle. This difference is due to the assumption of a normal shock, which reshits in a stronger shock than would normally occur, and to the use of shock fitting. Magnus and Yoshihara's explicit results for the full Euler equations are compared with these results for two time levels in Fig. 4. The discrepancy between the two results is due mainly to the small-disturbance approximation and the lack of resolution at the leading edge of the meocont coudy Fiours 5 chnus the time histary diring the


Fig. 4 Comparisons of the results for $C_{p}$ on an NACA 64A006 airfoil at $M_{\infty}=0.854, K=0.358$, with $\delta=1-\mathrm{deg} \sin$, with those of Magnus and Yoshihara. ${ }^{4.5}$


Fig. 5 History of the circulation and shock position for the first three cycles for the flow conditions of Fig. 3.
first three cycles, of the circulation and the shock position. After three cycles of oscillation, the pressure field is essentially periodic; the circulation requires four cycles to become periodic. The circulation reaches its maximum value, and the shock wave its most downstream location, 57 and 83 deg after full flap deflection. Results for type C motion are given in Ref. 27 and hence not repeated here.
The results for $M_{\infty}=0.822, K=0.496$, and $\delta Y_{u_{1}}=2 \mathrm{deg} \sin t$ simulate type C shock motion. Because we have used less spatial resolution and the unscaled equation, a deflection angle slightly larger than that of Ref. 2 is needed in order to generate the type C shock motion; that is, we need a 2 -deg deflection angle rather than the 1.5 deg used in Ref. 2 to get analogous behavior. The results are given in Ref. 27. In this case, the flowfield is subcritical during most of the cycle, and the shock wave is barely "captured" in the non-shock-fitting procedure. During the unsteady process, the shock wave moves toward the leading edge. The strong singular behavior in pressure at the leading edge prevents the shock from propagating off the airfoil. The perturbation velocity becomes large and is negative; thus, the flow used to calculate the relative velocity ahead of the shock can no longer support a shock wave. Normal shock-fitting calculations determine the shock speed from the pressure jump across the shock at the airfoil surface. This eliminates the possibility that a portion of the shock may propagate off the leading edge in the computations. But this does not imply that it cannot occur; instead this limitation is a consequence of the normal shock fitting.

The addition of the shock-fitting algorithm to the basic ADI scheme increased the computational time, for fixed grid spacing, by less than $7 \%$ for all cases studied here. It is difficult to compare the time required by the two schemes to achieve the same accuracy. Without shock fitting, when the shock is not of the supersonic-subsonic type, a very fine grid is required for a reasonable resolution at the shock. The need for such a grid is obviated by shock fitting, and improved accuracy in the shock region can be obtained simultaneously with reduced computational time. Because it is difficult to determine when the two procedures give comparable accuracy, a definitive evaluation of the computing time saved by shock fitting has not been attempted.

Typical computation times for the NACA 64A006 airfoil calculations renorted here are about 5 to $10 \mathrm{~min} / \mathrm{cycle}$ on a

CDC 6400 computer. A mesh of 101 by 82 grid lines in $x$ and $y$ directions, respectively, was used in these calculations, and the number of time steps per cycle ranged from 90 to 180 . No effort was made to optimize the program. The additional central memory required for the shock-fitting algorithm is about 10 to $20 \%$ of that for the basic ADI scheme.

## Conclusion

The unsteady behavior of a large number of inviscid lowfrequency transonic flows can be studied accurately and efficiently using the present shock-fitting procedure coupled with the alternating-direction implicit method. The ADI method relaxes the stability restriction on the time step, greatly improving the computational efficiency; the shockfitting procedure treats shock waves as discontinuities, which resolves the computational difficulties that can arise in the usual shock "capturing" procedure. Computed results using the present procedure compare favorably with the explicit time integrations carried out by Magnus and Yoshihara. They should be sufficiently accurate for engineering studies of airfoil motions for which the normal shock approximation made here is a reasonable one. They also reproduce well the types of shock motions observed experimentally by Tijdeman, ${ }^{13,14}$ as well as the propagation of the shock wave ahead of the pulsating parabolic arc.
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