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ARSTRACT

The purpose of this research was to investigate information extraction
and transmission techniques for synthetic aperture radar (SAR) imagery, Four
interrelated problems were addressed, An optimal tonal SAP image classifica-
tion algorithm was developed and evaluated, A data compression technique was
developed for SAR imagery which is simple and provides a 5:1 compression with
acceptable image quality. An optimal textural edge detector was developed.
Several SAR image anhancement algorithme have been proposed, A study was

undertaken to quantatively compare the effectiveness of each algorithm,
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1.0 INTRODUCTION

The walue of apaceborne remote sensing systems have heen clearly demon-
gtrated by the success of the LANNDSAT series of satellites, The technoloqy
for extracting useful information from the data returned from these satellites
is well developed, Recently, a new class of spaceborne imaging systems have
bheen tested, Synthetic Apertures Radar (SAR). Processing the data from space-
borne SAR systewns to form images is a non-trivial task and a great deal of
research is currently underway to develop high speal SAR processors. Unfor-
tunately, a similar effort is not being devoted to the development of informa-
tion extraction techniques for SAR. The research reported here developed

information extraction and transmission techniques for SAR,

Four interrelated problems lave been addressed: 1) classification; 2)
data compression; 3) textural modeling and edge detection; and 4) image ~n-
hancement. An appendix is attached for each of these topics which describes

the results of our investigations,
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2.0 PBACKGROUND AND OVERVIFEW

Nigital image processing techniques have heen successfully applied to a
wide variety of problem ranging from the analysis of X=-ray imaqes to identei-
fication of handwriting to the extraction of information from satellite imaqges
(1, 2, 3, 4, 5). FEach new problem in image processing presents new technical
challenges which must be addressed., This research addressed important proh=-

-
lems involved in digital processi.g of SAR images,

Spaceborne imaging radars are important because they provide a unique
view of the earth's surface. Their imaging geometry, spectral characteris-
tics, and all-weather capability give active microwave systems an advantaqe
over conventional imaging techniques, e.q., photoqraphy. For many years,
imaging radars have been successfully used for military reconnaissan:e and
geologic mapping. Operational systems arecurrently in use for ice surveys and

the detection of oil spills on the world's oceans.

Until very recently, all informatin was extracted from radar images by
human interpreters, Other techniques were n>t considered because radar data
was disseminated as photographic products, e.q., paper or film positives., Not
only was it awkward for an interpreter to convert these data into a digital
format for automatic or machine-aided information extraction, but this conver-
sion process degraded the quality of the data. The advent of the digital
signal correlator [(e.q., 6] for synthetic aperture radars (SAR) has changed
this, and now radar images are commonly distributed in a digital format. 1In
addition, quantitative information is now desired from radar images, e.q.,
soil moisture and crop type estimates are being sought, The volume of data
collected from proposed spaceborne imaging radar missions can be enormous, as
shown by the Seasat-A SAR mission, If imaging radars are to meet their full
potential, then automatic information extraction is needed, or at least ma-

chine-aided analysis to ease the work load on the interpreters is required.

An initial approach for automatic information extraction from radar
imagsry would be to employ the well developed technology associated with other
sensors [1-5) (e.g.,, LANDSAT). This method was unsuccessful., The failure of

We are concerned here with extracting information from SAR images, not
Jrocessing the received inphase and quadrature voltages to form the SAR image,
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this approach occurred because existing processing algorithms were designed
assuming a specific system and statistical model, The most common model
assumed was additive, white Gaussian noise (AWGN), This model does not apply
to radar images, Therefore, processing alqgorithms based on an AWGN did not

perform satisfactorily when applied to radar images,.

It has been shown that [7, B) radar images can be modeled by a multipli-
cative noise process which is non-Gaussian and has a poor si¢nal-to-noise
ratio, The standard technique for improving the interpretability of SAR
images has been to use noncoherent integration [9-11). Noncoherent averaging
is used extensively for noise reduction .n coherent systems [12-14] and can bhe
implemented in many ways. The basic idea pehind this method is that indepen-
dent samples (or looks) of the terrain are gathered and averaged after detec-
tion. Independent samples can heobtained by polarization or freaquency diver-
sity., Most SAR systems use frequency diversity, i.e., nonoverlapping sub-

areas of the spectrum of the complex received signals are used to form the

independent images,

Continuous scanning of the spectrum is also used [11, 13, 14]. The net
effect is to reduce the bandwidth (degrade the spatial resolution), while
improving the signal-to-noise ratio, S/N. Several studies [10, 15, 16] have
shown the advanrages of noncoherent processing for the interpretation of SAR
imagery. However, there are several disadvanrages to this approach: 1) the
technique is spatially invariant and thus does not account for the multiplica-
tive nature of the noise and the nonstationarity of the signal; 2) the tech-
nique was developed for coherent optical processors and thus it is easily
implemented with such a processor but is not necessarily optimum for digital
processors; and 3) the technique is only aimed at improving the S/N and not

for direct extraction of information.

Several digital image enhancement algorithms have recentiy been developed
[17, 18, 19] to treat the multiplicative nature of SAR images. Also, several
hueristic approaches have been applied [20]. The technique we developed in
[17) is an adaptive minimum mean square error spatial filter which preserves
edges while smoothing homogeneous areas, e.g., agricultural fields., Homomor-
phic filtering has also been used [18] for enhancement of speckled images. A

linear approximation to the multiplicative noise process is used in [19] to

o
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develop an adaptive filter based on the local mean and variance, Whereas [17])
and [19) demonstrate the performance of their algorithms on actual SAR ima-
gery, only s.mulations are used in (18], All of these algorithms on actual
SAR imagery, only simulationa are used in [18), All of these algorithms have
only heen directed toward image enhancement assuming that the information
extraction process would be performed manually, While these techniques are of
great value for manual interpretation of SAR imagery, alqorithms for automat-

ing the information extraction tasks are needad,

Appendix A describes a guantative evaluation of several of these enhance-
ment algorithms. The comparison was based on both an edge quality measure and

computer execution time,

What is the information to be extracted from spacehorne SAR imagery?
Active microwave remote sensing is being used for several applications (e.q.,
geology, ice mapping, and monitoring wave conditions in the ocean); several
more applications have been proposed, e,q,, soil moisture measurement, crop
classification, monitoring croup growth and harvest progress, and snow mapping
(21).

In each application, the SAR is used to measure different properties of
the earth's surface., The prohlem of information extraction can be viewed as a
signal analysis problem where different properties of the signal (here the SAR
image) are used to imply certain properties of one target, For example, in
geology SAR images are analyzed for their large scale spatial structure.
Different image structures imply different geologic structures [22]., The
backscattered power (which is mapped into the SAR image intensity) is used to
estimate the soil moisture of crop type [23]). For ocean applications, it is
the Fourier spectrum of the SAR image which is used to estimate ocean condi-

tions.

Thus, the successful extraction and handling of information for SAR
images requires: 1) identifying unigue image properties; 2) relating those
image properties to the ratget characteristics of interest; 3) finding ways of
efficiently measuring those image properties; and 4) finding ways of effi-

ciently representing (for storaage or transmission) these image properties
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Appendix B contains a SAR image classification algorithm, 1In this alqgo=-
rithm image, tone was the property of the signal (SAR imaage) used to obtain
information ahout the earth, The multiplicative model for SAR images was used
to develop a maximum likelihood claesification algorithm, It was first as=-
sumed that the target feature information was known a=-priori, A probability
of incorrect classification was then determined for this algorithm as a func-
tion of the SAR parameters (e.g., the degree of noncoherent averaging)., A
technique was also developed to extract the target feature information from
the supplied image. This classification algorithm was tested on SFASAT-A SAR

imagery.

Appendix C contains a description of a data compression developed for SAR
images. This technique was based on the multiplicative noise SAR image model
and is designed to preserve the local statistics of the image., The technique
is an adaptive variable rate modification of the block truncation coding
technique developed in [24)., A data rate of approximately 1.6 bits/pixel is
achieved with the technique while maintaining the image guality and cultural
(point like) targets. The algorithm requires no large data storage and is

computationally simple,

In some applications, the image actribute, desired signal characteristic,
which is needed is clearly defined as in the case of image intensity. And the
classification algorithm described in Appendix C provides the maximum likeli-
hood technique to separating image features hased on intensity (or tone),.
However, for others, a distinct signal property has yet to be identified., One
promising attrihute is texture, Texture is known to be important for the
manual interpretation of SAR images for geology and these large scale texture
differences have been shown to he separable using digital techniagues [22].
Appendix D contains a description of an optimum textural edge detection fil-
ter." This filter will be of value in separating regions of different tex-
tures in SAR images. The filter described in Appendix D is optimal in the
sense that for the given texture model, a maximum amount of output signal
enerqy is concentrated within a given resolution interval about the textural

transition for a set filter bandwidth. The filter developed here is also a

The development of the textural edge detection filter was also partially
supported by NASA Contract No. NASA 9-16664,

e e ot e s S
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alobal operator, rather than a local operator, In other words, the entire
image ia tranaformed and modified hy the filter, instead of hreaking the
processing down into many local operations, The optimum textural edqge detec-

tor is an extension of the optimum tonal edqe detector [25).

With the increased availability of digital SAR images, information ex-
traction and transmir-ion algorithms will increase in importance, This re-
search effort addressed several critical problems in SAR image processing. It
is hoped that these algorithms will be both useful and provide a basis for

further developmenet of radar image processing techniques,

I ———— — -y
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Evaluation of Edge Preserving
Properties of Radar Imaye
Enhancement Algorithms

1)



PR b e s e e e e s TR RN R S A W e e

[ T Y
.

EVALUATION OF EDGE PRESERVING PROPERTIES

OF RADAR IMAGE ENHANCEMENT ALGORITHMS

J. Scott Gardner
Victor S8, Frost
Jeff wWatson

University of Kansas
Telecommunications and Informatiu.. Sciences Laboratory

Technical Report TISL-5960-2

Supported by
NASA Headquarters Grant #NAGW-381



Y

M,—q.—qm——ﬂ—--—---!

o

——

] -

ABSTRACT

Many algorithms exist for the enhancement of synthetic
aperture radar (SAR) images. These algorithms improve the
signal-to-noise ratio of an image in order to make the
image more useful for an observer. The trade-off for this
improvement is a decrease in the image resolution and is
seen as a blurring of fine detail. For many applications,
most notably for the analysis of agricultural scenes, t..s
blurring effect is only critical in edge areas where a
boundary exists,

In this study several different enhancement algorithms
were implemented. These algorithms were then compared based
on an edge quality testing procedure. This procedure
established a method with which the edge-preserving
abilities of the various algorithms could be compared. The
amount of computer processing time required by each
algorithm was also recorded. Using the results of these
comparisons, recommendations are made as to which

algorithms are best suited for various applications.
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1.0 INTRODUCTION

The usefulness of synthetic aperture radar (SAR) imagery
is dependent on the ability of an observer to recognize
detailed features in an image. This ability is often
greatly decreased by the presence cf noise. Various
algorithms have been developed to suppress noise in SAR
imagery. (1,2,3,4) The problem with noise reduction
algorithms is that they tend to suppress the desired signal
as well as the noise. This is particularly a problem for
edge areas. The purpose of this paper is to evaluate
several of the algorithms in order to determine how well
each algorithm preserves edge information while suppressing
noise.

The principle type of noise in SAR imagery is speckle
noise, which is multiplicatifﬁ in nature. Speckling effects
are due to the fact that SAR generates images by the
coherent processing of the reflected signals, resulting in
more noise in those areas where the signal is greater. This

can be modeled mathematically by the equation:

Zi,i=Xi,5Vi,j (1.1)

where 7Z;4 is the observed power at a particular range and

azimuth, xiJ is the signal that would ideally be observed

()
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and Vy,y is the noise, The subscripts are present in order
to emphasize tha: the image is to be processed digitally
with i and j corresponding to a row and column in the SAR
image to be analyzed. Hereafter, for simplicity, the
subscripts will be omitted,

In order to improve the interpretability of an image, it
is necessary to suppress speckle noise while enhancing the
desired signal, Many different enhancement algorithms have
been developed for this purpose. (1,2,3,4) Most algorithms
suppress noise by averaging the surrounding points. That
is, a pixel is replaced by an average of its neighbors,
producing a smoother, less noisy image. However, since
neighborhood averaging is often applied to all points
within an image, the desired signal points are also
averaged, leading to a degradation of the image resolution.

In an edge area (defined as a boundary between two areas
of differing average power return), the edge will also bé
smoothed, causing the boundary to, appear "blurry". In many
cases this retards interpretability as effectively as
speckle noise. Obviously, it is desireable to suppress
speckle while also preserving the edge information.

A useful application of edge preservation is analysis
of agricultural areas in which relatively large homogeneous
areas of differing radar reflectivity have distinct
boundaries. While smoothing in the uniform regions

suppresses speckle, a loss of resolution in these areas is

| T



-

G e e e e B e e e e SN S W e TE e TE e

rot as critical, since there should be little variation in
signal strength for a level field containing only one type
of crop. (Variables such as soil mosture or plant disease
would cause the field to appear as more than one region of
uniformity.) However, no smoothing is desired in the edge
area in order to preserve the distinct boundaries. The
type of filter chosen for processing of noisy images
significantly affects the amount of edge degradation in the
processed image.

The extent to which an enhancement algorithm preserves
edges can be evaluated by an "edge figure of merit" (EFM)
algorithm., (5) The EFM establishes a means of image
comparison by detecting the amount by which an edge was
smoothed. 1In addition to detecting smoothed edges, the EFM
may detect "false" edges due to noise. These combined
effects contribute to the calculation of a relative EFM
value which is used in drawing conclusions about the
effectiveness of each algorithm,

' This report provides a quantitative comparison of
several different noise suppression algorithms. Sectio: 2
provides a brief description of the development of a
digital noise filter. Section 3 explains the manner in
which the filter performances were quantitatively compared,
and section 4 outlines the development of each filter
compared in this study. A discussion of the results is
given in section 5. The appendices contain the listings

for all computer programs used in this study.

\"J
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2.0 DIGITAL SPATIAL FILTERING TECHNIQUES

The purpose of this section is to briefly outline the
considerations involved in the development of a spatial
digital filter. Although many different types of image
processing algorithms exist (1), this study focuses only on
spatial filtering techniques. A large number and variety
of algorithms have been developed to perform this type of
filtering. The SAR image to be digitally enhanced is
contained in a two-dimensional array of values representing
the reflected power at each discrete area of the target.
Each element of the array is a pixel in the image. Usually
the image is been scaled to accomodate the display system.

The term "image enhancement" is the process of
suppressing the image noise while retaining the signal. To
best illustrate the procedure used in developing a specific
filter for a particular application, it is helpful to
examine the development and implementation of a simple, yet
effective, filter =~- the "equal-weighted" or "box
filter."

Consider an NxM image f(i,j) containing both the
signal and multiplicative noise. The enhancement procedure
is to generate a smoothed image g(i,j) in which the gray
level at every point (i,j) is the average of the gray

levels of f contained in a predefined neighborhood of
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(i,3). (For this study, the neighborhood of (i,j) includes

the point (i,j).) That is,

gu,n-—'f—z f(n,m (2.1)
(ﬂ.!)c’.S

where § is the set of coordinates of points in the
neighborhood of the point (i,j), and T is the total number
of points defined by the coordinates in S (7).
Computationally this process involves calculating an
average for each nxm region of the image. The nxm region
is referred to as a "window" because of the way in which
the entire image is viewed nxm pixels at a time,

To generalize the filter, the filter window is defined
in terms of an nxm array of weigl.ited values (fig. 2.1).
Each cell in the window contains a value which determines
the degree to which the image gray level at that coordinate
influences the average. By changing the window weight, it
is possible to change the filter characteristics.
Subsequent sections of this report examine the
determination of window weightings for several different
filters.

As an example, consider a 5x5 window with a gaussian
weighting to be used in filtering a 100x100 pixel image.
By dividing each element in the window by the sum of the

window elements, the window is normalized so that it sums
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to one, The operation to be performed is a “"moving
average." Visualize placing the window on top of the
image, starting with the upper left corner and moving
across the image. At each position of the window, the sum
of the products for the ovarlapping cells can be
calculated. Since the window has been normalized, this sum
will equal the weighted average of the values for the
pixels "covered" by the window. The values in the window
determine how much each covered image pixel is weighted in
the average. For the normal weighting used in this
example, the points farther from the center of the window
have less influence on the average. Each sum is a point in
the output image. Moving the window across generates a
line in the output image., Once a line is output, the
window is moved back to the left side cf the image, down a
row, and then across to generate the next line of output
(fig. 2.2 illustrates the operation). At this point it ‘is
clear that the window will not be able to cover enough
points at the end of a column or row for determining an
average (fig. 2.3). These end points can either be copied
directly into the filtered image or discarded, making the
filtered image smaller by an amount equal to one less than
the window size. (To prevent false edges from being
created, the filters used in this study discard the end
points).

With a basic idea of why windows are used in image
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processing, the computational requirements for the
implementation of a window operation can be examined. One
of the most fundamental considerations for image processing
is memory management, Typically a SAR image is quite
large; usually there are over 500x500 pixels, while an
image containing 2000x2000 pixels is not uncommon. To
store an entire image in memory while it is being processed
can take up many megabytes of storage space. Obviously
some thought must be given to how much of the image is
needed at any one time for processing. Most images are
stored sequentially. That is, the top record or line of
data is read first while following lines are read in the
order that they appear in the image (fig. 2.4). Therefore
the algorithm must also take into account the order in
which the data is read.

One of the most efficient algorithms to deal with
window operations is a two-dimensional circular queue.

This data structure is a "first-in-first-out" construct.
ginca only the rows covere¢d by the window are being
processed at any one time, this is the only data which
needs o be in memory.

All of the programs presented in this paper utilize a
circular queue to implement various types of window
operations. A straightforward illustration of the queueing
technique as applied to a spatially invariant

two-dimensional convolution is presented in Appendix A,

-
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This filter is better shown in the section on the
equal-weighted filter, but this simple example program
makes the queuing operation more obvious. 1In the next
section of this report, the performance criteria for the
digital filters are presented, and the development of the

edge figure of merit algorithm is outlined.
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3.0 Performance Criteria

All of the filters cowpared in this study improve the
signal-to-noise ratio of SAR imagery. However, the degree
by which edges are degraded differs from one filter to the
next, This section outlines the procedure used in
developing a "fair" test of the edge preserving qualities
of each filter.

The most difficult question asked when developing a
"fair" test deals with the amount of filtering done in the
homogeneous areas of the image. This is an important
consideration, since a filter might appear to perform much
better based solely on the results of the edge figure of
merit (EFM) test. The EFM algorithm used in this study is
based on the mean-square distance EFM developed by Pratt
(5) defined as

1 E 1
MX(II;IA) i=1 l+ﬂd!(i)

F=
(3.1)

where I, and I, represent the number of ideal and actual
edge map points, @ is a scaling constant, and 4 is the
separation distance of an actual edge point normal to a
line of ideal edge points. The scaling constant was chosen
to be a=1/9 to provide a relative penalty between smeared

edges and isolated, but offset, edges.
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Since filter parameters dirfer widely from one
algorithm to the next, a filter may not do as much
smoothing in the homogeneous areas as another filter, If
too little smoothing is performed, then the presence of
noise will cause the detection of false edges, leading to a
lower EFM., To validate the results of this study, each
filter was applied so that the amount of filtering
performed in homogeneous regions was approximately equal.
Equal amounts of filtering were most important in the
adaptive filters where a great deal of flexibility exists
in the filter characteristics. For more rigidly defined
filters, the window size is used as a common factor, while
it still might be true that a filter operating on a 5 x 5
local area of one type does as much filtering as a 7 x 7
filter of another type.

The input images used in this study were 144 rows by
144 columns, containing only one vertical edge near the
center of the image. The edge ratios used in this study
were 3, 6, and 9 dB, with the number of independent looks
equal to 1 and 4. A total of 6 images were processed by
each filter for various window sizes.

Once the filtered images were produced, they were
processed using a differential operator (see App..A). For
this study the 2 x 2 Robert's gradient was utilized. The
gradient images became the input images for the edge figure
of merit program which generates a binary image by
thresholding the gradients. That is, if a gradient point

10
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was found to be greater than or equal to an edge threshold,
that point was set equal to a valiue representing the
existence of an edge. Otherwise the point was set equal to
zero. This operation resulted in the generation of an
"edge map" which, when displayed as an image, shows edges
as bright areas and homogenecus areas as dark. Since the
original images contained only one edge, the optimum result
would be a single vertical line at the edge's location in
the image. In practical cases, however, the actual edge is
not completely identified.

The threshold chosen in the generation of the edge
map radically influences where edge points are identified,
since too low a threshold highlights smaller gradients
which might be false edges, while too high a threshold may
miss some edges which actually exist. Therefore the edge
figure of merit routine has two distinct, yet related
tasks. The best threshold is sought in order to obtain the
best edge map and the highest EFM, while the EFM is used as
a way of determining the best threshold.

The EFM routine implemented for this study uses a quadratic
search for finding the best threshold in order to minimize

the number of passes through the images, since each EFM
calculation for a particular threshold requires processing v
the entire image. Once the best threshold was calculated

for the 3 dB image, the same threshold was applied to the 6

and 9 dB images. These calculations allowed comparison of

the filter's abiiity to preserve low contrast edges. The

11
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optimum threshold was also found for the 6 and 9 dB images
so that further comparisons could be made. As an
additional factor of comparison, the amount of computer
processing time was recorded, yielding a relative measure
of cost., The results are presented and discussed in
Section 5. 1In the next section, the development of each

filter is examined separately.

12
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4.0 FILTER IMPLEMENTATION

In this section, each filter compared in this study is
discussed separately. Complete program listings are given
at the end of the report in Appendix A. The filters
presented in this section were written, tested and
implemented using a HARRIS 230 minicomputer and FORTRAN 77,

Some routines were converted from existing programs, while
others were designed from information supplied in reports.
(Specific source references are made where applicable.) 1In
each case, an attempt was made to make the algorithms as
general as possible with emphasis on readability. To
achieve both generalizability and readability, the programs
should be viewed as a package, since program layout and
structure are common for most of the filters.

Computational efficiency was an important consideration in
the original design, and while specific algorithms could be

optimized slightly, the common design approach does yield a

usable product.
4.1 The Equal-Weighted Filter

The equal-weighted filter, often referred to as a box
filter, is probably the most widely used spatial filter.
The term "equal-weighted" describes the filter weighting
function applied over each local area. 1In this filter, all

13
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points in the area of the window are each weighted equally,
resulting in the average for the area being the output

point., The second term, "box filter," views the filter as
a discrete two-dimensional convolution with a box function.

This is given by the relation

N-1

M-1 N-
f(l,j)=9(i,j)=2 ¥ f(mn) 9(x-m, y-n) (4.1)
m=0 n=0

for i=0,1,2,...,M-1 and j=0,1,2,...,N-1 where g(i,d)
represents the SAR image as a two-dimensional function and
£(i,3j) is the box function. The MxN array given by this
equation is one period of the discrete, two-dimensional
convolution (7). The equal-weighted filter performs a
moving avefage over the entire image, smoothing edge points
as well as homogeneous areas. This procedure makes the
implementation of the filter straightforward, since only
one pass through the filter window is required for each
local neighborhood. It should be noted that this filter
program is a straightforward application. The code can be
optimized by moving some operations out of the innermost
loop, resulting in a slight increase in efficiency. This

optimization was not done here in order to maintain program

readability.

4.2 The Median Filter

14
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The median filter is another commonly used filter, but
in many respects it is quite different from other filters,
The operation performed by the median filter is to replace
an image point by the median value of the points in the
local area, lThat is, for the points contained within the
filter window, the point is found for which there are an
equal number of pixels with lower intensities as there are
pixels with higher intensities.

In developing this filter, the question of window size
must be addressed. Completely different programming
approaches are required in order to optimize the filter for
either small or large window sizes. This consideration is
important, since the median filter, though simple in
concept, requires a significant amount of computational
overhead. For a small window size, it is easiest to sort
the points and retreive the median. For larger window
sizes, the increasing number of points makes this
multi-pass approach very inefficient, and it becomes more
desirable to generate a histogram of the points and sum
counts until a median is found. The trade-off in central
processing unit (CPU) time is summarized below for the

relatively small 144 x 144 pixel images used in this study:

WINDOW SIZE SORT METHOD  HISTOGRAM METHOD
3x3 23.16 sec 67.08 sec
5x5 90.64 79.14
7%7 271.37 96.55
15
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Larger images increase the need for computational
efficiency. 8Since a more general approach was desired for

this study, the histogram method was implemented,

4.3 Lee's Edge Filter

Most filters developed for the enhancement of SAR
images take a general approach to the suppression of
speckle; no special consideration is given to the filtering
of edge areas. The local statistics algorithm developed by
Lee (2) attempts to iderntify edges so that less smoothing
can be done in these areas.

To determine if an edge is present for a local area of
the image defined by the filter window, the local
statistics are first calculated. An edge is defined as a
point of transition between two areas of differing
properties. The property examined by the local statistics
algorithm is the pixel intensity. If an edge exists within
the local area, then a transition is present between
relatively high and low pixel intensities. This results in
the local area having a higher pixel variance. 1In this
manner edges may be identified as being present within the
local area by establishing a threshold for the variance.

Lee also presented a statistical model based on the
signal dependency of speckles (3). Using the model given
by (Eq. 1.1), an extension may be made to find the a priori

16
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mean and variance

x=

<IIN|

(4.2)

and

. Var(z) +z?2
var(x) = Var(v) + v2 (4.3)

where Z and Var(z) are approximated by the local mean and
variance of the speckle corrupted image. The parameters X
and V are the means of the desired signal and the noise,
while var(v) is the variance of the speckle noise. By
linearizing the observed pixel z using the first-order

Taylor series expansion about (X,V):

Z=VX+X(v-V) (4.4)

and

var(z) =E[(xv - XV)?] |
=Elx?] EIv?] -%2v2, (4.5)

which can be further simplified if the window is assumed to
cover an area of constant average intensity. Therefore,

17
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and

var(z) =x2(E(v?) - v?)
=%2 var(v)

var(z)
var(y) = _iz

Equations (4.5) through (4.8) are used
multiplicative noise model, while also
simplified expression for Var(v) which
complete Eq. (4.4). From Eq. (4.7) it

determined that

Y
var(v) N

where N is the number of looks for the
information, along with the assumption

(4.2), leads to the final equation for

X=X+k(z-X)

with

18

(4.6)

(4.7)

(4.8)

to justify the
providing a
is needed to

can be further

(4.9)

SAR image. This
that v=1 and Eq.

the estimation of x,

(4.10)
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" var (x)
X2 var(v) + Var(x)

K= (4.11)

This allows the actual signal to be estimated for a pixel
by knowing the local mean and local variance for the filter
window and also knowing che average number of looks for the
SAR image. The best results were achieved by setting the
number of looks parameter equal to an exact value
calculated from the statistics for the SAR image being
processed. The edge preserving quality of Lee's filter is
achieved through his use of the lccal statistics of the
homnneneous areas of the image. If the local area is
determined to be homogeneous based on the variance test,
then the statistics for the entire window area are applied
to the model in obtaining the estimate for the signal, If
an edge is present, then its orientation is found by
applying a 3x3 gradient mask to a 3x3 array of subareas
calculated from the window. Fig. 4.1 shows the steps taken
in obtaining the edge orientation. Once the edge position
and orientation are known, statistics are calculated for
the homogeneous portion of the local area. The new
statistics are calculated by masking the edge points in the
window when calculating the new mean. These masks are
given in fig. 4.2, These statistics are applied to the
noise model to obtain a new estimate for the signal. Since
this new estimate is only dependent on the homcgeneous
area, there is less degradation of the edge information.

19
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After a 3x3 gradient mask has been applied to determine the
edge orientation, the pixels perpendicular to the edge are
compared to one another to determine on which side of the edge
the center pixel lies.

Fig. 4.1 Steps used in determining edge orientation. (2)
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The entire procedure is flowcharted in fig. 4.3,

For the purposes of this study, the implementation of
Lee's filter was designed with an emphasis on flexibility.
The window size was allowed to vary so that comparisons
could be made based on this parameter. The edge threshold
value, used as an input parameter for determining the
presence of edges, is modified based on the results of
previous executions of the program which report the
percentage of the image assumed homogeneous., Since the
images used in this study contain an exactly defined number
of edge points, this allowed the results to be kept

consistent for all applications of the filter.

20
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Figure 4.3 Flowchart of Lee's filter
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4.4 The Adaptive Filter

The operation of the adaptive filter is as the name
implies; the filter is adapted to the local area based on
some criteria. The filter developed in this study uses the
local statistics of the area defined by the filter window
in order to determine the filter window weightings. (1)
For each local area of an image, the local number of looks

is calculated using the relationship

72

Np = —— 4.12
L var(z) : '

where N, is the local number of looks, Z is the mean of the
area defined by the window, and var(z) is the variance of
the local area. Using the value Ny, an index into an array
of filters is chosen. The filter weightings range from an
equal-weighted filter to a filter which does no averaging.

The filters defined within this range are weighted using

F(x) =g X (4.13)

21



The rate of decay of the exponential determines how heavily
surrounding pixels are weighted in the local average and,
hence, how much smoothing is done for the pixel being
processd. Figure 4.4 illustrates this for the
one~-dimensional discrete case, but an extension can easily
be made to two dimensions.

T adaptive filter preserves edge information by
applying a filter window which affects less averaging for
the local areas with a lower Ny (higher Var(z) ), while
homogeneous areas receive more averaging, since a more
uniformly weighted window is chosen for those areas.

Several different parameters are involved in the
definition of the adaptive filter, allowing a great deal of
flexibility in the characteristics of the filter. The
window size is variable, while the number of filters to be
used is also variable. A larger number of filters allows a
more continuous smoothing effect. Tc generate the filters,
the first and last filters are generated, with the first
filter equal-weighted, and the last filter weighted so that
no averaging is done. The weightings of the filter windows
within this range of filters were specified by the value,
alpha, which relates to the rate of decay of the
exponential. Alpha is first calculated, based on the

relationship,

22
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where w is the equivalent resolution for a box filter,

Alpha is then found by evaluating the integral

(=]
w=2[e "% dx (4.15)
0

Quantizing alpha gives

a =Ky Index (4.16)

where Ko is a constant evaluated fcr the case where a=.5
when Ng=N, the number of looks for the image. The
motivation behind these choices of values is based on the
constraint that when the local variance (described by Nj)
is equal to the average of all the local variances
(described by N), then the filter applied to this area
should be the filter in the middle of the range of filters.
This yields

Ko‘% _Aﬂh. (4.17)

with
_ Max(Ng) - Min(Ny)
# Filters

Ay (4.18)

23
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Collecting terms produces

2 Ay
a YN Index (4.19)

which describes the filter shape for each filter. 1In order
to generate a complete range of filter shapes, the program
uses the user-supplied parameters, w and 4, . The other
filter characteristic which may be modified is the rate of
filter usage. By calculating the local statistics, the
local number of looks may be found from

N£=—22- (4.20)

var(z)

which is used to select the filter to be applied to the

area,

Filter = # Fllters-—zl- (4.21)
N

Here the only parameter to be varied is Ay , which also was
used in the filter generation. The parameters, w and Ay ,

are both factors used in the generation of the filter

24
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weightings, while only a, is needed for the determination
of the filter usage. To accommodate this parameter
dependency, the filter usage should first be determined.
Once this characteristic is resolved, then the amount of
averaging desired for the image may be regulated by varying

the parameter w,

4.5 The Edge Adaptive Filter

This filter combines the edge-locating attributes of
Lee's edge filter with the filter flexibility of the
adaptive filter. Once Lee's edge filter determines the
presence of an edge within the local area, the edge
orientation can be found. With this information, it is
possible to develop an adaptive filter algorithm which uses
non-isotropic filter windows so that the edge pixels within
the local area receive less averaging than those of the '
homogeneous portion within the window.

Assume that for a particular local area of an image,
a vertical edge has been found to exist on the left side of
the window area (Fig. 4.5). Depending on the local
statistics for the window region, the adaptive filter of
Section 4.4 would apply an isotropic filter window to the
area. However, since it is known which pixels are part of
the edge, a non-isotropic filter window may be defined

which does less averaging for the edge points. An

25
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exponential weighting function similar to the one used for
the adaptive filter is utilized. However, the edge
adaptive filter applies an exponential weighting function
with a steeper decay on the pixels containing the edge
(Fig. 4.6). This weighting is accomplished by first
calculating a new set of statistics for the homogeneous
porti »f the window, establishing the weighting factor
for the right-hand side of the window. For the remaining
pixels within the window, filter weightings are applied

using weightings for the filter defined by

Fe=# Flliters -Fy+1 (4.22)

where Fy is the filter index chosen for the homogeneous
portion of the local area, and Fg is the filter to be
applied to the edge area,.

The parameters needed to define the edge adaptive
filter are very similar to those used for Lee's edge filter

and for the adaptive filter.
4.6 The Sigma Filter

The chief attraction of the sigma filter developed by
Lee (€) is its simplicity and speed. The pixel to be
processed is replaced by the average of those neighboring

pixels having their gray level within two standard

26
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deviations from that of the concerned pixel,

The sigma filter is based on the multiplicative noise
model for speckle in SAR images as presented in Eq. (1.1)
with the assumption that the multiplicative noise, vy  ,
has a mean of 1 and a variance var(v), From this it follows

that

Z=%XV=X (4.23)

and

var(z) =E[(xv - XV) 2]
=E[x2] E(v2] -%x2y2 (4.24)

For a small local area, the signal may be assumed nearly

constant, allowing E(x?)=%? -, which reduces Vvar(z) to

var(z) =%2 var(v) (4.25)
or
0z 0z

Equation 4,26 describes the standard deviation of

27
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multiplicative noise in SAR imagery as the ratio of the
standard deviation of z and the mean of z.

It is assumed that z2gy is the a priori mean of x4
and also that pixels in the window with gray level within
two standard deviations from 2z ; are from the same
distribution. Since the speckle noise is multiplicative in
nature, the two-sigma intensity range from Eq. (4.26) is
(zq,5= 20, 2§, 40 24,4+ 20, 24,4). The average of pixels in
this intensity range replaces the center pixel as the
smoothed value of z4,5 (6).

The implementation of the sigma filter requires that
the relative limits for the distribution of o, be
established at the onset of program execution. In the
filter implemented by Lee, a normal distribution was
assumed. For comparison, a chi-square distribution was
also modeled in this study. Additionally, a threshold K is
established to deal with the presence of spot noise in the
filtered image. The retention of spot noise is due to the
fact that the gray level of the spot noise is significantly
different from its neighborhood pixels. If the total
number of pixels within the two-sigma range is less than or
equal to K, the center pixel is replaced by the average of
its four neighbors,

The sigma filter was applied to the test image usinag
a wide range of configurations. Both chi-square and normal

distributions were modeled, while the threshold K was set

28
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to 3 for the 7x7 window and 2 for the 5x5. Results are
presented for a single pass and for a second pass of the

filter.
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5.0 RESULTS, CONCLUSIONS AND RECOMMENDATICNS

This final section presents the results of the filter
performance comparisons, The results are shown in plots so
that comparisons can be more easily made. The edge figure
of merit value is expressed as a percentage shown on the
vertical axis, The EFM is plotted versus the edge contrast
ratio for varying filter window sizes and number of looks.
The EFM is also shown with respect to the window size for
varying edge rs>tios and number of looks. These results are
summarized in fig. 5.25 which ranks the six filters using
several different criteria. A value of one indicates the
best performance by a filter,

There were two methods used in obtaining the EFM
values. The first method calculated the best edge
threshold for the 3 dB image and applied the same threshold
to the 6 dB and 9 dB images to determine their EFM, The
second method found the optimum threshold at each edge
ratio and used this threshold in calculating the EFM.
Results are plotted for both methods.

Figures 5.23 and 5.24 show the central processing
unit (CPU) time required of each algorithm. This is first
shown in terms of the actual time (fig. 5.23) reported for
each alyorithm using various window sizes. The values are
then scaled and shown in fig. 5.24 as a relative time

versus window size. The relative time factor is determined

30
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by dividing the time required for each algorithm by the
time required for the equai-weighted filter of the same
size., The scaling factor varied with window size,

The results should be analyzed carefully, since the
wide diversity of filtering methods leads to a large number
of factors which should be considered in the evaluation of
each filter, Several general observations can be made
about the results, As expected, the higher contrast edges
yi . a higher edge figure of merit, Also, the four-look
images, since they are not as noisy, show a higher EFM,
These variations are independent of the filter type.
Howev~ r, allowing for this inherent EFM improvement, it is
still possible to draw some curclusions about how well a
particular filter type performs relative to edge quality,
Another general observation is that all filters yielded
results which were, to varying degrees, better than those
obtained from *he unfiltered images, As a final overall
observation, it should be noted that for most filters an
increase in the filter window size led to an increase in
the edge figure of merit. This improvement can be
explained by the fact that, since a larger window usually
allows more averaging, fewer false edges are detected. For
reasonably sized windows, the suppression of false edges is
usually enough to outweigh the contrast loss caused by a

larger window performing more smoothing.
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5.1 Evaluation of Equal-Weighted Filter Performance

The results for the equal-weighted filter are
important, since it is the most widely used spatial filter
and may be used as a standard for comparison. The
popularity of the equal-weighted filter is justified by the
results, The filter, even though it makes no assumptions
concerning edges, averaging all pixels equally, still
yields a fairly good EFM when compared to the other
algorithms., This performance is clearly evident from the
results, For the low contrast edges, the equal-weighted
filter provides results which are only a few percent higher
than those of the other filters. (A percentage value given
for comparison is a value difference read from the
graph--not a ratio of the EFM for each filter.) For 6 dB
edges, however, the equal-weighted filter is superior by as
much as 20 percent. As the edge sharpness is increased to 9
dB, the results of the other algerithms improve
dramatically, though the equal-weighted filter still earns
a comparable EFM.

A compariscn based on filter window size also shows
the effectiveness of the equal-weighted filter. A 5x5
pixel window gives an EFM very nearly equal to that for the
more complex filters, while the 7x7 window gives results
which are as much as 20% higher than those of the other

filters (fig. 5.2). A 9x9 equal-weighted window was not
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applied in this study, so a definite comparison cannot be
made for large window sizes,

Fig. 5.25 shows that the equal-weighted filter
performed best for the N=1 images. This conclusion is not
as evident from the plots, since fig. 5.25 was based on an
average for all the N=1 data. The fact that the
equal-weighted filter obtained top ranking in this catagory
is not surprising when it is considered that in order to
prevent false edged from being detected, more averaging is
required. The equal-weighted filter performs more
averaging than any other type of filter using the same
window size,

As a further benefit, when processing cost is
considered a factor, the equal-weighted filter algorithm
turns in the best times of all the filters considered. 1In
some cases, the algorithm is over three times faster, This
filter has another advantage in that it is very easy to'
apply, since the only parameter is the size of the window.
This can sometimes be an important consideration when
compared to the more complex edge filters utilizing several

different parameters.
5.0 Evaluation of Median Filter Performance

The median filter is also quite common and simple to

use. However, the results of the EFM were nearly the
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lowest of those from all the filters., This is evident from
the plots which show that the median filter gives better
results for larger window sizes and greater edge ratios.
This improvement with window size and edge ratio is
probably related to the nature of the EFM as discussed
earlier in this section, since the improvement is not
nearly so dramatic as for the other filters. Fig. 5.25
shows that in every catagory compared, the median filter
earns a low ranking. 1In addition, the large overhead in
processor time tends to discount this filter as a practical

alterna ive to the other filters.

5.3 Evaluation of Lee's Filter Performance

Lee's edge filter compares well to the other filters.
This was expected, since special processing is performed
for edge areas. However, for smaller windows the algorithm
does not do as well as the box filter. 1In fact the lowest
overall EFM values are for Lee's filter using a 5 x §
window (fig. 5.1 and 5.25). This poor performance is
probably due to the fact that with a smaller window, there
is a greater chance that a false edge will be detected by

Lee's filter. This speculation receives some justification
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when it is noted that for the less noisy N=4 images and for
more distinct edges, the equal-weighted filter is not as
significantly superior to Lee's filter.

As the window size, edge ratio or number of looks was
increase !, the performance of Lee's algorithm improves
dramatically as shown in the plots. 1In snme cases, Lee's
filter had an EFM as much as 40 percent greater than that
of the other filters (fig. 5.5). A conclusion that may be
made about this filter is that it is prone to the detection
of false edges, but by using less noisy images (larger N)
with higher contrast edges and a larger window size, quite
good results can be attained,

The time for processing Lee's edge filter might bg
considered too long--especially since a larger window size
and more CPU time is required in order to achieve the best
results of the filter. It should also be noted that the
CPU time shown for Lee's filter is somewhat misleading,
since the parameters for Lee's filter were adjusted for the
mostly homogeneous test images. These images are not very
realistic, since most SAR imagery contains more edge
information., Between 3% arnd 7% of each test image was
known to contain edges while roughly 20% to 60% of an
actual image may have edge information. For actual
imagery, the required CPU time is much closer to that for

the more time consuming filters compared in this study.
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5.4 Evaluation of Adaptive Filter Performance

The adaptive filter also yields a high EFM, but unlike
Lee's filter, achieves good results for the smaller window
sizes. The adaptive filter earned the best ranking for low
contrast edges (fig. 5.25), and when the rankings for all
the comparison criteria are averaged, the result is 2,75
(The result is 2.0 if the computer time is not included in
the avaerage,).,

Again, noisy images and low contrast edges tend to
lead to inferior performance, since the adaptive filter
also uses the local statistics method in order to determine
the amount of smoothing to apply to an area. Larger window
sizes improve the performance of the adaptive filter for
these images.

The amount of CPU time required for the adaptive
filter is quite large. This is especially true when
compared to that of the equal-weighted filter, but also
true when compared to the time required by Lee's filter.
However, since Lee's algorithm requires a larger window
size to get similar results, this disadvantage is slightly
offset. For the adaptive filter, the processing time
required for larger windows becomes even harder to justify,
but some of the best results were achieved using this

filter configuration (fig. 5.9).
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A disadvantage of the adaptive filter is that it is
relatively difficult to establish the filter
characteristics, This disadvantage can be minimized by
gaining experience with the filter, but often it can still
take at least one initial pass with the filter before

optimum filter characteristics may be determined.

5.5 Evaluation of Edge Adaptive Filter Performance

The edge adaptive filter gave some of the best results
of all filters compared. For the N=4 images with a 5x5
window, this filter earns the best overall EFM (fig.
5.10). The improvement is slight, and in general the
unmodified adaptive filter produces better results. As is
shown in figure 5.25, the edge adaptive filter earned the
best ranking for small window sizes, but the filter also
obtained the worst ranking for noisy images. CPU time is
not significantly higher than that for the adaptive filter,
while the smaller window size allows good results without

vsing a great deal of processor time.

5.6 Evaluation of Sigma Filter Performance

The results for the sigma filter are somewhat
discouraging. This is shown in figure 5.25. Even though

the filter is quite fast, two passes are required in order
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to receive results comparable to those of the other
filters. Two passes more than doubles the amount of
processing required, yet the results are still inferior.

In fairness, it should be noted that the poor results are
probably due to the presence of spot noise which the EFM
routine detects as false edges. Lee gives several
techniques for reducing spot noise, which if applied, might

lead to better results for the EFM test.
5.7 Recommendations

Having reviewed each filter separately, several
conclusions and recommendations can be made. Figure 5,25
cannot by completely relied on, since it was compiled from
averages for all values given for each particular
parameter. Optimum combinations of parameters are not
shown by these rankings. In addition, rankings were not
calculated for large window sizes.

If processing time is not a factor, then it can be
assumed that a large filter window should be used, since a

higher EFM results by using the larger windows. Lee's |

algorithm gives the best results for the noisier images,
while the adaptive or the edge adaptive would be better for
less noisy images. If a smaller window size is preferred,
then the equal-weighted filter should be used for noisy

images. 1If processing time is an important consideration,
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then the equal-weighted filter is clearly the best choice.
The main basis of comparison in this study was the
edge figure of merit, Though the dcsirability of an
algorithm should not be determined solely from this
criterion, some indication is given as to how well each

algorithm will filter edge arcas.
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FILTER PERFORMANCE RANKINGS

Technigue

1. Equal Weighted

2. Median
3. Lee's
4. Adaptive

5. Edge Adaptive

6. Sigma

Low High Small Computer
Contrast Noise Window Time

3 1 3 1

6 5 4 4

4 2 6 3

1 3 2 5

2 6 1 6

5 4 5 2

NOTE: The rankings for each column were determined by

averaging the results for that parameter. The results for

optimized thresholds were not included in the averages.
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Program
Name
CONVO
DIFOP
EFM
EQUFLT
MEDFLT
LEEFLT
ADPFLT
EADFLT

SIGFLT

APPENDIX A

Listings for computer programs

Description

Example of an equal-weighted filter

Discrete differentiation of an image

Calculate the edge figure of merit

Equal-weighted filter

Median filter

Lee's edge filter

Adaptive filter

Adaptive filter with a non-isotropic filter window

Sigma filter

All required subroutines are listed after each mainline.

However, modules that are common to several routines are given

at the end of the appendix.
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THIS IS A PROGRAM TO PERFORM A TWO-DIMENSIONAL SPATIAI
CONVCLUTION ON A REAL ARRAY,

SUBROUTINE CONVO (QUEUE, WINDOW, OUT, WNDSI1Z, SIZE,
DUMMY1l, DUMMY2, OUTSIZ)

THE DUMMY ARGUMENTS ARE USED IN THIS IMPLEMENTATION IN
ORDER TO ALLOW VARIABLE ARRAY DIMENSIONS.

IMPLICIT INTEGER (A-2)
REAL TOTAL, QUEUE (WNDSIZ, SIZE), WINDOW (WNDSIZ,WNDSIZ)
REAL OUT (QUTSIZ)

INITIALIZE CIRCULAR QUEUE WHICH WILL STORE A HORIZONTAL
STRIP OF THE INPUT IMAGE,.
PO 10 X = 1, WNDSIZ

READ (1) (QUEUE (X, WRD) , WRD = 1, 51%ZE)
CONTINUE

INITIALIZE RECORD COUNT AND QUEUE POINTER.

REC = 0
QREC = 1

BEGINNING OF OUTERMOST LOOP, SET THE TEMPORARY QUEUE
POINTER EQUAL TO THE FRONT OF THE QUEUE,

TMPQRC = QREC
PROCESS A ROW OF THE IMAGE
DO 60 START = 1, OUTSIZ

PROCESS THE CONTENTS OF THE WINDOW. INITIALIZE THE SUM
OF THE WINDOW PRODUCTS TO ZERO.

TOTAL = 0.0
DO 80 WREC = 1, WNDSIZ
WWORD = 1
DO 50 QWORD = START, START + WNDSIZ - 1
TOTAL = TOTAL + QUEUE (TMPQRC, QWORD)
* WINDOW (WREC, WWORD)
WWORD = WWORD + 1
CONTINUE

UPDATE THE QUEUE POINTER

TMPQRC = MOD ( TMPQRC, WNDSIZ ) + 1

CONTINUE
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OUT (START) = TOTAL

CONTINUE

WRITE THE OUTPUT RECORD AND READ IN A NEW ONE

WRITE (2) (OUT (WRD), WRD = 1, OUTSIZ)

REC = REC + 1

READ (1, END=200) (QUEUE (QREC, WRD), WRD = 1, SIZE)
UPDATE THE POINTER TO THE FRONT OF THE QUEUE

QREC = MOD ( QREC, WNDSIZ) + 1

LOOP BACK FOR ANOTHER RECORD UNTIL AN EOF IS REACHED
GOTO 20

PRINT,'* # * A LLDONE®#*w
PRINT, 'THERE WERE', REC, 'RECORDS WRITTEN'

STOP
END
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Se PHERITT, CR SCREL CIFPPSATAYIAL 2V 24T70RS5,
EITHER OF CRACIEMNYS CR CF EI)GF ANCLES,
PARAVETERP CEFINITIEN
YPL N CL2SEN RANCE \ CESCRIPTIUN
\ \ \
\ \ \
\ \ \
\ \ \
A\ \ \
\ \ \ ORIGINAL PAGE 15
\ \ \ UALITY
. g \ OF POOR Q
\ \ \
\ \ \
\ \ \
\ A\ \
\ \ \
\ \ \
NCN=LTICAL VAR]ABLSES
\ \ \
] \ \
\ \ Y
\ \ \

SLERCUTINLES RPEQUIAEC
CESCRIPTICA

W R e R R R e W e e e e

CCZSSES TRC IMAGE

fo MXWSTZe BLEQUCY ALFWAL
F2E # AAXWINCCWSIZE
INCCWSILE FAXWINGEWS I 2E
Si2=512)

s5iZ2=3)
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A28

Pk TSR (PLFLULsMARSE ? Xwill)
PALAYETFER (PLFUNLsMYSIIo2xRS1 LD

INTEEG RECTs TIWEIVAXSIZY,y CPMLMe CLTTYI
INTELCR S12€« CUTSILZy WNTSILe BARARSIE
INTFCER SLELCIRUFCLL Y LIACERL "UFEWALY

:nm AL PAGE 5
‘ QUALITY

INTECERD ) INFAMELA)y CUTFRMLLE)

ILTELFER TIYIN. TYYELTY
CAT A TYvihe TTYOLTY 1% 18/

R ITe EYIYCUY+6CL)

FCRPAT (1o *ENTER THE FILCMAME FLR IAMUT (KLAT 9¢ an CLE FILEDY)
REAZ (TTYINeZ21D) INFNA

FCRMAT (134A))

WRITE (TTIYCLTLT7CD) INF M

FCRMAT (1Xe12A1) )

RRITE 1TTYCLY#aC2)

FCHMAT (LYo 'EATER ThHe FILEMANME FC? CLTPUT (MLST 3% 2 NEW FILEDY)
REAT (TTYIANRELD) MUY NH

WRITE (YTYLUT«76G3) CUTENM

RRITE (TTYCLTen10)

FCRAPAT (LA, "ENTER THME ES12C QF THE INPUT 178G *)
FELAC (TTviNhes) S12F

WRITE (TTYCLTLT71C)  SIEE

FCAMAT (1%e14)

IF (3127 oGT. MAXS12) TEHEN
WRITE CTTYCLT.£€15) AaAXS1Z
FCRAMAT (iXe'% © & Z A R J T = = TEF MAXIWLY SI2FE = *4]5)
CCTC 1C1C
EMNLC IF

RPITe (TTYCUTe027) )
FCAMAT (1Xs"SNTFR THE ANUMBER CF THE CIFFERENTIAL CPERATCR"o /.
L I1¥«'] = RCBERTSe 2 = PRERITT, 3 = SIBEL')

REAC (TTYIN, =) CPAMUV

WRITE (TTYCUTH710) CPALY

IF (LCFAMUY oGTe 3) «CFe (DPALY «LTe C))  TEEM

WRITE (TTYCUT«628)

FCANMAT (1Xoe*% & % ¢ R R CR = = DIFF C? MUMBERS ARF 14243%)
GETS 1€10

ENC IF

IF (CPMyF 430, 1) Tk=N
WhESILZ = 2

ELS®
N
ErC irF
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aNal

C
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631
b4l
1C1C

ECFaes

R ITLAETTIYCLTy )

FCRFATULIX'CRACIENT R ANGLE? ] » RAEYIENT, 2 ahCLE")
REACITTIYINe %) CLTTYPE

WR1Te CTTIYCLTLT10) GLTTYRE

IFCESLTTIYPE ohfe 1) oANC. (CLTTIYPE JhFe 21) TH

R JTELTIYCLTy 830)

FCIFATULIXL"ERRCR = = = CUTPLY JFACE TYPf MOMILRS ARE | ANC 2
¢C TC 1CIC

EAE IF

CLTSIZ = SI2E = uUNCS1Z2 ¢ )

ARPSIZ = WANCSI2 & uNOSI2

RECS = C

ALL SURRCUTINE TC BC THE WERK

CALL CIFSUET INFiMye QUTFM#, ARRSIZe SI1ZFy RELS,
£ WACSTZe CUTSIZe TIYUUTs JLEUR Y RINNCYe TIUFe CPALM,. . CLTIYEF)

WRITE CTTYCLUT 031

FCRFAT (I¥s*s w2 A L L CCNE #» % B

RRITE (TTYLUT»04D) NUTSI2s RECS

FCRPAT (1Xo'The CUTPUT IFAGE 15 *o0%¢* WCALS Y *418,* RECCRCS')

TP
EnC

DRIGINAL PAGE IS
OE POOR QUALITY

e
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o0 plele OnOn 0 (9] OO0 2

9]

OUT (START) = TOTAL

CONTINUE

WRITE THE OUTPUT RECORD AND READ IN A NEW ONE

WRITE (2) (OUT (WRD), WRD = 1, OUTSIZ)

REC = RET + 1

READ (1, END=200) (QUEUE (QREC, WRD), WRD = 1, SIZE)
UPDATE THE POINTER TO THE FRONT OF THE QUEUE

QREC = MOD ( QREC, WNDSIZ) + 1

LOOP BACK FOR ANOTHER RECORD UNTIL AN EOF IS REACHED
GOTO 20

PRINT,'* * * A L LDONE* * ®!
PRINT, 'THERE WERE', REC, 'RECORDS WRITTEN'

STOP
END

L U .
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LLIVERESITY C(CF WENY S | l,'."'."'l_-'\lf,'.'.l AS | FCEpMAT! L t v L
RCCi&r SLIT nNCLSEL F T "5 " o
FRCCP AN ANEFECLECH AUTHCI S JeFF L T i ] S R S
PLRFCEE ¢ PERECANMS DISCNETE LIFFENENTIATION CH AN I9PLT
IMETE LSIMC RZEERTSy "HEWITTy (R SCIEL DIFFSATATIAL "LIATLRS,
TEE CLIPUT Cav 28 EIITKE? TF GLACIENTS (R E36% ANCLES,
PARAVMETLER GCEFINITIEN
haMg VvV OTYPE N CLASSN RANGE A\ C=S5CRIEBTITUN
\ \ \ \
\ \ \ \
\ \ \ N
\ \ \ \
\ \ \ A
: h ¥ 3 ORIGINAL PAGE I3
] N i \ OE POOR QUALITY
\ \ \ \
\ \ \ \
\ \ \ \
\ x LY A\
\ \ \ \
\ \ \ \
\ \ \ %
ACN=LTICAL VARJABLCS
\ \ A\ A\
\ \ \ \
\ 5 \ i N
\ \ \ \
SUNRLCLTINES PECUINEC
hEeNME \ CESCRIPTICN
SIRSLY VFOCCSSSES TRE 1MAGE
%
\
\
\
\
\
FRCCRAy TCIFLP
IKTEGER MAXSTL e MXWSTLe ALFECUC e TLFWNL
BLFCLE = MAXSITE % AAYWINCCWSIZE
PLFWAL = MAXWINCCWSIZE FAXWINGCWS I 2E

PARAVETER
PANAYETITR

{MAXSIZ=512)
(MxaSiZ=3)
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PR AYETOR (ALFLULsYAXST 20tiXwa't2)
PALAVETFR (RLFUNLE2MAYRSI 227X XKs12)

INTEGER 2205 TILF(UANSIZ). CPRLF, OLTTYI
INTESFR  SIZEs CUTSIZ. WNOSIZe ARSI

INTFCGER PLELCIRUFCLL )Y e LIANCCWE'UFWAL)

INTEGERR ) INFAMUL12)y CUTFANM(LE)

ILTrCFR TTYIN TTYCul
CATA  TYYIA TTYSUT /15, 167/

WRITe (TTYEUT e Cl)

FCRFMAT (1YX4*ENTER THE FILEMAMFE FLR IAPUT (MFLAT %¢ AN CLC FILED')
REATD (TTYINeZ1D) TRFNA

FCRMAT (1341])

WRITE (TTYCLTLT7CD) INF R4

FCRPFAT (1Xe12A1) '

WRITE TTYCLT e 5602)

FCRPMAT (LY 'éNTER ThE FILEMAME FC? CLTPUT UMLST 3% A MEW FILED')
REAT (TTYIALELD) CUTe N

WRITE (TIYSUTH703) CITFINM

WRITE (TTYCLTx10)

FCRMAT (LXo*ENTER THE SI120 OF THE INPUT I¥AGHL ')
RELC (TTYINew) Slik

WRITE (TTYCLTT1C) 51L&

FCRFAT (1Xy14)

IF (312F +GTa. MAXSIZ) TPHEN

WRITE (TTYCLTY,E15) AAXS1Z

FCAMPAT (1Xe'% = % g AR R D) A = = TEF MAXIALM SI2FE = '415)
GCCTL 1C1IC

EnL 1P

.

RPRITE (TTYCUT»02T7)

FCRMAT (1Xs'SENTFR THE AUMBER CF THE CIFFERENTIAL CPEKABTCR'4/,
{7 I1¥s']1 = RCBERTSs 2 = PREWITTs 3 = SIBEL')

REAL (TIYIN, %) CPAUV

WRITE (TTYCUT,T71CQ) CPALM

I[F ((CFMUY CT. 3) «CFe (DPANLY .LT. C)) TEEN

WRITE (TTYCUTK28)

FCRMAT (1Xe*% 2 % ¢ R R CR = = QRIFF C? ANUVYEFRS ARF 142+43°)
GCTZ 1C1¢C

ENC IF

[F (CAMUNM 237 1) TEEN
wECSTI2 = 2
tLAE

WANSTZ =
ErLE: lrf

-
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WA T
£2S FCRNMAT
REAC(T

W] Te
[ER 3L
WRITE
&3C FCIMA
CC TC
ENE ) F
13 CLTSIZ
ARRSIZ
RECS =

Nl

Y

CaLL C

£ WANCSTZs CUTSIZe TTYGUT, JLFUFR, WINNCH,

aEal e

WPITE
631 FCRMAT
RRITE
64C FCRMAT

1C1C  S§T¢P
ENC
ECF..

TIYCLT e 029}

(IXe*CRACIENT SR ANGLE? 1 = CRALC!IENT . 2 = ANCLE")

TYINe 2) CQLTTYPF

CTTYCLT.710) GLTYTYPE

TTIYPE oAZe 1) oANDC. (CLTTYPE oAFe Z0)  THE?

ETTYCLT. 630)

FOLXo "ERRCR = = = CUTPLY IMACF TYDE MI¥IERS ARE 1 ANC 2%)
1C1C

- wNCSIZ + )
UNDS T 2

"
=~
>
lar]
w
—
-

CALL SUARCUTINE TC BU THE LCRK

TESUEl INFedy OUTFN#, ARRSIZ2y S1ZF e RECS,
T3UFs CPRLM. CLTTYFF)

(TTYCUT,431)
(1¥y*'2 = % AL L CCNE =2 80)
(TTYLUT.049) OUTSIZ, RECS
(1Xy*The CUTPUT TFAGE IS *oI€,* WC2LS Y *41S," RECLAIS*)

DRIGINAL PAGE IS
OE POOR QUALITY

-
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LNIVERSITY CF KANSAS TELECCMMUNICATICAS AND INFCRIMATICN CES LARB
PRCCRAM SLITE NCISE FILTERS REF.
FRCCRAM NAME:CIFSULSE AUTHCR SJEFF WATSCN CATF 4/ /¢l
PURFPCSE CCES THE PRUOCESSINC FCR THF CIFFERSNTIAL CPERATCR
FILTER AFTLR SLINC CALLED 2Y DIFCP,
ERIGINAL PAGE IS
DFE POOR QUALITY
PARAMETER DEFINITICAN
MANE \ TYPE \ CL2SS\N RANGE \ CHoSCRIPTION
INFILE \CH=14 \R \ NINPUT FILFNAME
CQUTFILE \Ch#*13 \R \ \CLTPLT FILENAME
ARRSIZE Al AR \ \NUMBERLS OF ELEMENTS I “INCCw
NCCLS A\l \R \ A\CCLUMYNS TN INPUT TMACGE
NCUTRCH \1 i \ \RCWS IN CUTPUT IMAGE
WINCSIZE \ \R \ \WINDCWSTZE
ANCUTCCL v \R \ \CCOLUMNS IN CUTPUT INMAGE
TTIYCUT \1 \R \ \CUTPLT TC TFRMINAL FILECCC
& S | \R \ \CIRCLLAR CUEUFR
ARRVAL A\ \R \ \RINDCW ARRAY
TRUF \l \R \ \READ IN BYUFFER
CPANLNM A\ \R % \CPERATCR ANUMPER
CLTTYPE A\ \R \ VANGLE CR GRACIENT CUTOULT
\ \ \ \
NCN=LOCAL VARIAEBLES
\ v \ \
\ \ \ \
\ \ \ \
\ \ \ A
SUBROUTINES RECUIREC
NAVE \ DESCRIPTICN
GENNMSK \GENERATES DIFF. OP MASKS
GETPNT \FINCS PCINT VALUE FOR CUTPUT
CPN \N\CPENS FILE AND ASSICNS LCGICAL UNIT
UCLCSE \CLOSES FILES OPENEC WITH CPN
\
\
\
SUBROUTINE CIFSUB ( INFILEy CUTFILEs ARMSIZEys NCOLSs NOUTROW,
$ WINCSIZEs NCUTCCLs TTYOUTs G+ ARRVALs TBUFs CPNUMy CLITYPE)
LCGICAL EKR
INTEGER ARRSIZEys NCOLS+ NCUTCCLs WINCSIZFy CPNUMy CLTTYPE
INTEGER I+ J» Ky ERRNUMy START, ARRPCS, CUTCCL., NROWS
INTEGER NUUTRCWs TTYUUT s ARRVALCARRSIZE). TAULF(ANCOLS)
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INTEGER GSTLZESNCULS)Y e INFMUM. CUTKUZ, o VALLLE
INTEGFR Kit9)y MSK2(9)y Gls G2
INTEGER®1 INFILEC18)y OUTFILECL1R)
REAL ANGLE, I — _
BRI JINAL PAGE IS
ANCLTRCW = O DE POOR QUALITY
Pl = 4 % ATAN(1.DO)

CaLL CENMISK( MSKle MSK2y ARRSIZES CPAUM)

CALL CPN (INFAUMy INFILEs 'CLD'y °'ULNF'y EPRAUY, ERR)
I1F (ERR) GCTC 92

CaLlL CPM (CUTAUMy CUTFILEe "NEW®y °*UNF's CRRANUM, ERR)
IF (ERR) GOTC 94

INITIALIZE CUEUL

DC 2C I = 1l+wWINCSIZE
REACCINFAUMVEND = 98) (TSUF(K)e K = 1 NCCLS)
CC 20 J = 1+NCOLS

Cll«J) = TBUF(J)

CCNTINUE
CCNTINUE
MAIN PRUCESSINC
CCNTINUE
LC 70 START = 1+ NCUTCCL
CC €0 I = 1+ WINDSIZE
B0 S0 J = STARTs START + WINDSIZE - 1
ARRPCS = WINDSIZE=®(I=-1) + J=-START+]
ARRVAL(ARRPOS) = C(14J)
CCNTINUE
CCONTINUE

CALL GETPNT( MSKls ARRSIZEs ARRVAL, G1)
CALL GETPNT( MSK2y, ARRSIZE+ ARRVAL. G2)

IF(CUTTYPE LEQ. 1) THEN _
VALUE = SQRT(REAL(Gl%#¢2) + REAL(G2%%2))

ELSE
IFU Gl .EQ. 0O ) THEN
IFt C2 «CGTe 0 ) ANCLE = PI1/2.0
IF( G2 «LE. C ) ANCLE = 3 = Pl / 2.0

ELSE ;
ANGLE = ATAN( REAL(G2)/ REAL(G1l) )
ENC IF

ANCGLE IS NCW BETWEEN -Pi/2 ANC PI/2, AND WS WANT IT BETWEEN
C ANC 2PI. MLST CHECK SIGN OF Gl AND G2.

IF(C Gl «LT. 0) ANGLE = ANGLE + P]
IF(l G2 «LTs O ) <ANDa ( Gl «GTe O )) ANGLE = ANGLE + 2%PI
IFC CPAMUM LEQ. 1 ) THEN
ANGLE = PI1/4.0 + ANGLE
ENC IF
VALUE = 255 # ANGLE / (2.C = Pl) + 0.5

FCR RCEERTS, THE ANCLES WERE RCTATEC BY Pl/4 . THIS COULC
CAUSE PRCBLEMS WHEN THE AMGLE GETS ARCTATED INTO THE FIRST CUADRANT
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IFt VALUE «CGTe. 2%5 ) VALUE = VALLE - 2¢5
ENC IF
CLTCC! START
TBUF(CUTCOL) = VALUE
70 CCANTINUE
=
NCUTRCh = NCUTROW + 1
WRITE(CUTANUVM) (TBUF(K)y K = 1y KCUTCCL)
C
c UPCATE CUEUE
v
CC 80 I = 1 s WINCSIZE
IF(] LT« WINCSIZE) THEN
CC BE J = ls NCCLS
Clled) = Q(1+1ed)
85 CCANTIANLUE
ELSE
REARCINFAUMWEND = 9B8) (TBUF(K)y K = 1,
CC 87 J = 1+NCOLS
C(led) = TRBUF(J)
£7 CCATINUE
END IF
BO CCNTINUE
GC TC &cC
C
C WE HAVE REACHED THE END CF THE INPUT FILE
C
92 CALL FILERR (TTYOUT, INFILEs ERRNUWV)
C
GCTC 9SS
94 CALL FILERR (TTYOUTs OQUTFILEs ERRALM)
c
GCTC 99
C
G
98 CCNTINLE
CALL UCLCSEUINFAUM)
CALL UCLCSE(CUTAUM)
99 CCNTINLE '
RETURN
END
ECF..
?

NCOLS)
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ULNIVERSITY CF KANSAS TELECCHMMUNICATICANS ARD IAT L LAR
PROCRAM SUITE : ACISE FILTERS REF, ¥
PROCRAM NAME:GCEANMSTK AUTHCR:JEFF wWATSCN CAT? 1
PURPCSE @ T0 GENLRATE THE ROBERTS. PREWITT, CR SCPcL
CIFFERENTIAL CPERATOR MASK.
PARAMETER DEFINITICA
NAME \ TYPE \ CLASS\ RANGE \ CESCRIPTIAN
MSK1 \i \W \ \CIFFERINTIAL OPERAT R MASK
MSK2 \I v \ \CIFFEPENTIAL OPERAI R MASK
ARRSIZE \1 ! \ \AUMBEPR CF WINCUW ELENMENTS
CPALM A \R \ \TPERATCR NUVMBER
\ \ \ \
\ \ \ \
\ \ \ \ ‘fRRHNML »
\ \ \ \ E Pog AGE 14
4 Q 3
\ \ \ \ Uarp
Y
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
NON-LOCAL VARIASLES
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ "
SUSBROUTINES RECUIREC
NAVE \ DESCRIPTICN
\
\
\
\
\
\
\

i ——— - —— - -

SUBROUTINE GENMSK( MSK1ls MSK2y ARRSIZEs CPANUM)

INTEGZR  ARRSIZEs CPNUM, C
INTEGER MSK1(ARRSIZE)y MSK2(ARRSIZE)

IF (CPANUM .NE. 1) GC TO 10

FSK1(1) = O
PSKL(2) = =1
MSK1(3) = 1
MSKI(4) = C

| B



¥SK2(1)
MIKZ2L1Z)
MSK2(1)
PSK:{%'

Gt 1 26

alalalpl

1C CCNTINLE
cC =1

[F (CPAUNV

FIK1(1)
MSKLL2)
¥5K1(3)
FSKLL4G)
FSKLE5)
FSKL(G)
MSKLLT)
MSKLILE)
MSKLIG)

¥S5K2(1)
PSK2(2)
MSK2(3)
FSK2(4)
M5K2(5)
MSK21(6)
MSK2(T)
MSK2(E)
M5K2(G)

20 CCNTINUE
RETURN
END
ECFee

PREWITT AWNC
Ce C=2 FCR

o b uon

o oun

nmowoun

SCP:L CIFF,

SCPEL

N
m

— O VOO — 0

O B
O OO0 0O =0

-
-

C=1

(g

OPERATCRS LCIFFER

FCR

PREWITT.

C'ILY nY THe

ORIGINAL
OF, POOR

| .5].‘1:\‘

PAGE 18

QUALITY

|

()
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LANIVERSITY (F KANSAS TELECCMPULNICATICANS AND INFCOMATION ENCES LAG
FRCCPAV SLITE ¢ NCIST FILTLRS REF. #
PRCCRAM NAME:ITRHCFNE AIJTHC 3 Je SCCYT GARDAGR DATE:C2/727/7712

PURFCSE THIS IS THE MAIKLINE FCR Titl THIESHILD

SEARCF RCUTIANE wHICH USES A CUACRATIC STARCH

TC FINC THE BEST THRESHCLC FCR FROCUCINC ORIGINAL PAGE IS
AN ECCE MAP BASEC JN THE COCE FIGURE CF MERIT, OF POOR QUALITY

P L L L L L L L T T T T ettt I

PARAVMETER DEFINITICA

NAVE \ TYPT  \ CLASS\ RANGE \ CESCRIPTICH
\ \ \ \
\ \ A\ \
\ A\ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ X \ \
\ \ \ \
\ \ \ A
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \

e e e e e e e S e e e e e S e e S e e e e e e e e e e

R et e T T T R ——————————————————————— ettt

\ % X \
\ \ \ \
A\ \ \ "\
\ \ \ \
SUBROUTINES RECUIREC
NAVE \ DESCRIPTICN
THCCuUO \CCES THE PRCCESSINC-- CALLCDC WITH VARIABLE PARAMETERS
\
\
\
\
\
\

e e e e e e e

FRCCRAM THCFANC
INTEGER MAXSIZ+s MXhS1Z

PARBMMETER (MAX512=512)
PARAMETER (NMXWSIZ2=15)

INTECER RECS
INTEGER TBUFF(MAXSIZ)s SIZEs QUTSIZs WNCSIZ

)
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INTEGFR% ]

INTEGER

ICLFA(LY),

L2

ACTLENCLEB)y THRSENCLE)

TTYINSTTYCLT

ORIGIN

LCGICAL  ©RR A .
l.FBDOQFq;?uh'J

ERR = oFALSE. ALITY

CATA TIYINe TTYOUT /1%, 16/

WRITE (TTYCULT«6C1)

FCRMAT (1X,*'ENTER [CEAL IMAGE FILFNAME (MUST 3E AN CLC FILED")

REAC (TTYINs210) ICLFN

FCRNMAT (1341)

WRITE(TTYOUT+731) ICLFN

TC1 FCRFAT(1Xs18481)

C
WRITE (TTYCUT.8602)
602 FCR¥AT (L1Xs*ENTER ACTUAL IFMAGCE FILENAME (MLST BFE AN CLC FILE)")
REAC (TTYIN«510) ACTLFN
C
WRITE(TTYCUT,701) ACTLFN
C
WRITE (TTYCUT+6C3)
6C3 FCRMATI(LX9'FILENAAE FOR THE EDGE VAP (MUST BE A NEW FILE)®)
REAC (TTYIN«5'0" THRSFN
e
WRITE(TTYCUTS701) TERSFN
C
WRITE (TTYCUT.610)
61C FCRMAT (1X4s*ENTER THE SIZE COF TRE INDEAL IMAGE ")
nEAC (TTYIN %) SIZE
WRITE(TTYCUT ¢5%) SI1LE
C
IF (SI1ZE <LE. MAXSI1Z) GCTO 12
WRITE (TTYCUT,615) MAXSIZ
615 FCRMAT (1lxs'% % % E R RO R = = THE MAXIMUM SIZE = '415)
GOTC 1cC1¢C
c
12 WRITE (TTYCUT+627)
627 FCRMAT (1X,'ENTER THE SIZE CF THE FILTERED IMAGE") N
REAC (TTYIN, %) Cutsliz
WRITE (TTYCUT, %) CUTSIZ
=
IF (GUTSIZ GTe SIZE) THEN
WRITE (TTYCUT.641)
641 FCRMAT (1X+'FILTERED IMAGE MUST BE SMALLER THAN ICEAL IMAGE')
GOTO 1010
ENDC IF
(o
c .
C CALL SUBRCUTINE TO DC THE WORK
C
C
CALL THCCUD (IDLFNy ACTLFN, THRSFAN, SIZE, REZS, QUTESI12,
£ TTIYOUTs TTIYINs TBUFFs ERR)
C
C

g
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IFt ZRR ) GC T35 101C

BETTE (TTYCLT.630)

FCRMAT (QXy*% @ & A L L L CNE @ & @0

RRITE (TTYLLUT«H40) OUTSIIy RECS

FCRFAT (1Xe"THE CUTPUT IMAGE IS 415 * WCRCS 3Y 'o15¢' . . CCPCS")

STCP
ENC
Gy,
& ooy, . "Gk 44
WLy
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PIVERSETY CF KANS WS TELECCMMLANICATICANS AND INFCRMATICAN SCIENCES LAB
PROGRAP SUITE & NCISE FILTERS REEe 12T
PROCRAM NAPE:THIGUD AITHCR:JEFF WATSCH CATFie/1s/Er
PLIPCSE t  THOCUG 15 & GUACRATIC SFARCH. USING A CUACT ' (L APFACK-

IMATICHhe IT LETERMINES THE NEXT THRESKHCLC TR HAVE 1TSS ¢inh: FIGLRE
CF FERIT CALCULATED. I ASSUMED THAT A GRAPH NF EFM*'S VSe THRESKCLC
WCLLLD PE APFRCXIVMATELY A QUALCRATIC. THE SEARCE TFRMIMATES wWEHEN

THE EFM THAT [S APPRCXINMATEC Y THE GUARKATIC IS WITHIN A SMALL
AVMCULNT (DELTZ) CF THE ACTUAL EFM ANC THF SEARTCHEF IS CVER A SNMALL
RANCL GOF THRESHCLESy 'R WHEN A SET MaXIMUM ITERATICNS CF THE SzARCK
1S RUACKELC.

PARAMETER DEFINITICA

ME \ TYPE N\ CLASSN RANGE A\ CESCRIPTINN
JCFLE AVINT \REAC \ \ICEAL ECCE MmAP
ACTFLE VINT \READ \ \NCISY ECGE MmaP
THRFLE VAT \WRITE \ \BEST THRESHCL? ECCE rAP
NCGL \NINT \REALC \ 0=-512 \MAMUM COLUMNS IN I1ICFLE
NCUTRCW \VINT \HRITE \ 0=512 \NNUM RSCS IN ACTFLE ANC TEOFLE
NCUTCCL \VINT \REAL \ 0=512 \NUM COLS IN ACTFLE ANC TEOFLE
TIYCLT \VINT \REAC \ l16 \CUTPUT TC TERMINAL FILECCDE
TIYIN NINT \REAC \ 15 \INPUT FROM TERMIMNAL FILECOCE
TBUFI(NCUTCCL) NVINT \WRITE \ \NTEFPCRARY BUFFEP ARRAY
-’P \LECG \WRITeE A\ \FLAG FCR FILE CPENINC ERROR
\ \ \ \
: : : : BRIGINAL PAGE 18
iy N \ N DE POOR QUALITY
ANON=-LJCAL VARIABLES
\ \ \ \
\ A\ \ \
\ \ \ %
\ \ \ %
SUBROUTINES RECUIREC
MNAVE \ DESCRIPTION
EFN \CALCULATES EDGE FIGURE OF MERIT FNR A GIVEN THRESHCLC
THCRF1 \CREATES THRESHCLDELC FILE
THENEWX \FINCS THE NEXT THRESHOLD
THAZ2XO0 \FINDS NEW INITIAL THRESHCLD AND SFARCH STEPLENGTH
THSPEC \FCR A DIFFERENT IMAGE FINDS EFM ANC CREATES ANC EDGE
\MAP FOR FIRST IMAGE'S BEST THRESHILC
CPN \CPEMNS FILES
UcLCsSt \CLCSES FILES NPENED wiITH CPM
FILERR \GIVES ERRCR MESSAGE FCR FILE NPENINC ERRCR

- ————————————————————— - ———— S S WS R R W A s e e e

SUSROUTINE THCQUODCICLFLEs ACTFLSEs THRFLC 4 NCCLy NCLTRCHe
£ NCUTCOL,y TTYOUTs TTYINs TAUFs ERR)

INTEGER NCCL+ NJUTROWes NOUTCCLe TTYCUTe TTYIN, MAXCCLLT
INTEGER ERRAUM, TEUF(NCUTCCL) s Jo ICLANJM, ACTANUM, TEH= UM
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INTEC Xe XLEFTYT s XRIGHTs ALFSTARs Te XMARK, ALPHA
INTEGER  ALFS5T. CCUANTe XOw A3e AZy ASTAQ, PMIANTH, MAXThy ANSWE2
INTEGF® ] ICLFLECYH)y ACTFLECL1d)y THRFLFC(LA)
LCGIC AL RIGHYs ERRe CEPUS s IMEBCUNE
REAL ERRCALs DFLTA, EFMARR(C:255)s HALFSTAR, Fle F2+ F2
REAL EFM¥AXs HALFST, EFM, HSTAR, FS5TAR
PARAMETER (MAXCCUNT = |1C)
PARAVETER (DLLTA = ,01) ORIGINAL PAGE I8
PARAYETER (MINTH = Q) OF POOR QUALIT\;
PARAMETER (MAXTH = 25%)
ALEFTIXMARK ALPHA) = XMARK = ALPKA
XRICHT(XMARKyALPHA) = XMARK + ALPHA
ALFST(F1+F2+F3,T) = JATU(4=F2 - 3%F] - F3)=2T/
(4%F2 - 2%F3 - 2%F]1))
HALFST(FLsF2,F3) = Fl - (ABS(42F2 - 3%F] - FI))um2/
(B#(Fl - 2%F2 + F3))
CALL CPN( THRAUM, THRFLEs *NEW's 'UNF', EIRNULMs ERRK)
I1F( ERR ) THEN
CALL FILERRC TTYCUTs THRFLEs ERRNUM )
GC TO 99
ENC IF
CALL CPN( ACTAUMs ACTFLEs *CLD's 'UNF's ERRNUMy ERR)
IFl ERR ) THEN
CALL FILERR( TTYCUT, ACTFLEs ERRNUNM )
GC TO 99
ENC IF
CAaLL CPNC ICLNUMy IDLFLEs 'CLD's *UNF'y ERRAUX4  ERR)
IF( ERR ) THEN
CALL FILERR( TTYCUTs IDLFLEs ERRANUM )
GC T0 99
ENC IF
DC 10 J = MINTHy MAXTH '
EFVMARRIJ) = 0.0
CCNTINUE
XC =0
A2 = 50
X = XRIGHT( X0+ A2 )
Fl1 = EFM( ICLMNUMs ACTANUMs NCCLe NCUTCCLe XCe TTYOUT)
F2 = EFM( ICLMNUMy ACTNUMs NCCLs NCUTCOLs Xs TTYCUT)
EFMARR(XC) s F]
EFMARR(X) = F2
CCUNT = 2
IF( F2 «CE. Fl1 ) THEN
RIGHT = .TRUE.
ELSE
RIGHT = .FALSE.
XC = XRIGFT( X0+ A2 )
F3 = F2
FZ2 = ]
Fl = F3

r'u
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t: LY TC PFUVe FF1 AND F2 ARLUAND HERE

SEARCH LCCD POO,
R'QUALHEZ
CONTIMNLE
CONRTIALUE
A3 = 2 & A2

CALL TrAEMK( PICHTY y X0+ Al MAXThHe MINTH, X INECVINC )

IF( INEBCULNC ) THEMN
IF(EFFARR(X) JFEle Ca0 ) THEN
F4 = =FM( I1DLNUMy ACTAUMs NCCLs WCUTCOLs Xe TTYCUT)
EFFMARI (X) = F3
ELSE
F3 = EFFARR( X )
ENC I[F
CCUAT = CCLNT + 1
ELSE
F3 = 0

ENC IF

YFl CEBUL ) THEN

WRITECTTYCUT+465) FleF24F3

FCRANMAT(LXe'Fl= "4FTe5¢" F2= "4FTe5+" F3= 'yFT.5)
ENC IF

IF(F3 o«GTe F2)  THEN
b2 = A2

F2 = F3

GG TC 20

ENC IF

IF((Fl1 <ECe F2) +ANC. (F2 EC. F3)) THEN
WRITE( TTYOUT, 50 ) '
FCRMAT( 1Xys*CRIGINAL BCUNDS OF SEARCH NEEC TC BE ChANCELC')

GG TC 87
END IF
HSTAR HALFST(FlsF24F3)

n

ASTAR ALFSTUF1+F24+sF34A2)
IF( ASTAR +EQ. A2 )  ASTAR = ASTAR + 1

CALL THNEWX( RIGHT, X0y ASTAR, MAXTH, MINTH, Xs INBILAND )

IFC IN3CUND ) THEN
IF( EFVYARR( X ) EC. D.0 ) THEN
FSTAR = EFM( IDLNUM, ACTAUM, NCOL+ NOUTCGLs Xs TTYCLT)
EFMARALX) = FSTAR

ELSE
FSTAR = EFMARRI(X)
ENT IF
CCUNT = CCUNT + 1
ELSE
FSTAR = Q.0
ENC IF
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ERFCAL ALSITHSTAR = FSTAR)
IFC0 (et AL o0LTe DELTA) CRe (A2 6OGTe 3) 1)
L ehMNLa { COUNT LTs FAXCCULNT )} THEN
FIND NEw STEP LENGTE AND ¥CVE XD
CALL THA2XC( RIGHT, X0+ ASTAR, A2y Floe F2, FSTAR )
GC TC 3¢ nm
O perAL PAGE g
ENC IF POOR Qu
X = MIWTH
EFNMMAX = C,L.C
CC 55 J = MINTH, MAXTH A
IF( EFFARRIJ) GT. EFMMAX) THEN
X = J
EFMMAX = EFMARR(J)
ENC IF

55 CCNTINUE

WRITE(CTTYCUT70) X,
70 FCRMAT(1X+"REST
{3 1FHS)

EFMVMAK
THRESHOLDs "¢ 13,»*

IF (CEEUG) THEN
WRITE(CTTYCUT+75) CCLUNT
75 FCRMAT(1X+"1T TCOK' 413"
END IF

ITERATICNS")

CREATE TFRESHOLCED FILE

CALL THCRFI( ACTNUMs THRANUM, TBUFs NCUTRCWs NIUTCOL.
[ Xe MINTH, MAXTH )

97 CCNTINUE
WHILE( CEBUC ) '

REWINCUACTALNM)

WRITE(TTYCUT, 90)

90 FCRMAT(LX+"ENTER SPECIFIC THRESHCLD (0-25%5). THRESHCLC'+/»
£ IX«*CUTSIDE RANGE TC STCP*)
READ(TTYIN, %) X
WRITE(TTYCUT, #) X
IF((X oLTae 0) +0R. (X «GT. 255)) GO TC 93
FSTAR = EFM( IQCLNUMy ACTNUM, NCOLs NCUTCOLs X TTYCUT)
WRITE(TTYCUTG5) Xs FSTAR

95 FORNMAT(IX+"FCPR THRESHOLDe*+13,"
ENC WHILE

EFM =

Ve€ETet)

G8 CCNTINLUE
CALL UCLCSE(THRANUM)
CALL UCLCSE(ACTAUM)

AT ABCVE REST THRESHCLDC FINC EFM ANLC ECGT "uP FOR CIFFERENT
ANShER = |

WHILE (ANSWER .FEQ. 1)

GIVES ECHE FIGURR CF MERIT.'

IMACES
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C
CALL THSPICO Xo 1DLANUM. ANSHER, NCCLe NOUTCOLY THENF,
£ MINTHy MAXTHy TTYIN, TTYOUT )
C
ENC WhI]LE
C

CALL UCLCSc(ICLAUM)
G9 CCNTINLE %
RETURN o qu’
o ENC %R PAGE
ECI'.- %4“7{8
-
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C UNIVERSITY CF KANSAS REMUTE SEMRSING LAH

B s mmsim s e e e e e T
C PRGGRAM SUITE : ACISE FILTERS REFe #

c ---------------------------------------------------------------------
C PRCCRAM NAME:/gw AUTHCR:JLFF WATSCN ODATE2/4/32

c _____________________________________________________________________
C PURPCSE :

c THIS ALGCRITHM CALCULATES Thi EDGE FIGURE CF MERIT

c CF AN ACTUAL EUGE MAP AS PRCFCSED OY PRATT,

c *CUAMKTATIVE CESIGN AND EVALULATINN CF ENHANCEMENT/THRRESHOLE
C ECGE CETeCTORS'y PHGCEEDINGS NF THE IFES, MAY 167G,

c THE ECGE FIGURE OF MERIT 1S CRFIAZL BY

c F = (1.C/MAX(JCCUNT, ICCUNT)) % SUN(LaC/(14C + ASCSC))

c THIS FICURE OF MERIT CAN BE USEC TC EVALUATE EITHER

C THE PERFORMANCE CF EDGE CETECTCRS C? THE R:LATIVE

C CUALITY CF VARICUS IMAGE ENHANCEXEANT ALGGRITHMS

c WITH RESPECT TU ECGE CUALITY. HtRE AN ICEAL ECGE NvAP

c CEFINES THE EXACT LOCATICN CF THL ENGE. IN THIS

c FRCGRAM | ASSUME THAT THERE 15 CONLY GNE E€OGE ANC IT S

C VERTICAL.

c

c _____________________________________________________________________
¢ PARAMETER DEFINITICN

C  NAKE \ TYPE  \ CLASS\ RANGE \ CESCRIPTION

c ______ B S S S S —— e ———
C ICLAUY \ \R \ 17-40 \IDEAL FILE NUMBER

C ACTALWM v \R \ 17-40 NACTUAL FILE NIMSER

C NCGL \ \R \ 0-512 \ANUM COLUMNS IN ICEAL FILE

C NCU” \1 \R \ C=512 \NUM COLUMNS 14 ACTUAL FILE

C THi LD \ AR \ 6-255 A\THRESHRCLD

C \ \ \ \

C \ \ \ \

C \ \- \ \

C \ \ \ \

c \ \ \ \

C \ \ \ A

C \ \ \ \

C \ \ \ o

C \ \ x \

[ S mm mc r e r r r e e c m c - ———————————————— = - ———————-—
c NON-LOCAL VARIABLES

C mormrrr s r e s e s mr c c r e r r m - e e ————————————— - - -
c \ \ \ \

C A\ \ \ \

c \ \ \ \

C \ \ \ \

[ o r e c m e m o s m e e e = ——————— = = - -
c SUBROUTINES REGQUIREC

c NAVE \ DESCRIPTICN

( mrccmc e e n e r cn c e o e e oo e - ————— - = - e - -
C \

C \

C \

c \

c \

C \

c \

( = rccmc e c e cccccc e c e m e cm e e cc e e e m e m—mmm e e ——— .- —————-—
C
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LNCTIC! v ACTAUMs KCCLe MCUTTLCL, 1 Ll TIYCUT)
INTEGER ACTHhUMe NCCLe NCUTELCL e Tiki s |
INTECER \ e lEDP G ACP L ACRCWIES12) o TCRCW(HL2)
INTEGER Ji v JCCLANT TIYCUT
R[;JL “.’I ’ “‘“u. [I' )SC' CS\JP
LCCICAL CEEUG
CAT A FLAG/O/

(0]
SET ERPCI CCNSTAN] RIGINAL PAGE IS

R QuAL;

A = 1eC/5.0 T"x

SET INITIAL CONDITICNS

JCCLAT = 0
ICCLNT = 0

cCsSuwv = 0.0
LEBUG = .TRUE.

MAIN LOCCP FCR PRCCESSINCG DATA
THIS LCCP PRCCESSES CONE LINE CF THE EDGE IMAGES
AT A TIME

10 CCNTINE
REAC( ICLNUMEND=SE)(IDROWC(I) I L«NCCL)
REAC(ACTRUM+END=98)(ACROW(I]) 1 1,NOUTCCL)
TEIS LCOP FINDS THE CEAL EDGE PCINTS FAR THIS LINE
(1 ASSUMEC CNLY CNE cCCE PCINT PER LINE IN THE ICEAL IVMAGE)
AND STGRES THEIR LOCATION ANC CCULNTS THEM

CO 20 CCL = 14ANCOL
IF (ICRCW(CCL) .EW. FLAG) THEN
IEP = CCL - (NCOL - HNCUTCOL)/Z2
JCCULNT = JCOUNT + 1
GC TC 25 '
ENC IF
2C COANTINUE
25 CCNTINUE

ThE FCLLCWING LOOP FINDS THE ACTUAL FCGE PCIMT (AEP)
CCUNTS THEM, CALCULATES THE SCUARED DISTANCE BETWEEN
IT AND THE TEP ANC CALCULATES ITS CONTRI3UTION TC
THE FIGURE OF MERIT.

CO 30 COL = 1,KNOUTCOL
IF (ACRCW(CCL) .GE. THRHCLD) THEN

AEP = CCL
ICCUNT = ICCUNT. + 1
Cs@ = REAL(CIEP -~ AEPI®(IEP = AEP))
CSUM = DSUM + 1.0/11.0 + A*CSC)
ENC IF
30 CCANTINUE
GC TC 10

98 CCNTINLE

CALCULATE THE EDCE FIGURE CF MERIT

<



C
C

40
C
ECFee

XMLV = REALLICCUMNT)
1IFt JCCULNT o0Te ICCLULNT ) XANUM =
EFM = LSUM/ZXAUY

IF( CEEUG ) THEN
WRITEITTYCUT+40) THRHOLC, EFH
FCRMAT(LIX " THRESHIILE= "ol4,!

END IF

REWINCUICLAUNM)
REWINC(CACTAUN)
RETURN

END

REALCJCCUNT)

EFNm *3F5,.3)

DRIGINAL PAGE IS
OE POOR QUALIIYS

W
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UNIVERSITY OF KANSAS REMCTE SENSIRC LAE
PRGCRAM SULITE & ACISE FILTERS REF. @
PRCCRAM NAME:THCRFI AUTHCR : JEFF WATSCA DATE:6/28/83
PURFCSE CREATES THRESHULOEC FILF
. ' DRIGINAL PAGE IS
QE POOR QUALITY
PARAMETER DEFINITICN
NAVE \ TYPE \ CLASS\ RANGE \ CESCRIPTICA
ACTALM \INT \REAC \17-40 \LFN OF ACTUAL INMACE
THRAUN \IAT \REAC \17-40 \LFA OF TRRESHNLCEC FILE
TEUF(ACUTCCL)  \INT \WRITE \BUFFEY FCR FROCESSING 1
\ \ \ \RECNKY AT A TIME
NCUTRC W \INT \WRITE \C-512 \AUMRER OF RCWS IN ECCEMAP
NCHTCCL \INT \REAC \0-512 \NUM3ER OF CCLUMNS IN ACTUAL
\ \ \ \ [MAGE
THRESH \INT \REAC \0-255 \THRESHOLD
MINTH \INT \REAC \O \ELACK
MAXTH \INT \REAC \255 \WHITE
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
NON=LOCAL VARIABLES
\ \ \ \
\ \ \ \
\ \ \ A
\ \ \ \
SUBROUT IMES REGCUIRED
NAME \ DESCRIPTIGN }
\
\
\
\
\
\
\
 SUBROUTINE THCRFI( ACTAUM, THRAUM, TAUF, NOUTRCWs NCUTCCL.,
£ THRESH, MINTHs MAXTH )
INTEGER ACTAUMs THRNUMs THRESHs NCUTRGW, NOUTCCL
INTEGER MINTH, MAXTHe Jo TSUF( NCUTCRL )
ACUTRCh = 0
19 CCNTINUE
REAC(ACTAUM, ENK = 30) (T3UF(J)s J = 1, KOUTCOL)
NCUTRCW = NCUTRCW + 1

Y



6C 20 J = 1, HNOUTCCL
IF( ToUF(J) «GE. THERESH ) THEN

TBUF(J) = MAXTH
ELSE

TRUF(J) = MINTH
ENC IF

20 CCNTINUE
WRITEC( THRANUM) (TAUF(J)e J = 1l NCULTCECL)
GC 10 10

36 CCNTINUE
RETLN =

ENC DRIGIVAL, FATT, 15

ECFae OF Poog QUA
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UNIVERSITY NF KANSAS REMOTE SENSING LAE

PRCCRAM SULITE : NCISE FILTERS REF. #

PROCRAM NAME:THNEWX AUTHCR:JEFF KATSCN DATE:5/25/763

PLRPCSC @ FINCS THE NEXT THRESHOLC TC HAVC ITS €FM CALCULLATEC

ANC CETERMINGS WHETHER THIS THRESHOLO 1S WITHIN THE ALLCWABLE

RANGE CF THRESHMOLCS. : GINAL PAGE IS
OF POOR QUALITY

PARAMETER DEFINITICA

MNANME N\ TYPE N CLASSN RANGE A\ DESCRIPTION

RIGHT \LEG \REAC A\ \PRESENT CIRECTICN CF SEARCFH
xC NINT \REAC \0-255 NINITIAL THRESHOLC
ASTEP NIAT \REAC \C-255 \DISTAMCFE FRCM X0 TO

\ \ \ \THRESHCLC BEINCG TESTEC
MAXTH NINT \REAC \255 \MAXTHMUM THRESHCLC
MINTH NIRRT \REAC \O \VMINIMDM THRESHOLC
X VKT AWPITE \N=255-510\NEXT THRESHCLD TESTEC
INS8CUND \LCG \W \ ATRUE IF 0 € X < 255

\ \ \ \

\ \ \ \

\ \ \ \

\ \ \ \

\ \ \ \

\ \ \ \

W e R

NON=-LOCAL VARIABLES

Lttt e e L —————————————eSee A S——————— AR,

\ \’ \ \
\ \ \ \
\ \ \ \
\ \ \ "\
SUBROUTINES RECUIRED
MNAME \ CESCRIPTICN
\
\
\
\
\
\
\

T ————————————————— i — - ————————— -

SLEROUTINE THNEWX( RIGHTs XOs ASTEP, MAXTEFs MINTH, X, INBCUAND

INTEGER XQOy ASTEPs MAXTHe MINTH, X
LCGICAL RIGHTs INBCUND

IF( RIGHT ) THEN

X = X0 + ASTFP
ELSE

X = X0 - ASTEP
ENC IF
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IF(C X «LTs MINTH ) LCR.
INSCUNE = JFALSE.
ELSE
INBCUNC = JTRUE.
ENC IF
RETURN
ENC

X

+GTe FAXTH )) THEN

ORIGINAL PAGE |s
_Dl EOOR QUALITY
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PRCCRAY SLITE hCL1 S FILTLR WEF,
PRCCRAM NAME:THAZXO AUTHCP s JEFF WATSCNM CAlc:&/725/783%
PURPLCSE : TE FINO MEW STEP LENGTH ANC MOVE X0 FNOR CUALRRATIC SEAR’CF
DRIGINAL PAGE Is
DE POOR QUALITY
PARAMETER NEFINITIAN
NAME \ TYPE \ CLASS\ RANGE \ DESCRIPTINN
RIGHT \LCG \MOD \ \CIRFCTINN OF SEARCH
X0 \INT \MOD \0~253 \VINITIAL THRESHOLC
ASTAR \IKT \REAC \0-255 \DISTANCE FRCH XC TC
\ \ \ \CUAD'S HEST GUESS
A2 \VINT \REAC \ND=-255 \STE? LENGTH QF SEARCH
Fl \RcAlL WMo \NO=-1 \EFM AT XO
F2 \RFAL \MOD \C=-1 \EFM AT A2 FPOM XC
FSTAR \REAL \REAC \C~-1 \EFM AT ASTAR FROM XOC
\ \ \ %
\ \ \ \
\ \ \ \
\ \ \ \
NCN=-LOCAL VARIABLES
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
SUBROLTINES RECUIRED
MNAWE \ DESCRIPTICN
\
\
\
\
\
\
\
SUBRAOUTINE THA2XC( RIGHTs X0+ ASTAR, A2, Fly F2, FSTAR )
INTEGER XCe ASTARy A2y XRIGHTy XLEFTs XMARK, ALPYA
LCGICAL RIGHT
REAL Fle F24 FSTAR
XRICHT( XMARKs ALPHA ) = XMARK + ALPKA
XLEFT( XMPARK, ALPHA ) = XMARK - ALPHA
IFIASTAR +GE. A2) THEN

IF(F

2 «CT. FSTAR) THEN
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MAX 1S BeTWEEN AL ANC ASTAR

A2 = ASTAR - A2
IFIRIGCHT) THEN
YlubkT = JFALLT .
X0 = XRICHT(XQsASTAR)
ELSE
RIGHT = JTRUE.
0 = ALEFTI(XO4+ASTAR)
ENC IF
Fl = FSTAR
ELSE

Vax 1S BETUEEM A2 ANC A3

IFIRICHT) AC = XRIGHT(X0+A2)
IFUKNCTs RIGHT) X0 = XLEFT(XCeA2)
A2 ASTAR = A2
Fl F2
F2 FSTAR

END IF

ELSE
ASTAR BETWEEN Al AND A2
IF(F2 GT« FSTAR) THEN
MAX SBSETWEEN ASTAR ANC A3
IF(RIGHT) X0 = XRIGHT(XO+ASTAR)
[F(.NOT. RIGHT) XO = XLEFT(XOsA4STAR)

A2 A2 - ASTAR
Fl FSTAR:

ELSE
MAX BETWEEN Al AND A2

IF(RIGHT) THEN
RIGHT = oFALSE.
X0 = XRIGHT(X0sA2)
ELSE
RIGHT = JTRUE.
X0 = XLEFT(X0s42)
END IF
A2 = A2 - ASTAR
Fl = F2
F2 = FSTAR
ENC IF
ENC IF *

RETURN »
END

DRIGRNAL PAGE 1S
BE POOR QUALITY
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UNIVERSITY OF KANSAS Rt UL SENSINCG LAE

FRCCRAK SLITE ¢ ACISE FILTERS nFEFe #

FACCRAM MNAME:ITHSPIC (ITHCR S JEFF wATSCN OATE:S/2¢/78%

PURFCSE : CREATES A THRACSHOLCED FILF AnR FQCS THE CFVM FCR AN [MACE
CF TirC SAML SILC AS THE PPEVIOUS 'ACTUAL FILE® . IT USES THE PREVICLS
FILE'S BEST THRESHILD AS ITS THRESHALC.

PARAMETER NEFINITICON

NANE \ TYPE \ CLASS\ RANGE \ CESCRIPT NN
\ \ \ \
\ \ \ y.
\ \ \ \
: : : : ERIBVAY PAGE 14
\ \ \ \ OF POOR QUALITY
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \

e S

\ \ \ \
\ L \ \
\ \ \ "N
\ \ \ \
SUBROUTINES RECUIREC
NAME \ DESCRIPTICN
THCRF I \CREATES THE THRESHOLDEC FILE
CPN \CPENS FILES AND ASSIGNS LOGICAL FILE NUMBERS
UCLCSE \CLCSES FILES OPENEC BY OPN
FILERR \REPORTS ERRCR IN COPEN/NC FILE wWITH CPN
EFM \FINDS THE EDGE FIGURE CF MERIT FCR A GIVEN THRESHOLC
\
\

SUBROUTINE THSPEC( THRESHs IDLMUMs ANSWERy NCOL,
L NCUTCCLy TBUFs MINThs MAXThe TTYINs TTYOUT )

INTECER ICLANUMy ACTAUMe THRALUMe THRESHs MCUTCLUL
INTEGER TBUF(NOUTCCL)s ANSWERs NCCLy MINThe 40/TH
INTEGER TTYIN, TTYCUT, ERRMUM. RECS

INTEGEx=*1 ACTLFN(13)e THRSFN(1A)
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LCGICAL ERA

REAL *, EFM
ORICINAT PAGE IS
ERFs = LJFALSE, OF POOR QUALPTY

WRITEC TTYCUT, 10 )

10 FCRMAT( /4" 1S THCRE A'NOTHER FILTERED 1MAGS OF THLD SAME SIZc'e/o
£ o1Xe'THAT YCU WCULD LIKE AN EFM ANC ETGE 4AF 7F FCR THIS °
L CTHRESHEOLD?2" o/ 9 14e'1 = YESy O = NO')
REACC TTYIN, ) ANSWER
RRITE(L TTYCLT. % ) ANSHWER

IF ( ANSWER «FEQe 0 ) CC TC 6C

WRITE (TTYCUT. 20)

2C FCRMAT (1Xs"ENTER ACTUAL IMAGE FILENAME (MLST BE an CLC FILFE)®)
REAC (TTYIKe 3C) ACTLFN

3C FCRFAT(18A1)

WRITE(TTYDUTy «2) ACTLEN
40 FCRFAT(IXs18A1)

CALL CPN( ACTAUM, ACTLFNs *CLN*s °*'LNF'y ERRNUM, EPR )
IF ( ERR ) THEN

CALL FILERR( TTYCUT, ACTLFHNs ERRAUN )

GC TC¢ 70
END IF

WRITE (TTYCUT. &%)
45 FCRFAT(1Xs'FILENAME FOP. THE EDGE MAP (MUST BE A NEfw FILZ)')
REAC (TTylne 30) THRSFN

WRITE(CTTYCUTy 40) THRSFN

CALL CPN( THRAUM, THRSFNy °*NEW's, “UNF®', ERRNUM, €2R )
I[F ( ERR ) THEM

CALL FILERR( TTYOUTy THRSFNs ERRNUM )

3C T 70

FINC LFM FCR THE SPECIFIC THRESHCLD

F = EFVM( ICLAUMy ACTNUMy NCOL» NCUTCCLe THRESH, TTYCLT )
WRITEC TTYOUT, SN ) THRESE. F
SC FCRFAT(1Xs *THRESHCLO+'+144* GIVES ECGE FIGURE CF MERIT.'+F8.5)

CREATE THRESHULCED FILE

CALL TrCPRFI (ACTNUMs THRANUMs THUFs RECSs NCUTCCL.
& THRESHy MINTHe MAXTH)

CALL UCLTSEC ACTAUM )
CALL UCLCSE( THRNUM )
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PROCRENY SULITE : NCISE FILTERY REF., % ¢
PRCCRAM NAMEIZULFLT AMTHCR:Je SCCTT GARDAN=R CATE:C2/727/723
PUNRFPCSE ¢ THIS 'S THE HAINLINE FCR THE EQUAL WEIGFTED

FILTERS ACUTINE MHICH USES A FILTER
WINCCH ®ITHH AN EQUAL WEIGHTING FUNCTICAN.

PARAMETER DEFINITICA

NAME \ TYPC N CLASSN RANGE N CESCRIPTICA
\ \ \ \
\ \ \ \
\ \ \ \
A\ \ A\ 5
A\ \ \ A
A\ A\ \ \
\ % \ \
\ A\ \ \
\ \ \ \
\ \ \ \
\ \ \ A\
\ \ \ \
\ \ \ A\
\ \ \ \

i ————— e

- —— - M -

\ \ \ \
\ \ \ \
\ \ A\ A\
\ \ \ \
SUBROUTINES REQUIREC
NAME \ DESCRIPTICN
ECusLe \CCES THE PRCCESSINC-- CALLED WITh VARIABLE PARAMETEFRS
\
\
\
\
\
\

PRCCRAM ECUFLT

INTEGER MAXSIZy MXWSIZs BUFCUE

BLFILE = MAXSIZE # MAXWINCCWSIZE

PARAMETER (VvAXSIZ=8CO)
PARAMETER (MXhS1Z=1%)
PERAMETFR (BUFQUE=MAXSIZHMXWSTZ)

L W
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o ~N
F o
[~

w

OO0 =0

ca

c

INTEGEF PECS
INTEGER 3120 CUTSIZe WNOSTZ

INTEGT » INCMAKSLIZ)e CUTLAAXSTZ)
REAL GUECE(JUFGUE ) ~ ML ﬂ
INTEGER®] INFRM(1B)y CUTFNM(13) ;g

INTEGEFP TTYINSsTTYOUT INFCoQUTFC

Cate TTyIts TTYOQUT /15, 167

RRITE (TTYCUT»uGl)

FCRMAT (1Xe+'ENTER THE FILENAME FCR INPUT (MUST 8E AN CLC FILED)')
REAC (TTYIN+510) INFNM

WRITE (TTYCUY.700C) INFNV

FCRFAT (1X,1841)

FCR¥AT (18A1)

WRITE (TTYCUT.5C2)

FCRMAT (1X%4s'ENTER THE FILENAME FOQ CUTPUT (MLST BS A NEW FILE)')
REAC (TTYIN:S510) CUTENM

WRITE (TTYCUT.700) QUTFNM

WRITE (TTYOUT:«610)

FCRFMAT (LXs*ENTER THE SIZE OF THE INPUT IMAGE *)
REAC (TTYIN.*) SIZE

WRITE (TTYCUT.T7CH) STLE

FCRFAT (1X414)

IF (ST2ZE LE. MAXSIZ) GCTND 12

WRITE (TTYCUT,€15) MAXSIZ

FCRMAT (1Xe'® % % £E R RO R = =~ THE MAXIMAUM SIZE = *415)
GCTC 1019

WRITE (TTYCUT+027)

FCRFMAT (1Xy'eENTER THE SIZE OF THE FILTER WINCOW®)
REAC (TTYINs. %) WNCSIZ

WRITE (TTYOUT.705) «WNDSIZ

IF (WNOSIZ «LE. MXWSIZ) GOTOD 13

WRITE (TTYCUT+641) MXWSIZ

FCRFMAT (1Xs*% & = E R R CR = = MAXIMUM WINDCW SIZE = *4,15)
GCTC 1010

CUTSIZ = SIZE - WNDSIZ + 1

LL SURRCUTINE TO DO THE HWORK

CALL ECUSUB (INFNM, QUTFMNHMy QUELE.
INy CUTy SIZEs RECSs WNDSIZs OUTSIZs TTIYCUT)

”»



WRITE (TTYCUT.620)
63C FCRMAT (1Xy " & AL L C C N E wono )
WRITE (TTYCUTs640) JUTEIZ2s RECS

- = F ('-t"-(‘-r;'?3

L& 't

N (N g ey

o =
™ »

N R gy ey

640 FCRMAT (1 Xe*TKE CUTPUT I HMAGH I3 *s1%¢" WCRACS VY '+ 184" RECCACS ")
C
C
GCTC 1C1cC
C
C g:IG!NAI.:PAGEm
¢ POOR
1C1C STCP QUALITY
ENC
ECFee
?
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FRCCRAM SLITE @ KCISE FILTERS REF. 4
PROCRAM NAME:FOUSUE AUTHCR :J. SCCTT GARDAER CATE:3/4/22
PURPGSE :  THIS IS5 THC SUBRQUTINE TC PCRECRM
THE ACTULAL PRCCESSING FCR THEC ECUAL WEIGKTED F‘\L PAGE 1g
FILTER RCUTIAE. R QUALITY
PARAMETER DEFINITICA
NAKE \ TYPE A CLASS\ RANGE \  DESCRIPTICA
INF AW \CHELD AR \ \INPUT FILENAME
QUTFAW \CHE1E AR \ \CUTPUT FILENAME
CUELE \R \Q \ \IMAGE CATA CUEUE
IN v \W \ \INPUT BUFFER
ouT \1 A \ \CUTPUT BUFFER
S1ZE \1 \R \ \IMAGE SIZE
RECS v \W \ \NUMBER CF RECORCS IN IMACE
WNCSIZ \1 \R \ \SIZE NF LOCAL AREA WINCCw
CLTS12Z \1 \R \ \SI1ZE OF CUTPUT IMAGE
TIYCUT \i \K \ \CUTPUT TC TERMINAL FILECCDE
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ A\
\ \ . \ \
NON-LOCAL VARIAELES
\ \ X \
\ \ \ \
\ \ \ \
SUBROUT INES REGUIRED
NAVE \ DESCRIPTICN
CPK \CPEN FILE AND ASSIGN FILECODE
UCLCSE \CLOSE FILES GPENED WITh CPN
FILERR \REPORT TYPE OF FILE ERRCR

. SUERCUTINE ECUSUB (INFANMys CUTFNM, QOULCUT,
€ INy OUTs SIZEs RECS+ WNDSIZs CUTSIZ, TTYCUT)

INTEGER. SIZEs. OUTSIZs WNDSIZ

INTEGER ERRANUM
INTEGER INCSTZE)s OUTICUTSIZ)
INTEGER RECs» WROs WORLs RECSs CRECy TMPCRRCy START
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INTEGER

RFAL
REAL

INTEGER®1

LCGICAL

INTEGER

CPEM FILES

WREC

CUEUE(WNRESTZST2F)
WANCPT S,

AdINCy QRCRE

ARNCHIGTy TOTALM, XESTNMT

INFNMELS)y QUTFNMILS)
ERR

TTYCUT «INFC,0OUTFC

ANC CHECK FOR ERRBCRS

CALL CPN ( INFCs INFNM,
IF (ERR) GOTC 1009

*OLC*'y 'UNF'y ERRALM, ERR)

CALL CPN ( CUTFC»
IF (ERR) GCTC

OUTFNVM, ERR)

2009

*NEW® s "UNF'y ERRANUM,

HADPTS = WANCSIZ % WNODSIZ

CALCULATE THE WEIGHTINC FACTOR

WANCWGT = 1.C /7 HWWNDPTS
INITIALI! THE CIRCULAR CUEUE
CC 4C ReEC=1+WiNDLSIZ

READ (INFC+ERR=4009) (INCWRC)I+WRC=1,4S17E)
CC 3C MWERC=1,SIZEt
CUEUE(RECWCRLC) =
CCNTINUE

CCNTINUE

IN(WORE) ¥

BEGIN PRCCESS INC

RECS = 0
QREC = 1
TFVPCRC = QREC
CC SO START=1,0UTSI12Z
TCTALM = (0.0
CC 2C WREC=1+wNDSI12Z
WWCREC = 1
CC 1C CWCRD=START, START+WNDSIZ~-1
TCTALM = TCTALM + QUELE(TMPNRC+CwWCRE) = WNLWGT
WWCRT = wwORE + 1



o

COANT I

VOO -

I TEPCRC = MCC (TMP3HCe WACSIZ) ¢ 1 ancn“‘E
2C CCNTINLE mPOo PAGE
C R Qu
1 wry
c
XESTMT = TNOTALLMA
l C
C PLT THE FILTEREC VALUE IN THE CUTPUT BUFFER
C
CLT(STARTY = INT (XESTHUT)
I
C
9¢ CCNTINLE
l c
C
C WRITE TKIS RECORD ANG UPCATF THE RECCRC CTUNTER
C
J ¢
WRITE (CUTFC) (ODUT(WRD) sWPO=1+CUTSIZ)
l C DCN'T BCTHE® TC CHECK FCR A WRITE ERRCR
C.
RECS = RECS + 1
C
]c
C REAC A NEw RECCRD INTC THE QUEUE AND UPDATE THE FRONT-ENC PCINTER
C
I REAC (INFCyEND=20C+ERR=40C9) (IN(WREC) sWAD=1¢S12E)
c
CC 1C0 wCRC=1+517€
QUEVE(CREC HORD) = IN(WOREC)
l 1C0  CCNTINUE
c .
QREC = MCOD (CREC, WNDSIZ) + 1
c
] GCTC SO '
c
c
c

€ WE'VE REACHED AN END-CF-FILE SGC THE CUTPUT NUMBER CF

C  RECCRCS WILL BE WADSIZ-1 LESS THAN THE NUMBER INPUT
]c WRAF IT ALL UP AND QUIT
c .

]300 CALL UCLGSE (INFC)
: CALL UCLOSE (CUTFC)
C
C
Ic

GCTC 1cCicC

1005 CALL FILERR (TTYOUTs INFNMs ERRAUWM)
[ GCTC 1cC1cC
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2CCS  CALL FILERn (TTYCUTs CUTFMMe ERRAUM)

GCTC 1C10
.
C
4CC7 WRITE (TTIYCUT.6560)
660 FCRFAT (1Xe'® & & ERACR IN REACINCG IANPUT IMAGE = = 810
C
1C1C RETLRN
END
ECF.. —
? BRICINAT, 3 o
B £1] (t"

. UALI:rg
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LNIVERSITY CF KANSAS TELECCHMMUNICATICANS AND INFCRFMATICN SCIENCES LAE

e e b T L R R

PROCRAM SLITE : ANCISE FILTERS REFa 4
PRCCRAM NAME:MECFLT AUTHCR:JEFF wWATSON CATE:3/4/83
PLRFCSEC : Th1S FROGPRAM CREATES AN CUTPUTY IMAGCE CF MECIANS CF

VARIASLYE SIZEC WINUCWS CN THE INPUT IMAGE

e R R e e e e

PARAMETER DEFINITICA
MAVE N TYPZ N CLASSN RANCE A CESCRIPTICA

e N e N S MR S R R e R e s e e e

e S S S e R R e R e R e W R S e S e A R e e

e R R

\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
SUBROUTINES RECUIREC
NAME \ DESCRIPTICN
MEC 1AN \FROCESSES THE IMAGE

\

\

\

\

\

\

e b b T ey ———————————— e e e e L kT

PROCGRAM MECFLT
INTEGER MAXSTZ+s MXWSIZy BUFQUEs BLFWNC

BUFCUE
BUFWAC

MAXSIZE % HMAXWIMCCWSIZE
MAXWINOCWSIZE * MAAWINCCWSIZE

PARAVETER (MAXSI2=512)
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i nS12=2C)
Pik LM LR GUESMAXST Z4MMXKHST2)
PARAMETER L2LFuANI=MXNS]2%4AXWST2)

‘!. DULp
INTEGFR  REC3e TAUF(YAXS]2) m 43813
INTRECER  S17Es CUTSIZy WADSIZe ARRSIY “‘U‘ry
INTEGER  GQUEUE(RUFCUCY sy WINCCWIBUFWNC)

INTECER=1] INFAMELIR) e CUTFNM(1R)

INTEGER TTYIANs TTYCUT
DATA TTIYIN. TTIYCUT /15s 16/

WRITE (TTYCUT.uC1)

FCRMAT (L1Xs"ENTER THE FILENAME FOR INPUT (MLST BRE AN CLZ FILED")
REAC (TTYIN«S510) INFNM :

FCRMAT (18A41)

WRITE (TTYCUT.,0C2)

FCRFAT (1X+"ENTER THE FILENAKME FOR CLTPUT (MLST BE A NEW FllLc)')
REAC (TTYIN«51D) QUTFNM

WRITE (TTYCLT.610)

FCRMAT (1X+*ENTER THE SIZC CF ThE INPUT IMAGE ')
REAC (TTYIN.®) SIZE

IF (SIZE GT. MAXSI12) THEN

WRITE (TTYCUT,€15) MAXSILZ

FCRNAT (1Xe'2 2 % ER RO R - = ThE MAXIMLM SIZE = '415)
GCTC 1cC1C

ENC IF

WRITE (TTYCUT+0627)
FCRFAT (IX+s"ENTER THE SI12E OF TEE FILTER WINCOW")
REAC (TTYINs #) WNCSIZ

IF (WNCSIZ .GT., MXWSIZ) THEN - -
WRITE (TTYCUT,628) MXWSIZ

FCRMAT (1Xe"'®% = % E R R G R = = VMAXIMUM WINCCW SIZE = '415)
GCTC 1C1C

END IF

cLTsIz
ARRSI1Z
RECS = C

SIZE - WNCSIZ + 1
WNDCSIZ % WNDSI1Z

LL SUBRCUTINE TO 00 THE WORK

CALL VMECIANL INFN4y QUTFNM, ARRSIZ.s SIZFy RFCS,
WNCSIZ, tUTS]lo TTYCUTs CQUEUEs WINDQW, TAUF)



WRITE (TIW UTew30)
630 FCRMAT (1Xe'® % % A L L CCNE = % mv)
WRITE (TTYCLT«643) QUTSIZ, RECS

64C FCRMAT (1Xs*THE CUTPUT IMAGE IS *41%¢' WCRLCS 3Y '+ I18,' RECCRCS')
C
1C1C STCP
ENC
ECF..
?

ANAL PAGE 1g

OF POOR QUALITY
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UNIVERSITY CF XANSAS TELFCCMMULNICATIONS AND INFCAMATION SCIENCES LAQ
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PRCGKAM SULITE & ANCISE FILTERS REFS
FRCGRA¥ MAVEPECIAN AUTHCR 3 JEFF wATSCN CATE:1/6/92
PLRFCSF : CCES THE PRCCESSINCG FCR TnE VEOIAN FILTER AFTER 3EINC

CALLEC EY PRCGRAM MECFLT.

e e e e A e e e e R e e e e e e e e e e e e e e e e

PARAMETER NEFINITION

MANME N\ TYPE N CLASSN RANGE A\ OESCRIPTION
INFILE \CHZ12 AR \ NINPUT FILENAME
CUTFILE \CH=1d AR \ \CUTPUT FILEMAKE
ARRSIZE A \R \ ANUMBER OF ELEMENTS IN WINOCh
NCCLS A \R \ NCCLUMNS IN INPUT TMAGE
NOUTRCwW A \W \ \ROWS IN CUTPUT [MACE
WINCSITZE N \R \ \WINDCWSTZ2E
NCUTCCL M AR \ \CCLUMNS IN CUTPUT IMACGE
TTYCUT 51| \R \ \CUTPUT TC TER"INAL FILECCOE
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
NON=-LOCAL VARTABLES
\ \ \ \
\ \ \ \
\ \ \ \
\ % A\ \
-------------------------------------- o
SUBROUTINES RECUIRED
NAVE \ DESCRIPTICN
MEDFNC \FINDS MEDIAN OF LCCAL wIANDCW
CPN \CPLENS FILE AND ASSIGNS LCGICAL UNIT
UCLCSE \CLOSES FILES DPFENED WITH CPN
\
\
\
\

B ettt e e b b L T ————

SUBRCUTINE MECIAN ( INFILEs CUTFILEs ARPSIZE, NCCLSs NOUTRCh,
L WINCSIZEs NOUTCCLs TTYCUTs Qs ARQVAL. TBUF)

LCGICAL ERR

INTEGER ARRSIZE, NCOLSy NCUTCCL, WINCSIZE

INTEGER s Jo Ko ERRNUMy STARTs ARRPCSs CUTCCLs» NRCWS
INTEGEK NCUTRCW«TTYOUTs ARRVAL(ARRSIZED) s, TRLFINCOLS)
INTEGER 2Q2(WINDSIZE+NCCLS) s INFAUM, QUTNUY, MELs MEDPCS
INTEGER®*1 INFILE(18)y UUTFILE(13)

“
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40

70

85

87

80

S8

NCUTRCiw = 2

CALL CPAN CINFAUVYY INFILEY *OL7T'e "UNF'y EIRALM, EXR)
CALL CPA (CUTMMy CUTFILEs "KEWw'e 'UNF'y FER2AUM. TRR)

INITIALLZE LUEUE

cc 20 I = lewINCSI2E
REACCINFAULNMZENDG = S3) (TALF(K)s K = 1 ACCLS)
£c 20¢ J = leNCULS

Clied) = T3UF(J)
CCNTINLE "Ucnv
CCNTINLE '.300:1'

R‘G
Ww‘i-f

“AIN PRCCESSIMC

MEDPCS = ARRSI1Z2E/2

CCNTINUE
CC 70 START = 1, NOUTCOL
CC o6C I = 1o WINDSIZE
CC 0 J = START, START + WINDSIZE - 1
ARHPCS = WINDSIZE#(I-1) + J-START+I1
ARRVAL(ARRPOS) = C(1+J)
CCNTINUE
CCNT IAUE
CALL MECFNC(ARRVALMED.ARRSIZEs MECPCS)
CUTCOL = START
TBUF(CUTCCL) = MED
CCNTINUE

NCUTRCW = MNCOUTROW + 1
WRITEICUTAUM) (TBUF(K)s K = 1+ NOUTCCL)

UPCATE CUEUE

CC 80 I =1 + WINCSIZE '

IF(T «LTe WINDSIZE) THENM
CoO 85 J = 1+« NCCLS
ClIed) = QUI+14J)
CCATINUE
ELSE
REAC(INFMPUMLENC = 98) (TEBUF(K)y K = 1, NCOLS)
DC 87 J = 14NCQLS
Ctled) = TAUFLI)
CCNIINUE
ENC IF
CONTINUE
GC TC 40

WE HAVE REACHEO TrHE END CF THE INPUT FILE

CCNTINUE

CALL UCLCSECINFAUHM)
CALL UCLCSE(CLTAUM)
RETULRN

ENC
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LANIVERSITY CF KAMNSAS TELECCMMLANICATICAS ANDY INFCRMATICN SCIENCTS LeR
FRIoCkam L1Te o | FILTERS PEF. %
FRCCRAM NAME: 't CrnC AUTHCO S JLFF WATSCN CATE:2/767013
PURFQOSEL : FINMC, THE MUCIAM VALUE CF TiHe A%RAY PALSEC TC 17.
RERE THE ARRAY I35 THE LCCAL AREA WINCCHW
DRIGINAL PAGE IS
OF POOR QUALITY
PAQAMCETER NEFINITICN
MAKL \ TYPC N\ CLASSN RANGE \ CESCRIPTION

ARR N \Kk \ \NARRAY 2OF ELCMENTS IN WINCCW
MEC A\ \'W \N0=25% \MECIAN CF ARRAY
SILlE L ¥ | \R \N=40C \NUMBEY DF ELEMENTS IN ARRAY
MECLCPCS VINT \RCAC \1=-20C \PCSITICN DF HMECTAM VALLE IN

\ \ \ \CRUCGRAC ARRAY (OF PIXEL VALULES

\ \ \ \

\ \ \ \

\ \ \ \

\ \ \ \

\ X \ \

\ \ \ \

\ \ \ \

\ \ \ \

\ \ \ \

T —————— - — - — -

- ——————— e

\ \ \ \

\ \ \ \

\ \ \ \

\ \ \ v

SUSROUTINES RECUIRED

MNAVE \ DESCRIPTICN

\

\

\

\

\

\

\

et e L L L T T e ———

SUBRCUTINE VMEOFNC(ARR,y MFCy SIZE, MECPNS)

INTSGER SIZEy I+ MECs MEDPCS
INTEGER ARR(SIZE)e PIXKARR( C: 258 ), COULNT

FCR 1 = 0, 255
PIXARR( | ) = 0
END FCR

| %



ECF..

PIaARRL Af%( 1 ) ) = PIXARR(

| -1
CCLULNT
LG

1 = |1 ¢+ 1

CILAY = CCUNT + PIXARRL 1
UNTIL ( CCUNT .GT. #:DPCS )

MEC = 1

RETURN
END

ARR |

l

)

)

1

ORIGINAL PAGE IS
OE POOR QUALITY
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DRICINAT PAGE IS
OF POOR QUALITY

e e e e e SR R S e e R e e e e e e e e e e e e e e e e e e e e e e e e e e e e T e e e

- e e e e R e e e e e e e e e e R R e e e R e e e e e AR R R R e e e e A e e

FPRCCRAM SLITE 3 NCISC FILTLERS REF. # ¢

e e e e e e e e e e e e e e R e e R e R R W R e R A R e e e e e e

PRCCRAV NAWE:ILELEFLT AUTHC:Jde SCCTT GARNKNER CATE:ICZ/12/312

- e e e e e e S s e e e e e e e e e e e e e e e e e e e e e e e e ww w

PURPCSE ¢ THIS F&PGRAM INCCAPCRATES LEE'S MULTIPLICATIVE
NCISC MCCEL INTC 1ilS KOGE PRESCRVINC ACAPTIVE FILTER,

e e e e R e e e SR S e e e S e e e e e e e e A R e e e e e e e e e e e e e e

PARAMETER DEFINITICN

MNANME N\ TYPE \ CLASS\ RAANGE \ CESCRIPTICA
\ A \ \
A\ \ \ \
\ \ A\ \
\ \ \ \
\ A \ \
A\ \ \ \
\ \ \ \
\ \ X \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \

- — - —— -

. ————— i ———————— - —————— -

\ \ \ \
\ \ \ \
\ A \ \
\ \ A\ \
SUBROUTINES RECUIREC
MAVE \ CESCRIPTICN
LEESLS \CALLEC WITH VARIASLE PARAMETERS
\
%
\
\
\
\
\

- ————————————————— - ——— i ——— -

PRCGRAVM LEEFLT

INTEGER  MAXSIZy MXWSIZs BUFCUEs 2LFWNCs JUFMWN

"

BLFCUE
BUFMWA
BLFWNC

MAXSTZE = “4AXWINCOWSIZFE
8 % MAXWINDCWSIZE ™ MAXWINCCWSIZE
MAXWINCOWSIZE ¥ MAXWIANNRCWSIZE

PARAMETER (MAXS512=512)

-~
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IF (WNESI! oLi. '%wSIZ) GATC 123
WRITE (TTYCUT,629) 4XWSIZ
FCRMAT (1Xe'® ® & E K R C R = = 4AY]I™U" INDCw S1ZE = *,15)
GCTC 1CIC
CUTSIZ? = SIZt = WNDSIZ + | ORIGINAL PAGE 1g
OF POOR QuaLTy

CALL SLOFRCUTINE TC CC THE wWDRK

CALL LECESUS (INFIMy OUTFNMy CUEUEs WINCOWs MSKWADse Ihe CLT,
SILEy RECSy WNOSIZs OUTSI2s THSHLD, NUMLKS, TTYOUT)

WRITE (TTYCUTWH3C)
FCRMAT (1¢e*2 = = A L L CCNE % & 8v)
WRITE (TTYUUT.640) OQUTSI2Z, RECS

FCRMAT (1Xe'THFE JQUTPUT IMACE IS *4154" WCRTS AY *¢15,* RECCRCS®)

GC1C 1l01C

sTCP
END
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ORIGINAL FAGE B
OF POOR QUAVITY

UNIVERSITY CF KANSAS TELECCMMULNICATIONS AND INFURAMATION SCIENCES LAY
PROCRAM SLITE : NCISE FILTERS KREFs ¥
PROCRAM NAME:ILEESUU AUTHLA2 ), SCCTT GARDANER DATF:C2/712/792

PURPCSE = THIS SURROUTINL COES ThE PROCESSINC
FCR LEE*'S ECCL FILTER AFTCR JEINC CALLED
BY FRCGRAM LCEFLT MITH VARIABLE ARRAY CIVMENSIINS.

- e e e M e e e e e e e e e e e e e e

PARAMETER DEFINITICN

MAME \ TYPE N CLASSN RANGE A\ CESCRIPTICN
INFAM ACH=13  \R \ NINPUT FILENAME
OUTFNM ACH=13 AR \ \CUTPUT FILENAAE
CLELCL \R \R A\ \IMAGE CATA CUFUE
WINCCh \R \R /M \ \LCCAL AREA wIMCCHh
MSKWNC A \u \ \ECGE TEVPLATES
IN A \w \ \INPUT BUFFER
cuT A W \ \CUTPUT BUFFEA
SIZE A \R \ \NIPAGE STEE
RECS \ \W \ \NJMBER CF RECORCS IN IMACE
WACSI2Z b \R \ \NSIZE 2F LOCAL APEA wWINCCh
CUTELZ Al \R \ \STZE CF CUTPUT IMAGE
TESELD \R \R \ \ENGE THRESHCLD
NUMLKS \R Y \ \MUNMBEY CF LCOKS
TTYCLT A\ \R \ \CUTPUT TC TERMINAL FILECCNE

- S e e S S R R W R M W R R R R R e e e e e S

NON=-LOCAL VARIABLES

- -

\ \ \ \

\ \ N \

\ \ \ A

SUBROUTINES RECUIRED
NAVE \ CESCRIPTION

GNMSKS \GENERATES MASKS
LCSTAT \CCMPUTES LCCAL STATISTICS OF WINCOW
SUeNFSK \GETS A 3X3 LOCAL MEAN FRCM WIMCOW
FNCEODG \GETS EDGE ORIENTATICN ANDC SELECTS A MASK
EGSTAT \CCMPUTES LOCAL STATS CLTSICE ThE EDGE
ESTMTE \FIND5 AN ESTIMATE FOR THE SIGNAL
CPN \CPEMS FILE AND ASSIGHNS LGGICAL UNIT
UCLCSE \CLOSES FILES OPENED WITH CPN

ke e S —————

SUBROUTINE LEESU3 (INFAMy, OUTFNM» QUEUE, WINDOWs MSKWNC,
€ INs CUT, SIZEs RECSs WNDSIZs OUTSIZy THEShLDs NUMLKS, TTYCUT)

— Pt — PN — P

aNaNal

(gl

INTEGER

INTEGER
INTEGER

SIZEs NUTSIZy WNDSIZ

MEK3X3(39304)s SHAREA(Te2)e MSKWNCLI+WNDSIZ W WNCSTZ)

IN(CSI12ZE)y CUTICUTSIZ)

INTEGER RECs WRD» WORCs RECSs CRFCs THPQRRCs START, IERR

[ . &Y |
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INTEUEN MOKENLMy T Je Ky ERIANLY

REAL CLEUEIWNDSIZoSI7E)e WINCCWINADSTIZonwNCSIZ)

REALL WALCPTSe SUSPTSe 2 I HEAN, VARZ? ¢y WNUFLKS « TESHL sy AFSTHMT

REaL THRSEXy THRSATLs TTLTHEN, TTLTISD, TTLUMN
RCAL ECTHRESy NWUMPTSy NMUPTS

EGER® NFMNM(138) CLTFAM ) =

LCGICAL FRY OF PCOR QUALITY

INTEGER TTYCUTWINFC+CUTFC

INITIALIZE TrE 343 GRADIEAT WINICWS

CATA (CCMOK3X3(Tedek)y I=103)y J=193)y K=1e4)
E /1wleleCoCoCo=le=lo=1les Op=lo=1lolsCo=1lyleleCys
£ 14Co=1oleO0w=19190s=19 1olsOosleCo=19Cs=19-1/

INITIALIZE ZMEANSZMEAN/VARZ MIN ANO MAX AND TCTALS

TERSHMI = 10C000
THRS¥X = -1CCCOC
TTLTMN = C.C
TTLTSEC = 0.C
TTLEMN = C.C
NMHPTS = 0.C

CETER¥INE THE NUMBER CF PCINTS IN IMAGE (ASSLMED SOUARE)

ANUMPTS = OQUTSIZ = 0OULTSIZ

CPEN FILES ANC CHECK FOR ERRCRS
CALL CPN ( INFCy INFNMy *0OLC's *UNF®', ERRNLM, ERR)
[F (ERR) GUTC 1009 .

CALL CPN ( CUTFCy CUTFNMy *MEW's "UNF', ERRAUM, ERR)
IF (ERR) GCTC 2CC9

FIRSTs CENERATE THE EDGE TEMPLATES
CALL GNMSKS (MSKWNCs WNDSIZ)

WAUPTS
SUBPTS

WNCS12 %= WADSIZ
(WNCSI1Z/72+1) % WNCSIZ

INITIALIZE THE CIRCULAR CUEUE
CC 40 REC=1.WiCSI2

REAC (INFC+ERR=3N09) (IN(WRD)+WRC=1,5127)

- »

)
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CC 3C WwCRT=1.51L¢L

CLEUEIPFC+WTAN) = INIUCRLD)
CONTIANJE (qunv
CONTINLE AL p
Qg roo, o AGE g
BEGIN PRCCESSINCG
RECS =
cReC = 1

TFPCRC = QREC
DC SC START=1.CuUuTSIC

GET THE LCCAL STATISTICS FOR THE AREA CEFINRC BY THEZ WIANCCh

ANL FILL ThRE WINDOW ARRAY TQ BE USEC LATER IF AN ECGE 1S FCUAND

CALL LCSTAT (QUEUE, WINCOWs TMPCRCs START, WANDSIZs NANCPTS,
£ SI12Es ZMEANs VARZ, 1)

FINC THE EDGE THRESHOLO VALUE

EGTERS = ZIMEAN=ZMEAN/VARZ

UPCATE RUNKANINC SUMS FCR CETERMINING THRESHCLC

TTLTMN = TTLTMN + EGTHRS/ANUMPTS

TTLTSC = TTLTSD + EGTHRS=EGTHRS/NUFMPTS
THRSKI = MIN (THRSM!, ECTHRS)

THEFRSMX = MALX (THRPSMXs ECTHRS)

CETERMINE IF AN EDGE EXISTS BASEC ON THE LCCAL STATISTICS,
THFE NUMBER CF LCUKS AND THE USER SPECIFIED THRESHCLC.

[F (EGTHRS .LE. NUMLKS=THSHLD) GCTC 44

TTLHMN=TTLFEMN + EGTHRS .
NMHPTS = NMHPTS + 1.0
GCTC 6C

WE HAVE AN CCCEs SC PRCCEEC WITH THE ECGE FILTERINC
GET THE 3X3 SUBAREA LOCAL MEAN
CALL SUBMSK (WINDCWe SSAREAs WNOSIZ)
FING THE ECGE ORIENTATION "ANC DETERMINE wHICE EDGE
TEMPLATE TC USE IN CALCULATIANC OUR NEW LCCAL MEAN
CALL FNCEDG (SBAREAs MSK3X3,. MSKAUV)
CCMPUTE & NEW LCCAL MEAN AND VARIANCE USING THE APPRCPRIATE
TEMPLATE

CALL EGSTAT (WIMDCWs MSKWNCs WNDSIZs MSKNUM,

()
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C
C
o FINC AN ESTIFATE FUR THE SIGNALe XESTHMT
C
6C CALL ESTHTE (7MEANy VARZ o 2o NUMLKSy XESTAT)
C

IF (CESTMT CT. 255,0) XESTMT=25%5.0
C
C PLT THE FILTLREC VALUE TN THE CUTPUT AUFFIX
4 DRIGINAL PAGE 18

CLUTISTART) = INT (XESTMT) DE POOR QUALITY
C
C
90 CCNTINLE
C
&
C WRITE THIS RECCPD ANC UPCATE THE RECCRC CCULNTER
C

WRITE (CUTFC) (CUT(WAD) +WRC=1,CLTSIZ)
C
C CCN*'T BCTHER TC CLKHECK FOL A WRITE ERRCR
C

RECS = RECS + 1
C
C.
C REAC A NEW RECCD INTC THE OUEUE ANC UPDATE THE FRONT-ENC PCINTER
C

REAC (INFC+END=20C+eRR=30C9) (IN(WRC) MRD=1+SIZE)

C

CC 107 WwORC=1+SI1ZE
QULEUE(CRFC+»CRC) = IN(WORD)
1C0 CCNTINUE

CREC = MCD (QREC, WADSIZ) + 1
C
GCTC 50
WE'VE REACKEC AN ENC-CF-FILE SO THE CUTPUT AUMBER CF
RECCRCS wILL BE WNOSI2-1 LESS THAN THE ANUMBER [NPUT
WRAF [T ALL UP AND QUIT
CC CALL UCLCSE (INFC)
CALL UCLCSE (CUTFC)
C

WRITE (TTYCUT+635) THRSMI+ THRSMX e TTLTMNTTLTSD=-TTLTMASTTLTMN
635 FCRFAT (1Xys'ECGE THRESHCLD MIN = *4FS9.3,
‘ £ /1Xe"CCGE THRESHOLD MAX = ',FS%.3,
£ /1XA+"ECGE THRESHOULD MEAN = '"4F9.3
€ /1X«'ECGE THRESHOILD STANCARD DEVIATICN = ',FG.3)

WRITE (TTYCUT+037) TTLHMK/NMHPTS
637 FCRMAT (1Xs"HCHMOGENECUS AREA MEAN = '+F9.3)
WRITE (TTYCUT+638) NMHPTS%1C0.0/NUNMPTS
6328 FCRFAT (1X¥sFS5e3+*' PERCENT OF ThRE IMAGF WAS HCMOGENECLS')

GCTC 101C
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CALL FILOWRA (TTYQUT, ITAFNMe ERINUM) mBOOR QU“"’I!

GCTC 1CiC

CALL FILERR (TTYCUTs CUTFMMs ERRANUNM)

GCIC 1C1C

WRITE (TTIYCUT0LA0)

FCHMAT (LXye'% % % ¢cRRCR IN REACINC INPUT TWMAGE = = %')

RETURN
ENC

- .

T
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ULNIVERSTTY CF KANSAS TELECCHAMULNICATICAS AN INFCRMATILN SCIEANCES LAR
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PRCOCRAM SLITE = NCISE FILTERS REF.
PRCCGRAM NAMEIESTMTL AUTHCRR :Js SCCTT GARDANFR OATE:02/14/783
PLRPCSE @ THIS SUBROUTINE ESTIMATES THE SIGNAL FRCHWM THE

cCa MPEAN ANDC VARIAMNCE «
WERSS ORIGINAL PAGE IS

OE POOR QUALITY.

- S e e e e e e S M S e e e e R R R e e e e e e e

NAME \ TYPe N CLASSN RANGE \ DESCRIPTICA
IVZ AN \R \R \ \LCCAL MEAN
VARZ \R \it \ \LICAL VARTANCE
4 \R \R \ \vALUE CF CENTER PIXEL
XESTMT \R \W 3 \ESTIMATE FCR SIGNAL
\ \ \ \
\ A \ \
\ \ \ \
\ A\ \ \
\ \ \ \
\ A \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ A \ \
NON=LJUCAL VARIABLES
\ \ \ \
\ \ \ \
\ \ \ )
\ \ \ \
SUBROUTINES RECUIREC
NAME \ DESCRIPTICN
\
\
\
\
\
\
\

SUBROUTINE ESTMTE (ZMEANs VARZy 2+ NUMLKS, XESTMT)

REAL ZMEANs VARVe VARZs 2+ XESTMT, XMEAN, VARX, K
KREAL ANUMLKS

SCURCE - - SPECAKLZ ANALYSIS AND SMOCTHING YF SYNTHETIC
APERTURE RADAR [MAGES

JONG-SEN LEE CCYPUTER GRAPKICS AND 1NMAGE PFf ESSINC 17+24-32(1GE1)

1Y

)
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C 2 ICNAL MEAN = IMAGE HMEAN / NGISE MEAWN
C ASSUME NCISE MFAN = |
C
XMEAN = IMEAN mﬂ PAGE 13
c R
: QUALITY
VARV = 14C 7/ NUMLKS
C
C :
VARX = (VARZ + ZMEANSZMEAN) / (VARV + 1.0) = XMFANEXMEAN
C
C
C Z CAN 8E LINEARIZEC 8Y THE FIAST OKRCER TAYLOR S=ZRICS
C EXPANSICK ASUUT (XMEANs VMEAN)
c Z = VMEANSX + XMEAN %= (V = VMEAN)
c
C FRCHM THIS AN ESTIMATE FOR X 1S DEVELCPEC
c
C
K = VARX / (XFEAN % XMEAN # VARV + VARX)
C
; XESTMT = XMEAM + K = (I = XMEAN)
c
C
RETURN
ENC
EOF ..
?

—
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LMNIVERSITY CGF KANSAS TELECCMMUNICATICANS AND INFCRMAT A
PRCCRAM SLITC @ ANCISE FILTERS REF.
PRCCRAM NAMF:ADPFLT AUTHCR :J. SCCTT GARDANER DATE:C2/

PURFCSE ¢  THIS 15 THE MAINLINE FCR THE ADAPTIVE FILTER
RCUTINE WHICH USES A FILTER
WINCOW WITH AN EXPONENTIAL WEIGHTINC FUNCTION. DRIGINAC PAGE 1

DE POOR QUALITY

R M R S R R e e e S e e e e S e R SR A R e e e W R e e

PARAMETER DEFINITICNA

NAVE N\ TYPE N CLASSN RANGE A\ CESCRIPIION
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ X \
\ \ \ \
\ \ \ A
\ \ \ \
\ \ A \
\ \ \ \
\ A\ \ \
\ \ \ \

- —————— - —— - e -

ettt el R L L T L T T T T T T T T T

\ \ \ b o
\ \ \ \
\ \ \ L
\ \ \ \
SUBROUTINES RECUIRED
NAME \ DESCRIPTICN ;
ADPSUB \DCES THE PRCCESSING== CALLED WITh VARIABLE PARAMETERS
\
\
\
\
\
\

- ——————

PRCCRAM ACPFLT

INTEGER MAXSIZ+ MXWSIZy JUFQUEs BUFWNOs MXFLTSy BUFFWN
BUFCUE = MAXSIZE % MAXWINCOWSIZE
BUFWNC = MAXWINCCWSIZE # MAXWINDCWSIZE
BUFFWN IS5 THE BUFFER FOR THE FILTERS ARRAY

PARAMETER (MAXS1Z2=512)



e o T

6C1

510

700

602

603

615

12
625

710

537

TER (MXWS12=19)
"FR (YXFLTS=25) Dmm‘“-'?AOtn
STER (BLFLLE=MAXS] 2EMXHSTZ) OE Poog QUALITY
PARAMETER CAUFWHNO=VXHS TZmMXWST L)
PARAMETER (AUFFUAN=MXFLTS % MXWSIZ = MXUSI2Z)

INTEGESX RECSe FLTANUM

INTEGEN INCMAXSTZ)e DUTIMAXSTIZ)e SIZEy CUTSIZy WNGSIZ
INTEGER FLTRSY (MXFLTS)

REAL CQUEUE(BLFCUE)s WINCOW(BUFHNC )y ELTRS (3UFFWN)
REAL NUFLKSy WMAX, NMINy CISTUIUFWNC) s EQURES

INTEGErR®1 INFWM(18)y CUTFAM(13)y CUT2FN(LE)
INTEGER TTIYINsTTYOQUT+«INFCWOUTFCs CUTZFC

CATA TTIYIMNs TTYOUT /15, 16/

WRITE (TTYCUT.6O01)

FCRFAT (1Xs"ENTER THE FILEMNAME FCR INPUT (MLST BE AN CLC FILE)")
REAC (TTYIN.S10) INFNM

FCRFAT (1341)

WRITE (TTYQUT.7CO) INFNH

FCRFAT (1X,18A1)

WRITE (TTYGUT.5602)

FCRMAT (L1X,'ENTER THE FILENAME FOR CLTPUT (MLST BE A NEW FILE)*)
REAC (TTYING51C) OUTFNM

WRITE (TTYCUT.700) UUTFNM

WRITE (TTYLCUT+603)

FCRMAT (1Xs*FILENAMF FOR FILTER OUTPLT (MUST 3E A NEWw FILE)")
REAC (TTYIN,510) CUT2FN

WRITE (TTYCUT.700) OUTZ2FN

WRITE (TTYCUT.610)

FCRFAT (1X.'ENTER THE SIZE COF THE INPUT IMAGE ')
REAC (TTYINhe®*) SIZE

WRITE (TTYOUT.705) SIZE

FCRFAT (1Xs14)

IF (SIZE «LE. MAXSIZ) GCTO 12

WRITE (TTYCUT, 615) MAXSIZ

FCRMAT (1Xs*'2 = = E R R O R = = THE MAXIMUM SIZE = '415)
GOTO 1010

WRITE (TTYCUT.625)

FCRFAT (1Xs"ENTER THE NUMBER CF LOCKS *)
REAC (TTYIN.*) NUMLKS

WRITE (TTYCUT+T710) NUMLKS

FCRFAT (1XyF6.3)

WRITE (TTYCUT+637)

FCRFMAT (1Xs*ENTER THE EQUIVALENT RESCLUTIAN *)
REAC (TTYIN+#) EQURES

WRITE (TIYCUT.710) ECURES



s EaNalalal _Nal

i PYLUTe663)
FCRMAT (LXo'ENTER THE MINIMUM NUMBER CF LUCKS
REAC (TTIVINe®) NMIN
WRITE (TTYUUT.710) WML N

WRITE (TTYCUTyu4T)

FCRFAT (11X, 'ENTER THE MAXIMUM MUMBER CF LACKS ")
REAC (TTYINs®) NMAX

WRITE (TTYCUT.T710) NMAX

WRITE (TTYCUTs04Y)

FCRMAT (1X+"ENTER TFHE NUMAER OF FILTERS ')
REAT (TTYIN+%) FLTAUM

WRITE (TTYCUT.705) FLTAUM

WRITE (TTYCLT,827)

FCRMAT (11X, "ENTER THE STZE OF THE FILTER WINCOW',
€ /10X+"(THIS PARAMETER MUST DBE 0DC)*)

READ (TTYINs #) WNCSIZ

WRITE (TTYOUT,.705) WNCSIZ

IF (MCC(WNLSIZ+2) «NEe C) GCTC 20

WADSIZ = WUNCSIZ + 1

WRITE (TTYOUT,632) WNCSIYZ

FCRNMAT (1Xs"THAT IS NOT AM 0ODD MUMEBER. 1 WILL USE

IF (WNCSIZ LS. MXWSIZ) GOTC 13
WRITE (TTYCUT,641) MXWSIZ

*212+" INSTEAC?®)

FCRNMAT (1Xe'® % % E R R O R = = MAXIMUA WINDCw SI2ZE = *415)

GCTC 101¢C

OLTSIZ = SIZE - WNDSIZ + 1

CALL SUBRCUTINE TC DO THE MNRK

CALL ARPSUE (INF4M, OUTFMMs GUT2FN, GUEUEs WINCChe

FLTRSy DIST,

€ INy CUTy FLTHST, SIZEs FLTAUM, RECSs WNDSI1Zy CUTSIZs ANLMLKS,

€ NMINs NMAXs ECURESs TTYODOUT)

WRITE (TTYCUT.630)
FCRFAT (1Xe'% & = A L L CCNE = 2 2v)
WRITE (TTYCUT.640) OQUTSIZ, RECS

FCRFMAT (1X+*THE OUTPUT IMAGE IS *+I15+' WORCS BY *415+" RECCRCS')

GoTc “101¢

sTCP
END '

| &
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DE R QUALITY

LNIVERSITY CF KAKNSAL TELECCHMUNICATIONS AND INFCRMATICN SCIENCES LAR
PRCCRAM SLITE ¢ NCISE FILTERS REF. 1

PRLCRAM NAMETADPSUW AUTHC:)s SCCTYT GAROCNER CATE:3/747%93
PURFQSE : THIS 1S THE SUBRGUTINE TO PERFCAN

THE ACTUAL PRCCESSING FCit THE ADAPTIVE WEINER
FILTER ROUTINE.

PARAMETER DJEFINITION

NANME A TYPE N CLASSN RANGE A CESCRIPTICN

INFAM \CH=19 \R \ \NINPUT FILENAME
CUTFNV \CH=13 \P. \ \CUTPUT FILENMAME
CUT2Fh \CHi=8 \R \ \FILTER CUTPUT FILEMNAME
CUELE \R \R \ \IMAGE CATA CUFUE
WINCCW \R \R/ W \ \LCCAL ARgA WIMCCHh
FLIRS \R \R/ W \ \FILTERS ARRAY
DIST \R \R/ \ \DISTANCE ARRAY
IN \ N \ \INPUT BUFFER
CuT X W 1 \CUTPUT HUFFER
FLTEST N \R \ \FILTER USAGE HISTCGRAM
SI.E A \R \ \IMAGE Stit
FLTMUM N \R X \NMJMAER CF FILTERS
RECS A \ W \ \NJMBRER CF RECORCS IN IMACGE
WANDSI12Z Al \R \ \SIZE NF LNCAL AREA wINCCW
CuTSI12 %] \R \ \S12% OF CUTPUT IMAGE
NUMLKS \R \R A\ \MIMAERL OF LCOKS
NMIN \R \R \ \VINIPUV NJFBER CF LCCKS
NMAX \R \R \ \MAXTMUM NJMAER CF LCCKS
ECURES \R \K N NEQUIVALENT RESCLUTICN
YIYCuT A \R \ \CUTPUT TO TERMINAL FILECCDE

- ———————— - — -

- ——————————— - - ——— - ——— -

\ \ \ \
SUBROUTINES REGUIREC )
NAME \ DESCRIPTICN
GENFLT \GENERATE THE FILTERS AND PRINT THEM 4
LCSTAT \GETS LCCAL STATS AND FILLS A YINDOW ARRAY FRCM CUEUE 3
FILTER \APPLY THE PROPER FILTER TQ THE LCCAL AREA
CPN \CPEN FILE AND ASSIGN FILECODE ¢
UCLCSE \CLCSE FILES OPENED WITF CPN !
FILERR \REPORT TYPE OF FILE ERROR !
SUBRUUTINE ADPSUB (INFNMy CUTENMy OUT2FEN, QUEUF, WINCCWe FLTRSS
€ O0ISTy INy CUTy FLTHSTs SIZEs FLYNUMs RECSy WNDS1Z, QUTSTZs
£ NUMLKSy NMIN, WNMAXy ECURES, TTYOUT)
INTEGER SIZEs OUVSIZ. WNDSIZ
INTEGER FLTAUMy FLT, ERRAUM
INTEGER IN(SIZE)y CUT(CUTSIZ)y FLIHST (FLTALM)
—
y il
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iNTeotk Mk PR e RECSs GRECY TMRCAC, STARTy
REAL CUEUEIWANUSIZoSTZEDy WINOCWIWADSIZ uNLST2)

REAL FLTRS (FLTYRUMs WNES12Ze WACSIZ)s CISTUWNDSIZ e ACSI2)
REAL WKEPTSe 2o 7MFAL, VAR?, NUMLKSs THSHLD. ACSTHT

REAL  THASMA. THESHMI, TTUTR%, TTLTSO, USLTANe KMI'Ms AMAX
REAL FCTHRSy “UMPTSs EQURES

INTEGER®L  INFAMELZ)e UUTFRM(18)y CUT2FN(LE)
LCGICAL ZRRy RNOFRR m

INTEGER TTYCUT«INFCoOUTFC sCUT2FC

INITIALIZE IMEANGIMEAN/VARL MIN ANC MAX AND TCTALS

THRSMI = 1CCCCO
THRSMX = =1CCCON
TILTMN = 2.0
TTLTSD = 0.C

RAGERR = .FALSC.
ZERC HIST ARRAY
CC 5 FLY=1FLTAUNM
FLTHSTI(FLT) = 0
CCNTINUE
CETERMINE THE NUMBE? CF PCINTS IN IMAGE (ASSUMED SCUARE)

NUMPTS = QUTSIZ = OUTSIZ

CALCULATE THE INCREMENTAL MJUMBER CF LCCKS
TC BE USEC IN INDEXING THE FILTERS

DELTAN = (NMAX=NMIN) / FLOAT(FLTNUM)

OPEMN FILES ANC CHECX FDR ERRCRS
CALL CPN ( INFCys INFNM, *OLC'y °"UNF', ERRNUM, ERR)
IF (ERR) GOTGC 1009
CALL CPN ( COUTFCy CUTFNM, *NEW's 'UNF*', E2RAUY, ERR)
IF (ERR) GOTYC 20¢C9

CAFL CPN ( OUT2FCs CUT2FNs 'NEK's *FCR's FRRAUM, ZRR)
IF (ERR) GOTC 3009

HWNQOPTS = HNDSlz_c 1iNDSIZ

GINAL
ORI R QUALITY

PACE W



Sl jr———

L

[

§

& o= ~ F . - St 'I'-—l

"’

oo

aRalal

3C

Oownon aNeNalal
o

DOy OO0 " OO0 On alalalel

s Nalal

aNaNal

GENERATE THE FILTZRS

CALL GENFLY (FLTRGe OISTe FLTNUYe WNCSI1Ze LELTAN: MUNMLKS, . NCPTS,

£ ECLRESy CUT2FCy TYYCUT)
INITIALIZE THE CIRCULAR CUEUE

CC 40 REC=1.MMNECS1Z

QQAL;-o
READ (INFCoERZ=4009) (IN(WRD) +WRO=145126) 7y
CC 20 WECRC=1,S12E
QUEUE(REC,4CRD) = IN(WCRD)
CCNT INUE
CONTINUE

BECIN PRCCESSINCG

c
1

RECS
CREC

TMPCRC = ORecC

CC 90 START=1,0UTS12

"GET THE LCCAL STATISTICS FCR THE AREA LEFINEC BY THE WIANCCH

AN FILL THE WINDCW ARRAY

CALL LCSTAT (QUEUE, WINCCWy TMPCRCy START, WADSIZs WACPTS,
£ SIZE, ZMEAN, VARZ, 1)

ECTHRS = ZIMEAN = ZIMEAN / VARZ

CRECK TC SEE IF LOCAL NUMBER CF LCOKS IS OUT OF THE USER RANGE

IF (EGTHRS «LT. NMIN .0OR. EGTHRS «GT. NMAX) RNGERR = .TRUE.

UPCATE RUNNINC SUMS FCR DETERMININGC THRESHCOLC

TTLTMN = TTLTHN + EGTHRS/NUMPTS

TTLTSD = TTLTSD + EGTHRS*EGTHRS/NUNMPTS
TERSMI = MIN (THRSMIs+ ECTHRS)

TERSMX = MAY (THRSMX,s, ECGTHRS)

CALCULATE WHICH FILTER TO USE
FLT = FLThUVM = INT((EGTHRS~NMIN) 7/ DELTAN)
IF (FPLT LT« Y} ELY = |
IF-(FLT «GT. FLTNUM) FLT = FLTANUM

UPCATE HISTOGRAM

ELTEST CELT) = FLTHST SELTYE -+ )

PERFCRM THE FILTERING

|5

<)
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635

c

645

a2 Eallal

REAC A NEW RECCROD

CALL FILTER (WIKDOWe FLTRSe WNCSI2s FLTAUN: FLT
f. ZFE:"’\O V-\R:o (.t,

RESTOY » ZNCAR ORIGINAL paGE 1g
{F (XESTMT eGTe 2535.0) XESTMT = 28« _0

CLUTISTART) = [NT (XESTMT)

CCNTINUE

WRITE ThIS RECCRZ ANC UPDATEC THE RECCRC CCUNTER

WRITE (CUTFC) (CUT(URAD) +WRC=14CUTSIZ)

CCN*'T BCTHER TC CHECK FCR A WRJTE ERRCr

RECS = RECE =+ ]

READ (INFC,END=20C+ERR=40C9) (IN(RRC)"WRD=1+S12E)
DC 10C wORC=1,SI1ZE

CLEUC(CREC+nWORD) = IN(WORC)
CCNTINKLE
CREC = MCD (CRECy» WANDSIZ) + 1

GCTC 50

WE*VE REACHED AN END-CF-FILE SC THE CUTPUT NUMBER CF
RECCRCS WILL BE WNDSIZ-1 LESS THAN TEHE NUMBER INPUT
WRAF IT ALL UP AND QUIT

CALL UCLCSE (INFC)
CALL UCLCSE (OUTFC)

WRITE (TTYOUT»635) THRSMI+ THRSMXy TTLTMN. TTLTSD-TTLTMNZTTLTMN
FCRMAT (1Xs'YINIMUM NUMBER CF LCOKS = *,F9.3,

€ /1Xs'MAXIMUM NUMBER OF LCOKS = '"4FS.3,

£ /1X+"PEAN NUMBEQ CF LCOKS = '"4FS43,

€ /1X,*STANCARD DEVIATICN CF MNUMBER CF LCIKS = *4Fy,2)

IF (RNGERR) WPITE (TTYOUT, £45)
FCRMAT (1Xe*2 % « E R R O R =- ENCCUNTERED LCCAL AUMBER®

€ /5X+" CF LCCKX3 wHICH WERE OUTSIDE THE USER 3SPECIFIFC RANGE."

€ /5%+' THE FIRST OR LAST FILTERS WERE USED IN THESE AREAS')

INTC THE QOUEUE ANC UPCATE THE FRCNT-ENC PCINTER

L
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700
15C
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2C05
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3C0S
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4CO0S9
66C

1Cc1C

£CF..

=

£

WRITE (CU FCo 050)
FCREAT ()JS5Rs%=s » = F L L T ER U S ADH
Sxy'% USAGE")

CC 150 FLTY = [FLTMM

BRITE (CUTZ2FC+709) FLT +FLCATIFLTHSTIFLTII®1ICN G/ HUMET

FORNMAT (I1Xs13+6XsF6.3)
CChNTINUE

GCTC 121C

CALL FILER2 (TTYCUTy INFNMe ERRNUVM)
GCTC 1C1C

CALL FILERR (TTYOUTs CUTFNM, ERRAUWV)
GCTC 101C

CALL FILERR (TTYOUT, CUT2FNs ERRNUWM)
GCTC 1C10

WRITE (TTYCUTs060)
FCRMAT (1X»'% = % cRRCR IN REACINC INPUT

RETURN
ENC

ORIGINAL PAGE 13
OF POOR QUALITY

IFAGE % % =%¢)
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UNIVERSITY CF KANSAS TELECCMMUNICATINAS AND INFCRMATICH S0 LAB
PROGRAM SLITE : KCISe FILTERS REF, @
FRCCRAM NAME:IEACHLY AUTHCR :Je SCCTT GARDNTR OUATE:C2/¢ 13

PURPCSE : THIS 1S THE MAIALIANE FCR THE AQAPTIVE FILTER
RCUTINE WHICH USCS A& NON-1SCTRCPIC FILTER
WINCCH WITh A% CXPOMATIAL WEIGHTINC FUNCTICM,. DRIGINAL PAGE IS

OF POOR QUALITY

i
PARAMETER DEFINITICA
NAVE N TYPE N CLASSN RANGE A CESCRIPTICN
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
) \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ | \ \

i —— - — . —————————————————————— -

A\ \ A \

\ \ - _% \

b \ \ \ :

\ \ \ A\

SUBROUTINES RECUTRED
MNAVE \ DESCRIPTIGN .
EADSUR \CCES THE PRCCESSINC-- CALLEC WITH VARIABLE PARAVMETEFS

\

%

\

\

\

\

- ——— e e e e A WA

PRCGRAM EACFLT

INTEGER HMAXSIZs MXWS1Zy BUFCUEs BUFWNDy MAFLTSs BUFFWN
INTECER BUFHMNN

BLFCLCE MAXSIZE = "MAXWINLCCWSIZE
BUFWNC MAXKWINCOWSTIZE = MAXWINDOWSTZE
BLFFWN 1S THE BUFFE? FUR THE FILTERS ARR2AY

h "
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60"
51¢C

700

602

603

610

O

615

12
625

720
r

-

PArA R (MAX,LIL=212)

p-’lJ aAv n (."X'-ISIJ' =q' DHGNAL PAGE n
PARAMETER (¥XFLTS=20) POOR
PARAAETER (DUFIUL=MAXKS] Z2HMXWS12) QUAerY

PAKAMETER (CUFWNO=MXHS TIZ4EMXWST )
PARAMETIR (EUFMRM=TGMX WS 2%MXWS1 7))
PARAMETER (QUFFUNSMAFLTS # MXKWSIZ = “YXWSIZ)

INTEGER REC3:y FLTANUMy MSKWNCIOEUFMWN)

INTEGER SIZEs OUTSIZy WNDSIZe OUTIMAXSTZ)

INTEGEFR IN(MAKESIZ)

INTEGER FLTHST (MXFLTS)

REAL CUEUE(BUFCUE) NINUQH(EU#HNE}' FLTRS (AUFFRNR)
REAL NMNUMLKS,y NHAX, NMINe CIST(3UFWNC)y EQURES
REAL THSELD

INTEGER%#]1 INFNMULIB)s OUTFNM(L1B)y CUT2FN(L18)
INTEGER TTYINTTYOUT+INFC+CUTFCy» CUT2FC

CATA TTY Sk FTTYOUT F1%» 16/

WRITE (TTYCUT»6Cl)

FCRFAT (1X4'ENTER THE FILENAME FOR INPUT (MUST BE AN CLD FILE)*)

REAC (TTYIN«SIC) INFHM
FCRNMAT (12A1)

WRITE (TTYQUT,T7CO) INFNHM
FCRMAT (1X,s18Aa1)

WRITE (TTYCUT.0C2)

FCRMAT (IXs*ENTER THE FILENAME FOR OUTPUT (MLST BE A NEW FILE)')

REAC (TTYINs510) CUTFMM
WRITE (TTYQUT.7CU) OUTENM

WRITE (TTYCUT.603)

FCRFAT (L1X+*FILENAME FUOR FILTER OUTPLYT, (MUST BE A NEW FILE)')

REAC (TTYIN,5'0) OUTZ2FN
WRITE (TTYGCUT.T700) QUT2FN

WRITE (TTYCLT+510)

FCRFAT (1Xy*ENTER THE SIZE OF THE INPUT IMAGE ')
REAC (TTYIN.%) SIZE

WRITE (TTYCUT,710) SIZE

FCRFAT (1X,15)

IF (SIZE «LE. MAXS1Z) GOTO 12

WRITE (TTYCUT,€15) MAXSIZ

FORMAT (1Xe'® & & E R R 0 R = = THE MAXIMLM SIZE
GCTO 1010

WRITE (TTYCUT+8625)

FCRFAT (1X,*"EMTEX THE NUMSER 'CF LOCKS ")
REAC (TTYIN#®) NUMLKS

WRITE (TTYCUT.720) NUMLKS

FCRNFAT (1X+F10.3)

= *4wI15)
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TR 11 TYLUT«83T)
537 FCR¥AT (LXs'ENTER THE CCUIVALEINT RESCLUTIGN *)
REAS (TTYIr2) <=CQURES
WRITE (TTYCULTLT720) ECURES

C
WPITe LTTYLLT020) %

626  FCRMAT (1Y 'ENTER THL EDGE THRESHCLD VALULE *) Qy GWALP
READ (TTYI%e®)  THSKLED Loy, o 4Gg
WRITE (TTIYCUT,720)  TYHSKLD UAL’?‘;

c ’

WRITE (TTYLUTW.04%)

645 FCRFAT (L<¢e"ENTER THE MINIMUM NUMBER OF LICKS ')
READ (TTYINem) NMIN
RRITE (TTYCUT.720) NMIN

WRITE (TTYCUT+847)

b4av FCRMAT (1Xe'ENTER THE MAXINMUM NUMEBER NF LACKS ')
REAC (TTYIN%) NMAX
WRITE (TTYCUT.720) HNMAX

(= ]

WRITE (TTYLUTe049)

549 FCRMAT (1Y, 'ENTCR THE NUMBER CF FILTERS ")
REAC (TTYINe®) FLTAUM
WRITE (TTYCUT+710) FLTAUM

2l

C
WRITE (TTYCGUTs627)
627 FCRFAT (1Xs*ENTER THE SIZE CF THE FILTER WINCOW',
C /710Xe*(THIS PARAMETER MUST BE CGCC)*)
REAC (TTYIN, %) WKNOSIZ '
HMRITE (TTYCUT.710) WNLSIZ

[F (MCC(WNDSIZ42) NE. 0) GOTC 20
WADSIZ = HNCSIZ + 1
WRITE (TTYOUT.632) WNDSIZ
632 FCRFAT (1X+*'THAT IS NOT AM QDD MNUMBER. 1 WILL USE *+12+"' INSTEAC')

2C IF (WNDSIZ «LE. MXWSIZ) GOTO 13 '
WRITE (TTYCUT,»641) HXWSIZ
641 FORMAT (1Xe¢*® 2 = E R R OR = = MAXIMUM WINDCw SIZE = *,]15)
GCTO 1010
C -
13 CUTSIZ = SITE = MRDSIZ + 1}
C
C
C>
c CALL SUBRCUTINE TO DO THE WORK
c /
,;, CALL EACSUB (INFNM, JUTFNM,s OUT2FN, GUEUEs WIMNDOWs MSKWNCs+ FLTRS,

€ DISTy INy GUTs FLTHSTs SIZEs FLTAUMs RECSs WNCSIZs
£ 0OUTSIZs NUMLKS, THSHLDs NMIN, NMAX, EJURESs, TTYCUT)

aNaNal

o WRITE (TTYCUT.0630)
630 FCRPAT (1Xe's 2 8 A L L CCHNE % % %)
WRITE (TTYCUT+640) OUTSIZ.» RECS
640 FCRFAT (1X4s*THE OQUTPUT IMAGE IS *+15+* WCRCS AY *+15+*' RECCRCS*)
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LEIVERSITY CF KAMAS TELECCHMMULNICATIONS AND INFLEAFATICN SCIENCES LAR
PRGCKAT SUITL @ REIS FILTERS Reke Wt
PRCCRAM NAMEIEAGSUS  AUTHCR:d. SCCTT GARONGR OATE:3/4/83
PURFCSE ¢ T . 13 TeC SUSROUTINE TO PEKECTF

TRE ACTUAL PRLL. JSING FOR THE ADAPTIVE WEINSR  pJRIGINAL PAGE IS
NCh=1SQTRCPIC FILTEP RQUTINE. OE POOR QUALITY

i L L L T T T YT T T T T T T " T rT=mm

PARAMETER DEFINITICN

NANE \ TYPE \ CLASS\ RANGE \ CESCRIPTINN

INFAM \CH#18 \R \ \VINPUT FILENAMF

OUTENY \CH®18  \2 \ \CUTPUT FILCNAME

oL 2F N \CH18  \R \ \FILTEY CUTPUT FILENANME
CUEUE \R it \ \IMAGE CATA QUZUF

WINCCh \R \R/ZWi \ \LCCAL AREA WIMUCW

MSKWNE \2 \R/W A\ \ECGF TEMPLATES

FLTRS \R \R/W A \FILTERS ARRAY

DIST \R /W A\ \DISTAMCE ARRAY

IN \ \R /W \ \INPUT BUFFER

ouT \1 \R /W \ \CUTPUT BUFFER

FLTFST \i i \ \FILTER USAGE HISTOGRAM
SI1ZE A \R \ \I4AGE SIZE

FLT MM \1 \R \ \NJMREY CF FILTERS

RECS i W \ \NUMBEX CF RECORDS IN INAGE
WNDS12 \1 \R \ \SIZE JF LOCAL AREA WINDCh
CuUTSIZ \ \R \ \SI1ZF AF CUTPJT 1VAGE
NUMLKS \R \R \ \M)MAEY OF LOOKS

THSFLD \R \R \ \ECGE THRESHOLD

NMIA \R \R \ \MINIMUM NJMBER CF LCCKS
NMA X \R \R \ \MAALIMUM NJMBER CF LCCKS
ECLPES \R \R \ \EQUIVALENT RESCLLTIGA
TIYCUT \1 \R \ \CQUTPUT TC TERMINAL FILECCCE

————————— i ———————— - ——— - -

-~ ——— - ———— - -

\ \ \ \
SUCROUTINES RECUIRED
MANME \ DESCRIPTION

GENFLT \GENERATE THE FILTERS AND PRINT THEM
GNMSKS \GEHERATES MASKS
LESTAT . \GETS LGCAL STATS AND FILLS A WINOOW ARRAY FRCM CLEUE
SUBMSK \GETS A 3X3 LOCAL MEAN FROM WIYCOwW
FNCEDC \GETS EOGE UPIENTATION AND STLZCTS A MASK
FILTER \APPLY THE PRCPER FILTER TO TH: LCCAL AREA
EGSTAT VGET THE EDGE STATISTICS
ECGFLT \CCMPUTES LCCAL STATS CLTSIDE TFE £DGE
CPN \CPEM FILE AND ASSIGN FILECONE
UCLCSE ACLOSE FILES UPEKED WITH LPN
FILERR \REPORT TYPE OF FILE ERRCR

Edded il i et e R L L T T S ————————————

SUBROUTINE EADSUD (INFAMs CUTFAM, OQUT2FNs OQUZUEs WINCCWye MSKWAC,
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i FLIR G iite Cu¥e FLINSYe SIZE, FLTINUM: KECS, nANLSTY

£ OuUTsSiZ, A5e THESMHLDs KMIN, NMAX, EJURES, TTY2UT)
l.‘\T’u':"' ':l.‘l..! :"..":nl.'v nN' 51;‘
INTECGEL! INCSILE ) JUTHCUTSIZ ) e HRD

\
INTEGER M3K3IX3(3e304)e SHAREA(T 93 )e MSKWNO(o s HADSTZ+WARSIZ)

INTEGEF FLTNUMy FLTy CRRNUM

INTEGEIL FLTHST (FLTAUM) ORIGINAL P »

INTEGER  R6C, WCARD, RiCSe CREGCs TMPQRC, START., 1:2@F POOR QUALITY
INTEGER  MSKAUky 1y Js K

REAL CUEUECWALSIZoSIZE)s WINDCWIWNESIZewNESI?)

REAL FLTRS (FLTNJUMe WNCSIZ2Ze WACSIZ)e OIST(WADSIZowACSIZ)
REAL WNCPTSs 2+ ZMEAMs VARZs NUKMLKS: THSHLD. XESTHT

REAL THRSMXs THRSHIs TTLTMN, TTLTSND. CELTAN, MMIV, AMAX
REAL EGTHRSy NUMPTS, LQURESs TTLHMNe NMHOTS

INTEGER=®1 INFNM(19)y OUTFAMIL18), CUT2FM(LE)

LCGICAL ERR, RANGERR

INTEGER TTYQUTINFC+OUTFC +CUT2FC

INITIALIZE THE 3X3 GRADIENT WINDCWS

CATA COUMEKRIXI(1adel. e I=1e3)s Juloe3)e K3lek)
€ /191919090900 =le=19=19 O9=1v=10o1s0s=LolslsCos
£ 1eCo=1loloeGoe=1919e00=19 191eColsCr=1oV0e=1lo=1/

INITIALIZE ZINEANHZMEAN/VARZ MIN ANC MAX AND TOTALS

THRSHI = 10CCO0 .
THRSMX = =1C0000

TILTHA = 0.C

TTLTSC = 0.0

TTLHMN = 0.0

NMHPTS = 0.0

RNGERR = .FALSE.
ZERC HIST ARRAY
CC 5 FLT=1,FLTAUM
FLTHST(FLT) = 0
CONTINUE
DETERMINE THE NUMBER CF PCINTS IN IMAGE (ASSUMED SCUARE)

NUMPTS = QUTSIZ = QuTrsSI?

CALCULATE THE INCRE“ENTAL NUMBER CF LOCK3

-
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IC 8C Vs inv IAuEMIaC THE FILTERS
CELTAN = (M PMIND 4 FLOATCFLTAUM) QHGIN‘\LP
* Al
‘nQR<N£r‘3zs
CFEN FILES ANC CHECK FOR ERRCRS ty

CALL CPN ( INFCs INF'iMy *0OLC*s 'UNF'"y ERRNUM, ERR)
iIF (CERR) GUTG 1n0%

-~
]

TECe OUTFiIMe *NEN's "UNF's ERRAUY, ERR)

CALL EPK »d 3
TS 24C%

(
IF (£R}X) GU

CALL CPN ( CUT2FCy CUT2FNy 'KEW'y °*FCR'y TRRANJMy ERR)
IF (€RR) GUTEC 3909

FIRSTs GENERATE THE EDLGE TEMPLATES
CALL GNMSKS (MSKUNCs WANDSI12)

WADPTS = WNCSIZ = WUNDSIZ

GENERATE THE FILTERS

CALL GENFLT (FLTRS. DISTs FLTANUMe WNCSIZs DFLTANy ANUMLKSy WNCPTS,
(2 ECLRESs CUT2FCy TTYCUT)

INITIALILE THE CIRCULAR QUEUE
CC 40 REC=1+WrDSIZ
READ (INFC+END=4009,FRR=4C09) (IN(WRC)swRL=1+S512E)
CC 30 %wORD=1,S1ZE A
CUEUE(REC »1ORD)I=INC(WORC)
CONTINUE
CCNTINUE
BEGIN PRCCESSINC

RECS = C
QREC = 1

TMPCRC = CREC
DC 90 START=1,0UTSIZ

GET THE LCCAL STATISTICS FOR THE AREA CEFINEC BY THE WINCCh
AND FILL THE WINDOW ARRAY

CALL LCSTAT (CUFUE, WINCOW, TMPCRCy STARTs WADSIZs WACPTS,
&€ SIZEs IMEAN, VARZ, 1)

lF (VQRI ohEo 0.0) THEN
EGTHRS = IZIMEAN % IMEAN / VAR!?
ELSE

-
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WVRILINAL PAGE IS
ECTnRS A ‘nr,oom QUALITY
ENC 1F
CHECK. TC SEZ IF LOCAL NIMRER OF LOUKS IS OUT OF THE USER RANGE

[F CL3THRS oLTe (AMIN=-LO1I™AUMLKS) <ORe FGTHRS oGP
¢ (RMAY+ CLENUMLKE) ) RAGERR = JTRUE.

UPDATE PUNNINC SUMS FC% DETERMINING THRESHOLC

TTILTMN = TTLIVMN ¢ ECTHRS/ZNUMPTS
TILTSD = TYILTSO + EGTHRSHEGTHRS/ZNUMPTS
TERSK] = MIN (THx54M1s ECGTHRS)

THRSMX = AAX (THR5M4Xe ECTHRS)

DETERMINE IF AN EDGE EXISTS BASEC ON THE LCCAL
NUMBE2 CF LOCKS

IF (EGTHARS «LE. NUMLKS = THSKHLD) GOTQ 44
TTLH¥N = TTLHAN + EGTHRS

NMEPTS = NMHPIS + 1.0
GCTQ 6C

WE HAVE AN EDGEs SC PROCEED WITH THE ECGE FILTERING
GET THE 3X3 SUBAREA LCOCAL MEAN

CALL SUBMSK (WINLCCWs SBAREAs WNDSTZ2)

FINC THE EDGE CRIENTATION ANMC DETERMINE WHICK EDGE
TEFPLATE TC USE IN CALCULATING QUR NEW LOCAL MEAN

CALL FNCEDG (SBAREAs PMSK3X3, MSKAUM)

CCMPUTE A NEW LNCAL MEAN AND VARIANCE USING THE APPRCPRIATE
TEMPLATE

CALL EGSTAT (WINDOW, MSKWNDs WNDSIZe MSKNUM,
E ZIMEANs VARZ, 2)

IF (VARZ «NEe. 0.0) THEN

EGTHRS = ZMEAN = ZMEAN / VARZ
ELSE

EGTHRS = NNMAX

ENC IF

CALCULATE WHICE FILTERS TC USE

FLT = INT(C(EGTHRS=NVMIN) / LCELTAN) + 1
IE WFET «L7s 1) FLY = }

IF (FLT .GTe« FLTNUM) FLT = FLTAMUM

FLT = FLTNUP = FLT » 1



C uPCAls rNG2AM m%mc; 13

FLTRST (FLT FLTHST (FLY) *
C
C PERFCI¥ THE ECGE FILTERINC
C

CALL ECGFLT (wldD0Wwe FLYRSy MSKWMCs WNDSIZe FLTAUM,
L FLTe #SEMUMy 2YMEANe VARZ, 2)

GCTC 63

c TH1IS AREA IS HCMCGENECUS
c CALCULATE wHICh FILTER TO USE

c

60 FLT = INT((EGTHRS=AMIN) / CELTAN) + 1
IF (FLT oLTe 1) FLT = 1

I 1F (FLT «GTe FLTNUM) FLT = FLTAUM

FLT = FLTAUM = FLT + 1

C

C UPCATE HISTOGRAM

C

FLTHST (PLT) = FLTHST (PFLT) +» )

PERFCRM THE FILTERINGC
CALL FILTER (W INDCHYy FLTRSy WACSIZe FLTANJUMs FLT,
[ IAEANy VARZ,y 2)

- XESTHMT = IMEAN

PLT THE FILTEREC VALUE IN THE CUTPUT BUFFER

h?ﬂnr€u-atﬂ!-‘uwrssak

OUT(START) = INT (XESTMT)

lq....‘

. B ]
(=]

CONTINUE

WRITE THIS RECCRC AND UPDATE THE RECCRC COUNTER

OV

L

ANt

‘
S

WRITE (CUTFC) (OUT(WRD) +WRC=1+CUTSIZ)

— =&

KRECS = RECS + 1

il

REAL A NEW RECCRD INTC THE QUEUE ANC UPDATE THE FRCNT-ENC FCINTER

| -l
[

READ (INFC+ENU=200+ERR=40C9) (IN(WRC)+WRD=14512E)
CC 110 WCROD=1,S12E

! CUEUE(CREC +WORD) = IN(WCRL)

11C CCNTINUE

'
-
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637

© 6128

L. 645

zizlg!
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[
40C9
['seo0
-

o, I
CQ[C s MLE LTORGCe WKESLIZ) + 1}
glilégu«
GCTC 5C Mgy
WE'VE REACHEC AN END=CF=FILT SC THE CUTPUT NUMBFR CF

RECCACS wILL PE WAUSIZ=1 LESS THAN THE AUMddlc LHPUT

WRAF IT ALL Ul ANEC CLIT

CALL UCLCSE (IMFC)
CALL UCLOSE (GUTFC)

WRITE (TTYLUTe635) THRSMIoTHRSMX o TTLTMA S TTLTSD=TTLTMASTTLTVN
FCRMAT (1Xe"MINIHAUM NUMBER CF LCCKS = '"4FS5.3,
£ /1Xe'"VAXIMUM MIMBER CF LCOKS = "4,FG.3,

£ /1X+"MEAN NUMBER CF LCOKS = '4F9.3,

£ /1X+*'STANCARD DEVIATICN GF NUMBER CF LCOKS

*$F9:3)

WRITE (TTYCUT+»037) TTLHMN/NMHKPTS

FCRFAT (1Xs"HCHOGENEQUS AREA MEAN = *4F9.3)

WRITE (TTYOUT+033) MNMHPTS%100.C/NUNMPTS

FCRMAT (1XeFSe3+' PERCENT CF THE IMAGE WAS HCMCGENERLS')

IF (RNGERR) WRITE (TTYOUT, £45)

FCAMAT (LlXe'® % & E R P O R == ENCCUNTERPED LCCAL MNUMLER®
€ /57" OF LCOXS WHICH WERF OLTSIDE THE USZR SPECIFIEC RANGE.'
€ /5Xs" THE FIR3T OR LAST FILTERS WERE USED IN THESE AREAS')

MRITE (CUT2FCy 6590)

FCRVAT (/5X9'= = = F | L TER USAGE = = ="3/1Xe"FILTER &',
L S5Xs'% USAGE")

CC 150 FLT = 1.ELTAUM _
WRITE (QUT2FCe700) FLTFLOAT(FLTHST(FLT))I®1C0O4C/NUMPTS
FORMAT (1X+1346XsF6.3) -

CCNTINLE

GCTC 10160

CALL FILER2 (TTYQUT, [INFHMs ER2NUM)
GCTC 1010

CALL FILERR (TTYQUTe CUTFMMs ERRANUN)
GCTC 1C01C

CALL FILEAR (TIYOUTe NUTZFiNe ERANUNM)
GRTC 1C1C

ARITE (TTYCUTeobH))
FCRFAT (1Xs*% % & . PICK 1N REACING JINRPUT IMAGSE & m )
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ORIGINAL PAGE 13

l POOR QuALITY
l C UNIVERSITY CF Ka%545 TPRLECCMMUMICATICANS ANT IANFCRPATICA SCIeNCFS LA2
1™ ¢ paocran 51T MELSS FILTERS REFe * ¢
| B e e A R I S e e R R e i B A R
E' C PRUGRAM ANEi( TELY LUTHCR ), SCCTT “*RDONER CATE:C2/147582
T NI S S S L L L L L L T T
i £ PLRPCSEL 3 THIS SUBEAUTINE COMPLTIES ThE LOCAL  TATISTICS FrR
|@ C & WINDCW AFTUR APPLYING A FILTER WHICH MLSTY
!l C PREVIDUSLY RAYE JEEN MURNMALIZEC.
| C
C
] ¢
C _____________________________________________________________________
C PARAMETER QDEFINITION
l C MaKE N TYP: O\ CLASS\ RANGE \ CESCRIPTIAN
c 9D ah A WS W P G5 W AP N G OGS ah 6 ee b 5 4 an S Gb 6 G0 65 e 6D O 4 45 55 6> 45 U 45 W 4 4 O 45 4 WS U U P U WP W 6 W PR ————————
C wINCCW \R AR \ \LCCAL AREA WIMDCCwh
C FLTRS A& \H \ \FILTERS ARAY
l C MSKEND v \it \ \EDGS TENMPLATES
C WADSIZ A \R \ ASI2% JF WIADOLY
C NULMFLT \1 \r \ \NMIMAE? OF FILTERS
’ e FLY \1 \K, \ \NIMBE? BF FILTER TC USE
C MSKMJM % \r , \NJMIER OF MASX TC USE
C Z¥CAn \k \ \ \LOCAL MFAY
] C vaRrl \R \ v \ \LTCAL VARIANCT
c 2 \ e \ i \ \VALUE CF CENTER FIXEL
c \ \ \ \
c \ \ \ \
I C \ \ \ \
g \ \ \ \
C \ \ \ \
] c \ \ \ \
C \ \ \ \
C \ \ \ \
c S e S D R A S D AR S e S D S S S G AR S S SR G G G S D SR G D R GD GP S N G G WS G5 ED B 5 G ED G S A5 G G S S SN .
] C NOIN=LICAL VAR TABLES ’
c --------------------------------------------------------------------
C \ \ \ \
] C \ \ \ \
c \ \ \ \
c \ \ \ \
I £ o s S A e T A B B A B R S
- SUSROUTINES RECUIREC
- NAME \ DESCRIPTICN
c ........................................................... p———— pr—
B %
st \
= . 3
C \
L ======= e e e e e mmm e m e e mmm e m—————————
SUBRIUTINE ECGFLT (WINCOWs FLTRSy MSKw™Os WADSIZ,
£ NULMFLT, FLT, MSKANUM, ZMEAN, VARZ, 2)
4 cC
INTESER WNCSIZs FLTe RECy WCRCw AUMFLT
. INTEGER  MASKWMD (2, WNDSIZ+WNCSIZ)s MSKNIM, FLTARKX
-
. REAL FLTRSONUNMFLT +WiNDST24whCS17)
REAL WINDCW(WIOSTZyWNCSIZ) -
' REAL 2ZMEANs VARZ2Z, 21y TCTALY, TCTALV, FLTVAL




;—.Muuuuﬁuhﬂuuﬁﬂg-

C
TCTALY = 0.0
CTALYV = e
C
BC 20 REC = lew.O31S tnac"v
CC 10 WoR™ = ly4hCald m‘m L AGE
LECMS KLNT IMSKAL, 220 WORE oSG D) THEN R Qua, I
FLTALX = AUMFLT = FLT « 1 ITy
ELSE
FLTLCX = FLT
ENC IF
FLIVAL = WIRDOMITECowERN) & FLTRS (FLTAXXWREC40ORN)
TCTALM = TCT&LA + ELTVAL
TCTALV = TCTIALY + FLTV4L ® FLTVAL
10 CONT ILUE
2c CCLTINLE
L
IVEAN = TOTALM
VARZ = TCTALY = THACANSZMEAN
C
RETURN
ENC
ECF e
?
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OGO

______________________________________________________ 'J‘- -
LNIVERSITY KANSAS TELECTLWMLNICATITAS (N INFCRVATICN SCIENCES LA
PRCGiRAM SLITE LWETS FILTERS REFs #
FRCCRAM NAKE:SICFLT ANJTHC" s Je SCCTT CARDNER CATEICA4Z1T7/793
PLRFPCSLC : THIS RCUTINE PCRFOANMS LEE'S 1GMA FILTLER,
PARAMETER NEFINITICNAN
MNAME N TP v CL2SSN RANMNGE \ CESCRIPTICAN
\ \ \ \
\ \ \ \
\ \ \ \
h \ % \
\ \ \ \
\ \ \ \
\ X \ \
A\ \ \ A\
\ \ \ \
\ \ \ \
\ \ \ \
\ % \ \
\ X \ \
\ \ \ \
NON-LIJCAL VARIABLES
\ \ \ \
\ \ \ \
\ \ \ \ :
\ \ % \
SUBRJUT INES RELUIRED
MNAVE \ DESCRIPTICN
SIGSue \CCES THE PRCCESSINC =--= CALLSC wITH VARIAHLE PARAMETERS
\
\
\
\
\
\
PRCFRAV SIGFLY
INTEGER MAXSIZs MXW31Zs NPUFQUE
BLFSUE = MAXSIZC % “AXWINCCWSIZF

PARAYETER (¥AX512=512)
PARAMETER (VMXWSIZ=15)



|
i
l‘ PARAMETE & (LFLLLs TAXST SBAXNITL)
4
'
.

INTEGER RECS

INTEG RN ILAPNASEL )y CLTL AAXSEEYs ST2%y CUNS1IYy wNES1E

REAL CutuE L oLrGUl )
fRSAL NOMLES .

INTEGEA®1  IANFSMEL3)s CULTFAMCLS)
INTECER TTIYINSOTIYUUT«INFL«CUTFE &

Cata TIVIKRY TTYEUT 115y 181

MRITE (TTYCULTebLLD

FCRMAT (11X« ENTER THE FILENAME FOR INPUT {FLST BE 4N CLE FlLed")
REAC (TTYIN«510) [NFiM

FCR¥AT (1341)

WRITE (TTYOUT«700) [INFNM

FCRFALT (13A1)

KRITE (TTIYCUT+0C2)

FCRMAT (1Xo"ENTER THE FILEMNAME FOR CLTPUT (HLST BF A NEW FILE)')
REAZ (TTYIN«S1O) OQUTFN#

WRITE (TTYYCUTH7C0) CUTFNM

BRITE (TTYCUT«4&10)

FCRMAT (1X2'ENTER ThHE SIZE CF THE INPUT 1MAGE *)
REAE (TTYlinenm) SILE

WRIT: (TTYOUTL710) S511€

FCRFMAT (1Xs15)

IF (SI12E +LCe MAXS1Z) GCTD 12

WRITE (TTYCUT,615) MAXSIZ

FCRPAT (1Xe*® % % E R R O R = = THE MAXI'MLM SIZE = *,]15)
GOTO 101¢C

WRITE (TTYOUT.625)

FCRFMAT (1Xe"ENTER THE NUMBER OF LCCKS *)
REAC (TTYIN«+%) HNUMLKS

WRITE (TTYCUT+720) NUMLKS

FCRMAT (1X+F10.3)

WRITE (TTYCUT.6238)

FCRMAT (1Xo"ENTER THZ SIGMA THRESKCLLC ")
REAC (TTYINs®) K

WRITE (TTYCUT.720) K

WRITE (TTYCLT+52T)

FCRMAT (1Xo"ENTER THE SIZF OF THE FILTCR WHINCOW',
£ /10X (THIS PARAMETER MUST 8SC QgOCI*")

REAC (TTYINs %) WNC3I12

WRITE (TTYCUT+710) WNCSTZ
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ECFee

IF (riCtnniSI202) ohLe ) GOTT 20 mm

HRDSIZ = 4RSI ¢ |

OF or g
WRITZ (TTYNLT e 32) wulsS1Z PoOR QUAUW

FCRP’.T (l.‘(u'”‘»“-T I5 vCT1 AN CD2 NUMUFR. | fILL USE *s iy

IF ‘n\.;Sl‘ OL.—fo ‘\-5;7) GOTC 13
WRITE (TTYCLY Hal) UXaS1C

FCRMAT (LlXe'% % 0 EE R R - = MAX]YMLY WINLEW SI1ZE

6ci1c 1018

CLTSIZ = S11E = ANDSIL + |

CALL SURPCUTIANE TN N0 THE WORK

CALL SIiGSUB (IMFUM, SUTFHM, CUEUEs INe 2ULT,
SIZE+s RECSe WNS12e CUTSIZe NUMLKSs Ko TTYCLT)

WRITZ (TTYCUT«63U)
FCRIMAT (L1Xe'® = &2 A L L L CNE =2 20)
KRITE (TYTYCUT640) JUTSEILs RECS

FCRMAT (1X+*THLE QUTPUT IMAGE IS *41I5+' WCRCS Y *o 15,

GCTC 1010

STL?
ENC

* INSTRACET)

RECCRES ")

)
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DRIGINAL PAGE IS
DE POOR QUALITY

e . L L L e L L L T T T T T T T O o e A -

UNIVERSITY CF XANSAS TELECCMMULNICATICAS AND INFCRMATICN SCTENCRES LAZ

- e W e e AR R R W e e R R e e S e e R e e e e e e e e e e e e e

PROCRAM SLITE : WCISC FILTERS REFP. ¥
PRCCRAM ANAME:ISIGILU S AYTHEN tJs SCCTT GAROAER CATEIIIGI43
PURFCEE @ THLIS 1S T4 SULRODUTINE TQ PERFC W

TEC ACTUAL PROCESSING FCP LEC*S SIGMA FILTCR.

S e e e e e e e e e e e e e e e e e e e e e e e e e e

PARAMLIER NEFINITICN
MNANE N\ TYPE N\ CLASSN RANGE A\ CZSCRIPTINDN
INFANY MCHZLE AR \ NINPYT FILGNAKE
OUTFAN \NCA®L3 AR \ \CUTPUT EJLEMME
CLELE \R \R \ \1i*AGE CATA CUELE
IN A W \ \INPUT @UFFEP
cLY \ \u \ \CUTPUT AUFFE2
S11¢E A \K \ vivast S1L2E2
RELCS N \ud \ \MIM3ER CF RECIRES 1IN 1NMAGS
WACS1Z \i \H \ ASLZE OF LOCAL ARgA WINLCH
gLTs12 A\l \i2 \ ASIZE OF CUTPUT IMAGE
ALUMLKS \R \¥ \ \MIM2E" OF LCCXS
K AR \ 72 \ ASIGMA THRSSHILO
TTYCUT \1 2 \ \CUTPUT T TERMINAL FILECCOCE
\ \ \ 5
\ \ \ \
\ \ ., \
\ \ \ \
\ \ \ \
NON=-LJCAL VARIAZLES
\ \ % \
SUURBUTINES RECUIREC
NAMC \ CESCRIPTICN
CPN \CPL % FILE ANC ASSIGMN FILECLCODE
UCLCSE NCLUSC FILES OPENED WITH CPN
FILERR \RESORT TYPE OF FILE ERROR

SUBRJUTINE 216500 (INFNMy CUTFNM, GUSUEC, INy CUT,
£ SIZEs RECSe WNDSIZy CUTSIZs NUMLKSy Ky TTYZSUT)

INTESER  SIZEs DUTSIZe WNDSIZ

INTEGER ERRANYM

INTEGER IN(SIZE). CUT(CLTSIZ)

INTEGER RECs 40320, RECSe CREC, MICREC, TAPCRC, START, IEPR
INTEGER CwCRCy MICWRCy WRLCe HWREC, MXTURCs INDEX

REAL CUEUE(WNDS1Z,SI12E)
REAL ANUPLKS, XESTMT, Ky USRCNT
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nEsd Lasbl* L), i"tehy LOWER) UPPEY, LUK, Lpn
REAL VALYEes Sutp TUTALWy CENTFR, USFLCNT

INTECEA ™) INFAMLL 20 QUTEANMLLE)

J'v‘_.,;"-‘ YIY.‘\].!"FL.‘H,‘H‘C

ISREF N & UFPER Ad2 LIMER LIMIT ARRAYS

DATE WL ™ {,-,’f";.,!21..207..273..36]'.?\:’
CATA PRLI™ /3259908 aT25020408,20190 0109450170/

Tt FCLLCRING J4TH STATFHENTS APE FOR A GALSSTAN
S SLPPTICK .
CeT™a Lwallm /C.L-Q.ﬂuC.UQO-U!.lB|-37/
CATA UPRL IH /3¢C-2-‘91IZQISOZQCOIQRZOIOO.”

INDE 4 NUMLKS + J,.°%
F (I EX .GT. ) THEP-
v 4 CEX LE. B) THEM
sDFA = §
EEX = §
A
Erid IF
LCWER LARLIFM (IMNDEXS

JIPPER UPRLIM (INCEX)

USRCANT = ¢,0

CFEM FILES ANC CHECK FUR ERRCRS

CALL CPN ( INFC,y INELM, "JLC'y "UNF'y ERRNUM, ERR)
i1F tERKG) GOTC 1009

CALL CPN ( CUTFCs QUTFNM, 'NEW'» 'UNF', ERRANUM, ERR)
IF (€2R) GCTC 2009

INITIALTZE THE CIRCULAR CUEUE
CC 40 REC=1,4wibSIZ

REAC (INFC.E%=4009) (INCWRC Yy WRO=14S126)
CC 3C MWCRD=1,512¢
SUEUE(RECUCRO) = IN(WCRE)
CONTINUE
CCMTINLE

S
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REC 3
LU: r
EICARCC HhES 1.2 »

TvPLARC CREL

CC §3 CTARY®) o 2LTSIS

TLYALE 8 £408
SLaAPTS = B,2
MICWED=START s+ 1 222
CEATER = CUEUF (MICR:EC+MINDKRD)
LhR = LCWER = CEMTER
UPR = UYPPER % CFITLR
CC 80 WREC = ] wMDS]2
CHCPRC = START+START+wWMNLCSIZ-1

CC 70

VALUE = CUCUGITAPURCCWCRD)
IF (VALUCE «GE.LYWR oAMDLDe VALULESLLESLPR)
TCTALM = TCTALM + VALLE

SUBPTS = S5LaPTS + |

ENG IF

CONT IANUC
TFMPCRC = MUL (TMPOQRC.MADSIZ) + 1
CCNTINLE

1F (SUBPTS +LE. K) THEN

+ CUEUEIKRXTCZRC+MIDKWRC+1)

TOTALM = CENTER + QUEUE (NMIDREC+HIDWRLCH+L)
NXTCRC = #CC (MICREC+WNDSIZ) + 1
TCT4LY = TCTALM + CUSUE(NXTCRCMICHKD)
XEST¥T = TOTALM 7 4.0 ’
USECNT = USECHT + 1.0
ELSE
XESTXT = TCTALM / SUAPTS
END IF

IF (XESTMT .GT. 255.0) XESTMT = 255.0
CUT(START) = [INT (XESTHT)

CONTINUE

WRITE (CUTFC) (CUTLWAD)+WRC=1,0UTSIZ)

CCN'T BCTHE TC CHECKX FCF A WRITE ERRCR

PUT THE FILTEREC VALUE IN THE CUTPUT BUFFER

WRITE THIS RECC®C AMD UPCATE THE RECCRC CCLNTER



RTL . =i '
c
C
| C REAL & AEd RECC A THE LLUEL
l REAL CINFECLENC=20C T A10109)
-
cC 10N hCPC2la Sl 8
CLEUELCRIC »HILPEY = [NTWED)
1C0 CCMTINLE

L]

ANDE LPTATe TIHE FPRPCMT=EML

(INERED )P L= 14S12E)

|' GRLC = MCC (GCREC, #AOS12) + |
| MICREC = VGG (“IDAECs WALSIZ) ¢ 1
2
' 6CTC %9
C
C
¢
' € WE'VE REACHLD AN ENR=CF=FILL SC THE CUTPLT NL¥3E. CF
C  RECCRCS wILL S5 UNDSI2-1 LESS THAN TRE AUMB3h INPLT
C  WRAF IT ALL YP ANQ OUIT
lc
C
20C  CALL UCLCSE (INEC)
l CALL UCLESE (SUTFC)
¢
lc:
c
WRITE C(TTYCUT. 650) 10C.0 # USECNT / SLUAT(AUTSIZA0UTSIZ)
55C  FCAMAT (/3A¢*THE SIGMA THRESHTLE WAS APFLIED TG *eFé o2
l L FIXe"PERCENT OF THE I MaCE")
c
c
l GCTC 1010
c
c
c
llcoc CALL FILERR (TTYTUT, [NENM. ERRAUN)  °
GCTC 1010
C
lzccq CALL FILCRR (TTYCUT, GUTFNMs ERRAUN)
GCTC 1C10
c
lEcoq WRITE (TTYCUT.5560)
66C  FCRMAT (1Xo"% 3 # ZRRCR IN REACING INPUT INMAGE # @ 2¢)
1C10 RETURN
ENC
CFae

FCINIER
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C UNIVERSITY CF XANSAS TELECCMWMULANICATICAS AND INFLAWMATICN SCIENCFS LA
€ SRETAAM SLITE 1 ACINE FILTERS - R
E Sacenan MAMEAOKRSER. AUTHCR :Je SCCTT GARDNER CATE:C2/13783
C PURPGSE 1 THIS 15 A SUSROUTINE TO GENERATE TmE =

sBslsNalaNals NNl NaNaRalel

C ECGE TEMPLATES FCN AN ADAPTIVE CODGE FILTER. D
g UEFBOOAL PAGE
: R QuaLiry
C
c ---------------------------------------------------------------------
C PARAMETER DEFINITICN
C MNAVE \ TYPE \ CLASS\ RANGE \ CESCRIPTION
c ---------------------------------------------------------------------
C MSK2X3 A \W A\ \ARRAY CF 3IX2? ™MASKS
C MSKWNC A \ W \ \ARRAY CF EDGE TEMPLATES
C WANCSIZ LY \R \ \SIZE OF SOUARE WIANCCWS
\ \ \ \
\ \ \ \
X \ \ X
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ % \ !
\ \ \ \
NON=-LOCAL VARIABLES
C \ \ \ \
c \ \ \ \
C \ \ \ \
[ A \ \ \ %
c ---------------------------------------------------------------------
C SUBROUTINES RECUIRED
c MNAME \ DESCRIPTICN
c ---------------------------------------------------------------------
c \
lc \
s %
C \
€ \
£ \
C \
c - - -
' SUBROQUTINE GANMSKS (MSKWNCs WNCSI12)
c .
INTEGER WNCSIZ+s LINEs CLM,y, START
INTEGER MSKWND(B+WANDSIZHsUNECSITI2)
o4
2
c
C
c FILL THE EDGE TEMPLATES
o4



-
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g

STA
cc
C

co
ST
CCN

RET
END

RT = |
200 LINE=l.nn NS0
C 1SC CLM=l,uNES12

IFICLM LTe Wul2S12/72¢]1) GeC1t 1C
FSKANCELolINFsCLY) = )

GCTC 15

MSEMACIELoLINEZCL¥)=0

IF (CLM .LE. WNDSI2/72+1) GCTC 20
MSKUNC(SsLINESCL™M) = O

GCTC 25

MSKUAC(S5+LINELCLM) = |

IF (CLM GE. START) GOTQ 30
HSKWARDLE2yLINESCLA) = O

GCTC 33

MSKRKAC(2oLINEJCLM) = ]

IF (CLM «GT. START) GOCTO 40
MSKWACL&sLINESCLM) = 1

GCIC 45

FSKWAC(&osLINESCLM) = 0

IF (LINE +LF. WNDSIZ/2+1) GCTC SC
MSKWND(3+LINEZCLM)Y = O

GCTC 55

MSKRNC(3+LINE,CLM) = |

IF (LINE .LE. WNDS12/2) GOTC 6C
MSKWAD(ToLINEsCLM) = 1

GCTC K5

MSKUNCIT+LINELCLM) = 0

IF (CL™ oL%. WUNDSIZ-START+1) GCTC 70
MSKWAC(44LINES CLM) = O

GCTC 75

MSKWNC(4sLINE,CLM) = |

IF (CLM «4LF« WNCSIZ=-START) GOTC 80
MSKWNCIS+LINEsCLM) = 1

GCTO 19C

MFSKhNC(adsL INE+CLM) = O

NTINUE

ART = START + 1
TINUE

URN
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UNIVERSITY CF KANSAS TELSCCAMUNICATICAS AND IAFCRFATICAN SCIENCTS LaAg
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FRCCRAM SLITE ¢ AClSe FILTERS REF. o

PRCCRAM NAME:LCSTAT AUTHCR :J. SCCTTYT GARDANEZR CATE:C2/711/23

S e N R R R R R S S R R R S SR N O R R S R R R R O e e e e

PURPOSE @ THIS SUBROUTINE COMPUTES THE LCCAL STATISTICS FCk A
WINCCW IN A CIRCULAR QUEUE AND FILLS A WINCTW ARRAY
FCR LATCR FPCCESSINC. DRIGINAL PAGE 18

DE POOR QUALITY

R e e e e

PARAMETER DEFINITICA

NAME \ TYPE \ GLASS\ RANGE CESCRIPTINN
CLELE \R \R \ \DATA JUEUE
WINCCH \R \W \ \WIN. .M FILLEC FRCM CLEUE
TMPCRC A \R/W \ \FRCNT CF QUEUF
STARY \ 1 \R \ \START CF WINCOW IN CLELF
WACS12Z \I \R \ \S12% SF WINCOY
WACPTS \R \R \ \AMUF3ERY CF PCINTS IN WIADCW
SI12E \ 1 \R \ \SI12F OF CUEUE
ZVE AN \R \W \ \LOCAL MEAN
VAR? \R \d \ \LCCAL VARIANCT
b4 \R \W \ \VALUE CF CENTER FIXEL
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
NON=-LOCAI VARIABLES
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ , T
SUBROUTINES RECUIRED
MNAME \ DESCRIPTION
\
\
. \
\
\
\
\

L ettt T S S —

SUBROCUTINE LCSTAT {(QUEUE sy WINDCWy TMPQRCs STARTs WANDSI1Z,
£ "WNDPTSe SIZEs IMEAN, VARZ, 1)

INTEGER HWRECs+ WWNORCs QWCRDs START, wWNDSIZs SIZEs TMPCRC

REAL CUEUE(WNDSIZ+S1ZE)s WNCPTSe ZMEAN, VARZ, 7
REAL TCTALM, TOTALVs WINDCW(WNCSIZ+wWACSI1Z)

TOTALMY = 0.0



e
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1CTALY = C.C

EC 20 WREC=1suwNDST 2
WWCRD = 1
EE 10 CwCRU=START s START+UNNSIZ2~-1
TCTALY = TCTALM + QUELCITMPORC ¢CWCRI)
TCTALV = TCTALY + QUEUELTMPORC +CWCRD Y2
MINCCWIWREC+WWERD) = CUFUEITMPLRCCWCRE)
BWCRE = WWCRS + 1
10 CCATINUE OR“HNML »
c L8 poog G 1s
C UALn-x
c
C
TVPCRC = MCD (TMPORG, WADSIZ) + 1
2¢C COCNTINUE
C
C
LMEAN = TOTALM / WNCPTS
VARZ = TOTALV / WNOPTS = ZMEANZZMEAN
C
c FINC THE CENTER PIXFL
c
I = WINCCWIWNCSIZ/ 241+ WNDSIZ/72+1)
c
i RETURN
END
ECFes
?
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PRCCRAM SLITE : ANCISE FILTERS REF. &

e e e e e R R e e R e e e

PRCCRAM NAME:SURBNMSK AUTHEOR:Je SCCTT GARDMNER DATE:C2/71%733

L

C

c

C

o m e e e e -
C PURFCSE : THIS 1S A4 SUBRUUTINE TC GEMNERATE A 3IX3 WINCCW C= LCCAL

C FEANS FRCOM & WINCCH CF CATA PCINTS.
(o
C
C
C
c
C

- e e e -

PARAMETER DEFINITICA

C NMNAME _ \ TYPE \ CLASS\ RANGE \ CESCRIPTINN
c _____________________________________________________________________
C WINCCHW \R \ 2 \ \LINDCY OF AREA CF INTEREST
C SB3AREA \ \ W \ \3X3 LOCAL MEANS
C WNDSIZ \1 \R \ \SIZ2E NF WINECM
C \ \ \ \
g \ \ \ \
o \ \ \ \
| \ \ \ \
C \ \ \ \
c \ \ \ \
C \ \ \ \
C \ \ \ \
C \ \ \ \
A \ \ \ \
g \ \ \ \
c ________________________________________________________________________
C NON=-LOCAL VARIABLES
c _____________________________________________________________________
£ \ \ \ \
C \ \ \ \
c \ \ \ \
v B \- \ \ \
c _____________________________________________________________________
B - SUBROUTINES RECUIRED
. € NAME \ NESCRIPTICN i
Pl oamme v amm v g o v o e e i S 0 i O A - D A 4 O O
. \
1'E \
[ o \
-+ G \
. C \
- \
C \
C o AN -0 D U T Ty A U A 0 e e 0 o S D . A, 4 U S A B 0 S N . G o R e O e e
SUBROUTINE SUBMSK (WINCOWe SRAREAs WNCSIZ)
c
INTEGCER WNECSIZes SBWSIZ+ OVRLAP, SBARFA(3,2)
INTEGER STARTR, SiARTW. MRECs MWCORZs KCCs MCRUD
f L
REAL WINCCHIWNDSTZ+WHNDSIZ)
REAL MCMPTS, TOTAL
.' (‘
c
Y ¢ CALCULATE THE SUBAREA SIZE ANDC OVRLAP SIZE
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20

3¢C

CVRLAP = “CC (WNUSIZ2, 3)
SBRSI2 = WACSIZ/S + UVRLAP
ALMPTS = SBWSIZ = 50WSI2
STLRTR = 1
STARTH = 1
ORIGINAL PAGE I8
CC 40 MREC = 1,3 DE POOR QUALITY
CO 30 MWCRS = 143

TCTAL = C.0
DC 2C REC = STARTRs STARTR+SAWS[Z2~])
CC 1C WCRC = STARTWs STARTW+SAWSIZ-1
TCTAL = TCTAL + WIKDUOW(REC WCRD)
CCATINVE
CCNTINUE

SRAREA(MREC+MWCRD) = TCTAL 7/ NUMPTS
STAaPTw = STARTH + SB¥SI? - CVRLAP
CGANT INUE
STARTAW = 1 '
STARTR = STARTR + SBWSIZ ~ CVRLAP
CCNTINUE

AETURN
END
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PURPCSE
CETERMINMNE

LEERs

THIS
ThE

TC FINC WHICH
FRCM™ TKIS A

SURRIOUTINE USES A
ECGE DRAIENTATION AND THEN
SIDE NF THE ESGE THE CENT
MASK MIMECER 1S SELECH

ECGE FILTERING.

B e e e T A A S S —

NAME N\ TYPE \ CLASS\ RANGE CESCRIPTION
SBAREA N \R \ N3X3 SUBARSEA MEZANS
MSK2X3 \ \R \ NGRADIGENT MASKS
MSKMUWV N \W % \NJMBER CF MASK TC USE

. A\ % \
\ \ \ \
A A\ \ \
A\ \ A\ \
\ \ \ A\
\ \ X \
A \ » \
\ \ \ \
A\ A\ \ \
\ \ \ \
\ \ \ \
NON=LUCAL VARIABLES
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
SUBRObuIdES RECUIREC
NAME \ DESCRIPTICN
\
\
\
\
\
\
\
SUBROUTINE FNCEDG (SBAREA, MSK3X3, MSKNIJNM)
INTEGER SBAREA(34+3)y MSK3X3(3,344)y MSKANUM, MAXVAL
INTEGER CENTCERs MSKNDXs RCWe CLM, SUM
INTEGER THRSHKls THRSH2
CENTER = SBAREA(2,2)
MAaXvAL = =-1CCCnO

PARAMETER DEFINITICN

343 GRADIeMNT MASK TO

THRESHCLLS
ER PIXOL
EC FOR SUESECUENT
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ORIGINAL PAGE I8
CC S0 NMSKNCX = l.4 DE POOR QUALITY
SLM = ( -
gL 2€ ROw & 1] 3
DL 10 CGCLA = 147
SUM = SUM + SOARTCA(RCWeCLM) % MSKIXI(RTWesCLMsMIKALX)
CCATINUE
CCATINUE
IF (ABS(SUNM) LT. MAXVAL) CNT0 %SG
MAXVAL = ABS(SUM)
MSKNLV VSKNEX
CERTINUE

IF (MSKMUM NEe 1) GATC 6C
THRSH]L = SBAREA(Z2+3) - CENTER
THRSKFZ = SBAREA(2+1) - CENTER
GOTO S0

IF (MSKMUM «NE. 2) GOTC 7C
THRSH1 = SBAREA(Ll+3) - CENTER
THR5H2 = SBAREA(3.1) = CENTER
GCTC 9¢C

IF (MSKANUM .NE. 3) GOTC 80
THRSHL = SGAREALL+2) - CENTER
THRSHZ = SUAREA(3,2) -~ CEMNTER

GCTC S0
TFRSH1 = SBAREA(l+1) - CENTER
ThRRSHZ2 = SBAREA(3,3) - CENTER

IF (ABS(THRSH1) «GT. ABS(THRSHZ2)) MSKANUM = MSKNUM + 4

RETURN
ENC
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PROCRAM SLITE : KCISc FILTERS REr. %
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PRCCRAM NAME:EGSTAY AMITHCR:Js SCCTY GARDMER DATE:C2/147°2

- A e e S SR R W SR e e W AR R R SR AR AR AR R R e e e A e AR e R AR M R R e e e e e e e e -

PURPOSE = THIS SUPRDUTINE CCMPUTES TKE LCCAL STATISTICS FCR
A ZCGE WINDCW AFTER APPLYINC A MASK WHICE MUST
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PREVICUSLY HAVE QOFEM NORMALILZELC.

- e S S R R AN S e R W S R R e e e e e

PARAMETER DEFINITICA

NAVE \ TYPE \ CLASS\ RANGE \ CESCRIPTICH
WINCCH \R \R \ \LOCAL AREA WINDCh
MSKRNC \R AR \ \ENGE TEMPLATES
WNCSI1Z \ \R \ \SI1ZE IF WINCOMY
MSKNUM \ \R \ \NJ#PEP CF MASK TC USE
ZME AN \R \W \ \LRCAL MEAN
VAR2Z \P \i \ \LOCAL VARTANCE
z \R \ W \ \VALUE CF CENTER PIXEL

\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
NCN=LOCAL VARIABLES
\ \ \ \
\ \ \ =
\ \ \ \
\ \ \ \

——— e ———— -

SUBROUTINES REQUIREC
NAME % DESCRIPTION

——— i ——— -

——— e e e -

SLBROUTINE EGSTAT (WINLCCUs MSKWNCs WNOSIZ,
E MSKANUM, ZMEAN, VARZ, 1)

INTEGER WHNDSI2+ MSKNJUMe PECs WORD
INTEGER MSKWNC (£ sWNDCSIZyWACSIZ)

REAL WIADCW(VWNCSIZ+WNDSIZ)s SUBPTS
REAL ZMEANes VYARZs Zy TOTALM, TOTALVe FLTYAL

TOT ALV
TCTALYV

non
oo
.
o0

L")



SUBPTS = (WNOSIZ/2+1) % wWHCS1Z

C
CC 20 REC = ]1,WMOSI1L
CO 10 WCRC = 1,YINCST2
FLTVAL = WINDDWIREC ¢+ WORD
TCTALY = TCTALM + FLTVAL
TETALNY = TCTALY + FLTVAL
1€ CCATINUE
20 CCHNTINLE
C
ZVEAN = TOQTALM / SUBPTS
VARZ = TCTALY /7 SUBPTS =~
C
RETURN
END
ECFaea
2

) % FLOAT(NSKUWAD

# FLTVAL

ZMEANZZNEAN

(MSKENMIAWRECeWCRE))
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FRCCRAM

SLITE

NCISE FILTERE

- S e e e e e N S e e e e e e S M R R e M W W W W me e e e om w

AUTHC? 2 J.

SCOTT GARDNMER

DATEL3/23/7ED

- S SR M A A S e M N S e S S e S S S S e S S G R A R e e e e e e e e e e e e

1S SUBROUTINE GENERATES THE

PLRPCSE

FILTERS FOR THE

TH

KEITNRER FILTER.

- e e e e e e e e e e A e e e e W e e e e e e e e

MNAVE N TYRE N CLASSN RAKGE \ CZSCRIPTION
FLTRS \R \R/M \ \FILTERS ARRAY
DIST \R \R/W A\ \DISTANCE ARRAY
FLT MUV A \R \ \NMJMBER CF FILTERS
WACSIZ \ \R X \SIT2E OF THE FILTER MINLCOW
DELTAN \R \R X \INCREMENTAL NIMBER CF LCCKS
NUMLKS \R \R \ AMIMBER (OF LCOXS
WNCPTS \R AR % \NUMBER OF PTS IN RINCOHW
ECURES \R \K \ NECUIVALENT MJMBER CF LCCKS
OUTZFC \ \R \ NMPLLTER QUYTPUT FILECLEE
TTYCUT A \R \ \TERMINAL TJUTPUT FILECCCE
A\ \ \ \
\ \ \ %
\ \ \ \
\ \ \ \
\ \ \ \
\ \ \ \
ANON=-LOCAL VARITABLES
\ \ \ X
\ : \ A\
\ \ \ \
\ \ \ \
SUSROUTINES RECUIREC
NAVME X DESCRIPTICN
\
\
\
%
\
\
SUBROUTINE GENFLT (FLTRSs LISTy FLTANUMs WNCS512Z+ DELTANs NUMLKS,
€ WNDPTS, EQURES. GUT2FCy, TTYOUT)
INTEGER FLTAUMy WNDSTZy MICe RCWe CLMy FLT
INTEGER CQUT2FC. TTYOUT
REAL CELTANs FLTRS (FLTNUNMsWNCSIZWWARSTZ)
REAL XDIFF2, YCIFF2ys ALPHA,s SUM, ECURES
RCAL DIST (WADSIZoWNDSIZ) e WNCPTS, TEMP

PARAMETER OcFINITION

o)
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REAL ANUMLKS QE BOOR QUALITY.
FIRSTe FINC THE MIUPCINT AND FILL THE CISTANCE ARRAY

MID = BKECSIZ 7 2 + |

ODC 20 RCH = 1. WHESIZ

YOIFF2 = FLCAT ((RCW=HID) #» (RCW=MIC))

E0 10 K€ = 1«udNOSI1Z

L4 =
XCIFF2 = FLCAT ((CLVM=-M]D) = (CL¥=-MIO))
DIST(ROWsCLM) = SCRTI(XOCIFF2 + YOIFF2)

CCATINUE ]

CCNTINLE

CALCULATE FILTERS 2 THRCUCH ANUMFILTS = 1
DC 90 FLT=2,FLTRUM=]
CALCULATE ALPHA HASZD ON THE RELATICNSHIP THAT

ALPFA = 2 / M WHERE W IS ThHE EQUIVALENT RESOLUTION FCR A 5X5
BCX FILTER.

" CUANTIZINC ALPhHA GIVES ALPHA = K % INDEX WHEQE K IS

A CCNSTANT EVALUATEC FOR TiHE CASE WHERE ALPhA=.5 WHEN N=NUMLKS

1S YIELES K = (2/%W) % DELTAN / AUMLKS

ALPHA = (2.C/EQURES) #* DELTAN % FLCAT(FLT) / NUVMLKS

NEXT CALCULATE THE VALUE CF EACH ELEMENT OF THIS FILTER

SUHM = C.C
DC 6C RCHW = Ll.WHDSIZ
CC 50 CLM = 1.MMDSIZ

TEVP = EXP (-ALPHA = DIST(ROW.CLM))
SUM = SUM + TEMP
FLTRS(FLT+RCH+CLM) = TEMP

CCANTINUE

CCNTINUE

NORFALIZE THE FILTER

DC BO RCW = 1+WNDSIZ

CO 70 CLM = 1+WNDSIZ
FLTRSIFLT+ROWsCLM) = FLTRS(FLT,RCWsCLM) / SUM
CONTINUE
CCNTINUE

CCANTINUE

CALCULATE THE FIRST AND LAST FILTERS



T1ER = 100 7 YuEPTS
l O.K“N‘SHPNGE::
CC 11C ROk = 144NDSIZ “% pOOR QUALY
| CC 1nQ CLF = JsWwNLSI1? OF
l FLIRSELRTheGLI4) = TEWP
FLTRS{FLTMUMMROHSCLM) = CL0
1CC CONTINUE
110 CCHTINLE
C

FLTRS(FLTAUMMICoMIC) = ],C

PRINT CUT THE FILTcQ5

s EalaNa

CC 13C FLT = 1+FLTANUM
WRIETE (CUTZFC:6CO) FLT
6C0 FCRFMAT (/0/0/+1CXo*THIS 1S FILTER W '41347)
CC 12C RCk = 1,WNDSIZ
WRITE (CUT2FCs601) (FLTRSIFLTWRINICLM)s CLM=1,WND512)
601 FCRFAT (1Xe31(F9.642X))
120 CCNTINUE
130 CCMNTINUE

RETURN

ENC
ECF..

5,

B
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PRCCRAM SLITE 3 NCISE FILTERS REF. ¢

[ Y, L R L . T T T T T T T T T T~

PRCGRAM NAMEIFILITR AUTHC:J, SCCTT GARDATR CATE:C2/14/R3

. b Rl ke I e ———

PURPCSE @ THIS SUCRDUTING COMPUTES THE LCCAL STATISTICS FCx
A WINDCW AFTER APPLYING A FILTER WHICH MLST
PREVIOUSLY HAYVE OUEN NORPMALIZED.

S e e e e e

PARAMETER DEFINITION

NAME N TYPE N\ CLASS\ RANGE CESCRIPTICA
WINCCW \R \R \ \LOCAL AREA WINLECw
FLTRS AR \R \ \FILTERS ARQAY
WACSIZ L% | \R \ \SIZF NF wWINCOW
NUNMFLT \l \R \ \MIMBEY COF FILTERS
FLT \ \R \ \MJMBEY CF FILTER TGO USE
IVE AN \R N \ \LOCAL MEAM
"VARZ \P Y \ \LOCAL VARTANCE
z \R Al \ \VALUE CF CENTER PIXEL

\ \ \ \

\ \ \ \

\ \ \ 5

% \ \ X

\ \ A \

\ \ \ \

\ \ \ \

\ \ \ \

NON=-LOCAL VARIABLES

\ \ \ N @

\ \ \ \

\ \ \ \

\ \ \ \

SUBROUTINES REQUIRED
MAME \ DESCRIPTIGN

\

\

\

\

S A D S R R R ———— - ——— - e

SUBCROUTINE FILYER (WINCOWs FLTRS, WADSIZ,
€ NUMFLT, FLT, ZMEAN, VARZ, 2)

INTEGER WMNEC3I.s FLTs RECs WOPDs NUMFLT
REAL FLTRSUNUMFLTsWRNE (2« WNDSIZ)

REAL WIANDCM(WNECSIZ Wi 512)
REAL ZMEAM. VARZ, Z, TOTALM, TCTALVs FLTVAL
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TCTaLY = 0.C

EC 20 REL = laNNDSIZ

CC 1C WAREL = 1.vNCSITZ

FLIVAL = WINCOWIREL «MERD™Y % FLIRS (FLTREC.4CROE)
TETALM = TCTALM + FLTVAL
TCTALY = TOTALV + FLTVAL # FLTVAL

CCATINUE

CCRTINUE

ZVEAN = TCOTALWY
VAR? = TJaOTALV = IZMEANZIMEAN

RETURA
END

| &
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[Paper for Computer Vision, Graphics, and Imaage Processina

Maximum Likelihood Classification of
Synthetic Aperturn Radar Imagery

V.5. Frost, L.S. Yurovsky

Telecommunications and Information Sciences Laboratory
University of Kansas Center for Research, Inc.
Lawrence, Kansas 66045

Abstract

Classification of synthetic aperture radar (SAR) images has important
applications in geology, agriculture and the military. A statistical model
for SAR images is reviewed and a maximum likelihcod classification algorithm
developed for the classification of agricultural fields based on the model.
It is first assumed that the target feature information is known a priori.
The performance of the algorithm is then evaluated in terms of the probability
of incorrect classification. A technique is also presented to extract the
needed feature information from a SAR image; then buth the feature extraction

and the maximum likelihood classification alqorithms are tested on a SEASAT-A
SAR image.

Manuscript Received , Revised

This work was supported by NASA Headquarters Grant No. NAGW-381,



1.0 Introduction

Synthetic Aperture Radar (SAR) imaaing systems have been used to obtain
images of the Farth's surface. This paper deals with the problem of automatic
classification of SAR imagery.

According to the definition in [1), classification of an object in the
image is the decision regarding the cateaory to which the object helohqs. For
example, if the image is of an agricultural area containinag a nurber of fields
and there are three cateaories, or classes of fields, such as corn, wheat, and
soybeans, classification is the process of assigning a cateqorv to each field.

Each object (target) class is characterized by a unique set of measurable
properties, or features. The classification is done by assigning the target
to a class based on how closely the observed set of target feature: natches
the set of features for that particular class. The assignment of an object to
one of several classes can be done on the basis of a maximum likelihood
criteria, that is, a classification decision is made such that the probability
of incorrect classification is minimized. The problem of maximum likelihood
classification has been presented in general form in (9], and solved for the
specific case where the observed fuature vector is distributed is multivariate
normal random variable. 1In our case (SAR images), the classification is based
on one observed feature, gray level, which is not normally distributed.The
major problem with processing SAR images is that coherent nature of the
microwave illumination gives rise to a phenomenon called speckle. Speckle
noise seriously degrades the quality of an image [12]. It is signal-
dependent, Because of the dependency of the noise on the signal, processing
techniques designed for additive Gaussian noise fail, Thus other statistical
models are needed, and one which has been successfully used in the past
[15,16,20] will be introcduced in the next section.

As has been mentioned above, a target in a SAR image can be described by a
single feature - gray level mean. This is especially true for agricultural
targets, where textural features do not offer much discrimination. Here, a
maximum likelihood classifier based on gray level mean is designed. This
classifier assigns every pixel of an image to one of several target classes.
It is originally assumed that the gray level means are known a priori for all
target classes. A method is then presented to estimate those values

automatically. To evaluate the performance of the classifier, the
P
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procbability of classification error is derived, and the classifier performance

is tested using radar image simulation and SFASAT-A SAR imaqes.

2,0 statistical Model for Intensities of Pixels in Synthetic Aperture

Radar Images

It has been confirmed [16]) that heuristic image processing techniques,
such as qradient edge detection algorithms do not work well for SAR imaqes,
Thus a statistical model is needed, one which would incorporate the physics of
the SAR image formation process. This model is the basis for image processing
teéhniques.developed later. . B
The main c! -acﬁeristié of SAR images is that the noise variance sz of
xz' the square of the mean of thié

pixel. The true intensity Wy is propottional to power return from the pixel

the pixel intensity X is proportional to u

1 the absence of noise., The ramifications of proportionality of mean and
variance is that targets with higher intensity have higher noise variance, and
one can conclude that the noise power is the function of the signal power,
This>preclude§ the use of an additive white Gaussian noise (AWGN) model, where
signal power and noise power are assumed to be independent.

Synthetic aperture radar images belong to the category of speckled
imaages. The statistical characteristics cf speckle noise have been developed
in [(13) and applied to synthetic aperture radar in [14,15]. The complete
noise model was developed in [16,20]. According to this model, let R be a
random variable representing observed pixel intensity from the SAR image. It
has been shown that the probability density function (pdf) of R is exponential
with the mean of y where y is the true intensiﬁy of the target to which this
pfxel Belongs. It has been shown in [15) that pixel intensities of
ﬁeighborinq rixels één be assumed to be uncorrelated. Here we alsc assume
tliat they are independent. 1In most SAR imaging systems more than one
independent sample éf detected power is obtained for each pixel. The number
of independent samples, a is often referred to as "number of looks per
pixel". Now pixel intenslty X is obtained by averaging these independent

samples:

1 a
X == 12-1Ri _ (1.2)

The probability density function of X can thus be expressed by the formula for

gamma distribution:
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fx(x) = Fia) (1.3)
vhere,

B .= u/a

F(a) = (a=1)! for a an integer.

Mean and variance of pixel intensity X can be calculated using the
properties of gamma distribution. They are equal to p and uz/u,
re=-._ctively, The ratio of signal power to noise power (signal-to-noise
ratio) [4] can be calculated as

Rl s i

Thus it has been shown that noise power is proportional to signal power with
coefficient of proportionality of 1/a.

This relates directly to the observation about dependency of noise on
signal, made at the beainning of this chapter. Statistical noise model for
SAR imagery can thus be best characcerized as "multiplicative noise model",
where signal and noise power are proportional to each other:

X=85¢+N ' (1.7)
where X is defined as before, S is noice-free signal, and N is random
variable, representing multiplicative noise. One should note that signal S is
a continuous random variable and its probability density function is
continuous. -

There are restrictions to the model, worth mentioning:

(1) The statistical model for pixel intensities introduced above is only
valid for a type of region that can be defined as homogeneous. A homogeneous
region is an area where all pixels belong to the same target, best
characterized by a single feature: mean u. If more than one target is
present in the region the distribution of pixel intensities does not follow
gamma distribution, and more sophisticated model is needed [16]. Such regions
are called edge reqgions, and since the model is not valid for them, they
should be excluded in any analysis.

(2) There are seve:al conditions to be imposed on the target for
multiplicative noise model to be valid for SAR imagery. These conditions were
outliied in [13]. One of them is that the surface roughness of the target

should be large, compared with wavelength of radar signal. There is a variety
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of tarqet classes that would meet such conditions. An example is a target

that contains an agricultural area, such as corn field.

In summary, the statistical model that incorporates properties of SAR

image formation process was introduced, and its limitations mentioned.

model will be used throughout this paper.

This



3.0 Maximum Likelihood Classification of Reqions in the SAR Imaaes

This section presents a solution to the problem of the classification of
pixels in a SAR imaae, based on qray level, Also, an expression for
probability of incorrect classification is derived, and a test to exclude edge
regions is presented.

In this section it is assumed that the image contains M targets., The true
target means are known a priori. (An algorithm to extract target means from
the SAR image will be presented later). A sliding KxK processing window is
applied to the imaage, and sample mean is calculated for each window
position. Then, based on the outcome of the test to he described, the center
pixel of the window is assigned the value of the target mean, to which the
region, defined by the window, is most likely to belong.

A. Maximum Likelihood Approach to Classification

For a given window position, let Xev Xor Xqr eeey Xy (N=KxK) be the qray
level intensities of the pixels within a window. According to ocur model, we

can assume that x1. soey XN are independent and uncorrelated.
N

= 1
Let X = ﬁ-Eg; xi be the ob%served mean, and xL1, xLz, seuy xLM he true means of

all M targets in the image, known a priori, as previously assumed. It is

assumed that all the pixelz in the window belong to the same homogeneous

T e s e e e s e e e R

region and that the region is characterized by the mean ., Regions that
- contain a mixture of targets (edge regions) will be excluded by a test to be

described later. Now consider the following set of hypotheses:

Hy: W = X; (region belongs to Target 1)
1

-
1
{ Hot W o= X (region belongs. to Target 2) (3.1)
- “ 2
. Hy: ¥ = Xp (region belongs to Target M)
M
!' The likelihood function under hypothesis H; is defined as joint probabi-

lity density function of all samples under the hypothesdis
. “i’ 1€ i< M, multiplied by a priori probability of hypothesis Hy being

true, P(Hi). Using the SAR image model previously described, the likelihood

function can he written as N a=-1\ -an¥/x
n xj e Li
i=)
LIX, 5 X0 X0 eeey X.) = P(H,) ¢ (3.2)
Li 1 2 N 1 {T(n})" xLi aN
a
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region, The test is carried out this way: 1If —_ is less than E the reqgion

8
is an edge reqgion. “hreshold of %—has been chosen heuristically. To identify

edge region, the center pixel of the window is assiagned zero intensity, and no
further testing described in previous section is needed. This test is a quick
way to check whether the region defined by a processing window at a given
position is homoaeneous. However, it is not necessarily the optimal test. It
may miss some of the edge regiont. A better test (Likelihood Ratio Test) has
been derived in [16]. Likelihood Ratio test would define the edge reqgions

better at the expense of computational efficiency.

C., Performance Analysis of Maximum Likelihood Classification Alagorithm

Section 3.A considered the problem of assigning center pixel of processing
window in a SAR image to one of M taraets. There is probability that the
pixel is assigned to the wrong target, The purpose of this section is to
derive an expression for this error probability. 1In (23], a performance
analysis criteria were derived for two targets in the image and with Gaussian
noise model assumed. The following analysis uses the multiplicative noise

model and M targets in the image for derivation. Let

X
Yi " g + &n xLi' 1< i< M, bhe our decision criterion. Let Py be the
Li 1

probability of assigning the pixel to a target other than target 1, when

hypothesis Hy, is true (that is, pixel belonys to Target 1%

Identically, P, , 1 € i € M is the probability of assigning the pixel to
i

target other than correct target with mean Xpie Pei can also be expressed in

terms of probability of correct decision:

P = 1 - P (3-6)
.y b |

Pci

hypothesis H; is true. Since all targets occur with equal probability, the

is the probability of correctly assigning the pixel to target i, when

average probability of misclassification can be calculated as:

M
P = P_. /M (3.7)
. El b |

Thus the task of performance analysis boils down to finding P 1 €1 < M,

'
€y
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Consider the following set of statistics:

1 € i ¢
i = + &n XL i M (3.8)
Li i

Let the true target means be arranged in ascending order: XL1 < KLZ € ven £

Xpme The probahility of correctly assianing the pixel to Taraqet 1, when

hypothesis H, is true can be calculated as:

Py = P((Y, < Tyr ¥y € Yqu eoes ¥, < ¥ |H,) (3.9)

where the comma in probability expression is defined as logical "and". Next,
calculate the difference of random variables Y; and Yj"wbqre ' € i <Mand 1<

j € M:

- X

= = X
Yi - Yj = ?E_ . !.nxLi - iE_ - &n ij = X ijx Li + In §E£ (3.10)
Li Lj L Li Lj

The inequality ¥ » Yj < 0 can thus be expressed as:

X X .X
X < (2n ij) ij_;i (3.11)
i *p3 i
e XL

n
e T 7 |
zi'j > 0 and Zj,i = 2 je Rewriting the probability of correctly assigning
r

Let 274 j be equal to . By inspection, one can conclude that

pixel to target 1, we obtain:

Py = P((X <2, ,, X <2 X <z, )H,) (3.12)

1,3' “wey

This joint probability can be expressed as the product of the following
conditional probabilities:

P, = P((X < z, 1) (% < 2, ,I% < z,, 08, ..
(3.13)

PR <2, X <2z 50 oo X<z, )

But Xrq < xL2 < een < Xpme and therefore z,,z < 21'3 £ swny Z1,M-1 < Z1,M so

all conditional probabilities in the expression above are equal to unity i.e.,



p((% < 2z,

o ” 3\
X  / H - 1
3% < '?)l l

(X <z X<z
and

Py ™ P(R < 21’2|H1) {(3.14)

By analogy the probability of correct classification for the largest a priori

nean is:
-.pcM « P(R > 21'H|HM) PI(R >-22;MIR > z1’M)|H")
P(R > zM_1'HIR > Zy e K> Zy e eees RO zu-z,M’l"M’
Again, all conditional probabilities are equal to unity, and
Poy = P(X > 21'H|HM) (3.15)

For any P_.., 1 < i ¢ M, the expression becomes:

ci
pCi = P(R > 21'1, R 21,2' eowp ) 8 21'1_1, R < zi,i+1' ey ; o zi'MIHi)
or: —
Peg = PR > 2y 4 o0 PR < Zg o 1% > 2 5 )Inp)
It can be easily shown that the only targets that the pixel can be incorrectly
assigned to when it belongs to target i, are targets with true means xLi ; and
xLi ot directly below and above true mean Xiie The probability of correct
+ g e =
decision can be expressed as: '

P, PR > 2y 5 _qlHy) (R < Zg i 1% > 25 ) IHy)
= P(Zi,i_1 < x < 21'14_1'“1). (3016)
In summary, probabilities of error Pgj+ Pei = 1-P.4, can be calculated as:

Pgy = P(R > 2, ,|H))

e =«

ei =1 - P(Zy 5 4 < X<z ) (3.17)

Py = P(X < 21'“|HM)

Since the processing window size is large, one can apply central limit
theorem to find the probability density function ¥ under any hypothesis Hy 1 <
i € M. Expected value of X under hypothesis Hy is:

N N
- 1 1
RIX|H,) = < 12-1:3[3(1] =% E =X, (3.18)
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And variance of ¥ under the same hypothesis is:

M %" ’
1 1 Na XL Li
var (R|H) = — 3 var(x) = — - —= (3.19)

N i=1 Nz 02 .

Thus, according to the central limit theorem, it can be assumed that X has an
approximate normal distribution under arbitrary hypothesis Hiv with mean of

Xpq+ and variance of xLiZ/aN. Let R; be equal to:

e 7 |
Ry = (——) Yon (3.20)
" Li_ 1 )

Under hypothesis Hi, Ry is approximately normal with zero mean and unit

variance. Now we can express error »robabilities in terms of Ryt

5,2 = %1 =
p, =P[R, > ( ) Yan|u,)
s 3 1
4 Z X Z X
p, =¥ i'ix1 = M) van¢ R, < (( i'i;' 3 van) |u,) (3.21)
e | Li Li
y 2 X
1M = LM \
p, = PR, < (—o——)/aN|n,)
eH M xLM M
Z X
The threshold (-l-'jT-—-E-i-) YaN is equal to
Li &
Yan .. :
-T_-1 (in Ti,j + 1 = Ti,j)
1.4
e
where 'I‘i 5 =X is the relative target contrast of Target i with respect to
' Lj

Target 3, 1 € T € M, 1€ J& M, Ti}j can also be expressed in decibels. Now
error probabilities can be expressed in terms of Q function, where the 0

function is defined as:

2
o(x) = —~ ‘Te'y /2dy (3.22)
ar *x

The error probabilities can then be calculated as follows:

10

f
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.. o= off - <) Jun))
.e1 T1'2 -1
. N T + 17T . In?, . +1 =7 |
Pei- ‘-O(( l..;.i.+'| l,1+1]/;;|) _ O(( !.';-1-1 :' if‘ 1]{-.:-1-;,-]
. i,i"“ -1 i,i-‘ (3-23)
2 in(T ) +1~-T

M, M=1 M, M=1
Py = 1-0(( — ) Yan)

D. Conclusions

Inspecting the expressions, derived in Section C one can make some
important conclusions:

The maximum likelihood classifier can incorrectly assign the center pixel
of processing window of size N only to targets with true means either above or
below the mean of the target to which the reagion belongs. The error probabhi-
lity depends on two relative target contrasts Ti,i-1’ Ti,i+1' The experiments
to be discussed in a later section are consistent with these conclusions.

The performance of maximum likelihood classifier depends on the product of
number of independent samples averaged by the imaging system (number of looks
per pixel), a, and number of pixels in the processing window, N. Since the
error does not depend on a and N individually, but rather on their product,
there is a tradeoff between a and N. For instance, performance of maximum
likelihood classifier on an image with 4 looks per pixel (a=4) and 25 pixels
in the processing window (N=25) is equivalent to performance on the image with
19 looks per pixel and 10 pixels in the processing window. Thus we can call

aN total number of looks or total number of samples.

The classification decision, derived in this section will yield the best
error performance for a tvpe of SAR image consistent with our statistical
model. It has been shown in (9] that maximum likelihood classifier will
minimize error probabilities. Therefore, this technique results in optimum

performance for the given statistical model.

1
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4.0 Taraet Mean Extraction Technique

The maximum likelihood classification algurithm, derived previously,
assumes that true target means are knounl5_35£3513 In many cases these means
may not be available. This section deals with the problem of estimating
target means. When the estimation process is complete, the resultant target
means can be supplied to maximum likelihood classification algorithm. A test
to compensate for imperfect ex.raction is also described here.

According to our statistical model, the Lixel intensity of a homogeneous
area is a gamma distributed random variable. Therefore the probability
density function (pdf) of the whole imace containing a number of targets can
be characterized as pdf of a mixture of a number of gamma distributed random
variables. The problem of estimating target means is equivalent to estimating
the parameters of each mixing gamma pdf. Such estimation is possible if the
mixture is identifiable (for definition of identifiability see [28)). There
are methods to estimate parameters in identifiable mixtures [9]). However, the
mixture of gamma vari:tes 1s identifiable only if the random variable
representing target means takes on only discrete values; otherwise the mixture
is generally not identifiable [29]. Unfortunately, in oui case the random
variable representing target means has continuous pdf, and the mixture
parameters cannot be estimated. Even if we assume that pixel intensities have
approximately normal distribution, the mixture is still unidentifiable,
because mixtures of normal pdf's are identifiable only if all normal variates
used in the mixture have e&ual variances [28). 1In our case the variances and
the means for each area will be unequal. Therefore a different approach
towards estimation of target means is needed. One of the approaches
considered here is based on selecting the area that is most likely to be

homogeneous and estimating target mean from such area.

A. Automatic Extraction of Tarqaé Means

The purpose of this section is to describe an automatic (unsupervised)
target mean extraction procedure. The basic idea of the procedure is the
following:

(a) The homogeneous areas of the image are identified, e.g. the ones that
belong to the same target.

(b) These areas are combined into groups on the basis of likelihood of
belonging to the same target. Therefore each tarqet is identified by a

respective group.

12
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(e¢) All pixel intensities within each group are averaged to obtain
estimates for tarqget means,

In summ: y, pixels from homogeneous areas defined by the algorithm serve
as a basis for estimating tarqget means. Therefore the test to identify such
regions has to be very stringent. The probability of selectina an edge area
(e.q. area containing multiple tarqets) as homogeneous must he small.
Conversely, the probability of missing (rejecting) a homogeneous region is not
important. For example, if the tarqget contains 500 local areas and only one
of 500 is selected, this is still enough to provide a good estimate for the
tarqet mean. However, if a non-homogeneous area is selected as homogeneous,
the estimate based on such area is wrong. Therefore, trying to minimize the
probability of selecting edge areas as homogeneous is an important
consideration.

The complete flow chart of the procedure is shown in Fiqure 1. The
following is the description of flow chart block by block.

(1) The first step is to apply a iliding processing window (typical size
13x13) to the image. Then, for a given window position, the mean and variance
of pixel intensities within the window is calculated.

(2) The variance test is a quick way to check whether the neighborhood
(defined by the processing window) is homogeneous. It is basically a moment
matching technique that tells how closely the observed variance of the
neighborhood conforms to maximum likelihood estimate of that variance.

The maximum likelihood estimate of the variance is predicted from the mean and
is equal to:

Gz'é (4.1)

a is a number of looks per pixel and is always known for a particular SAR
imaging system [16]. If |82 - 92| < P where P is a threshold, the region may
be homogeneous and chi uare test is invoked to impose tighter constraints,
If this inequality fails, the region is not homogeneous and no further testing
is needed. The sliding window is then moved to another neighborhood.

(2) The next test for homogeneity uses a chi-square goodness-of-fit
test, This test is a more stringent check of homogeneity. It provides a
qualitative measure of how closely the gray level distribution measured from

the neighborhood fits the gamma distribution, predicted by the model.

13
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Specifically, let x,, xz, "o uy XN be pixel intensities from the neighbor-
hood. Again, according to the model, we can assume that random variables X‘.
eoer Xy are independent and uncorrelated. A hypothesis test of the following
form is then used:

a=1_-a -xi/n

xi B e
Ht £(X,)= . 1 €<4i<N
o i I'(a)

Xic-18-“ﬁ-xi/s (4.2)
Hi: f(xj) # ia) 1€41cCN

where f(Xy) is the probability density function of a given pixel X{i a is
number of looks per pixel and B is pu/a, as defined before., Since true mean y

is unknown, it can be replaced by its maximum likelihood estimate,

N
i-l b ® . ' g (4 3)
N 1‘&.-1 i P— R——y APl .

This is equivalent to the following hypothesis test:

H neighborhood is homogeneous

o:
Hy: neighborhood is not homogenecus
Dividing the range of pixel intensities into K intervals, the probability of

randon rariable X; being within given interval [a,b] is:

x ﬂl-'lB-Qe-xi/B

b X, —— = Tt
(o) dx = F(b) - F(a) (4.4)

Pla € X, < b) .a[
i

i

Where '(y) is the distribution function of the pixel intensities. fThus
expected number of samples from a neichborhood to fall within an interval
[a,b] is N(F(b) - F(a)). The observed number of samples can be calculated
from pixel intensity histogram for a given neighborhood. Define expected
number of samples to fall within ith interval as Nexp;, and actual number of

samples as Nobsi, respectively., Then define test statistic;, ¥, as follows:

K LNobsi - Nexp1)2. s+ o A 12
L (4.5)
i=1 Nexpi

where K is the number of intervals.
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x has an approximate chi-square distribution with (K-1) dearees of
freedom, x is defined as our measure of "degqree of homoueneity". The areater
x is, the more non-homogeneous the neighborhood is likely to he, Thus we
define homooeneous neighborhoods by the following test., We accept H, if x <
Xpr otherwise we reject "o' Threshold X is determined by the significance
level of the test, and the typical values for Xp are between 1 and 7. If we
accept the hypothesis that the neighborhood is not homogeneous, we go on the
next neighborhood,

(4) Having established that the neighborhood is homogeneous, and if the
neiaghborhood is the first homogeneous neighborhood in the image, an initial
estimate is created for the true mean of the first target., This estimate is
obtained by taking the average of all pixels in the neighborhood. Also, the
number of pixels that were averaged to obtain this initial estimate is
recorded, along with processing window coordinates.

(5) If the homogeneous neighborhood is not the first one in the image,
then there already exists some table of initial estimates. There are two
possible outcow=s: (a) The neighborhood belongs to a target, for which
initial mean estimate has already been created; or (b) The neighborhood
belongs to a target for which no initial estimate has been created. To check
which of the two possible outcomes is true, the following statistic is

calculated:

| >

+ &n X

»| >

+8n X . =min (T + 80 X, eees
Li e L, Ly Lj

I~
>
| >

1)

where X is the local neighborhood mean, xLl' xnz' seag ij are initial mean
estimates for the first j tarqets, and 1 < i € j. The statistic Yy is nothing
more than the maximum likelihood criterion, developed in section 3.

Now the two possible outcomes can be reformulated as (a) Neighborhood
belongs to the target with mean Xp i+ and (b) reighborhood belongs to a new
target with mean X410 and initial estimate is : ij+‘c 13

Under the hypothesis that the neighborhood belongs to target with mean
xLi'lYi is approximately normally distributed with mean 1 + 1nxL and standard
deviation of 1/aN. If the observation Y; is within three standard deviations
of its predicted mean 1 + &n xLi, outcome (a) is likely. Otherwise, outcome
(b) is likely. The measure of three standard deviations has been chosen

heuristically.
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(6) If Y, is not within 3 standard deviations (3//aN) of its mean, a new
initial tarqget estimate RLj+1 = X is created, Number of pixels in the
neighborhood is also recorded, along witu processing window coordinates, that
define the current neighborhood. Then the processing window is moved to the
next neighborhood.

{7) If Y is within 3 standard deviations of its mean, then the neighbor-
hood is most likely to belong to the taraet with initial mean estimate of Xpi?
1< i< j. If that's the case, the target mean estimate can be updated by
taking a weiqghted average of already existing estimate xLi and current
neighborhood average X.

It is important to assure that this weighted averaging required to obtain
an estimate for a target mean is done over non-overlapping neighborhoods, e.q.
the neighborhoods that don't have common pixels. Since each neighborhood is
defined by processing window of fixed size at a given position, and window
coordinates have been recorded, it's easy to check whether the current
neighborhood overlaps with all other neighborhoods which were used to obtain
an estimate for a given target mean xLi. If the current neighborhood does
overlap, its gray level average cannot be used to update given target mean
estimate xLi.
(8) 1f the neighborhood does not overlap with all others that belong to

the same target, and pixels from which were used to obtain an estimate for

tarqet mean, then the initial estimate Xri is updated by weighted averaging:

" _XLi o1a * Mora * XV e
Li new Hold + N
Hnew = Ho1g + N (4.7)

where Hol4 is number of pixels that were used to obtain initial estimate, N is
the number of pixels in the neighborhood. xLi new a2nd H .= are initial
estimates after updating for a tarcet mean, and number of pixels used to
obtain that estimate, respectively. The current window coordinates are also
recorded.

This procedure is a recursive procedure, the result of which is a vector

of target mean estimates. Its performance will be evaluated in section 5.

17
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B. A Test to Compensate for Imperfect Taraet Mean Fxtraction

The procedure described in the previous section leads to target mean
estimates to he used as a input to maximum likelihood classifier. Rut these
estimates may be imperfect. For instance, some targets may be missed, and
others may be estimated incorrectly. This will increase the probability of
classification error. However, there is a test to partially compensate for
imperfect target mean estimates at the second (classification) staqe,

As before, let Yi be our decision criterion:

<
n
| %<1

g fn-X_ -
L
Li i

Suppose that the neighborhood gets assigned to arbitrary target i with mean
X+ This test is similar to merging criterion described in the previous

i
section. Under the hypothesis Hi being true, Yi

mean of 1 + &n Xy, and variance of 1/aN. If the value of statistic Y; is far
i

is approximately normal with

enough from its expected value 1 + &n X ("far enough" is a least three
standard deviations: 3/f;§ ), then the center pixel of the neighborhood
defined by processing.window is assigned zero intensity. This test implies
that even thouah the neighborhcod belongs to a given target on the basis of
maximum likelihood, its decision criterion's value is far apart from the
expected value of that decision criterion. This may occur bhecause the
neighborhood belongs to a target, the true mean of which is missing, or has
been estimated incorrectlyz Therefore we don't really know which target the
neighborhood belongs to and thus assign zero intensity to its center pixel to
show that target couldn't be determined. Similar testing is done in the area
of digital communications. When at the receiver it is not possible to
determine whether the received bit of information was zero or one because of
high ambiquity, the output bit is assigned "don't care" condition. Practice
of assigning "don't care" condition to cases when it is not possible to
determine correct status is often called "erasures", and is described ir “he
communication literature [26]. The test developed here will be referred to as

"erasure test" from here on.
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5,0 Performance Tvaluation

A. Verification of Performance of the Maximum Likelihood Classifier

A computer proqgram based on the maximum likelihood classification algor-
ithm describec in Section 3 was written and tested on SAR image simulations
and real SEASAT-A SAR image [27]). Simulated images were of size 250 x 250
pixels and contained 14 tarqets. This section discusses simulation results.
The advantage of using simulated images to test the performance of the maximum
likelihood classifier is that the location of each target and target means are
known a priori. The description of simulation procedure is available in
[21]. The basic idea of SAR image simulation is that a noiseless image (where
all pixel values are equal to values of their respective target means) is
multiplied by a random variable, which incorporates desired speckle, e.q.
number of looks per pixel, a. As a result, te noisy image arises, with the
noise statistics fitting the multiplicative noise model described
previously. Such simulation is a good representation of a real SAR image.

The noiseless image that serves as an input to simulation is called power
map. The power map in Fiqure 2 was used for this experiment (the numbers in

squares represent trué target mean):

140 120 100 80 60

40 30 20 10 5
100 160 240 220 180
140 120 100 80 60
40 30 20 10 5

Figure 2. Power map for SAR image simulation

This image contains 14 targets 50x50 pixels each. The target means were
selected such that a wide range of relative target contrasts would be present
(from 0.38 dB to 3 dB). This is done because the probability of classifica-
tion error depends on relative target contrasts (see Section 3.C). Also some
of the same targets are separated and located in the different parts of the
image to illustrate the fact that targets with the same mean can be
disjoint. Five simulations were made, based on this power map. Images with a
=2, 4, 6, B, and 10 were created. (See Fiqure 3). Then they were processed

with 9x9 sliding window by the maximum likelihood classification algorithm.
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Results of Maximum Likelihood Classification Processing (a) a =
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The results of processing are available in Fiqure 4. From inspecting the
results, one can see that classification algorithm's performance improves as
number of looks per pixel qoes up, for a fixed window size, The black (zero
intensity) points represent the edge reaions selected by the test, described
in Section 3.B. This edge region exclusion test defined i >st (but not all)
local areas containing edaes. It also defined as edge areas some areas that
are homogeneous; but that was not a major problem, hecause such areas only
constitute a small proportion of the image. The classification is more
adversely affected by missing edge areas than defining false edges, For any
given target, the misclassified pixels were assigned to a target with mean
either above or below the mean of the given target, as expected. Also, the
highest number of misclassifications occurred for a taraget with the lowest
relative target contrasts T1'1_1 or Ti,i+1' as defined in Section 3.C. All of
these® ohservations aaree closely with the theorvy. "

Fiqure 5 shows the plot of average probability of error Pe- % EZ; Pei and

=

maximum probability of error versus total number of samples, aN, for the
simulations'described above. These curves enable the operator to choose the
right processing window size ¢N x VN to achieve the desired error performance

for a given number of looks per pixel, a.
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B. Fvaluation of Taraet Mean Fxtraction Techniaue

The target mean extraction algorithm was applied to the simulations
described previously. Since the true means of all taraets in these
simulations are known a priori, it is possible to compare these means with the
means, extracted by the algorithm for different numbers of loocks per pixel.
The threshold on a chi-square test, Xqe Was chosen to be 1.0, and the range of
intensities was divided into 10 intervals, each having equal expected

counts. The processing window was chosen to be 13x13., Table 1 compares

results of the

extraction procedure described above with known true means:

Fxtracted Means

True Mean a = 2 a = 4 a = 6- a =8 a= 10
5.0 811 4.93 ‘- 4,98 ~=p- . .8,20 5.04
10.0 9.90 18.27 10411 . 10.17

20.0 22.27 20.85 26.82 27.71 -
30.0 30.20 29.88 30.87 30.69 28.75
40.0 38.20 40.01 39.59 40.73 41.22
60.0 63.21.  60.22 . 57.71 57.69
80.0 3 ‘80.97 |  sao2 80.10 81.45
100.0 100.34 98.75 101.04 - 102.71
120.0 127.36 115.50 118.39 123.54 118.42
140.0 - 138.87 138.71 135.76 140.37
160.0 omimee [.2156.09 . . | 154.08 - 159.47

180.0 170.43 - 185.84 177.28 &

220.0 212.82 i - " 270.57 -
240.0 - - - 247.17 246.89

Table 1

One can observe that extraction technique has been able to estimate most
target means correctly. However, there are some imperfections, like a few
missing target mean estimates, and a few incorrect estimates. Fffects of
these imperfections can be partially compensated for by the test described in
Section 4.R. The results of applying maximum likelihood classifier with
erasure test to the simulations utilizing target means extracted by previously

described algorithm are given in Fiqure 6. The dark areas represent the
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Figure 8.

Results of Processing Simulations with Target Means Estimated by
Extraction Algorithm ("Erasure test” was used to partially

compensate for imperfect extraction) (a) a = 2 (b) a = 4
(c)a=6 (d) a=8 (e)a=10
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regions, where classifier failed to make a decision. One can illustrate the
effectiveness of erasure test by the following example:

In the case of a = 2 simulation, the extraction routine missed a true
target mean of 5 and extracted a false target mean of 8. The true target mean
of 10 was found correctly and its estimate was 9.9, In the original image,
targets with means of 5 and 10 are 50x50 squares next to one another in the
bottom right-hand corner. Since true target mean of 5 was missing, the whole
area which was supposed to belong to that target was assigned zero inten-
sity. If no erasure testing was done, this whole area would have been
assigned the value of false target mean of B. The next square has a true
target mean of 10, and most of its pixels were classified likewise. Only very
few pixels were assiqgned the value of false label 8, most of them at the edge
of areas with true target means of 5 and 10. Thus, a number of classifica-
tions to the false label was significantly reduced.

Of course, if mean of B was not extracted, there wouldn't have been any
misclassifications at all, Therefore, it always degrades the performance more
to extract a false target mean then to miss a true one. Yet the test,

described in 4.B provides some deqree of protection in hoth cases.

C. Application of Complete Algorithm to Real SEASAT Image

The SEASAT image [27] used in this experiment was 512x512 image of
agricultural scene. This image is shown in Fiqure 7. The number of loocks per
pixel, a, was approximately 3. The image was processed by maximum likelihood
classifier with 9x9 processing window size with edge test and compensation
test included. Target means were extracted manually, and automatically.
Resulting images are given in Figure 8 and 9, respectively. Table 2 lists

target means, extracted in both cases. Note that neither of the extraction
techniques is perfect.
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Figure 9. SEASAT-A-SAR Image
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Result of Processing SEASAT-A-SAR Image
manually)

(Target means extracted
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Result of Processing SEASAT-A-SAR Image
by extraction algorithm)
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Real SEASAT Image Target Means

S g

Fstimated Manually ° Fstimated Automatically

i 15.3 18.05
! 25.0 27.50
- 41,9 40.96
1
| 48.9 51.28

59.8 62.A9
1’ 107.8 72.57
| Table 2
{ The performance in both cases is quite reasonable, especially compared with

. results of processing the same image using other techniques such as different
types of gradient edge detectors [16). A major problem is high misclassifica-

I tion rate at boundaries of targets (edges). This occurs because the statisti-
cal model doesn't apply to edge reqions, and the meanzfvariance test described

| in Section 3.R fails to select all the edge regions. This problem would be

‘ reduced if more sophisticated edge test was used, such as likelihood ratio

test, available in [16].
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6.0 Conclusions

To summarize a maximum likelihood classification algorithm was developed
for SAR images, and its theoretical performance was evaluated. Also,
automatic extraction algorithm was developed to estimate target mean levels,
and a test to partially compensate for imperfect extraction was introduced.
The algorithms were tested, using simulations and SEASAT-A SAR imagery.

The classification scheme developed here is the hest classification
possible based on the given statistical model. This statement can be made
because the maximum likelihood approach minimized the probability of
classification error (9]). Another advantage of maximum likelihood
classification algorithm is a high computational efficiency. It takes only
slightly longer to complete classification then to complete equal weighted
filtering of an image.

There are two major prokblems. First, is high misclassification r.*e at
edges. This problem is created by the fact that the edge test, described in
Section 3.B does not detect all edge regions. The problem of high
misclassification rate at edges can be overcome by applying a better edge
detector, for instance, maximum likelihood edge detector, developed in [16].
Another problem is the imperfect extraction of target means. Partially, this
problem is overcome by applying compensation test, described in Section 4.B.
The extraction algorithm is by no means optimal, although it does estimate
most target means well (sée Section 5.B). Further research is needed to
improve extraction techniques. Finally, classification error can be reduced
by applying a simple post-processing algorithm. This algorithm would select
pixels or small groups of pixels that have been assigned to a target other
than the majority of surrounding neighbors. These "isolated" pixels would

then be re-assigned the same target level of as its neighbors.
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A DATA COMPRESSION TECHNIQUE FOR
SYNTHETIC APERTURE RADAR IMAGES

ABSTRACT

A data compression technique is developed for Synthetic Aperture Radar
(SAR) imagery. The technique is based on a SAR image model and is designed to
preserve the local statistics in the image by an adaptive variable rate
modification of block truncation coding (BTC). A data rate of approximately
1.6 bits/pixel is achieved with the technique while maintaining the image
quality and cultural (point like) targets. The algorithm requires no large
data storage and is computationally simple,
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1. Intro-!ueri_._up_

The purpose of this paper is to describe an efticient image data compres-
sion technique which has been specifically designed for Synthetic Aperture
Radar (SAR) images. SAR has become an important class of imaging sensor for
both civilian and military applications., As with other imaging systems there
is a need to transmit and store SAR images, and thus, there has been consider-
able interest in efficient coding algorithms for SAR [1,2,3]).

The aim of data compression is to minimize the data rate while
maintaining the information contained in the signal using as simple an
algorithm as possible. Thus a desirable property of an image encoding
algorithm is fidelity, i.e. the reconstructed (received) image should preserve
of all of the "important" features of the sensed image. For example, in some
radar applications cultural features which appear in SAR images as small
bright features are important and should be faithfully reproduced. 1In the
geologic analysis of SAR images texture (4] is important and thus should be
preserved. Image fidelity (quality) is a difficult quantity to measure [5)
because it is application dependent. 1Image data compression algorithms are
also compared on the basis of their compressing capability, i.e. the number of
bits per image sample in the coded image. Implementation complexity is also
an important consideration in evaluating data compression algorithms [6]. The
technique described below preserves important image features (e.q. cultural
features) at about 1.6 bits/sample and is simple to implement.

Standard compression techniques fall into two broad categories--
predictive and transform coding. Predictive coding is performed in the
spatial domain and attempts to remove the local redundancies in the image.
Transform coding is performed by an energy preserving transformation of the
image into another image so that the maximum information is placed into a
minimum number of transform components [6). Many different transforms, e.q.
Fourier, Cosine, Karhune-Loeve, have been used. Transform coding tends to be
more complex than predictive coding. It will be shown in Section 2 that
predictive coding is not possible on SAR images, and further, it will be
argued that transform coding is not a viable alternative because of the low
correlation observed in SAR images even though it has been tried [1].

The technique developed here is a modification of the Block Truncation
coding (BTC) algorithm developed in (7). BTC is suitable for SAR images
because it preserves the local statistics of the image. In SAR these statis-
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tics are important, In BTC the image is divided into small blocks (e.qg. 4x4)
of picture elements (pixels) and for each block a one bit quartizer is applied
such that the block can be reconstructed with the moments (e.qg. mean and
variance) preserved, Clearly, in addition to the bit mask (quantized block),
supplementary information is needed. In the BTC the supplementary information
is the sample mean, X, and standard deviation, sy. For example, a BTC system
using 4x4 blocks of picture elements (pixels) (with B bits/pixel) and ” bits
to code x and 8y results in a 4 to 1 compression or 2 hits/pixel, Reducing
the number of mean and standard deviation code bits as well as further coding
of the bit mask can result in further compression ([7,8]).

Direct application of the BTC algorithm (7] (2 bits/pixel) to SAR images
produced reconstructed images that were of suitable quality visually and
preserved cultural features. These results will be presented in Section 6. A
further reduction in bit rate was achieved by observing that the local mean
and variance are proportional in SAR images of homogenous areas, and thus, it
is required to transmit only the mean. This modification results in a
5.3 to 1 compression or 1.5 bits/pixel) (using the above example).

This modification did produce reconstructed images of acceptable quality,
however, significant contrast was lost for cultural features. This weakness
was overcome by developing an adaptive BTC algorithm. The adaptive BTC
algorithm sends only the mean if the local area (block) fits the standard
radar model. For those blocks where the model does not fit, both the mean and
standard deviation are transmitted.

Using this adaptive approach, a 5 to 1 compression or about 1.6
bits/pixel was achieved with the guality of the original 2 bits/pixel BTC
algorithm. Now a variable number of bits per block is required for the
adaptive BTC technique, However, this modification to the BTC algorithm does
not significantly increase its complexity.

A statistical model for SAR images will be reviewed in Section 2. The
original BTC technique will be discussed in Section 3. The modifications to
the BTC algorithm for SAR images will be described in the following section.
The BTC, modified BTC (mean only) and adaptive BTC were implemented and tested
using SEASAT-A SAR imagery. These results are presented in Section 6. The
SAR image data compression described here is simple, produces reconstructed
images of adequate quality for many applications and tends to preserve

cultural futures.
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An imaging radar illuminates areas of the terrain within its field of
view and records the value of the power returned from nonoverlapping resolu-
tion cells on the ground. A resolution cell is typically made up of a larqe
number of scatterers, and under some mild assumptions we can model the signal
received by the radar (before detection) as a narrowband Gaussian random
process. Then, with a square-law detector, the value of the received power P

from a resolution cell has the probability density function (9, 10, 11]

fp(p) - u" exp(-p/u) for p» 0 (1)

where E{(P} = u.

In most imaging radars several independent measurements of the reflected
power for each resolution cell are obtained and are averaged to form the image
intensity value Y“,,tz) for the resolution cell with a spatial location
(t1,t2). The probability density function (pdf) of Y is the gamma distribu-
tion [9, 10] of the form

N-1

-N
-k (u/N) __ exp(-yN/u) 2
ty(y) ) y» 0 (2)

where N is the number of independent measurements (or "looks"),

1 ,
W L Pi and T'(N) = (N = 1)!.

The mean value y of the power reflected from a resolution cell is propor-
tional to the radar reflectivity X of the resolution cell, and we can assume
that y = X without any loss of generality. Since the radar reflectivity
changes from resolution cell to resolution cell, we can model the reflectivity
as a random variable X (or a random process X(t,,t,)) and write (2) as a
conditional pdf of the form
N=1

=N
tyln) = y x = exp(=-yN/x) 3 (3)
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We assume a Swerling type IT [10] target model to describe the statistical
characteristics of the echo on a per-pixel basis and then let the mean
reflectivity X vary to model the SAR image of a large heterogeneous scene,
Wwith an appropriate change of variable we obtain the relationship between X

and Y:

x(t,.tz) z(t,.tz)
2N

Y(t1,t2) (4)
where Z has a standard chi-square distribution with 2N degrees of freedonm
[10), and X and Z are statistically independent.

Note that Z(t‘,tz) represents the speckle noise in SAR images. Here we
have explicitly shown that X and Z are functions of position, however, for
notational convenience the spatial dependence will be dropped. It can be

easily shown that for a given X

E(Y/X] =u (5)
2

.

27 & (6)

For our purposes, we can see that if we are considering an "homogeneous"
target (i.e., E[X] = u), then we can predict the variance given the mean.

This observation is the basis for the modified BTC algorithm.

2.2 Autocorrelation Properties of SAR Images

The feasibility of using elther predictive cr transform coding for SAR
image can be discussed in terms of the image correlations properties. On a
local level, i.e. inside a homogenous area, the model (equation 4) indicates
that adjacent pixels will be uncorrelated. This is quite different comparad
to images collected with noncoherent sensors. For nonconerent sensors, e.qg.
LANDSAT or Aerial photographs, pixels in homogenous areas are highly
correlated. The low correlation of adjacent pixels has been observed
previously [12) and eliminates predictive coding from consideration.

However, transform coding can can operate over larger regions and and
thus the regional correlation properties of SAR images needs to be

considered. Figure 1 presents a typical autocorrelation* in the row and

v/
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column directions of a SAR image of terrain (see Figure 4 for the imaqe).
Note that this autocorrelation functions decays very rapidly. The presence of
some correlation indicates that transform coding is possible, however the
rapid decay implies that the size of the transform window mugt be large, thus
greatly increasing the memory and computational requirements of the
compression algorithm. A sophisticated transform coding algorithm for SAR
images has been reported [1). The technique described in [1) uses row/column
deletation (resampling) and transform coding; however, the algorithm is
computationally intensive and requires substantial amounts of memory.
Reexamining the SAR image model (equation (4)) we notice that the mean
and variance of each local area (within a larger homoceneous region) are
redundant, and thus, a coding algorithm which preserves these image attributes
would be suitable for SAR. 1In the next section, the BTC algorithm which does
preserve these features is discussed, and it is modified to fit the above SAR
image models.

3. Review of Block Truncation Coding

Let § and Sy denote the sample mean and standard deviation of a block
(e.g. 4x4) of pixels in a SAR image. That is

= 1 f
m L, i
and
82 sty - (3] (8)
¥y
with
- o 1 2
i=1
where
m = number of pixels in the block
and

¥z pixel intensity

*The image contained 512 x 512 pixels and the autocorrelation function was
obtained using FFT techniques.

\¥

(*)



[ ——y
*

In RTC a one bit guantizer is used for each pixel in the block with the
guantizing threshold set at v. That is, if yy # y then that pixel location is
coded with a 1, otherwise with a 0., A bit mask is thus formed. This bit mask
along with ¥ and Sy are transmitted/stored,

At the receiver, a level A is assigned to a point if that pixel location
within the block contained a 0 and a level B if a 1 was contained. The levels
A and B are selected to preserve the moments of the block., These levels can

be simply found as (7, 13)

R s - (10)
A=Y -8 \5g
and
=y g (11)
B Yy + sy g
where

q = number of one's in the received block.

For a 4x4 block and using B8 bits to code y and Sy results in 4 to 1
compression ratio or 2 bits/pixel.

4. Modified Block Truncation Coding

Based on the SAR image model, we can predict the standard deviation for a
block based on the sample mean. Let the predicted standard deviation be

o ol (12)
where v
N = number of looks for the SAR.
The BTC technique described in Section 3 is then applied at the source. Now

only the sample mean and the bit mask are transmitted. At the receiver, the

levels A & B are reconstructed using’

>
]
<

(1 '\/i(%'—'éT’ (13)

B=y (1 - /%éi ) (14)

For a 4x4 block and using 8 bits to code the sample mean a compression ratio
of 5.3 to 1 or a data rate of 1.5 bits/pixel is obtained.

and



1t was found that this technigue produced reconstructed images of
homogeneous areas almost identical to the 2 bit/pixel technique, However,
contrast was lost on cultural features relative to the initial BTC method.
The reason for this is obvious. Regions containing cultural features do not
fit the SAR model of equation (4). To overcome this weakness an adaptive

variable bit rate BTC was developed.

5. Adaptive variable Bit Rate Block Truncation Coding

The goal of the adaptive BTC technique is to use the modified BTC for
those image blocks where it is appropriate, i.e. where the model fits, and to
use the original BTC algorithm otherwise. 1A simple test based on the pre-
dicted and sample variances was developed to indicate if the data from an
image block fits the SAR model. Specifically, if k-sy2 > qu (where k is a
constant) then the model does not fit the data. That is, if the observed
(sample) variance is "too much" greater than “he predicted variance then it
would be expected that the model does not provide an adequate description for
the data. The proportionality constant, k, must be selected such that the
probability of rejecting the model when the model is valid, Pp, is small,

Ll

2
PF = P(k SY

> ap2|model is valid) (15)
From the theory of confidence intervals [14) we know that we can find a B such

that

W sy2 g B sy2
P( z p) >B) = P{Gp < —B--) = PF (16)
P
The above equation indicates that the probability that p SYZ/B (here k -.%) is

greater than the unknown parameter opz is PF when the SAR mocel fits the
data. The predicted variance qu is calculated using equation (1%,. There-

fore, the SAR model is not appropriate if

1
Yy m 2
N <T Sy (17)
or
g2 . mn
—-—-5(8— (18)
s
y
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where a is selected to force PF to be small, e.q. 103, Note that §2/3y2 is

an estimate for the number of looks used in the SAR processing based on the m
pixels in the block. This ratio will be referred to as the local number of
looks.

Assuming that the pixel intensities are Gaussian distributed (which is
true for large N) the random variable p Syzfopz has a X2 distribution with m-1
degrees of freedom. Thus, P, can be estimated. For example, let m = 16 (i.e.
4x4 blocks) and N=4 then for a Pp = .005, g = 32.8, k = .5 and nN/g = 2, In
this case we would expect that the sample standard deviations would be
needlessly transmitted only for 1 in every 200 blocks.

The adaptive BTC algorithm for each block is implemented as shown in
Figure 2. At the transmitter, the sample mean and standard deviation are
calculated and the bit mask is formed as specified in the original BTC

, is calculated next

algorithm. An estimate for the number of looks, §2/sy2
and compared to a threshold mN/B. If the local number of looks is less than
the threshold, then a flag is set on and a data block is sent which contains
the bit mask, sample mean, sample standard deviation, and the flag bit
indicating the presence of the standard deviation. 1If the local number of
looks exceeds the threshold then it is highly probable that the SAR model is
valid and thus the standard deviation present flag is set off and a block is
sent which contains only the bit mask, sample mean, and the flag. At the
receiver the flag is tested if it is on the original BTC reconstruction
algorithm is applied, i.e. equations (10 and 11), otherwise the modified BTC
algorithm (equations 13 and 14) are used to reconstruct the image.

The adaptive BTC algorithm described above automatically adds 1/16
bit/pixel overhead, the standard deviation present flag. It was found that
for SEASAT-A SAR images that the quality of the original BTC technique was
maintained using the adaptive approach at approximately 1.6 bits/pixel.

The BTC algorithm produces reconstructed images which have a blocky
appearance [13] when displayed with magnification. This characteristic also
evident to when the BTC algorithm is applied to SAR images. However, the
image reconstruction algorithm in the adaptive BTC technique can be modified
to remove this blocky appearance.

When the SAR image model, e.g. (2), is valid and only the mean is
transmitted we know that a pixels marked with a 1(0) can be modelled by a
conditional probability dersicy function, i.e., the p.d.f. given in equation 2



-

- e

e —

[ S——

- ——

R

conditioned on the event that the sample is above (below) the mean, Synthetic
sampling (using pseudo random numbers) can be used in the reconstruction to
map pixels marked with a 1(0) into a gray level based on the appropriate
conditional p.d.f. As will be shown in the following section using pseudo
random numbers in the reconstruction algorithin does effectively remove the
blockness. Unfortunately, generation of pseudo random numbers is
computationally intensive, thus this modification increases the computational
complexity of the algorithm. In some applications this refinement will not be
required.

In the following sections the four compression algorithms, original,
modified and adaptive BTC and adaptive BTC with pseudo random reconstruction
will be compared.

6. Results

The compression algorithms, BTC, modified BTC, and adaptive BTC and
adaptive BTC with pseudo random reconstruction have been applied to SEASAT-A
SAR imagery. The purpose of this section is to discuss their performance. As
mentioned previously, image quality is difficult to quantify. Here the
performance evaluation is based on two criteria: 1) the faithful reproduction
of cultural features, and 2) the general appearance of the reconstructed image
relative to the original.

The SEASAT-A SAR imagery used here had a resolution of 25 x 25 m with
N = 4, Each pixel intensity was represented by 8 bits (0-255 grey levels).
(For more details about the sensor see [15].) For all the compression
algorithms described here, the sample mean was coded using 8 bits/block.

Also, a 4 x 4 pixel block was used in all cases. 1In the original BTC
algorithm the standard deviation was also coded using 8 bits/block resulting
in a 2 bits/pixel data rate.

The modified BTC algorithm resulted in a 1.5 bit/pixel data rate. 1In the
adaptive BTC algorithm, the standard deviation was coded using 7 bits/block,
then allowing for the one overhead bit results in a maximum of 32 bits/block.
Thus, in the adaptive BTC technique each block is coded into 25 or 32 bits
depending on the statistics of the pixel intensities of the block. A
threshold of 2.0 was used in all cases. The data rate of the adaptive BTC

algorithm is variable. However, in most cases it was about 1.6 bits/pixel.
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The response of the first three algorithms to a "point" like target is
shown one-dimensionally in Figure 3., Figure 3a represents an inte.isity
profile of 100 pixels from a SEASAT-SAR image. There is one bright feature in
the center of this profile, The target-to-background contrast in Figure 3 is
about 9dB. Figure 3b is the reconstructed profile using the original BTC
technique., The target is still quite evident, the average background level
has remained the same as expected and the target level has been reduced. The
target-to-background contrast is about 7.5 dB, a loss of 1.5 dB. The result
of the modified BTC algorithm is shown in Figure 3¢, 1In this case, the
target-to-background loss is about 3.4 dB. This loss is not considered
acceptable. The adaptive BTC algorithm, Figure 3d, restored the profile to
that given by the original BTC at a small cost in data rate from 1.5
bits/pixel to 1.58 bits/pixel. There is little difference between the
original and adaptive BTC results (Figures 3b and 3d), this observation is
true for all the results presented here.

A scene containing a variety of terrain features is shown in Figure 4.
This scene is composed of 512 x 512 pixels. The three compressed images
favorably compare to the original in terms of reproducing the terrain
features, However, there is some difference in scale of the texture in the
homogeneous regions caused by the block nature of the block coding technique.
These differences are more easily seen in the agricultural scene shown in
Figure 5. The texture patterns in the reconstructed images appear as speckle
patterns. This might be attributed to the compression algorithm's two level
quantization of the pixels in each block. So the algorithm is mapping all the
up fades to one value and the down fades to another.

The upper left corner of the agricultural scene is shown magnified in
Figure 6. At this scale the "blockyness" property [13] of the algorithm is
clearly illustrated. However, the shape of most cultural features is pre-
served. Specifically, the features identified as 1, 2, and 3 on the original
SEASAT-A image, Figure 6a, are preserved in shape in all three (6b, ¢ and d)
reconstructed images. Note the loss of contrast for the "point" like target
(feature #2) between the original BTC (Figure 6b) and the modified BTC (Figure
5¢) reconstructed images. The result of the adaptive BTC algorithm using
pseudo-random reconstruction is shown in Figure 6e. As expected this
refinement reduced theblocky appearance of the reconstructed image. The

properties of the BTC algorithm are also evident in Figure 7. This scene
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contains a water body, a dam, and a power transmission line (the row of bright
points near the bottom of the scene). Again, the shape of these features is
preserved and the modified BTC algorithm shows a loss of contrast for the

point targets,

7. Conclusions

A data compression technique has been developed for SAR images. The
method was tested on SEASAT-A SAR data and found to produce images with a
suitable quality for a variety of applications. The algorithm developed here
is an extension of the BTC technique developed in [7). The specific statis-
tical properties of SAR data were used to improve the data compression
ratio. A compression ratio of 5 to 1 (data rate of 1.6 bits/pixel) was
obtained. Further minor reductions in data rate might be possible by reducing
the number of bits used to represent the sample mean and standard deviation as
suggested in [18]. The benefit of such a reduction would have to be
considered based on the application of the sensor. Also, further study is
needed to evaluate the effect of changing the number of looks of the SAR on
the quality of the reconstructed images.

The technique presented here requires no large data storage as opposed to
transform coding methods [1], and is computationally simple so that a single
chip implementation is possible (7). As the SAR image formation moves closer
to a real time operation and is thus performed on the sensor, data compression
techniques as the one presented here will provide the system designer with

additional trade-offs for transmitting and storing the data.
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SendAdaptiveBTC( InputlImage, Threshold )
DO for each row of blocks
DO for each column of blocks
Compute BlockMean and BlockStandardDeviation
Send( BlockMean )
IF ( (BlockMean / BlockStandardDeviation) < Threshold )
THEN Send( 1 )
Send{ BlockStandardDeviation )
ELSE Send( 0 )
DO for each row of bleck
DO for each column of black
IF ( Pixel > BlockMean )
THEN Send( 1 )
ELSE Send( 0 )
oD
oD
oD
oD

ReceiveAdaptiveBTC
DO for each row of blocks
DO for each column of blocks
Receive( BlockMean )
Receive( BlockSDFlag )
IF ( BlockSDFlag = 1 )
THEN Receive( BlockStandardDeviation )
FLSE BlockStandardDeviation := BlockMean / sqrt( N
A := DlockMean - BlockStandarvdDeviation * sqrt( g / m
B := BlockMean - BlockStundurdDeviation * sqri( q ' m
DO for each row of pixels
DO for each column of pixels
Receive( PixelFlag )
IF ( PixelFlag = 0 )
THEN Pixel := A
ELSE Pixel := B
0D
0D
0D
oD

Figure 2a. Adaptive BTC Algorithm
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ARSTRACT

An optimal frequency domain textural ecdge detection filter 14 doveloped
and its performance evaluated, For the given one-dimensional texture model,
and filter bandwidth, the filter maximizes the amount of output image enerqy
placed within a given resolution interval centered on the textural edqge,
Filter derivation is based on relating textural edge detection to tonal edqe
detection via the complex lowpass equivalent representation of narrowband
bandpass signals and systems. The filter is specified in terms of translated-
in-frequency prolate spherindal wave functions. Performance is evaluated
using the asymptotic approximation version of the filter. This evaluation
demonstrates satisfactory filter performance for ideal and non-ideal tex-
tures, 1In addition, the filter can be adjusted to detect textural edges in

noisy images at the expense of edge resolution.
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I. INTRODUCTION AMD OVERV W

Pdae detection 15 an important first step in extracting information from
an image. Many edge detection schemes have been employed to enhance the
boundaries between regions of different averaqe gray tone., These tonal edqge
detectors are inadequate wher reqions in an image are characterized by similar

averaqge gray tone, but different textural features,

A textural edge detection filter is presented in this paper which is
optimal in the sense that, for the given model, a maximum amount of output
image enerqgy is placed within a given resolution interval width and a given
filter bandwidth., The resolution interval is centered on the textural edqge in
the input image. The filter is derived in the frequency domain, and is easily
implemented on a digital computer using Fast Fourier Transform (FFT) tech-

niques.,

The optimum textural edge detection filter is developed by treating the
textural edge as a bandpass extension of a tonal edge, Hence, the optimum
tonal edge detector derived by Shanmugan, Dickey and Green [1] (correspondence
by Lunscher [2])), is related to the textural edqe detection case via the
complex lowpass equivalent representation of signals and systems. It should
be pointed out that the development is carried out in one-dimension. However,

symmetries required for extension to two-dimensions are retained.

Section II presents a brief review of the optimum tonal edge detector.
Tne textural model used in the development of the optimum textural edge detec-
tor is then introduced in Section III. The mathematical form of the optimum
textural edge detection filter and some one-dimensional examples are rresented

in Section IV, Concluding remarks are given in Section V.

(:‘AI



IT1. REVIFW OF THE OPTIMIM TONAI EDGE DETECTOR

Ths purpose of this section is to briefly review the optimum tonal odqge
detector derived by Shanmugan, et al,, [1]. For a given filter bandwidth, the
optimum tonal edge detector places a maximum amount of output image enerqy
within a given resolution interval length in the vicinity of tonal edges, The
tonal edge detector is insensitive to textural edges where the averaqe gray

levels of the different textural regions are equal.

The derivation of the optimum tonal edge detector is based on represent-
ing the filter output (for a step edge input) in terms of prolate spheriodal
wave functions (for the derivation, see [1], [2]). The exact one-dimensional

form of the filter transfer function is given in Shanmugan, et al., [1] as

B1m w1(c, wI/20), lw] < 0
(w) = | (1)

H
STER,/E 0 elsewhere

where ¢ = 2% and v, is the first order prolate spheriodal wave function. (The
subscript STEP,E in Equation (1) denotes the Exact form of the STEP edge
detector)., For any given values of spatial bandwidth, 2, and resolution
interval length, I, the transfer function in Equation (1) places the maximum
amount of energy in I. The filter is difficult to implement in this form,
because the values of y, are tabulated. Application of approximations by
Slepian and Streifer [1], yield the asymptotic approximation of the filter,
which is in closed form, hence easy to implement. The resulting expression is
(w) = (w) = K w2 exp(- Lol (2)

H H
STEP,E STEP 1 292

Combining the constants that appear in the argument of the exponent, and

dropping the gain factor, Ky yields

-Kw
HSTEP(M) = wlwe ) = w e (3)

It should be noted that the parameters I and 22 can no longer be indepen-
dently specified,



Cholee of K osets the bandwidth of the fFilter, and also the resolution
interval lenqth., As K increases, resolution interval size increases, and
filter bandwidth decreases, Note that even though the asymptotic approxima-
tion to the optimum transfer function is not strictly bandlimited, HSTBP(DJ) is
affectively zero for spatial frequencies above a certain value, depending on
the choice of K. The asymptotic approximation will be used in the remainder

of the development,



ITT. TEXTURAL MODEL

One inherent difficulty with textural processing is the fact that no

" "

single st" model exists for characterizing texture in imaqges., The model
used here in the development of the optimum textural edge detector capitalizes
on the relationship between texture and spatial frequency by representing each
texture as a sinusoid of different spatial frequency (i.e., fine textures
contain greater concentrations of energy at higher spatial frequencies than

coarser textures do) [3], (4], [5), (&), (7], (8], [9].

In general, a class of one-dimensional images with n textures can be

defined as

q(x) = Alx) cos(w, x + 0(x)) i=1, 2 voe, n (4)
where
Alx) = a1 + a(x)) latx)] < 1 (5a)
and
X
O(x) =b [ BN d) (5b)

The functions a(x) and f(x) are raindom processes, w, represents the ith tex-
ture, a and b are constants, and x is the spatial variable., Note that q(x) is
allowed to be negative, This can be viewed as subtracting off the mean level
from an image, thus allowing negative brightness or gray level., In this
model, a(x) represents average gray level, and B(x) represents the variation
of spatial frequency within a texture. In other words, the envelope of q(x)
can be thought of as the average gray level variation, while the underlying
texture is represented by each different w;, where the random change of tex-
ture for a given wy is controlled by f(x). Note that if time were the inde-
pendent varial le, q(x) would be a double sidepand plus large carrier modulated

waveform, with simultaneous fregquency modulation.

An ideal texture is represented in this model by a sinusoid with constant

spatial frequency and constant amplitude. Hence, a transition between two



ideal textures can he ]"u])rl,‘!illn[uli I;y a pure sinugsoid at one "-i--:'l‘ll fr"'{”"”'.'."
followed by a pure sinusoid at another spatial frequency. For the ideal two
texture case let

Alx)

O(x) =0

1

- ®w ¢ x < » (infinite size)

Thus, an image with two ideal textures and a textural edge at x = 0 1s repre-
sented mathematically as
f(x) = cos(mix), —m ¢ X ¢ = (6)

where

i =1 tor x < 0 and
i =2 for x » 0,

The optimum textural edge detector is derived using the ideal,

two texture
image, f(x).

( |
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V, OPTIMIIM TEXTURAL EDGE DETECTOR RESULTS AND PERFORMANCE

This section presents the mathematical form of the optinum textural eedge
detection filter and discusses the performance of the filter for several
different classes of input images, The derivation is only briefly sketched

here, the details are given in Townsend [(10].

For a two texture input image with one texture represented by a sinusoid
with frequency w,, and the other texture represented by a sinusoid with fre-
quency usye the transfer function of the optimum tonal edge detector is given

by

- 7
HOPT(w) H1((u) + Hz(m) (7)
where
H (w) = H (w - w ) + H (w + w ) (8a)
1 STEP 1 STEP 1
Hz(u) = HSTEP(m - mz) + HSTEP(m + mz) (8b)
and
2 K 2
-Kw
HSTEP(M) = w e (3)

It is clear from Bquations (7), (8), and (3), that the optimum textural edge
detector is the sum of the responses of two bandpass "sub" filters, H,(w) and
Hy(w). Each "sub" filter is a translated-in-frequency version of the optimum

tonal edge detector, Hgnpp(w), discussed in Section II. Note that HSTEP(m) is

translated to each of the two textural frequencies,

The optimm textural edge detector is derived by recognizing that the
two-ideal-texture input image, f(x), given in Section III can be expressed as
the sum of two truncated sinusoids, one at frequency w,, defined for -« ¢ x <
0 and the other at frequency Wa defined for 0 € x ¢ +®», But each of these
two truncated sinusoids are bandpass at frequencies Wy and Wo respectively.
Each truncated sinusoid has a step function for its complex lowpass equivalent

[11). Because HSTEP(m) is optimized for detecting step type edges, a bandpass

-



——d

version of He, () centered on frequency ) is optimum for detecting the
ST

discontinuity (modulated step function), in the truncated sinusoid at frequen-
Ty oy [10). Similarly, a bandpass version of l{q,”.l,fm) trenslated in frequency
to w, is optimun for detecting the discontinuit * the truncated sinusoid at

frequency w,., The sum of the outputs of these two = indpass filters produces
the optimized output., A block diagram of the filter structure for the two

texture case is shown in Figqure 1,

A qualitative discussion is presented here to gain insight into how the
filter works. Fiqure 2 presents an example of the optimum textural edge
detector in the frequency domain. Note from the figure that the response at
w, and Wo (the spatial frequencies representing the two ideal textures) is
zero. Hence, HOPT(m) does not respond to any input which has spectral energy
only at these two frequencies., Therefore, the response to an input represent-
ing eicher pure texture (in steady state) is zero. The textural edge is
characterized by a transition from one texture to the other. The Fourier
transform of this boundary contains spectral energy at frequencies other than
wy and w,. In particular, there is energy in the passband portions of
Hopplw), therefore filter response near the textural edge is non-zero result-
ing in a large amount of output image energy in the vicinity of the textural

edge,

The Fourier transform of the entire input image is given by
Flw) = F1(w) + Fz(w) (9)

where F,(w) amd Fo(w) are the Fourier transforms of the truncated textures
representcd by sinusoids at w; and w, respectively. Multiplication of F(w)

with Hypn(w) yields the transform of the output, G(w), i.e.,
Glw) = Flw) H (w) (10)

OPT

but this is equivalent to

Glw)

1}

[F1(m) . Fz(w)l [Hl(m) . Hz(w)]

F1(m) H1(m) + F1tw) Hztw) + Fz(u) Hj(m) + Fz(w) Hz(w) (11)

s
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hut
F (w w) = 0
1( ) Hz(i) (12)
and
u M = 1
F‘2( 1) 1{1( )) 0 (13)

Substitution of Bquations (12) and (13) into Bquation (11) yields

Glw) = F1(w) H1(w) + thm) Hz(w)
= G1(w) + Gz(w) (14)
Hence,
glx) = g1(x) + gz(x) (15)

Equations (12) and (13) are true because of the spectral separation be-
tween the two sets of bandpass inputs and systems. In non-ideal texture
cases, there can be considerable spectral overlap between the Fourier trans-
forms of the textures. The spectral overlap can cause non-zero response of a
system, H,(w), for example, to a textxure not centered at u,, thm) for exam-
ple. This could also occur if the bandpass bandwidth of H1(w) is wide enough

to pass a significant amount of energy due to Folw).

Choosing the exponential parameter, K, such that the bandpass bandwidths
of M, (w) and Hy(w) are wider than the spatial frequency separation between w,
and Wy results in non-zero response to the two textures, There is improved
resolution at the expense of an increase in the "background" level in the
output image, thus decreasirg edge visibility. The "background" refers to the
out-of-resolution-interval qray level. Edge visibility describes the dif-
ference in gray level between the in-resolution-interval and out-of-resolu-
tion-interval (background) portions of the output image. The spatial fre-
quency separation of the texuvures affects the performance of the filter, i.e.,

the greater the separation, the better the performance.

I =

\¥
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T4 W wwn in Shasritgqan, ot al., [1] that the optimum tonal edge detec-

tor conld be used to enhance tonal edqes in images corrupted by additive white
Gaussian noitse,  The same theory applies to the optimam textural edge detec-
tor, The exponential parameter, K, can be chosen to decrease the bandwidth of
the "subh" filters to decrease the effects of the noise. The price paid for

this is an increase in the resolution interval length [10]. The benefits of

increased edge visibility may more than offset the decrease in resolution,

Figure 3 shows the result of implementing the filter on a digital compu-
ter. Displayed are the input and output images (one-dimensional) of the
optimum textural edge detection filter for an input with two ideal textures

(one textural edge). The textural edge is clearly marked in the output image.

The transfer function, HOPT(”)' can be generalized to n textures by
simply adding more translated-in-frequency versions of H%TEP(“)' Denote the

generalized, n texture transfer function as Hupp n(m), defined as
L

(w) =
1

-3

H, (w) (16)
i

H
OPT,n 1

where

H (w) = (w - w ) +H (w+ w, ) (17)
1 P 1

HSTEP i STE

and w; represents the frequency of the ith texture. Each of the n filters
respond to transient energy where textural transitions occur but null out
response to the ith texture in steady state., An example of a one-dimensional
output image for an input image containing four ideal textures with three
textural edges is shown in Fiqure 4. The normalized frequencies of the four
different textures in the figqure are .04n, .06n, .08m, and .1m, with each

texture occurring once in the input image,

It should be pointed out that although each of the "sub" filters (i.e.,
H1(w), Hz(w), *+++) are narrowband bandpass about the respective textural
frequencies, the overall system handwidth and image bandwidth are about equal,
as shown in Figure 5. The total textural edge detector bandwidth, BW, is

written in terms of the tonal edge detector bandwidth as follows:

=9 P

N/
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Figure 5 (a) Spectrum of an arbitrary input image.

(b) Spectrum of optimum textural edge detection

filter with bandwidth shown in terms of

mn and Q.



Ry ’ + f11)

where n represents the higqhest-frequency textare, and 2 1a the handpass

bandwidth of the filter centered on Wy e

The most general case of the model used in this development is one in
which each of the spatial frequencies representing the different textures in
the image are allowed to rardomly deviate about some averagqge frequency., This
complication is introduced tn allow for some of the irreqularity of a real
texture, A one-dimensional examples in which both the amplitude and spatial
frequency vary in proportion to independent random processes is shown in
Figure 6., 1In this example, the average normalized spatial frequencies repre-
senting the two textures are ,04n and .1m respectively. In terms of the
general model presented in Section III, a(x) and B(x) are independent Gaussian
noise processes, with unit variance, The bandwidths of the amplitude noise
and frequency noise processes are ,0087 and .006n respectively. Note that the
filter adequately marks the two textural edges in the image, but also responds
to regions within each texture where the spatial frequency changes. Decreas
ing the bandwidth of the noise modulating the frequency causes the spectral
separation of the textures in the input image to increase, This results in
improved performance of the filter at distinguishing textural edges from

frequency deviations within a texture.
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V. CONCLUSTION

A trequency Jdumain textural edge detection filter has been developed
which, for the given model and filter bandwidth, places a maximum amoant of
image enerqgy within a specified resolution interval near the textural edge,

The textural edge detector was derived by relating textural edqge detection to
tonal edge detection via complex lowpass equivalent representation, Hence,
the optimum textural edge detector was found to be a sum of translated-in-fre-
quency versions of the optimum tonal edge detector. This form allows the
filter to be adapted to multitextural images, In addition, examples were
presented which show the filter's insensitivity to tonal features in an

image. The filter is adjustable; resolution can be traded for edge visibility

in the case wher. the input image has been corrupted by noise.

The qualitative and complex nature of texture suggests that a totally
general approach to modeling and classifying texture may never be found., It
has been an objective in this investigation to develop a filter which opti-
mizes a certain criteria relating to textural edqge detection. But, as always,
simplifications and assumptions were made indicating the need for further
research. The model used in this development represented texture in terms of
spatial frequency, and gray tone in terms of amplitude. One example of fur-
ther research might be to base the development on a muie complex model which
incorporates a statistical description of texture. 1In addition, further work

is needed in extension of the one-dimensional filter to two-dimensions.

This work has provided an approach to textural edge detection which can
be implemented on digital hardware using the FFT. With the increased size and
availability of digital computing facilities at a decreased cost, digital

image processing methods will become more popular in the future,
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