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ABSTRACT

The purpose of thin research was to investigate information oxtr.totinn

and transmission techniques for synthetic aperture radar ( SAP) imagery. Your

interrelated problems wFre addressed. An optimal tonal SAP image classifica-

tion algorithm was developedi and evaluated. A data compression technique was

developed for SAR imagery which is simple and provides a S.-t compression with

acceptable image quality. An optimal textural edge detector was developed.

Several SAP image enhancement algorithms have been proposed. A study was

undertaken to quantatively compare the effectiveness of each algorithm.
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'	 1. ►1	 INTRc11)IICTION

Vie value of	 rR ►notr, sonRing nystoms hav ►, 1wer.. cloarly demon-

strated by the succer;s of the I.ANDSAT series of sat p llit N s. The technology

'	 for extractinq useful information from the data returned from these sat'.11ites

is well developed. Recently, a new class of Rpacehorne imagin g systems have

been tested, Synthetic Apertures Radar (SAR). Processing the dates from space-

born(, SAR systP ►.ls to form images is a non-trivial f.as'r, and a great deal of

T	 research is currently underway to develop high Rpez;: SAR processors. Unfor-

tunately, a similar effort is not being devoted to the development of informa-

tion extraction techniques for SAR. The research reported here developed

'	 information extraction and transmission techniques for SAP.

Four interrelated problems have been addressed: 1) classification; 2)

data compression; 3) textural modeling and edge detection; and 4) image on-

hancement. An appendix is attached for each of these topics which describes

1	 the results of our investigations.

-2-



r	 ( ^

1	 2.() SV-KGRO[1MD AM) MPRVIPw

fli,lital imnoe processing tHchnJ(1 ►Je s, hav , -	 f;llcrf.!RRfillly anp l l0ft(1 to ri

wide variety of prohlem ran g ing from the analysis of X-ray imatifts to !dontei-

•^	 fication of handwriting to the oxtractior, of information from satPllitp images

(1, 2, 3, Q, 5). Rath new problem in image processing presonts new technical

'	 challenges which must he addressed. This research addressed important prob-

lems involved in di gital prose»si.,g of SAR images.

I
Spaceborne imaging radars are important because they provide a unique

view of the earth's surface. Their imaging gPometry, spectral characteris-

tics, and all-weather capability give active microwave systems in advantage

over conventional imaging techniques, e.g., photography. For many years,

1	 imaging radars have been successfully used for military reconnaissan:e and

systemsmapping. Operational sysms arecurrently in use for ice surveys and

the detection of oii spills on the world's oceans.

Until very recentl y , all informatin was extracted from radar images by

I	 human interpreters. other techniques were nit considered because radar data

was disseminated as photographic products, e.q., paper or film positives. Not

only was it awkward for an interpreter to convert these data into a digital

lformat for automatic or machine-aided information extraction, but this conver-

sion process degraded the quality of the data. The advent of the digital

signal correlator fe.(1., 6) for synthetic aperture radars (SAR) has changed

this, and now radar images are commonly distributed in a digital format. In

addition, quantitative information is now desired from radar images, e.g.,

soil moisture and crop type estimates are being sought. The volume of data

collected from proposed spacehorne imaging radar missions can be enormous, as

shown by the Seasat-A SAR mission. If imaging radars are to meet their full

potential, then automatic information extraction is needed, or at least ma-

chine-aided analysis to ease the work load on the interpreters is required.

1	 An initial approach for automatic information extraction from radar

irragsry would he to employ the well developed technology associated with other

I

sensors (1 -51 (e.g., LANnSAT). This method was unsuccessful. The failure of

We are concerned here with extracting information from SAR images, not
drocessinq the received inphase and quadrature voltacles to form the SAR image.

f	
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this approach occurred because existing processinq algorithms wt-r' . designed

assuminq a specific system and g tatinticnl model. The most common model

a g !;ume,i wa!i Additive, white rAUssi an noise (AWGN). Thies mod-I does not apply

to radar images. Therefore, processing algorithmG Ki-;ed on an AWN dirt not

perform satisfactorily when applied to radar images.

It has been shown that (7, 81 radar images can be modeled by a multipli-

cative noise process which is non-Gaussian and has a poor sic,nal-to-noise

ratio. The standard technique for improving the interpretability of SAP

images has been to use noncoherent integration (9-11). Noncoherent averaging

is used extenuively for noise reduction .n coherent systems (12-14) and can he

implemented in many ways. The basic idea behind this method is that indepen-

dent samples (or looks) of the terrain are gathered and averaged after detec-

t

tion. Independent samples can heobtained by polarization or frequency diver-

sity. Most SAP systems use frequency diversity, i.e., nonoverlappin q suh-

areas of the spectrum of the complex received signals are used to form the

independent images.

Continuous scanning of the spectrum is also used (11, 13, 14). The net

effect is to reduce the bandwidth (degrade the spatial. resolution), while

I improving the signal-to-noise ratio, S/N. Several studies (10, 15, 161 have

shown the advanraqes of noncoherent processing for the interpretation of SAT?

imagery. However, there are several disadvanrages to this approach: 1) the

technique is spatially invariant and thus does not account for the multiplica-

tive nature of the noise and the nonstationarity of the signal; 2) the tech-

nique was developed for coherent optical processors and thus it is easily
!!!

	

	
implemented with such a processor but is not necessarily optimum for digital

processors; and 3) the technique is only aimed at improving the S/N and not

for direct extraction of information.

Several digital image enhancement algorithms have recently been developed

(17, 18, 191 to treat the multiplicative nature of SAR images. Also, several

i
hueristic approaches have been applied (201. The technique we developed in

E
1171 is an adaptive minimum mean square error spatial filter which preserves

edges while smoothing homogeneous areas, e—q., agricultural fields. Homomor-

phic filtering has also been used (181 for enhancement of speckled images. A

linear approximation to the multiplicative noise process is used in 1191 to
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deVelnl) atl •td•lpt 1 Vh f t ]ta'r I	 x)11 tale ]oc-A1 n o-an and VA1'1•ln('e.	 w t 1l'fea 1t 1 I71

And (1 11) demonstrnto t lile porformdnce of their algorithms on Actun1 SAP imn-

a1Hrv, only s.mul.itions arty used in (1H1.	 A1] of those algorithms on rrtli•il

SAR ima,,ory, only simulations are used in (1H1. All of C]le4w al gorithm, have

only been direct.-d toward imit(jo enhancement rssuminq that the information

extraction process would he performed manually. While these techniques are of

'	 great vAlu p for manuAl interpretation of SAP imagery, Algorithms for nutomnt-

inq the information extraction ► tasks are needid.

Appendix A describes a quantative evaluation of several of these enhance-

ment algorithms. The comparison was based on both an edge quality measure and

computer execution time.

what is the information to be extracted from spacehorne SAP imagery?

Active microwave remote sensin g is being used for several applications (e.g.,

geologv, ice mappi.nq, and monitoring wave conditions in the ocean); several

'	 more applications have been proposed, e.g., soil moisture measurement, crop

classification, monitoring crop growth and harvest progress, and snow mapping

'	 (211.

In each application, the SAP is used to measure different properties of

the earth's surface. The problem of information extraction, can he viewed as a

signal analysis problem where different properties of the signal (here the SAP

timage) are used to imply certain properties of one target. For example, in

geology SAR images are analyzed for their large scale spatial structure.

'	 Different image structures imply different geologic structures (22). The

backscattered power (which is mapped into the SAP image intensity) is used to

estimate the soil moisture of crop type (23). For ocean applications, it is

the Fourier spectrum of the SAP image which is used to estimate ocean condi-

tions,

Thus, the successful extraction and handling of information for SAP

f.	 images requires: 1) identifying uni que image properties; 2) relating those

image s)roperti,, to the ratgPt characteristics of interest; 3) finding ways of

efficiently measuring those image properties; and 4) finding ways of effi-

ciently representing (for stora ge or transmission) these imarl p properties

l
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n 	 Appendix B rontAin" A SAR image rlannification algorithm. in thin algn-

'	 ,t.hm imrege, ton" wan th, property of they g l,,nnl (SAR image) used to obtain

information shout the earth. The multiplirativ4- mud"I for RAR images wars used

to develop a maximum likAlihoud classification Algorithm. it was first as-

slimed that that target feature- information was known a-priori. A prnhahility

of incorrect classification was then determined for thin algorithm as a func-

tion of the SAR pArameters (e.q., the degree of noncoherent averaging). A

technique wars also developed to extract the target featurm information from

'	 the supplied image. This classification algorithm was tested on Sr.ASAT-A SAR.

imagery.

Appendix C contains a description of a data compression developed for SAR

images. This technique was based on the multiplicative noise SAR image model

and is designed to preserve the local statistics of the image. The technique

is an adaptive variable rata modification of the block truncation coding

technique developed in (24). A data rate of approximately 1.6 hits/pixel is

achieved with the technique while maintaining the image quality and cultural

(point like) targets. The algorithm requires no large data storage and is

'	 computationally simple.

In some applications, the image a,-tribute, desired signal characteristic,

which is needed is clearly defined an in the case of image intensity. And the

classification algorithm described in Appendix C provides the maximum likeli-

hood technique to separating ima ge features based on intensity (or tone).

however, for others, a distinct signal property has yet to be identified. one

Ipromising attribute is texture. Texture is known to he important for the

manual interpretation of SAR images for geology and these large scale texture

differences have been shown to he Separable using digital techniques (221.

Appendix D contains a description of an optimum textural edge detection fil-

1	 ter.* This filter will he of value in separating regions of different tex-

tures in SAR images. The filter described in Appendix D is optimal in the

I	 sense that for the given texture model, a maximum amount of output signal

energy is concentrated within a given resolution interval. about the textural

transition for a set filter bandwidth. The filter developed here is also a

1
The development of the textural edge detection filter was also partially

supported by NASA Contract No. NASA 9-16664.
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glohnl operatt)r, rather than A local operator, in other wor , ln, the not i rr
image ix trAnAformed Anti modif ied by the filter, instead of breaki nq the

procemsing down into many local operationn. The optimum textural 1 ,041f • (letwc-

tor iK an exto nxion of the optimum tonal edge detwctor 1251.

with the inereaRed availr►hility of digital SAR imAges, information ex-

traction and transmiP. •I.on al gorithms will increase in importance. This re-

SOArch effort addressed several critical problems in SAR ima gP procPRRinii. It

is hoped that these algorithms will he both useful and provide a basis for

further developmenet of radar image proceRRinq techninueR.

i
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'	 ABSTRACT

Many algorithms exist for the enhancement of synthetic

	

'	 aperture radar (SAR) images. These algorithms improve the

signal-to-noise ratio of an image in order to make the

image more useful for an observer. The trade-off for this

improvement is a decrease in the image resolution and 13

seen as a blurring of fine detail. For many applications,

most notably for the analysis of agricultural scenes, t:,is

blurring effect is only critical in edge areas where a

boundary exists.

In this study several different enhancement algorithms

were implemented. These algorithms were then compared based

i on an edge quality testing procedure. This procedure

established a method with which the edge-preserving

abilities of the various algorithms could be compared. The

	

1
	 amount of computer processing time required by each

algorithm was also recorded. Using the results of these

	

'	 comparisons, recommendations are made as to which

	

i

	 algorithms are best suited for various applications.

I
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1.0 INTRODUCTION

The usefulness of synthetic aperture radar (SAR) imagery

is dependent on the ability of an observer to recognize

detailed features in an image. This ability is often

greatly decreased by the presence rf noise. Various

algorithms have been developed to suppress noise in SAR

imagery. (1,2,3,4) The problem, with noise reduction

algorithms is that they tend to suppress the desired signal

as well as the noise. This is particularly a problem for

edge areas. The purpose of this paper is to evaluate

several of the algorithms in order to determine how well

each algorithm preserves edge information while suppressing

noise.

The principle type of noise in SAR imagery is speckle

fnoise, which is m ,iltiplicative in nature. Speckling effects

are due to the fact that SAR generates images by the

coherent processing of the reflected signals, resulting in

'	 more noise in those areas where the signal is greater. This

can be modeled mathematically by the equation:

z =x v^,^	 ;,^ ij

where Z i,j is the observed power at a particular range and

azimuth, X ij is the signal that would ideally be observedi1
V



and Vi,j is the noise. The subscripts are present in order

to emphasize that the image is to be processed digitally

wita i and j corresponding to a row and column in the SAR

image to be analyzed. Hereafter, for simplicity, the

subscripts will be omitted.

In order to improve the interpretability of an image, it

is necessary to suppress speckle noise while enhancing the

desired signal. Many different enhancement algorithms have

been developed for this purposa. (1,2,3,4) Most algorithms

suppress noise by averaging the surrounding points. That

is, a pixel is replaced by an average of its neighbors,

producing a smoother, less noisy image. However, since

neighborhood averaging is often applied to all points

within an image, the desired signal points are also

averaged, leading to a degradation of the image resolution.

In an edge area (defined as a boundary between two areas

of differing average power return), the edge will also be

smoothed, causing the boundary to . appear "blurry". In many

cases this retards interpretability as effectively as

speckle noise. obviously, it is desireable to suppress

speckle while also preserving the edge information.

A useful application of edge preservation is analysis

of agricultural areas in which relatively large homogeneous

areas of differing radar reflectivity have distinct

boundaries. While smoothing in the uniform regions

suppresses speckle, a loss of resolution in these areas is

2
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r.ot as critical,	 since	 there	 should be	 little variation	 in

signal strength	 for a level field containing only one type

of crop.	 (Variables such as soil mosture or plant disease
f

4 ' would cause the field to appear as more than one region of

uniformity.)	 However,	 no smoothing	 is desired	 in the edge

area	 in order	 to preserve the distinct boundaries. 	 The

' type of	 filter chosen for processing of noisy	 images

significantly affects the amount of edge degradation in the

iprocessed image.

The e>• tent to which an enhancement algorithm preserves

"edgeedges can be evaluated by an	 figure of merit"	 (EFM)

algorithm.	 (5)	 The EFM establishes a means of 	 image

comparison by detecting the amount by which an edge was

1 smoothed.	 In addition to detecting smoothed edges, 	 the EFM

may detect "false" edges due to noise.	 These combined

' effects contribute to the calculation of a relative EFM

value which is used in drawing conclusions about the

effectiveness of each algorithm.

' This report provides a quantitative comparison of

several different noise suppression algorithms. 	 Sectio,	 2

t provides a brief description of the development of a

digital noise filter. 	 Section	 3 explains	 the manner	 in

which the filter performances were quantitatively compared,

1 and section 4 outlines the development of each filter

compared	 in this study.	 A discussion of the results 	 is

given	 in section	 5.	 The appendices contain 	 the listings

for all computer programs used 	 in this study.

3
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2.0	 DIGI'T'AL SPATIAL FIL'T'ERING TECHNIQUES

The purpose of	 this section	 is	 to briefly outline the

considerations involved in the development of a spatial

digital	 filter.	 Although many different 	 types of	 image

processing algorithms exist	 (1),	 this study focuses only on

t

spatial filtering techniques.	 A	 large number and variety

of algorithms have been developed to perform this type of

_ filtering.	 The SAR	 image to be digitally enhanced is

contained	 in a two-dimensional array of values	 representing

the reflected power at each discrete area of the target.

Each element of the array is a pixel 	 in the	 image.	 Usually

the image is been scaled to accomodate the display system.

The term "image enhancement" 	 is the process of

suppressing the image noise while retaining the signal. 	 To

t	 1 best illustrate the procedure used in developing a specific

filter	 for a particular application, 	 it	 is helpful to

examine the development and implementation of a simple, 	 yet

' effective,	 filter	 --	 the "equal-weighted" or "box

filter."

Consider an NxM	 image	 f(i,j)	 containing both the

signal and multiplicative noise.	 The enhancement procedure

is to generate a smoothed	 image g(i,j)	 in which the gray

level at every point 	 (i,j)	 is	 the average of	 the gray

levels of f contained	 in a predefined neighborhood of

[ 4

i^
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(i,j).	 (For this study, the neighborhood of (i,j) includes

the point (i,j).)	 That is,

(n,m)zS

t where S	 is	 the	 in	 theset of coordinates of points

' neighborhood of the point	 (i,j),	 and T is	 the total number

of points defined by 	 the coordinates	 in S	 (7).

Computationally this process 	 involves calculating an

average for each nxm region of the image.	 The nxm region

ris referred to as a	 "window" because of the way in which

the entire image	 is viewed nxm pixels at a time.

To generalize the	 filter,	 the	 filter window is defined

' in	 terms	 of	 an	 nxm array of	 weig:ited	 values	 (fig.	 2.1).

Each cell in the window contains a value which determines

' the degree to which the image gray level at that coordinate

influences the average. 	 By changing the window weight, 	 it

is possible to change the filter characteristics.

'	 Subsequent sections of this report examine the

determination of window weightings for several different

1	 filters.

As an example, consider a 5x5 window with a gaussian

weighting to be used in filtering a 100x100 pixel image.

'	 By dividing each element in the window by the sum of the

window elements, the window is normalized so that it sums

5
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Figure 2.1 Weighted filter window
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to ono. The operation to be performed is a "moving

raverage." Visualize placing the window on top of the

image, starting with the upper left corner and moving

I across the image. At each position of the window, the sum

I
of the products for the ov?rlapping cells can be

calculated. Since the window has been normalized, this sum

'

	

	 will equal the weighted average of the values for the

pixels "covered" by the window. The values in the window

determine how much each covered image pixel is weighted in

1

	

	 the average. For the normal weighting used in this

example, the points farther from the center of the window

have less influence on the average. Each sum is a point in

the output image. Moving the window across generates a

line in the output image. Once a line is output, the

window is moved back to the left side cf the image, down a

row, and then across to generate the next line of output

(fig. 2.2 illustrates the operation). At this point ::.t is

clear that the window will not be able to cover enough

fpoints at the end of a column or row for determining an

f

	

	
average (fig. 2.3). These end points can either be copied

directly into the filtered image or discarded, making the

1

	

	 filtered image smaller by an amount equal to one less than

the window size. ( To prevent false edges from being

created, the filters used in this study discard the end

points).

With a basic idea of why windows are used in image

6
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processing, the computational requirements for the

'	 implementation of a window operation can be examined. one

of the most fundamental considerations for image processing

'	 is memory management. Typically a SAR image is quite

'	 large; usually there are over 500x500 pixels, while an

image containing 2000x2000 pixels is not uncommon. To

estore an entire image in memory while it is being processed

can take up many megabytes of storage space. Obviously

rsome thought must be given to how m ,jch of the image is

needed at any one time for processing. Most images are

stored sequentially. That is, the top record or line of

data is read first while following lines are read in the

order that they appear in the image (fig. 2.4). Therefore

the algorithm must also take into account the order in

which the data is read.

one of the most efficient_ algorithms to deal with

window operations is a two-dimensional. circular queue.

This data structure is a "first-in-first-out" construct.

'	 Since only the rows cover(^l by the window are being

'

	

	 processed at any one time, this is the only data which

needs to be in memory.

'	 All of the programs presented in this paper utilize a

circular queue to implement various types of window

'	 operations. A straightforward illustration of the queueing

technique as applied to a spatially invariant

two-dimensional convolution is presented in Appendix A.

rF
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This	 filter	 is better shown	 in the section on the

equal-weighted filter,	 but	 this simple example program

makes the queuing operation more obvious.	 In the next

section of	 this report,	 the performance criteria for the

digital	 filters are presented, and the development of the

edge figure of merit algorithm is outlined.

i

1	 8
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-e Criteria

All of the filters co,,ipared in this study improve the

signal-to-noise ratio of SAIR imagery. However, the degree

by which edges are degraded differs from one filter to the

next. This section outlines the procedure used in

developing a "fair" test of the edge preserving qualities

t	 of each filter.

The most difficult question asked when developing a

"fair" test deals with the amount of filtering done in the

homogeneous areas of the image. This is an important

consideration, since a filter might appear to perform much

better based solely on the results of the edge figure of

merit (EFM) test. The EFM algorithm used in this study is

t
	

based on the mean-square distance EFM developed by Pratt

(5) defined as

F_	 1	 ^	 1
max(I I^ I A )	 i=1	 1+udz(i)

(3.1)

where II and I r represent the number of ideai and actual

edge mop points, a is a scaling constant, and d is the

separation distance of an actual edge point normal to a

line of ideal edge points. The scaling constant was chosen

to be a =1/9 to provide a relative penalty between smeared

edges and isolated, but offset, edges.

9
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Since filter parameters ditfer widely from one

algorithm to the next, a filter may not do as much

smoothing in the homogeneous areas as another filter. If

too little smoothing is performed, then the presence of

noise will cause the detection of false edges, leading to a

lower EFM. To validate the results of this study, each

filter was applied so that the amount of filtering

performed in homogeneous regions was approximately equal.

Equal amounts of filtering were most important in the

adaptive filters where a great deal o^ flexibility exists

in the filter characteristics. For more rigidly defined

filters, the window size is used as a common factor, while

it still might be true that a filter operating on a 5 x 5

local area of one type does as much filtering as a 7 x 7

filter of another type.

The input images used in this study were 144 rows by

144 columns, containing only one vertical edge near the

center of the image. The edge ratios used in this study

were 3, 6, and 9 dB, with the number of independent looks

equal to 1 and 4. A total of 6 images were processed by

each filter for various window. sizes.

Once the filtered images were produced, they were

processed using a differential operator (see App. A). For

this study the 2 x 2 Robert's gradient was utilized. The

gradient images became the input images for the edge figure

of merit program which generates a binary image by

thresholdi.ng the gradients. That is, if a gradient point

10



'	 was found to be greater than or equal to an edge threshold,

'	 that point was set equal to a value representing the

existence of an edge. Otherwise the point was set equal to

zero. This operation resulted in the generation of an

"edge map" which, when displayed as an image, shows edges

as bright areas and homoge-nee-is areas as dark. Since the

'

	

	 original images contained only one edge, the optimum result

would be a single vertical line at the edge's location in

the image. In practical cases however, the actual edge is9	 P	 ^	 9

not completely identified.

The threshold chosen in the generation of the edge

map radically influences where edge points are identified,

since too low a threshold highlights smaller gradients

which might be false edges, while too high a threshold may

miss some edges which actually exist. Therefore the edge

figure of merit routine has two distinct, yet related

tasks. The best threshold is sought in order to obtain the

best edge map and the highest EFM, while the EFM is used as

a way of determining the best threshold.

1	
The EFM routine implemented for this study uses a quadratic

search for finding the best threshold in order to minimize

the number of passes through the images, since each EFM

calculation for a particular threshold requires processing 	 l

the entire image. Once the best threshold was calculated

for the 3 dB image, the same threshold was applied to the 6

and 9 dB images. These calculations allowed comparison of

the filter's ability to preserve low contrast edges. The

)1
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1	 ,

optimum threshold was also found for the 5 and 9 dB images

1	 so that further comparisons could be made. As

additional factor of comparison, the amount of computer

processing time was recorded, yielding a relative measure

of cost. The results are presented and discussed in

'

	

	 Section 5. In the next section, the development of each

filter is examined separately.

1^

w ,t
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1
1	 4.0 FILTER IMPLEMENTATION

In this section, each filter compared in this study is

'	 discussed separately. Complete program listings are given

at the end of the report in Appendix A. The filters

'	 presented in this section were written, tested and

'	 implemented using a HARRIS 230 minicomputer and FORTRAN 77.

Some routines were converted from existing programs, while

others were designed from information supplied in reports.

(Specific source references are made where applicable.) 	 In

' each case, to	 thean attempt was made make	 algorithms as

general as possible with emphasis on	 readability.	 To

achieve both generalizability and readability,	 the programs

'
should be

f
viewed as a package, since program layout and

structure are common for most of	 the	 filters.

tComputational efficiency was an important consideration in

'	 the original design, and while specific algorithms could be

optimized slightly, the common design approach does yield a

usable product.

1	 4.1 The Equal-Weighted Filter
'	 M

The equal -weighted filter, often referred to as a box 	 d^
P

filter, is probably the most widely used spatial filter.1
The term "equal -weighted" describes the filter weighting

tfunction applied over each local area. In this filter, all

13



points in the area of the window are each weighted equally,

resulting in the average for the area being the output

point. The second term, "box filter," views the filter as

a discrete two-dimensional convolution with a box function.

This is given by the relation

f( i,j) » g(i,j) _

	

	 f(m,n) g (x - m, Y - n)	 (4.1)
m=0 n=0

for i=0,1,2,...,M-1 and j=0,1,2,...,N-1 where g(i,i)

represents the SAR image as a two-dimensional function and

f(i,j) is the box function. The MxN array given by this

equation is one period of the discrete, two-dimensional

convolution (7). The equal-weighted filter performs a

moving average over the entire image, smoothing edge points

as well as homogeneous areas. This procedure makes the

implementation of the filter straightforward, since only

one pass through the filter window is required for each

1

	

	
local neighborhood. It should be noted that this filter

program is a straightforward application. The code can be

j optimized by moving some operations out of the innermost

loop, resulting in a slight increase in efficiency. This

r	 ,optimization was not done here in order to maintain program

readability.

I4.2 The Median Filter

14
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The median f ilter is another commonly used filter, but

in many respects	 it	 is quite different	 from other	 filters.

The operation performed by the median filter	 is to replace

an	 image point by the median value of the points	 in the

local area.	 That	 is,	 for the points contained within the

filter window,	 the point	 is	 found for which there are an

equal number of pixels with	 lower intensities as there are

pixels with higher	 intensities.

In developing this	 filter,	 the question of window size

must be addressed.	 Completely different programming

approaches are required in order to optimize the filter for

either small or	 large window sizes.	 This consideration	 is

important,	 since the median filter,	 though simple	 in

concept,	 requir^^s a significant amount of computational

overhead.	 For a small window size,	 it	 is easieEt to sort

the points and retreive the median.	 For larger window

sizes,	 the	 increasing number of points makes	 this

multi-pa5s approach very inefficient, 	 and it becomes more

desirable to generate a histogram of the points and sum

counts until a median is found. 	 The trade-off in central

processing unit	 (CPU)	 time is summarized below for the

relatively small 144 x 144 pixel images used in this study:

WINDOW SIZE	 SORT METHOD	 HISTOGRAM METHOD

3x3	 23.16	 sec	 67.08	 sec

5x5	 90.64	 79.14

7x7	 271.37	 96.55

15
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A 4

Larger images increase the need for computational

efficiency. Since a more general approach was desired for

this study, the histogram method was implemented.

4.3 Lee's Edge Filter

Most filters developed for the enhancement of SAR

images take a general approach to the suppression of

speckle; no special consideration is given to the filtering

of edge areas. The local statistics algorithm developed by

Lee (2) attempts to identify edges so that less smoothing

1
	 can be done in these areas.

To determine if an edge is present for a local area of

the image defined by the filter window, the local

statistics are first calculated. An edge is defined as a

point of transition between two areas of differing

properties. The property examined by the local statistics

algorithm is the pixel intensity. If an edge exists within

the local area, then a transition is present between

relatively high and low pixel intensities. This results in

the local area having a higher pixel variance. In this

manner edges may be identified as being present within the

local area by establishing a threshold for the variance.

Lee -also presented a statistical model based on the

signal dependency of speckles (3). Using the model giver.

Iby (Eq. 1.1), an extension may be made to find the a priori

16



ind variance

l
t =—

V

Var(z) + z2
Jc)r ( x )	 Var(v) + V2	 (4.3)

where z and Var(z) are approximated by the local mean and

variance of the speckle corrupted image. The parameters x

and v are the means of the desired signal and the noise,

while var(v) is the variance of the speckle noise. By

linearizing the observed pixel z using the first-order

Taylor series expansion about (x,V):

Z = VX+X(V-V)	 (4.4)

and

Var(z) = E[ (xv - xV)z1

=E[X 1 1 E[ V2] —X 2 V 2 ,	 (4.5)

which can be further simplified if the window is assumed to

cover an area of constant average intensity. Therefore,

17
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(4.6)

'	 and

r	 Var(z) = x 2 (FIV 2 1 - 92)
	

(4.7)
= x ? Var(v)

Var(v) =	
z 2

Var(z)	 (4.H)

1
I Equations (4.5) through (4.8) are used to justify the

multiplicative noise model, while also providing a

simplified expression for Var(v) which is needed to

1	 complete Eq. (4.4).	 Froin Eq. (4.7) it can be further

determined that

Var(v)r(v) = N
	 (4.9)

' where N is the number of looks for the SAR image. This

information, along with the assumption that v=1 and Eq.

(4.2), leads to the final equation for the estimation of x,

X= X +Uz -X)

with

w	 18

C 1	 .

(4.10)
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t
K 	 x 2 Vor(v) + Var(x)	

^ i i

' This allows the actual signal to be estimated for a pixel

by knowing the local mean and local variance for the filter

window and also knowing	 the average number of looks for the

'	 SAR image. The best results were achieved by setting the

' number of looks parameter equal to an exact value

calculated	 from the statistics	 for the SAR	 image being

' processed.	 The edge preserving quality of Lee's filter	 is

achieved through his	 use of the local statistics of the

ihom--neous areas of the	 image.	 If the	 local area	 is

determined to be homogeneous based on the variance tF^t,

then the statistics for the entire window area are applied

e
is

to the model	 in obtaining the estimate for the signal.	 If
r
f an edge	 is present,	 then	 its orientation	 is	 found by

applying a 3x3 gradient mask to a ^x3 array of subareas

calculated	 from the window.	 Fig.	 4.1 shows	 the steps taken

in obtaining the edge orientation.	 Once the edge position

and orientation are known,	 statistics are calculated for

the homogeneous portion of the local area. 	 The new

' statistics are calculated by masking the edge points 	 in the

window when calculating the new mean.	 These masks are

lgiven in	 fig.	 4.2.	 These statistics are applied to the

noise model	 to obtain a new estimate for the signal.	 Since

this new estimate	 is only dependent on the homogeneous

area,	 there	 is	 less degradation of 	 the edge	 information.

19



T.

Pill,	 T lt	 *11

Formation of 3x3 subarea means from a 7x7 window.

I'11111	 III

/
	 III

IIII
T t

1
"'t t

Eli

After a 3x3 gradient mask has been applied to determine the
edge orientation, the pixels perpendicular to tfle edge are
compared to one another to determine on which side of the edge
the center pixel lies.	 I'

^	 r

G

Fig. 4.1 Steps used in determining edge orientation. f2)

A

a	 ,.^ rte...



i

I

i'
7

i
w
i

..	 I

I	 I

Q	 I

I	 i .7•-7-I T
 a-..

r	 r

f	 i	 I	 1

I	 1
r I
	 I	 /	 1 1^	 /

	

r	 s

r

L_.	I	 I	 I	 I	 I	 I

I
i
i

Fig. 4.2 Edge masks used in calculating new window
statistics. (2)



r1
1

The entire procedure is flowcharted in fig. 4.3.

For the purposes of this study, the implementation of

Lee's filter was designed with an emphasis on flexibility.

The window size was allowed to vary so that comparisons

could be made based on this parameter. The edge threshold

value, used as an input parameter for determining the

presence of edges, is modified based on the results of

'	 previous executions of the program which report the

percentage of the image assumed homogeneous. Since the

images used in this sti.idy contain an exactly defined number

of edge points, this allowed the results to be kept

consistent for all. applications of the filter.

20
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4..4 The Adaptive Filter

The operation of the adaptive filter is as the name

implies; the filter is adapted to the local area based on

some criteria. The filter developed in this study uses the

local statistics of the area defined by the filter window

in order to determine the filter window weightings. 	 (1)

For each local area of an image, the local number of looks

is calculated using the relationship

Nt =	
^2	

(4.12)
Var(z)

where N,is the local number of looks, i is the mean of the

area defined by the window, and var(z) is the variance of

the local area. Using the value N j. , an index into an array

of filters is chosen. The filter weightings range from an

equal-weighted filter to a filter which does no averaging.

The filters defined within this range are weighted using

F(x)-e" lxl	
(4.13)
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The rate of decay of	 the exponential determines how heavily

' surrounding pixels are weighted	 in the	 local average and,

hence,	 how much smoothing	 is done for the pixel being

' processd.	 Figure	 4.4	 illustrates	 this	 for	 the

one-dimensional discrete case, 	 but an extension can easily
'

be Imade to two dimensions.

I,.	 adaptive filter preserves edge 	 information by I

app lying a filter window which affects 	 less aver aging	 for 9	 9

1 the local areas with a 	 lower `,	 (higher Var(z)	 ), while

homogeneous areas receive more averaging,	 since a more

' uniformly weighted window is chosen for those areas.

Several different parameters are	 involved	 in the'

definition of the adaptive filter,	 allowing a great deal of

flexibility	 in	 the characteristics of	 the	 filter.	 The
A

window size is variable, while the number of	 filters to be

used	 is	 also variable.	 A larger number of	 filters allows a

more continuous smoothing effect.	 To generate the filters,'

the first and last	 filters are generated,	 with the first

1
filter equal-weighted,	 and the last filter weighted so that

no averaging is done. 	 The weightings of the filter windows

iwithin this range of filters were specified by the value,

alpha,	 which relates to the rate of decay of the

exponential.	 Alpha	 is	 first calculated,	 based on the

relationship, .

22
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(4.17)

X
-M

a= 2
	

(4.14 )
W

where w is the equivalent resolution for a box filter.

Alpha is then found by evaluating the integral

00

W = 2 f e-ax dx	 (4.15)
U

Quantizing alpha gives

a = K O l ndex	 (4.16)

where KO is a constant evaluated fcr the case where a =.5

when Nt=N, the number of looks for the image. The

motivation behind these choices of values is based on the

constraint that when the local variance (described by Nj)

is equal to the average of all the local variances

(described by N), then the filter applied to this area

should be the filter in the middle of the range of filters.

This yields

with

Max(Nt) - Min(Nj)

^ N	N Filters
( 4 . I B )
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Collecting terms produces

Q = W NN 111dex	 (4 .19)

which describes the filter shape for each filter. In order

to generate a complete range of filter shapes, the program

uses the user-supplied parameters, w and A N . The other

filter characteristic which may be modified is the rate of

filter usage. By calculating the local statistics, the

local number of looks may be found from

2
Nz	

Var(z)	
(4.20)

which is used to select the filter to be applied to the

area,

Filter =# Filters - ^^	 (4.21)
N

Here the only parameter to be varied is A N , which also was

used in the filter generation. The parameters, w and AN

are both factors used in the generation of the filter

24
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weightings, while only nN is needed for the determination

'	 of the filter usage. ."o accommodate this parameter

dependency, the filter usage should first be determined.

Once this characteristic is resolved, then the amount of

1	 averaging desired for the image may be regulated by varying

the parameter w.

4.5 The Edge Adaptive Filter

1

	

	 This filter combines the edge-locating attributes of

Lee's edge filter with the filter flexibility of the

I adaptive filter. Once Lee's edge filter determines the

presence of an edge within the local area, the edge

orientation can be found. With this information, it is

possible to develop an adaptive filter algorithm which uses

non-isotropic filter windows so that the edge pixels within

the local area receive less averaging than those of the

homogeneous portion within the window.

Assume that for a particular local area of an image,

a vertical edge has been found to exist on the left side of

the window area (Fig. 4.5). Depending on the local

I statistics for the window region, the adaptive filter of

Section 4.4 would apply an isotropic filter window to the

area. However, since it is known which pixels are part of

the edge, a non-isotropic filter window may be defined

which does less averaging for the edge points. An

25
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'	 exponential weighting function similar to the one used for

the adaptive filter is utilized. However, the edge

'	 adaptive filter applies an exponential weighting function

with a steeper decay on the pixels containing the edge

'	 (Fig. 4.6). This weighting is accomplished by first

'	 calculating a new set of statistics for the homogeneous

porti	 if the window, establishing the weighting factor

t
for the right-hand side of the window. For the remaining

pixels within the window, filter weightings are applied

'	 using weightings for the filter defined by

IF E = a Filters  - F H + 1	 ( 4	 )

where F H is the filter index chosen for the homogeneous

portion of the local area, and F E is the filter to be

applied to the edge area.

The parameters needed to define the edge adaptive

'	 filter are very similar to those used for Lee's edge filter

and for the adaptive filter.

4.6 The Sigma Filter

The chief attraction of the sigma filter developed by

Lee (6) is its simplicity and speed. The pixel to be

processed is replaced by the average of those neighboring

pixels having their gray level within two standard

26
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deviations from that of the concerned pixel.

The sigma filter is based on the multiplicative noise

model for speckle in SAK imagr,s as presented in Eq. (1.1)

with the assumption that the multiplicative noise, v j j ,

has a mean of 1 and a variance Var(v). From this it follows

that

Z = XV = X	 (4.23)

and

Var(z)=E[(xv- x9) 21

=E[x 2 J EIV 2 1 - x 2 9 2	 (4.24)

For a small local area, the signal may be assumed nearly

constant, allowing E(X2)=R2 , which reduces Var(z) to

Var(z) = X 2 Var(V)
	

(4.2!.))

or

Gz	 Qz
Qv = X = z	 (4.26)

Equation 4.26 describes the standard deviation of

27
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E	 1

multiplicative noise	 in SAR	 imagery as	 the ratio of the

standard deviation of	 z and	 the mean of	 z.

It	 is assumed	 that	 z i, ,	 is	 the a	 priori	 mean of	 xIj

and also that pixels	 in the window with gray level within

' two standard deviations	 from z I j	 are	 from the same

distribution.	 Since	 the speckle	 noise	 is multiplicative	 in

1 nature,	 the two-sigma	 intensity	 rangy 	from Eq.	 (4.26)	 is

' ( z j,j - 20„	 z j j ,	 z j.j + 2a v 	z I j ) .	 The	 average	 of	 ;p ixels	 in

this	 intensity range replaces the center pixel as the

smoothed	 value of	 z i , j	(6).

The	 implementation of the sigma filter requires that

the relative limits 	 for the distribution of 	 a,	 be

established at the onset of program execution. 	 In the

filter	 implemented by Lee,	 a normal distribution was

assumed.	 For comparison,	 a chi-square distribution was

also modeled	 in this	 study.	 Additionally,	 a threshold K	 is

Jestablished to deal with the presence of spot noise in the

filtered	 image.	 The	 retention of	 spot noise	 is due to the

fact that the gray level of the spot noise 	 is significantly

1
different from its	 neighborhood pixels.	 If	 the total

number of pixels within the two-sigma range is 	 less than or

equal to K,	 the center pixel	 is replaced by the average of

its	 four	 neighbors.

The sigma filter was applied to the test	 image using

a wide range of configurations.	 Both chi-square and normal

distributions were modeled, 	 while the threshold K was set

28

Ab
^/



7	 711.

r

to 3 for the 7x7 window acid 2 for the 5x5. Results are

presented for a single pass and for a second pass of the

filter.

I
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I'	 5.0 RESULTS, CONCLUSIONS AND KECOMMENDATIGNS
This final section presents the results of the filter

performance comparisons. The results are shown in plots so

that comparisons can be more easily made. The edge figure

of merit value is expressed as a percentage shown on the

vertical axis. The EFM is plotted versus the edge contrast

ratio for varying filter window sizes and number of looks.

The EFM is also shown with respect to the window size for

jvarying edge rAtios and number of looks. Tnese results are

summarized in fig. 5.25 which ranks the six filters using

several different criteria. A value of one indicates the

best performance by a filter.

There were two methods used in obtaining the EFM

1	 values. The first method calculated the best edge
threshold for the 3 dB image and applied the same threshold

to the 6 dB and 9 dB images to determine their EFM. The

second method found the optimum threshold at each edge

ratio and used this threshold in calculating the EFM.

Results are plotted for both methods.

Figures 5.23 and 5.24 show the central processing

tunit (CPU) time required of each algorithm. This is first

shown in terms of the actual time (fig. 5.23) reported for

each algorithm using various window sizes. The values are

i
then scaled and sho%,:n in fig. 5.24 as a relative time

versus window size. The relative time factor is determined

^0



1

I

t

by dividing the time required for each algorithm by the

time required for the equal-weighted filter of the same

size. The scaling factor varied with window size.

The results should be analyzed carefully, since the

wide diversity of filtering methods leads to a large number

of factors which should be considered in the evaluation of

each filter. Several general observations can be made

about the results. As expected, the higher contrast edges

V i 	 a a higher edge figure of merit. Also, the four-look

images, since: they are not as noisy, show a higher EFM.

These var4ations are independent_ of the y filter type.

Howe% , r, allowing for this inherent FFM improvement, it is

still possible to draw some c,, elusions about how well a

particular filter type performs relative to edge quality.

Another general observation is that all filters yielded

results which were, to varying degrees, better than those

obtained from #-he unfiltered images. As a final overall

observation, it should be noted that for most filters an

increase in the filter window size led to an increase in

the edge figure of merit. This improvement can be

explained by the fact that, since a larger window usually

allows more averaging, fewer false edges are detected. For

reasonably sized windows, th-.^ suppression of false edges is

usually enough to outweigh the contrast loss cau3ed by a

larger window perfoiining more smoothing.
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'	 5.1 Evaluation of Equal-Weighted Filter Performance

' The	 results	 for the equal-weighted 	 filter are

important,	 since	 it	 is	 the most widely used	 spitial	 tilter

and may be used as a standard for comparison. 	 The

popularity of	 the equal-weighted filtev	 is	 justified by the'

results.	 The filter,	 even	 though	 it makes no assumptions

concerning edges,	 averaging all pixels equally,	 still

yields a fairly good EFM when compared to the other

algorithms.	 This performance	 is clearly evident	 from the

results.	 For the	 low contrast edges,	 the equal-weighted

i filter: provides results which are only a few percent higher

than those of the other filters. 	 (A percentage value given

for comparison	 is a value difference 	 read from the

graph--not a ratio of the EFM for each filter.)	 For 6 dB

edges,	 however,	 the equal-weighted filter 	 is superior by as

Imuch as 20 percent.	 As the edge sharpness	 is increased to 9

dB,	 the results of the other algorithms 	 improve

dramatically,	 though the equal-weighted filter still earns

a comparable EFM.

A comparison based on filter window size also shows

1 the effectiveness of	 the equal-weighted filter. 	 A 5x5

1

pixel window gives an EFM very nearly equal to that for the

more complex filters,	 while the 7x7 window gives	 results

which are as much as 20% higher than those of the other

filters	 (fig.	 5.2).	 A 9x9 equal-weighted window was not
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t' applied	 in this	 :study,	 so a definite comparison cannot be

made	 for	 large window sizes.

Fig.	 5.25	 shows	 that the equal-weighted	 filter

performed best for	 the N=1	 images.	 This conclusion is	 not

as evident	 from the plots,	 since	 fig.	 5.25 was	 based on an

average	 for all	 the r4=1 data.	 The	 fact that	 the

equal-weighted	 filter obtained top ranking	 in this catagory

' is not surprising when it	 is considered that	 in order to

prevent false edged 	 from being detected,	 more averaging	 is

required.	 The equal-weighted filter performs more

averaging	 than any other type of 	 filter using	 the same

window size.

1
As a further benefit, 	 when processing cost	 is

considered a factor,	 the equal-weighted filter algorithm

turns	 in	 the best	 times of all the	 filters considered. 	 In

some cases,	 the algorithm is over three times 	 faster.	 This

' filter has another advantage 	 in that	 it	 is very easy to

apply,	 since the only parameter is the size of the window.

This can sometimes be an important consideration when

compared to the more complex edge filters utilizing several

different parameters.

5.0 Evaluation of Median Filter Performance

The median filter is also quite common and simple to

use. However, the results of the EFM were nearly the
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lowest of those from all the filters. This is evident from

the plots which show that the median filter gives better

1

	

	 results for larger window sizes and greater edge ratios.

This improvement with window size and edge ratio is

probably related to the nature of the EFM as discussed

'

	

	 earlier in this section, since the improvement is not

nearly so dramatic as for the other filters. Fig. 5.25

I
shows that in every catagory compared, the median filter

earns a low ranking. In addition, the large overhead in

processor time tends to discount this filter as a practical

altern.L, ive to the other filterE.

1	
5.3 Evaluation of Lee's Filter Performance

Lee's edge filter compares well to the other filters.

This was expected, since special processing is performed

I for edge areas. However, for smaller windows the algorithm

1

	

	 does not do as well as the box filter. In fact the lowest

overall EFM values are for Lee's filter using a 5 x 5

window (fig. 5.1 and 5.25). This poor performance is

probably due to the fact that with a smaller window, there

is a greater chance that a false edge will be detected by

Lee's filter. This speculation receives some justification

34



FT - - 	 ­q - ^__ 	,

when it is noted that for the less noisy N=4 images and for

'	 more distinct edges, the equal-weighted filter is not as

significantly superior to Lee's filter.

As the window size, edge ratio or number of looks was

increase', the performance of Lee's algorithm improves

1	 dramatically as shown in the plots. 	 In some cases, Lee's
'

	

	 filter had an EFK as much as 40 percent greater than that

of the other filters (fig. 5.5). A conclusion that may be

made about th.	 filter is that it is prone to the detection

of false edges, but by using less noisy images (larger N)

'

	

	 with higher contrast edges and a larger window size, quite

good results can be attained.

The time for processing Lee's edge filter might by

'	 considered too lung--especially since a larger window size

and more CPU time is required in order to achieve the best

results of the filter. It should also be noted that the

CPU time shown for Lee's filter is somewhat misleading,

since the parameters fox Lee's filter were adjusted for the

1
	 mostly homogeneous tFst images. These images are not very

realistic, since most SAR imagery contains more edge

information. Between 38 and 78 of each test image was

known to contain edges while roughly 208 to 608 of an

actual image may have edge information. For actual

imagery, the required CPU time is much closer to that for

the more time consuming filters compared in this study.
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1	 5.4 Evaluation of Adaptive Filter Performance

The adaptive filter also yields a high FFM, but unlike

Lee's	 filter,	 achieves good results	 for the smaller window

sizes.	 The adaptive filter earned the best	 ranking	 for	 low

1 contrast edges	 (fig.	 5.25),	 and when	 the	 rankings	 for all

the comparison criteria are averaged,	 the	 result	 is	 2.75

(: lr' ,^	 result	 is	 2.0	 if	 the computer	 time	 is	 not	 included	 in

I
t'ie av gage. ).

A ,jain,	 noisy images and low contrast edges tend to

Ilead to	 inferior performance,	 since the adaptive filter

also uses	 the local statistics method	 in order to determine

the amount of smoothing to apply to an area. 	 Larger window

sizes	 improve the performance of	 the adaptive filter for

these	 images.

The amount of CPU time required for the adaptive

filter	 is quite large.	 This	 is especially true whenI

compared to Lhat of the equal-weighted filter, 	 but also

I
true when compared to the time required by Lee's filter..

However,	 since Lee's algorithm requires a larger window

size to get similar results, 	 this disadvantage is slightly

offset.	 For the adaptive filter, 	 the processing time

required for larger windows becomes even harder to justify,

but some of the best results were achieved using this

filter	 configuration	 (fig.	 5.9).
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	 A disadvantage of the adaptive filter is that it is

relatively difficult to establish the filter

characteristics. This disadvantage can be minimized by

gaining experience with the filter, but often it can still

take at least one initial pass with the filter before

optimum filter characteristics may be determined.

1	 5.5 Evaluation of Edge Adaptive Filter Performance

The edge adaptive filter gave some of the best_ results

1
	 of all filters compared. For the N=4 images with a 5x5

window, this filter earns the best overall EFM (fig.

1	
5.10). The improvement is slight, and in general the

1	 unmodified adaptive filter produces better results. As is

shown in figure 5.25, the edge adaptive filter earned the

best ranking for small window sizes, but the filter also

obtained the worst ranking for noisy images. CPU time is

not significantly higher than that for the adaptive filter,

while the smaller window size allows good results without

i+.sing a great deal of processor time.

rt

5.6 Evaluation of Sigma Filter Performance

t
The results for the sigma filter are somewhat

discouraging. This is shown in figure 5.25. Even though

t	 the filter is quite fast, two passes are required in order

i
L.
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to receive results comparable to those of the other

filters. Two passes more than doubles the amount of

processing required, yet the results are still inferior.

In fairness, it should be noted that the poor results are

probably due to the presence of spot noise which the EFM

routine detects as false edges. Lee gives several

techniques for reducing spot noise, which if applies;, might

lead to better results for the EFM test.

5.7 Recommendations

Having reviewed each filter separately, several

conclusions and recommendations can be made. Figure 5.25

cannot by completely relied on, since it was compiled from

averages for all values given for each particular

parameter. Optimum combinations of parameters are not

shown by these rankings. In addition, rankings were not

calculated for large window sizes.

If processing time is not a factor, then it can be

assumed that a large filter window should be used, since a

higher EFM results by using the larger windows. Lee's

algorithm gives the best results for the noisier images,

while the adaptive or the edge adaptive would be better for

less noisy images. If a smaller window size is preferred,

then the equal-weighted filter should be used for noisy

images. If processing time is an important consideration,
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1
then the equal-weighted filter is clearly the best choice.

The main basis of comparison in this study was Lhe

1
	 edge figure of merit. Though the desirability of an

algorithm should not be determined solely from this

criterion, some indication is given as to how well each

algorithm will filter edge ar_as.
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FILTER PERFORMANCE RANKINGS

Technique
	

Low	 High	 Small
	

Computer

Contrast Noise	 Window
	

Time

1. Equal Weighted 3 1 3	 1

2. Median 6 5 4	 4

3. Lee's 4 2 6	 3

4. Adaptive 1 3 2	 5

5. Edge Adaptive 2 6 1	 6

6. Sigma 5 4 5	 2

i

NOTE: The rankings for each column were determined by

averaging the results for t`, 3t parameter. The results for

t	 optimized thresholds were not included in the averages.

Fig. 5. 25
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N^
	 APPENDIX A

Listings for computer programs

Program
	

Description
Name

t

i

iit

1

^l

VVMO1

CONVO

DIFOP

E FM

F,QUFLT

MADFLT

LEEFLT

ADPFLT

EADFLT

SIGFLT

Example of an equal-weighted filter

Discrete differentiation of an image

Calculate the edge figure of merit

Equal-weighted filter

Medidn filter

Lee's edge filter

Adaptive filter

Adaptive filter with a non-isotropic filter window

Sigma filter

All required subroutines are listed after each mainline.

however, modules that are common to several routines are given

at the end of the appendix.
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t
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s

C
C

C

C
C
C

r
C•
C
C
C

10
C
C
C
C

7D..r

CHIS IS A PROGRAM To PERFORM A TWO—DIMENSIONAL SPA'TIAI
.ONVCLUTIUN ON A REAL ARRAY.

SUBROUTINE: CONVO (QUEUE:, WINDOW, OUT, WNDSIZ, SIZE,
b	 DUMMYI, DUMMY2, OUTSIZ)

THE DUMMY ARGUMENTS ARE USED IN THIS IMPLEMENTATION IN
URDER TO ALLOW VARIABLE. ARRAY DIME:NS.IONS.

IMPLICIT INTEGER (A -Z-)
REAL TOTAI,, QUEUE (WNDSIZ, SIZE), WINDOW (WNDSIZ,WNDSIZ)
REAL OUT (CUTSIZ)

INITIALIZE CIRCULAR QUEUE WHICH WILL STORE A HORIZONTAL
STRIP OF THE INPUT IMAGE.

DO 10 X = 1, WNDSIZ
READ (1)	 (QUEUE, (X, WRD) , WRD = 1, SIZE)

CONTINUE

INITIALIZE RECORD COUNT AND QUEUE POINTER.

REC = 0
QR EC = 1

C
C
	

BEGINNING OF OUTERMOST LOOP. SET THE TEMPORARY QUEUE
C
	

POINTER EQUAI. TO THE FRONT OF THE QUEUE.
C
20
	

TMPQRC = QREC
C
C
	

PROCESS A ROW OF THE IMAGE
C

DO 60 START = 1, OUTSIZ
C
C
	

PROCESS THE CONTENTS OF THE WINDOW. INITIALIZE THE SUM
C
	

OF THE WINDOW PRODUCTS TO ZERO.
C

TOTAL = 0.0
DO 80 WR EC = 1, WNDSIZ
WWORD = 1.
DO 50 QWORD = START, START + WNDSIZ - 1
TOTAL = TOTAL + QUEUE (TMPQRC, QWORD)

&	 * WINDOW (WREC, WWORD)
WWORD = WWORD + 1

CONTINUE

UPDATE THE QUEUE POINTER

TMPQRC = MOD ( TMPQRC, WNDSIZ ) + 1

CONTINUE

50
C
C
C

C

t	 80
i

JI



OUT ( START) = TOTAL
C

^	

t
60 CONTINUE

C
C WRITE THE OUTPUT RECORD AND READ IN A NEW ONE
C

WRITE	 (2)	 (OUT	 (WRD),	 WRD	 1,	 OUTSIZ)
C

REC=REC +11
C

READ	 (1,	 END-?00)	 (QUEUE.	 (QRUC,	 WRD),	 14RD =	 I t	SIZE)
C'
C UPDATE 1'1(r:	 POINTr;R TO `I'Hr; FRONT OF THE QUEUE

I

C{
QREC = MOD	 (	 QREC,	 WNDSIZ)	 + 1

C
C LOOP BACK FOR ANOTHER RECORD UNTIL AN EOF IS REACHED
C

GOTO 20
C
200 PRINT,'*	 *	 *	 A	 L	 I, D 0 N	 E	 *	 *	 *'

PRINT,'THERE WERE', REC,	 'RECORDS WRITTEN'
C

STOP
END
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r
OUT	 (START)	 = TOTAI,

C
60 CONTINUE
C
C WRITE THE OUTPUT RECORD AND READ IN A NEW ONE
C

w'Ri,rE	 (2)	 (OUT	 (WRD),	 WRD =	 1,	 OUTSIZ)
C

REC = REC + 1
C

READ	 (1,	 END=200)	 (QUEUE (QREC,	 WRD),	 WRD =	 1,	 SIZE)
C
C UPDATE THE POINTER TO THE FRONT OF THE QUEUE
C

QREC = MOD	 (	 QREC,	 WNDSIZ) + 1
C
C LOOP BACK FOR ANOTHER RECORD UNTIL AN HOF IS REACHED
C

GOTO 20
C
200 PRINT," 	 A L L D 0 N E*}	 *'

PRINT,'THERE WERE',	 REC.	 'RECORDS WRITTEN'
C

STOP
END
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MRITE ( iTYLUT.c,40	 C)LTSI:, R.FCS
6 4 C	 F C R t A T ( I (r' T1 L C;(1TPUT IVaCC 1S	 Imo•' WC-1C	 Y •• 15, 	 4CCi:RCS' )
C
1CIC	 .STI;?

ESC
ECF..
1)

DRIGINAL PAGE IS

QE POOR QUALITY

1p
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C L ' 
I

; IV L R S I TY CF	 KA N S &^	 TFLEC Ct-, VL. t, I(-, AT I CN S	 f^	 I N F F',, ^o A T I C'N	 CFS	 LALI
----------------------------------------------------------- --------

c FPCCR.I M	 S^l T L'	 :	 NNSE	 FILTEPS	 R. E F

c- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -- - - - - - - - - - - - - - - - - - - - 	 - - - - - - - -

c -	 A v

,	c	 N	 ,	 , : , , '^ ,	

.1 : j L F r	 ^,'. I ', C N	 TF : It/	 d IL	 AL) T IlCr

( - ---------------------------------------------------------------------
C P L, a F C ri C	 : CC F ch	 THE	 Pfit,CL S S I NC	 FCR	 TFr	 CJFF^R r NT JAL	 CPEIZATCP

C FILTER
	

AFTL fz " L I 1\ r	 C -, L L E L)	 2 Y	 ',' I F (' P

c EMUMAL PAGE 13

OF POOR QUALITY

c

c----------------------------------------------------------------------
c P A R A P E T L R	 " E F I N I T I C i\

c N 4 p E TYPE-	 (.LtSS\	 lt-"t^GE	 G7^SCRIPTI-,N
c
C I N F I L E \CH*1,J	 k,	 \ IN Pl) T	 F I L F: N AFF	 j
C CUT F I L E C 11' : 13	 R	 \ C U T P L, T	 F I L E h A M E
C 4"! R S I Z L I	 R	 tl C. E Z '1	 0 F	 I L F iJ F h T S	 I	 I NC C Vi

C N C C L S m	 C C L U	 11J	 IN P UT	 IVACF.

C NCUTRCW \0	 \RCWS	 I h	 CUTPUT	 IVACE
C Im INCS I ZE \ I	 \R	 I NOC IAS I ZE

C NCUTCCL \	 N C C L	 5	 1\1 	CUTPUT	 I,"4rE
C TTYCUT \ I	 \ f l,	 \ CU T PUT	 T C	 T ;: R-/ I N 4 L	 F I t. ECCO E

r c \ I	 \ P.	 %CIRCULAR	 QUEUF

C APRVAL \ I	 \'A	 \^.IN")C1.4	 IRR,6Y

C T^?UF \	 \i,	 \REA.)	 IN	 2JFFLI.

C P N L t., \ I	 \R	 \CPERATCR	 NUVt^cR
C C L T I Y P E \ I	 \R	 1, % C L E	 C. R	 GR A C I L N T	 C U I O L, T

c

c----------------------------------------------------------------------
C. NCN-LOCAL	 VARIAULES
c---------------------------------------------------------------------
c

c

C

c

c----------------------------------------------------------------------
c SU3ROUTINES	 RECUIREC

o
is

c A 11 E DESCRIPTICN
c----------------------------------------------------------------------
C GENPSK \GENERATES	 DIFF.	 CP	 MASKS

r
C GETPNT \FINCS	 PCINT	 VALUE	 FOR	 CUTPJT
C, CPN \CPENS	 FILE	 AND	 4SSICNS	 LCGICAl	 UN I T
C UCLCSE \CLOSES	 FILES	 OPENED	 WITH	 CPN
L

c

c

C.

c

---------------------------------------------------------------------

c

SUBROUTINE CIFSUB	 (	 INFILL,	 CUTFIL(t	 ARP.SIZE,	 NC.GLS#	 NJLTPC-W9
I	 ^%INCSIZEt	 NCLTCCL,	 TTYGUT9	 Q,	 ARRVAL,	 TBUF,	 CPNUP,	 LL'ITYPE)

C

L C G I C A L E k R

Clip
INTEGER APRSIZE,	 NCOLS,	 NCUTCCL,	 V%INCSIZ I:,	 CPNUMv	 CLTTYPE
INTEGER Ip	 J,	 K,	 ERRNUV,,	 START,	 ARRPC')v	 CUTCCLt	 1006S
INTEGFR NUUTRC^%,TTYL)UT,	 ARRVAL(ARRSIZE). 	 T,9LF(NCCLS)

Tb

L
1^	 w



:I.INTfGEfi	 S I !L,	 rCCI `,?	 I,NVNUY•	 Lill N'.1' •	 LT.
INTEG 14 	c'1).	 MS,K?( 141.	 „1.	 G2
INTFGCRti•1	 INFILE(I11)•	 ULTFIIL112)
REAL	 ANGLF,	 P 1

M 3WKE PAGE IS
`i I. N C L T R C :N = 0	 OF POOR QUALITY

P1	 =	 4	 AIAN(I.^)

1 ^ CALL	 GE NNIS KI	 :1SKI•	 MSK2,	 ARRSIZE•	 CPN ON' )
i C

CALL	 C P N	 ( INFNUN.	 INFILF•	 'CL.)'.	 'LNF'.	 EPRNU'-'•	 E.-1R
IF	 (ERk)	 GCTC	 92
CALL	 CPN	 (CLTNIJ N .	 CUTFILE,	 'NE6',	 'UNF'.	 ;'kRN'JN.	 ERR)
IF	 (ERR)	 GCTC	 'i4

jo
C I.\ITIALIZE	 GUFUL

C
DC	 ?C	 1	 =	 1.hI%GSIZE

REAL(INFNL)4 ,FNO	 =	 981	 (T3UF(K 1.	 K	 =	 1	 NCCLSI

CC	 2C	 J	 =	 1,NCOLS
C(I.J)	 =	 T9UF(J)

20 CCNTINUE

30 CCNTINUE

r C

C

C NA IN	 PROCESS It, C

C
40 CFNTINUE

j LC	 7C	 START	 =	 1•	 NCUTCCL
CC	 60	 1	 =	 19	 WINOSIZE

DC	 50	 J	 =	 START•START	 +	 W IN'OS I ZF	 -	 1
ARRPCS	 =	 WINDSIZE"(1-1)	 +	 J-START+1
ARRVALIAR R	

—

POS)	 C(19J)
50 CCNTINUE }
6C CONTINUE

i 1 IP CALL	 G E T P N T (	 N.SK1,	 ARRSIZE,	 ARRVAL,	 G1)
CALL	 GETPNT(	 MSK2,	 ARRSIZE•	 ARAVAL,	 G2)

C

IF( CUT TYPE	 .EC.	 1)	 THEN
VALUE	 =	 SQ1T(P.EAL(G1 '-2)	 +	 REAL(G2;:;;%2)1

ELSE

(r 1F(	 G1	 EQ.	 0	 )	 THEN
IF(	 C2	 .CT.	 0	 )	 ANGLE	 =	 PI12.0

^

IF(	 G2	 .LE.	 C	 )	 ANCLE	 =	 3	 PI	 /	 2.0
S ELSE

ANGLE	 =	 ATAN(	 REAL(G2)/	 REAL(G1)	 1 i
ENC	 IF i

C
C ANCLE	 IS	 NCW	 BETWEEN	 -PI/2	 ANC	 PI12,	 ANO	 WE	 WANT	 IT	 EEThEEN
C C	 ANC	 2PI.	 NLST	 CHECY.	 SIGN	 OF	 GI	 AND	 G2.
C

IF(	 G1	 .LT.	 0)	 ANGLE	 =	 ANGLE	 +	 PI
IF((	 G2	 .LT.	 0	 )	 .ANO.	 l	 C1	 .GT.	 0	 ))	 ANGLE	 =	 ANGLE	 +	 2,PI

r 1F(	 CNNUN	 .EQ.	 1	 )	 THEN j

ANGLE	 _	 ('I/4.0	 +	 ANGLE
ENC	 IF

VALI:E	 =	 255	 %	 ANGLE	 /	 ( 2. C	 *	 P I )	 +	 0.-1
C
C FCR	 RCEERTS,	 TIDE	 ANGLES	 WERE	 RCTATEC	 EY	 P1/4	 THIS	 COLLC
C CAUSE	 PRCDLEN.S	 WHEN	 THE	 ANGLE	 GETS	 RCTAiEO	 INTO	 THE	 FIRST	 CUAORANT

3

i^



r,%). 7
.s

c

1F( VALUE .GI. 2!^5 )	 VALUE = VALUE — ':5

E 	 I F

i	 CI:TCUI	 START
THUF(CUTCGL) = VALUE

j	 70	 CCNIINLE

C
NCUTRLIN	 =	 NCL'TROW	 +	 1

ĵ	 WR I T 	 (CUT NUN)	 ( TJUF (,< 1 .	 K	 =	 1 .	 N'CI; TCCL)	 ^qc	 L
C	 UPCATE CUEUE	 ^JQ	 A4("

^	 C	 vACf

c
 ^ /1;

CC	 80	 I=	 1•	 rJ I N C 5 1 Z E	 ?Y
IF(I	 .LT.	 W1NCS1ZE)	 THEN

CC	 H 	 J	 =	 1.	 NCCLS

E5	 CCNT 1 NUt_
EL SL
REAC(INFNUM,ENC	 =	 9E)	 (TBUF(K)r	 K	 =	 1.	 NC9LS)

1	 CC	 87	 J	 =	 1,NCOLS

CI(,J)	 =	 T3CJF(J)
87	 CCNTINUE

ENC	 IF
80	 CCNT1NUE

CC	 TC	 4C

C

C	 WE	 HAVE	 RE.ACHFG	 THE	 ENO	 CF	 THE	 INP UT	 FILE
C

92	 CALL	 FILERR	 (TTY IJUT,	 INFILE,	 ERRNUN)

•	 C
GCTC	 99

94	 CALL	 FILERR	 (TTYCUT,	 OUTFILE,	 ERRNL9)
!► 	 C

GCTC	 99

C
C

98	 CCNTINI F
CALL	 UCLCSE(INFN(Jh1)
CALL	 UCLCSE(CUTNUM)

99	 CCNTINLF

RETURN
E N 0

ECF..

•

i
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•

8

V

O

1

V

'I

r

V

r

V

V

f -- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 	 -----

C	 LNIVER')'ITY CF KANSAS TELECC11NLNICATICNS 4Ni) IN[!.	 S LAN

--	 -------	 -C P R L'C#Z,i N SL1TE	 NCI SF FILTI^RS'OFF.+---------. 	 ------
C -------------------------------------------------------- 	 -----

C PR('CRAF NAeE:CENNSK	 Al) TNCR:JEFF	 CA1r	 1
c -------------------------------------------------------- 	 ------

c PURI'CSE .	 TC CENLPATE Tilt RJB F.RTS, PRE hITT• CP SC"LL

C	 CIFFEP ENT IAL C.PCR;;TOR NASA.
C
C

C

c
C---------------------------------------------------------- 	 --------
C	 PA2AOETt:F OCFINITICN

C	 ?,A PE	 \ TYPE	 \ C.L DSS\ RANGE	 \	 CC SCRIPT 1 iN
C------------------------------------------------------------ ---------
c VISKI	 \I	 \W	 \	 \GIFPERINTIAL OPERA	 F MASK

C M S K 2	 \I	 \A	 \	 \CIFFE°ENTIAL OPERA _'F MASK

C ARRSIZE	 \1	 \ft	 1 \NU VP, EP CF tiINCCVi ELEMENTS
C C P N L Y	 \ I	 \R	 \	 \CPE" ATCR NUPBFR
C	 \	 \	 \	 \
C	 \	 \	 \	 \ OGI ^^

C	 1p	 { Z'A CF: J J

c	 \	 \	 \	 \	 C?UgL1?•Y

c	 \	 \	 \	 \\	 \
c	 \	 \	 \	 \\	 \
C ------------------------__---------------___-----_---------.----------
C	 NON-LOCAL VARIA3LES
C ---------------------------------------------------------------------
c	 \	 \	 \	 \
C	 \	 \	 \	 \
c	 \	 \	 \	 \
c	 \	 \	 \	 \
c ----------•-----------------------------------------------------------
C	 SUBROUTINES RECUIREC
C	 MANE	 \	 DESCRIPTICN

c---------------------------------------------------------------------
c	 \
C	 \
C	 \
C	 \
c	 \

C	 \
C	 \
c ---------------------------------------------------------------------

SUCROUTINE	 C- EiNPSK( MSK1 9 NSK?, ARRSIZE, OPNU"J1)
c

INTEGER	 ARRSIZE. CPNUM. C
INTEGER	 NSK1(ARRSIZE). MSK2(ARRSIZt=)

C
IF (C)NMO .NE. 1) GC TO 10

PSK1(1) =	 C
NSK1(2) _ -1
?'SKI(3)	 =	 1

NSK1(4) =	 C

7



ti

,•r

N5K2(1)	 _ -1

^ N;K11Z1	 = C

NSK7(4) 1

a G f	 T ;;	 Z r,

C'

C PKFIoITT	 AN; SC p '-- L	 01f= F.	 CF, EFATCRS	 CIFFfrt	 OILY	 Y	 TNc
Q C C.	 C=2	 FCR SC	 EL	 L=1	 FCR	 PRENITT.

C

' 1C	 LCtrT1hLE
,^ =C	 1

IF	 (CPf\UN . c C.	 3)	 C	 =	 2

}

51ANT

r)RIGIN AL I' AGE 
IS

►' K 1 (1 ► =	 1	 OF POOR Qij ALl':^
N^KII?) =	 C

N;K1(3) _	 -1

NSK1(4 =	 C
MSK1(5 =	 11

NSK1(o) _	 -C

NSKI(!) =	 1
N'	 Ml(°) =	 C
PI SK1(S) _	 —1

FSK2(1) _	 - i

NSK2t" _	 —C

NSK2(4) =	 C

NSK2(5) =	 C

NS92(n) =	 0

I'S K2(7) =	 1

NSK2(8) =	 C

. NSK2(i) =	 1
C

ZO	 CCNT[NUE
RETU'R1%

* END
Ii ECF..

J



I	
In

II^
I V

t
I ;

I
I j
I i
f
i
t,
I p

I p
r
rI

low a

II
I 1

C
C	 LN IVfkS I TY C.F K At, ::AS TFLF(.CNHLNI CAT ICNS AN') 1 NF(: I., r.1 1 I:*N	 . r NCF ', L' r.

f. - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -- - - - - - - - - - - - - - -  -- - - - - - - -

C; q Cr - A p S L I I  : NCISC I IITLRS	 REF. a :

C PQC(K4P. NAr_ ►_ ^TI• CFr,L--_------A+-TFV:J_-SCCTT-G^IU^JN -N. -D',TF-C.'1i7/='l----

(.
C PLRSCSE :	 THIS IS TILL I-+r.INLINt rCR Ti .	 Tl,^tsr,TL^
C SEARCF RCUTINE hHICH USES A QUACRITIC SEARCH
C TC FINC THE 2F- ST ThREiHCLC FCR FR^CL'CINC	 ORIGINAL PAGE IS

C An ECCL NAP EASEL JN THE CC: E FIGURE CF MERIT. 	 OF POOR QUALI'l-Y
C
r.

---------------------------------------------------------------------
C	 PARAMETER DEFINITICN
C	 SAME	 \ TYPL	 \ CLtSS\ RANGE	 \	 C1=SCRIPT I',

C- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
r	 \	 \	 \	 \

C	 \	 \	 \	 \

c	 \	 \	 \	 \
C	 \	 \	 \	 \
C	 \	 \	 \	 \
C	 \	 \	 \	 \
C	 \	 \	 \	 \
c	 \	 \	 \	 \
C	 \	 \	 \	 \

C---------------------------------------------------------------------
C	 NON-LOCAL VARIABLES
C---------------------------------------------------------------------
C	 \	 \	 \	 \
C	 \	 \	 \	 \
C	 \	 \	 \	 \
C	 \	 \	 \	 \

C --	 -	 --------- ----	 -------------------------------S UBROUTI N ES	 REC
C	 NA11E	 \	 DE SCR 1 PT I CN'
C----------------------------------------------------------------------
C THCCUC	 \CCES THE PRCCCSSING-- CALLLD WITH VARIAPLE PARA,ETERS
c	 \
C	 \
C	 \
C	 \
C	 \

C ---------------\-----------------------------------------------------
FRCCRAN	 Tt-CFNC

C
INTEGER	 MAXSIZ. MX1,SIZf
PARAMETER (MJAX_,1Z=512)

PARAMETER (NX6SIZ=15)
C

INTEGER	 RECS
INTEGER	 TBUFF(YAXSIZ)• SI[E, CUTSIZ, WNCSIZ

C

J
II♦



C

C

L

4 jr
^w^.ar

.4

INIF;; Fit *I	 Ii:LF'%(1J), ACTLHN(18),	 111RSFN(Iei
C

IKTEvfP	 TTYfN+TTYCLT

LCi:ICAL rR4	 DRXINgL

CQB '^R QU 
EPF > .1-All-SE. ^Tx
CAT.%	 TIYI.'., TTYCUT	 /1 5 9	 16/

f.
C

I^
hR 1 1;: ( T TYCLT.601 )

6(1 1	 F C P P A T (IX,'ENTER ICE AL I.4 AGE FILF- NANE (VUST 3E A% CLC FILE)')
1	 REAL (TTYIr•;.5101 ICLFN
1	 51G	 FCRPIAT ( 13A1 )

C
1	 t,RITE(TTYUliT,7„1) 	 ICLFN

7C1 FCRPAT( 1X, 1GAI )
C

A R 1 7 E (TTY(ZUT,602)

L,	 602	 FCRPAT (1X, • ENTER ACTUAL IPACF FILENAME ( %ILST BE AN CLC FILE)')
REAC (TTYIN9510) ACTLFN

C
RITE(TIYCUT,701) ACILFN

C
1,RITE: (TTYCUT9r)C3)

I_	 y,	 6C3 FCRkAT(1X,'FILFKA ;AE FCR THE EOGI: YAP (MUST BE A NEIN FILE)')

REAL (TTYIN,S'O	 TdPSFN

I'	 C

C	 V,RITE(TTYCUT,701) T F R S F K

r	 C
Ì	4,R I IC i TTYCI:Trb101
I	

h	
L,	 b1C	 VCRNAT (IX,'ENTER TFE SIZE CF Tt-E MEAL. I'1AGE	 )

^. AC (TTYIr,,=: 1	 SIZE
nRITE(IIYCUT, =:)	 SIZE

IF (SIZE .LE. MAXS1Z) GCTO 12
MhITE (TTYCUT,615) MAXSIZ

615

	

	 FCRMAT ( 1X, 	 E R R 0 R - - ,TFE MAX. I".UM S 17E _ • + I5 )
GCTC 1C1C

ILO	

C
12	 1%RITE (TTYCUT.627)

r	 627	 FCRMAT (1X,'ENTER TFE SIZE OF Tt-E FILTERED IMAGE')
L R E A C (TTY IN• %)	 C U T S I Z

WRITE (ITYCUT, ")	 C U T S I Z
C

IF UJUTSIZ .GT. SIZE) 	 THEN
IAR 1 TE (TTYCUT, 641 )

641

	

	 FCRMAI (1X,'FILTERF.D IMAGE MUST BE SMALLER THAN ICFAL IMAGE•)
GC70 1C10

^•	 V	 ENO I F

G
C
C	 CALL SUERCUTINE TO CC THE FORK
C

C

`,	 CALL THCCUC (IOLFN, ACTLFN, THRSFN, SIZE, RE ,-- S, CUTSIZ,

C	 TTYCLI, TTY IN, TBUFF, ERR)



L	 ^^

I F I *_RR ) (iC TC 1010

ht I I  I TTYCLT.c,301
630	 FCPPAT (Ixo I * 	A L L	 C C N F	 :k	 t'1

6P 1 T: 11'f N ,.LT. tea;))	 L1'JT SI'_ • RFCS
64C	 FCNPAT c IX I THE UUTP loT I	 GE IS	 (-ICtCS iY I I.CPC' )
L
1CIC	 STEP

f K c

cCF..
^buCnv

.^ .^R PAGE 1S
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1
,-

^. IVEPSITY

-__-------------_-----_---__-__------__--__--__--_----_------_----_--

CF	 KAN,,..y	 7 $ LFCCMML 1 ,1 CAT ICN%	 AN"	 INFCR11 tIICN	 'k.ILNC = S	 LA?

------ 	^-----------;,-
Pu`^C ►1AF'

^-------------------
,LITE	 hCl ;E	 F'1LT^RS	 ►tFF.

^---C FRf CPAt' NrMF.	 Tf-':^,UD	 ;,1-----AUTHC^•JLr-U	 ISCr.	 LATE

_.-- _C PLvrCSJ- T1-OLUC	 IS	 A	 CUACReTIC	 SFAr.CH.	 !JSINC	 A	 CUAC l̂ 	IC	 rPFRr:x-

C tPA.11C1, IT	 C:	 T r ^i"'IN	 S	 Tr([	 N '- Y T	 lliA13FCLC	 fr.	 HAVE	 175	 oi;r•,.	 FIGGIE

C CF	 NLRIT CALCULATED.	 I	 OSSI:h,:L'	 THAT	 t,	 OF	 E g i-4• i	 VS.	 THR	 SFCLC

' L ),CLLC	 PE lPFRCXIVATI- LY	 A	 CUAL - ATIC.	 THE	 SLAR(;F-	 T r-RMIr.A7ES	 'AFEn

C THE	 EFM THAT	 IS	 APVRCXl v Ar1C	 QY	 THE	 QUAG;,ATIC	 IS	 !4ITHIN	 A	 :,f4AI.L
C P%0 CLNT	 (^FLTA) CF	 THE	 ACTUA1.	 EF M 	 ANC	 TH E	SEAR 171-	 IS	 C V E R	 A	 ,MALL
C RAiN(L•	 OF ThRCSr',CLCS9	 IIr?	 t,faLN	 A	 SET	 MAX 11AUM	 1T'?RATIONS	 CF	 THE	 ScARCF<

C IS	 RE AChEC.

^y -------------------- -` ---

- -----	

-------------------------------

PARAM E TE R 	 IO
N

O ME------ \-TYPECL-SS\--------\---------IPTION------\	 --------------
^ C

-

C I C F L E \INT	 \-t CAD	 \	 \ICI.AL	 ECCE	 MA"

t 1 C ACTFLE \INT	 \KCAL'	 \	 \NCISY	
EDGE
	 MAC

J ^p C THRFLE \INT	 \WRITE	 \	 \©CST	 ThRESHCLC	 ECCE	 rAP
C NC. GL \ I N T	 \REAL	 \	 C-512	 \ NUN	 L :ILUMVS	 IN	 I CFLC-
C NCL:7RCv4 \ 1 N T	 \i'jRI TL	 \	 0-512	 \NUM	 R'-= CS	 IN	 ACTFLE	 ANC	 TF-'FLE

w C NCUTCCL \INT	 \REAC	 \	 f;-512	 \N f„1"	 O ^LS	 TN	 ACTFI F	 ANC	 TI,OFLE
C TTYCLT \INT	 \I(EAC	 \	 16	 \OUTPUT	 TC	 TFR-iINAL	 FILECCDE
C : T Y I k \114T	 \REAL	 \	 15	 \INPUT	 FR 0M	 T^RNINiL	 FILcCCCE

V C TL'UF(NCLTCCL) \INT	 \WRITE	 \	 \Tl:;JPC`?ARY	 bUFFEP	 Ar2RAY
= RR \LFG	 \tip 1 TE	 \	 \ FLA)	 F-CR	 F I LE	 CPL N 1 %'C	 ERROR

'- \	 \	 \	 \	 MUWAr PAGE 13C
\	 \	 \	 \	 0-8 POOR QUALITY

C NON-LJCAL	 VARIAeLES
C---------------------------------------------------
C \	 \	 \	 \
C \	 \	 \	 \

C. \	 \	 \	 \
c-------------------------------------------
C SUBROUTINES	 RECIJIREC

r C NAME \	 DESCRIPTION
C ---------------------------------------------------------------------
C EFM \CALCULATES	 EDGE	 FIGURE	 OF	 MERIT	 FAIR	 A	 GIVEN	 THRESHOLC

r C. TFCRFI \CREATES	 THRESHCLOEC	 FILE
C THNEWX \FlNflS	 THE	 NEXT	 THRESHOLD

6	 •t L THA2XO \F INNS	 NEW	 INITIAL	 THZFSPCLD	 A•.D	 SEARCH	 STEPLENGTH
9	 11 ^ C THSPEC \FCN	 A	 DIFFERENT	 IMAGE	 F1NOS	 EFN	 ANC	 CREATES	 ANC	 EDGE

' C \MAP	 FOR	 FIRST	 IMAGE'S	 BEST	 THRESH-)LC
C CPN \CPEN;	 FILES
C UCLCSE \CLGSES	 FILLS	 r)PENF0	 viITH	 CPN

i C FILERR \GIVES	 ERRCR	 MESSAGE	 FCR	 FILE	 OPFNINC	 iRRCR
C---------------------------------------------------------------------

^ C
y SLOROUTINE TF-CQUD(ICLFLE,	 ACTFLT,	 THRFLE,	 NCCL,	 NCLTRCW,

t; NCUTCOL,	 TTYOUT,	 TTYIN,	 T3 1 JF,	 FRR)
T0 C

1 INTEGER NCCL,	 NJUTRUN.	 NOUTCCL.	 TTYCUT.	 TTYI'J,	 MAXCCI!T
INTECER ERRNLM•	 TeUf'(r,CUTCCLI.	 ,J,	 1CLN'JM,	 ACTNUM.	 TF	 1M J



I N I F C	 x• AI.EF1, NKIL,!, T. ALFSTAP. 1. XM1itK• ALP14a

I ► .iFGER	 AIFST, CCI;NT, XC. A3, At'. ASTAR	 MINTf- , '-1AX7 9 ANSWE a	 I

^	 C	
1i	 INTEGF-4	 l	 II.'L FLE.(1fl), ACIFL'-(1A),	 IiIavLi=l18)

C
L C G I C A L	 RI GI '. 1:RR• CE PUG, IN0CU C

C
t«AL	 ERRCAL • )f. t )A, EFMARR(C: Z5`.) • HA1. FST 1R, F I, F2, F2,
REAL	 FFPYAA• 11ALFST• EFM• HSTeR, F S T A R

C
I'AkA!^F1Ea IYAXLCUNT = 1C) 	

O)uGjNN ,% R A f+ E T E R (^ t t T A =. 01 	 AFL PACE IS
PA;,A^ETER ( P I N T H = p1	 OF POOR QUALITY
f'CRAI4ETER (NAXTH = 255 )

C
XLEFT (XYA"K,ALPHA)	 = XMARK — ALPF'A
XRIrHT(XiI ARK,ALPHj%) = XHA!ZK ♦ ALPHA
ALFST(FI F2.F3,T)	 = INT( (4*F-2 — 3 F1	 .3	 T/

E	 (4*rF2 — 2 F3 — 2° : F1) )
HALFST(Fl,r29F3)	 = F1 — (A0S(4 :'F2 — 3*r-I — F3	 2/

G	 IBe' IF1 — 2 7',;F2 t F3)1
C

CALL CPN( THRNUN, THRFLE, 'NEW # , 'UNF', ERRNLMv ERK1
IF( FRR )	 THEN

LALL FILERR( TTYCUT, THRFLE, ERKNUN )

GC TO 99
ENC IF

CALL CPN( ACTNUP', ACTFLE, 'CLD', 'UNF'• ERRNU M , ERR)
IF( ER? )	 THEN

CALL F ILERR( TTYCUT, ACTFLE, LF RR NUM )
t,L' TO 99

ENC IF
CALL CPN( 1CLNUN, IDLFLE, 'CLD', 'UNF', ERRNU;A 	 I:RR)

IF( ERR )	 THEN
CALL FILERR( TTYCUT, IDLFLE, ERRNUM 1
GC TO 9Q

ENC IF
C.

DC 10	 ) = MINTH, MAXTH
EFMARR(J) = 0.0

10 CCNTINUE

C
XC = 0
A2 = 50
X	 = XR IGF;T( X0, A2 )

C
F1 = EFM( ICLNUM, ACTNUM, NCCL• NCUTCCL, XC, TTYOIIT)
F2 = EFM( ICLNUM, ACTNUM, NCCL, NCUTCCL, X, TTYCUT)
EFMARR(XC)	 = F1
EFMARR(X) = F2

C
CCLNT = 2

IF( F2 .CE. F1 1	 THEN
RIGHT = . TRUE.

ELSE
P.IGHT = .FALSf-.
XC = XR16F-T( X0. A2 )
F3 = F2
F2 = F1
F1 = F3



.t.Y IC Mcve rl AnC F2 V?CUNT t'E{f.

ORIGINAL PAGE IS

OA EOOR QUALIIX

L
C

CALL THNEaJK( a)t;IIr. X0. A'3, MA)tTI,. MIN7H• X, INFCONC)
C
c

1 t 1 t.r CL` C )	 THEN
l F (EFNARR(X) .F:;. 0.0 ) 	 TI1EN

F:3 _ = FN1 10LNI:14,, ACTNUM, NC(:L, ^4CUTCOL, X, TTYCUT )
EFPARi (X) = F3

ELSL
F3 = EFNANR( X 1

ENC IF

CCLNT = CCL.JT + l
EISE

F 3	 =	 0
ENC	 IF

C '
1F(	 CE FU(,	 )	 THF'v

YJRITE(TTYCUT,45) 	 FI9`2•F3
45	 FCRZVAT(1X.'F1=	 '.F7.5.'	 F2= '.F7.5.'	 F3=	 ',F7.5)

ENC	 I F
f	 ' C
` 1F(F3	 .GT.	 F2)	 THEN

a;	 =	 A3

F2	 =	 F3
G 	 TC	 20

ENC	 IF

C

IF((Fl	 .E^,.	 F2)	 .ANC.	 (FZ	 .EC. F3))	 T 1t'J

(D WRITE(	 TTYOUT.	 50	 )
c 5C	 FCRPAT(	 IX,'CRIGINAL	 BCUNOS OF	 SEARCH	 NEED	 TC	 0F.	 0,6NCEC')

GG	 TC	 87

C	
V END	 IF

C
HSTAR	 =	 NALFST(F1,F2,F3)

ASTAR	 ALFST(F1,F2,F3,A2)
IF(	 ASTAR	 .EC.	 A2	 1	 ASTAR	

+
ASTAR	 +	 1

C
^ CALL	 THNEbJX(	 RIGHT•	 X0,	 ASTAR• MAXTH,	 M1NTH,	 X.	 1N©:.LNG	 )

C
1 F (	 I N3CUI,O	 )	 THEN

0 IF(	 F_F!3 ARRI	 X	 Y	 FC.	 0.0 )	 THEiJ
FSTAR	 =	 EFM(	 ICLNIIM, ACTNUM,	 NCOL,	 NOUTCGL,	 X•	 TTYCUT)

' EFFARA(X)	 =	 FSTAR

ELSE

FSTAR	 =	 EF PAR lk(X)

F.N'	 IF
CCUNT	 =	 CCUNT	 +	 1

EI.S E
FSTAR	 =	 0.0

ENC	 IF

V*

iIi
l
1;

SE A I CL:P

,o ;	 20	 CCNT 11,(;F

10	 CCt,T I tM
A's	 =	 2	 .. ^2

.46 a



+i I;y

C
E c C :(	 TijR – FS'T ;Z )
IF((	 l^.	 1	 .'.,1.	 1	 .CP.	 (,1'	 .GT.	 3	 1

L	 .A'.!,.	 ( C(ILNT .L 1.	 1 , AACCL',T	 ) )	 T11E'^
r
C	 F INC	 t H c i E-P LENr,TI AN	 VC X^
C

CALL It , .1 X ( RIU'HT, XO, ASTAR• A2, F1, F?, FSTAR 1
C

CC TC ?C

CO,E^p SAL PAGE I3
C

ENC I F 	 POOR QUALI►ry
X	 = N Ii1 TH
EFMYAX = C.C,
CC 55	 J = h IN, T, , yAXTH

IFl EFNARR(J) .GT. EFMMAXI	 THEN
X = J

EFMRAX = EFMARR(J)

ENC IF

59	 CCNTINUE

tiRITE(TTYCUT,701 X, EF(-1NAX
70 FCRM.'1T(1X•'°ES' THkESHCLL),',13•' GIVES EC,E FIGURE CF MERIT.'

f.	 .F8.5f

C
IF (CFEUG)	 THC-N

hR I TE (TTYCI.T, 75) 	 CCLNT
75	 FCRMAT(lX,'IT TCOK',13,' ITERATIONS')

ENO ! F
C
C	 CREATE TFRFSHCLCEC FILE

C
CAL L THCRF I ( AC TNUI .1 v THRNUI', TdUF , NCUTR0 •.1, NOUTCOL

C	 X, MINTH, MAXTH )

C
°7 CCNTINUE

C
I,HII.E( CHUG )

REMINC(ACTNUN)
hRITE(TTYCUT, q0)

90	 FCRVAT(!X,'ENTER SPECIFIC THRES)iC'LD (0-295). THRESHCLC',/,
E	 IX,'CUTSIDE RANGE TC STCP')

PEAO(TTYIN. %) X
WRITE(TTYCUT• ") X
I F ( ( X .LT. C) .O R . (X .GT. 255)1 GO TC 99

FSTAR = EFN( 1CLNUM, ACTNUM, NCCL, NCUTCOL• X, TTYCUT)

WRITE(TTYCUT,95) X, FSTAR
95	 FGRMAT(1X,'FCF: THRESHOLb• 1 ,I3,' EFM = ',^7.^1

ENO WHILE

58 CCNTINUE

— CALL UCLCSE(THRN(J,a)

CALL UCLCSE(ACTNUM)
C

C
C	 AT ABCVE BEST THRESHCLC FINC LFM ANC ECG7- `11J) FOR CIFFFrENT INACF.S

C
anShEQ = 1

hFILE (ANSWER .FO. 1)



^, C

` C 4 L L	 Ili ih "CI	 ?f•	 1CLh	 hr.co.• ixnUTC I]L•	 T ;CIF•
F 	 ^^. E	 NIN.THp	 ATH•	 TTY IN	 TTY ^UT

C

E K C	 • ► BILE

C -'I. L	 UC LC	 c ( 1 CL NU'--
S9 CCt"T1'vl,L

I
►:ETUHn
ESC

E C F Qoq('R IS.

^- '-

l^

4

IP

y

4 	 a`	 s,.''' .



PAGE IS
OF POOR QUALITY

r
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r

to

C---------------------------------------------------------------------
C bNIVFRS11Y GF-	 KAN`,r,S •)L'J t,Tt	 SCP,SINC,	 LAt!
C -- - - - - - -

C	 FRGCRAV

- - - - - - - - - - - •• - - - - - - - - -

SLI T S	 .	 NC! Sr.	 FILTER;

- - - - - - - - - -

RAF.

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

+1

c
--------_-----_-_-----------------------------------------_----------

C	 E'RCCR5H NaNE	 - 1= "	 A1)1hCR:Jtv-F NATSCN	 0 A T F	 1/4/A?

-----
---------------------------------------------------------------

C
:

C TI• IS	 AL CC^ I TI N	 C:,LCUL A IFS	 TI-I_ E7Gi:	 F 1 GLRE:	 CF	 NER I T
C l:f	 !fl	 AC.11iAL	 EU`GL	 P. A P	 Ai	 Fk:,FC;t:D V r	 PR	 TT.

C Ct;f,kTCTIVL' 	 CFSIGN t- I\ 	 EVALL4TIRN CF	 EN,i	 NCFNEI',T/TI-REShOLC

C ECGE	 CtTr_CTGRS'.	 PP GCEE01tiCS +:F	 Tc t c	 IFFE.	 ;4AY	 I;7;.

f. THL•	 EI:CE	 FICURE	 f;F MERIT	 IS	 CFFI *,,
_U 2Y

C F	 =	 ( I.0/MAX( JLGLNT9 ICCUNT ) I -,.	 SU , :( I . f'/(	 1.f:	 +	 A % CSC I )
C THIS	 OF	 Pf RI T	 CA!+	 R E	 LSE C	 TC	 EVALLATE	 F ITHEK
C 111E	 NFRFCRM-PUCE	 CF CCGE	 CETECTCRS G ,	 T lE	 PLLAT1VE
C CUALITY	 CF	 VAR ICUS IMAGE	 ENHANCE^^FNT ALGORITHMS
C w:T 1	 RE SPI : CT	 TG	 ECGE	 CUALITY. Ht RE	 AN	 ICEAL	 ECGE	 HAP

C CEFINES	 THE	 EXACT	 LOCATICN' CF THL-	 EDGE.	 IN'	 THIS
C FRC	 FAH	 I	 ASSUi-',E	 THAT	 THERE	 IS CNLY	 ONE	 EDGE	 ANC	 IT	 /S

C VERTICAL.
C
C ----------------------•-----------------------------------------------
C PARAMETER DEFINIT1CN

C	 NAHE \	 TYPE	 \	 CL ASS \	 R ANCE \	 Cr SCE: I PT I ON

C- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - •- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - —
C	 I C L N U V \I	 \k \	 17-40 %ICEAL	 FILE	 N0"8Ei2
C	 ACTNUH \ I	 \R \	 17-40 \AC TU AL	 FILE	 Nlf?/9ER
C	 N C 0 L \ 1	 \R \	 0-51'2 \ Nt1N	 C PjLUMVS	 I N	 ICEAL	 FILE
C	 NCU' \1	 \R \	 C-512 \NUN	 C.TLUKVS	 IN	 ACTUAL	 FILE
C	 TI-.	 t-G \ I	 \R \	 C-25: \ THRES9  -CL1)
C \	 \ \ \

C \	 \ \ \
C \	 \ \ \
C \	 \ \ \
C \	 \ \ \
C \	 \ \ \
C \	 \ \ \
C \	 \ \ \
C ---------------------------------------------------------------------
C NON-LOCAL VARIABLES
C ---------------------------------------------------------------------
C \	 \ \ \
C \	 \ \ \
C \	 \ \	 • \
C \	 \ \ \
C ---------------------------------------------------------------------
C SUBROUTINES	 REQUIREC
C	 NAVE \	 of SCR ! PT I CN
C ---------------------------------------------------------------------
C \
C \
C \
C \
C \
C \

C ----------------\-----------------------------------------------------
C

j_

fi
t`

f
q&

a-

1.
•

r.
i.

s:•
Au



jLtg CT I -̀f	 . ACTNJP, ►-.CCL, `!LUICLL • 1	 ;LC9 TTYCUT )
C

,d INT':GU	 ACTr,UK.	 NCCL.	 NCUT^^;I.	 1 +I:F	 .;•	 i
IN'	 EC F4	 G•1r",Al'F,ACRC'.r(:121,IL 'i1:;rt`>^.'f

T[-3ER	 1CC..' 1.	 T I Y C U T

RENL	 Et"•	 ,:,N,	 A•	 )SC•	 CSuM
1 LCG f C ".L	 r 	 E:'JG

LATa	 FLAG,/J/

^^ C 0""-"NAL
C SET	 ER°CZ	 CCNSTAr^I	 P^^;R 1$

QEC POUR QUgL17,X

C

C

C,,, C SET	 INITIAL	 CONDITIONS

C
1 „rCLNT	 =	 0

1f v 1CCLNT	 =	 0
CStl y 	=	 0.0

t CEeUG	 =	 .TRU1=.

11 v C
C PAIN	 LCCP	 FCR	 PRCCESSINC	 DATA
C. THIS	 L C C P	 P+2CCESSES	 C N E	 LIN£	 CF	 THE	 E 0 G E	 IMAGES

A T	 A	 T I	 E;4V
L

10 CCNTI	 E

R E A C . ICLNUM,ENU =q 8f ( 10RGW( I ), I	 =	 1 9NCCLI

REACl1.CTnU u .ENJ=99f(ACRUk(I),I	 19^:GOT:CL)
TFIS	 LCOP	 FINOS	 TN;=	 :CFAL	 'EDGE	 PCINTS	 F 13R	 THIS	 LINE

v C c I	 'ASSUMEC	 CNLY	 CNE	 :_ CCF	 POINT	 PER	 L VJE	 IN	 THE	 ICEAL	 ; PAGE )

C AN,3	 STCRLS	 THEIR	 LOCATION	 ANC	 Cf.LNTS	 TH.--M

C

LAP CO	 20	 CCL	 =	 i•nCCL

IF	 (ICRCU(CCL)	 .EU.	 FLAGf	 THEN
i I FP	 =	 CCL	 -	 (NCOL	 -	 NCUTCOL) /-1

JCCLNT	 =	 JCCLNT	 +	 1v
GG	 Tr,	 25

ENC	 IF

V 20 CONTINUE
25 CCNTINUE

C
C
C THE	 FCLLC'4l:4C	 LOOP	 FINDS	 THE	 ACTUAL	 FCGE	 PCINT	 (AEP)

C CCUNTS	 THEP,	 CALCULATES	 THE	 SCUARED	 DISTANCE	 BETt%EEN

ti C IT	 AND	 THE	 IEP	 ANC	 CALCULATES	 ITS	 CONTRI9UTION	 IC
C THE	 FIGURE	 OF	 MERIT.
C

G CO	 30	 COL	 =	 1,NC!JTCJL
IF	 ( A CRC6(CCL)	 .GE.	 TI iRHCLD)	 THEN
AF 	 = CCL

ICCLNT	 =	 ICCLNT.+	 1

CSC	 =	 RFAL((IEP	 -	 AC-P);.(1FN	 -	 AFP)l

Dsll 33 	 =	 CSUM	 +	 1.0/( 1.0	 +	 A*CSC)

V
30

E ,` C	 IF

CCNTINUE
GC	 TO	 10

C
98 CCNTINUE	

i

C
V C CALCULATE	 THE	 F.00E	 FIGURE	 CF	 MER IT



^' rr (

XnLN	 =	 IEAL( ICCLr.T ►
r 1F(	 J(ICL!%T	 .GT.	 ICCLIT	 )	 XKUM	 = QEAL(JCCUNT)

' E 	 ta	 =	 L;'iGM	 `InU^
F	 t C
` L I F I	 CHUG	 1	 TNFN'

hRITFITTYCOT.40)	 THR(tCLCt	 EFm
40 FCRPAT(IXr'TH4ESIWLC=	 •14.' F F V	 I,F`i.3)

'►+ END	 I F

C
R E w 1 14 r. 1 1 c L n u N I

DW^TNAL. FACF, ISb RFF111C(:.CTKtj
R E T U R N OF POOR G1UAL(

'
` EnD

%P ECF..

I %P

-	 s

'sr	
I

'L	

him



^	 1

^ ------------------	 ------UN 	 :F KANSAS RcNCTe SFA •;1 ►,t; lac 	 `I
C-------------------------------•--------------------------------------

	

^,	 C PACCRAt' SLITS : NCISE FILTERS	 REF. 4 :

C FRCCRAM N At, F •ThCRFI--------- All THCR•J iEFF wATSC•V------ 	 7.
C

[JAIF.5/5/83-----
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -- - - - - - - - - - - - - - - -- - - - - - - - - - - - - -

P	 (; PURFCSt	 CRLAICej IHRCS11UL Of' C FILr 	
ORIGINAL PACE 1,9t;

C	 CA POOR QUALITY

j	 C
`	 C

	

tr	 C
C ---------------------------------------------------------------------

!	 C	 PARAMETER DEFIVITICN
C	 t• ANE	 \ TYPE	 \ CLt c S\ RANGE	 \	 CFSCRIFTICN
C- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
C ACTNLP	 \ I N T	 \ILEAC	 \17-40	 \LE=N CF ACTUAI. INACE
C THRNUN	 \INT	 VtF4C	 \17-4C	 \LF,N CF THRESW^LCEC FILE

C TBUF(NCUTCCL)	 \1`:T	 \WRITE \	 \BIIFFEI F C A F k C C E S S I N C 1

C	 \	 \	 \	 \RECnRl AT A TIME

F	

^v	

C NCUTkC40	 \ I N T	 \WRI TE \C-512	 \t`Wli'AEA CF RC1iS IN ECCcPAP

C NC T C C L	 \INT	 \REAC	 \0-512	 \ N U 14 3 E,.1 OF CCLUMNS IN ACTUAL
C	 \	 \	 \	 \ 1!4 A ;E
C TF-RESH	 \INT	 \REAC	 \C-255	 \THRs SHCLC

C NINTh	 \ I N T	 \REAC	 \0	 \FLACK
C NAXTH	 \ I N T	 \REAC	 \255	 \t"HITE

f	 ^^	 C	 \	 \	 \	 \
C	 \	 \	 \	 \

t	 C	 \	 \	 \	 \

'	 C

C	 NON - LOCAL VARIABLES
C - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

C	 \	 \	 \	 \

C	 \	 \	 \	 \
C. ------.---------------------------------------------------------------
C	 SUBROUTINES RECUIREC
C	 t•ANE	 \	 DESCRIPTI ON
C ---------------\-----------------------------------------------------

1	 C	 \
C	 \

C	 \
C	 \

	(I	C	 \
1	 C ---------------------------------------------------------------------

SUBROUTINE	 THCRFII ACTNUM, THRNUM, T IIUF, NOUTRCWt NCUTCCL,
L	 THRESH, MINTH, MAXTH )

C
INTEGER	 ACTAUm, THRAUh', ThRESH, AI;UTRGW. tvCUTCCL

	

4p	 INTESER	 MINTH, MAXTH, J. T9UF( NCLTCCL
C

NCUTRC6 = 0
10 CCNTINUF

REAC(ACTNUM, ENC = 30) (T3UF(J), J = 19 t\CUTCOL)
1	 NCuTRCvi = NCUTRCN + 1



GC 2U	 J = 1 , ()IIUTCCL
1F( TbUF(J) .GF. TNRESH )	 THEN

^f.	 TBLF(J) = MAXTri
ELSF-

TRUF(J) _ MIATH

1

	

	 FUC IF
20 CCr. i I NUE

'

hR 1 iE ( TF-RNI;N) (T:)UF(.1) . J = 1, NCUTCCL )
L	 GC TG 1C

C

	

'	 3G CCNTINUE

EAC	 6 '	 ?T ^S

	

.	 F CF ..	 OF POOR

r^

a	 6-144P • Iwo*



' I ( ---------------------------------------------------------------------
C UNIVERSITY OF	 KANSAS REMOTE	 SrNSIKG LAB

--------------------------r FR S; G,ZA ►!	 SLI tE NCI SE FILTERS------- RFF. a	 .
C---------------------------------------------------------------------
C PRCCRAM	 NAVE:TF „E1vY. Al1THGR:JEFF kATSGPJ On fF:S/25/b3
C- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
C PLRPCSE	 FINCS THE NFXT	 THRESHOLC TC )-,AVE	 ITS FFM	 CALCLLATFE
C ANC	 CETEAMIN'S K^IFTHLR THIS	 1HRESHOLO IS WITHIN THE	 ALLChAdLE
C kANCE	 CF	 THRESHCLCS. DMINAL PAGE IS
C OF POOR QUALITY
c

r- ^ - - - - - - - - - - __ - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
C PARAMETER OEF"l-NITICN

C SAME \	 TYPE \	 CLASS\ RANGE \	 OESCRIPTICN
C----------------------------------------------------------------------
C R IGFT \LCD \REAC \ \PIESEAT CIRECTICN	 CF	 SEARCF-
C XC \INT \REAC \0-255 \INITIAL THREcHOLC
C ASTEP \INT \RE,,C \C-255 \UISTAIICF FRCM	 XO	 TO
C \ \ \ \THRFS'-lCLC BEINC	 TESTEC
C MAXTh \INN \REAC \255 \NAXIhUr+ THRESHCLL'
C MINTH \ INT \REAC \0 \N I N! MIIM THRESHOLD1
C X \ I N T \WPITE \-255-510 \NEXT	 THRESHCLO TESTEC

AT C INSCUNC \LCG \w \ \TRUE	 IF 0	 <	 X	 <	 255
C \ \ \ \
C \ \ \ \

AF C \ \ \ \
C \ \ \ \
C \ \ \ \

C---------------------------------------------------------------------
C NON-LOC41. VARIABLES

^ ♦ C --- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
C \ V \ \

,* C \ \ \ \
C \ \ \ \
C---------------------------------------------------------------------

o C SUOROUTINES RECUIREC

^r C I`AME \ CE S C R I P T I C N

C---------------------------------------------------------------------C \I ^ C \

. C \,C \---------------------------------------------------------------------
SLEROUTINE THNEWX(	 RIGHT,	 XO,	 ASTE O . MAXTF, MI NTH ,	 X,	 INPCUNO	 1

Jv C
INTEGER XG,	 ASTEP,	 MAXTH,	 NINTH,	 X

^' LCG ICAL RIGHT,	 I NBCUND
C

IF(	 RIGHT )	 THEN
x	 = XO	 +	 t,ST;:P

^^ ELSE
X	 = XO	 —	 ASTEP

a ENC	 I F^



n
A^

If(( x .LT. NIhTI! ) .Cf.. f x .GT. rnXTH )1	 THc^

I^.'^CU'^C = .FALSF.
ELSE

INL, CUKC = .TFUE`.
E^(	 !F

1	 R E 1 U R%	 MGINAL
ENC	 us ZQOR QUAL[T.x

.	 ECF..

^.^........- .. -	 y 06 yy 	_	 _ —



n

C---------------------------------------------------------------------

C -------------------------
O F -- -	 -	 G	 LacyY C---------------------- ------------

f, PRCCR^I'	 ^L1'E	 P.C^'^`	 rIL ?t.RI w1► F. 'l

I--------- -	 -----C FR ,-CRAP,-AM-l AUTHCO JEFF wATSCN, 	OATS	 5/25/83
y C ---------------------------------------------------------------------

C PUrtPCSt	 T1:	 Fln^,	 ` ► C t, `;TLI' LENGT11	 AKL) Nr.VF	 40	 F13R	 C l )ACRATIC	 SFARGF-

1  CC EMCINAL PAGE IS

C DE POOR QUALITY

C
^, C

C ---------------------------------------------------------------------
C T lit`'
C NAME\	 TYPE

PAR.1LA\
\	

C
c,LASS

\S1kA
r\Gt \	 01=SCPiPT1 1i^

C-------------------------------------------

--------------------------

C R IG^-T	 \LC(; \M(70 \ \CIRFCT IPA	 CF	 SEARCH

I
C XO	 \1KT \MOD \0-255 \11JITI-'L	 1!IRESHOLC
C ASTAR	 \INT \REAF \0-255 \DISTANCF	 FKC64	 XC	 TC
C \ \ \ \GUAO'S	 I+EST	 64jkSS
C t2	 \IN'T \REAC \O -255 \STE"	 LENGTH	 OF	 SEARrh
C F1	 \REAL V•tO0 \O—I \EFM	 AT	 XU
C F2	 \RF*AL \,MOL` \C-1 \EF V 	 AT	 A2	 FPOM	 XC
C FSTo8k	 \REAL V,EAC \C-1 \EFM	 AT	 ASTAR	 FR I)V	 X0

1 C \
J C \ \ \ \

C \ \ \ \
t C \ \ \ \

---------------------------

C NCN - L'uCAL VAR l AELE S
C ---------------------------------------------------------------------
C \ \ \ \
C \ \ \ \
C \ \ \ \
C\ \ \ \-

--------------------------
C SU3ROLTINES RECUIREC

C
OESCRI

C ----------------\----------------------------------------------
r- \
C \
C \
C \

C \
C \
C \
C ---------------------------------------------------------------------

^. SLUROUTIKE	 THA2XC( +LIGHT,	 X09	 ASTAR. A29	 F1,	 F2,	 FSTAR	 )

^•
C

INTEGER	 X0,	 ASTAR, A29 XRIGkT,	 XLEFT• XNARK,	 ALPHA
_ LCGICAL	 RIGHT

REAL	 F19	 F2,	 FST' R
C

X 	 IG11Tl	 XNARK,	 ALP IIA )	 = XNARK	 ALP'F- A

XLEFT(	 XNARK,	 ALP;AA I	 = XNARK	 —	 ALPHA

C^—
C

IF(ASTAR	 .(;E.	 A2) TiIEN
IF(F2	 .Cf.	 FSTAR) 111N

J



NAA IS 9t:7-WEEN Al ANC AST Ak

A2 = ASTAR - A2
11 : 18 ICF- I)	 TH!:N

I , ► T = .FAL- r •
XC	 = XR((;l,T(XO,ASTAR)

EL SL
21GH1 = .TKV
!r	 = ALL•FTlX0,AST1R)

Enr, (F

F 1 = F')TAR

EL5C

EffaMA, PAGE IS

DE POt)R QUALITY

waX 1 L 6FT!IE EIN A2 ANC A

1F(k(GHT)	 AC = XPIGHT(XO,A2)
IF(.NCT. RIGHT)	 XO = XLFFT(XG,AL)
A2 = ASTAR - A?

F1 = F2_

F2 = FSTAR

END IF

:LSE

ASTAR °cTWEFN Al AND A2

1F(F2 .GT. FSTAR) 	 THEN

WAX 3ETWFEN ASTAR ANC A3

1F(RIGHT)	 XO = XPIGhT(:<C.ASTAR)
IF(.N^7T. RIGHT)	 XU = XLEFT(XC,GSTAR)

A2 = 42 - ASTAR

r-1 = FSTAR

ELSE

MAX 6ETWFEN Al AND A2

I F ( R 1GHT)	 THEN
RIGHT = .FALSE.

	

XO	 = XR I G H T ( X0 421
ELSE

RIGHT = .TRUE.

	

XU	 = XLEFT(XO.A2)
END IF

A2 = A2 - ASTAR

F1 = F2

	

^L	 F2 = FSTAR
ENO IF

ENC IF

	

L	 C
RETURN

END

	

L,	 ECF..

L

3r
C

C

C

C

C

C

C

C

L

C
C
C

^'i



C----------------------------------------------- ---------------------
c	 UNIVtRSITY OF KANSo.S rlt - „iL SF N';I f, L L A 0

I	 F ILTt RF' i L1 ^`.	 NCl ^ f.	 S	
„-- - - - -	

F' F. - 

N - - - - - - - - - - - - - - - - -^- - - - - - - - - -

C F0CCRA

C - - - - - - - - - - - - - - - - - - - - - - - - - - - - - •- - - - - - - - - - - - - - - - - - - -- - - - - - - - - - - - - - - - - - - - -

C FICCRAP NAPE TI'SPCL	 .1)T1IC1:JLrF .r•ISCN	 CAIF.S/2L/E3

1	 _	 C ---------------------------------------------------------------------
C PLRFCSE	 CRC 1111 A T1 J AISII;7LVII F ILL' A101 F 1'jC1 THr T- F 11 FL' 12 111. DACE

C CF 11 . 1 SA11 1 'ill[- AS TIIF. PPI - VIOUS 'aCTUAL FILE • 	IT USES THE ?RI:VICLS

_

	

	 C FILE'S f	 THRESh:7LU AJ ITS THRESHOILC.
C
CC

C---------------------------------------------------------------------
r	 C	 PAItAMETEP OEFINITICN

c ---- -----
-
----\-TYPE--\--------R11hGl--\--------- 	 ^C------------------

C	 \	 \	 \	 \
C	 \	 \	 \	 \
C	 \	 \	 \	 \
C	 \	 \	 \	 \	 WQWAT, PArR )h4	 C	 \	 \	 \	 \
C	 \	 \	 \	 \	 nF POOR Qi 1 \?,I'I'Y

C	 \	 \	 \	 \
C	 \	 \	 \	 \

ly	 C	 \
C	 \	 \	 \	 \
C	 \	 \	 \	 \

i^	 c	 \	 \	 \	 \	 p
C	 \	 \	 \	 \	 I_	 __ _
--------------------------------------------

NON-LOCAL VARIABLES
C ----------------------------------------------------------------------
C	 \	 \	 \	 \
C	 \	 \	 \	 \
C	 \	 \	 \	 '\	 I
C	 \	 \	 \	 \

j	 c ----------------------------------------------------..----------_----_
C	 SU:SROUTIVES RECUIRL'C
C	 NAME	 \	 DESCRIPTICN
C----------------------------------------------------------------------

1^	 C T H C R F I	 \CRL-ATES THE THRESHOLOEC FILE
J	 C CPrr	 \CPEKS FILES AND ASSIGNS LOGICAL FILE INGINdERS

C UCLCSE	 \CLCSL=S FILES OPENED BY CPN 	 1

T	 C F I L E R R	 \REPORTS ERRCR IN CPEn,-VC FILE hiTH CPN

1 v	 C EFN	 \FINDS THE EDGE FIGURE CF M ERIT FC2 A GIVEN TFRESHOLC
C	 \

c---------------\------------c----------------------------------------
jjj	 SLBROUTINE	 THSPLC( THRESH• IPLNUNr ANSWE g 9 NC0Lr

L	 NCL'TCCLr T` 3Urr MINThv MAXThr TTYINv TTY0UT ) 	 'L	 i

Ii	 C	 i

INTEGEk	 ICLNU y r ACTNUM, THR^\i-:M. THRESH. '-ICUTf,1Ji.
INTEGER	 TBUF(N0JTCCL). ANSWER, NCCLr NINTH, CIAITH	 i

INTFGER	 TTYI\ ► TTYCi)Tr ERRNUM• KECS

I	

,_	 C

1NTEGC-K-::1	 ACTLFN( 1'l). TtIRSFN(1:1)
C



9. 
r

r

i	 L

C

C
C

REAL r- i EFP	

ORIMMM PACE I9
EQ;. _ .FALSF.
	

OF POOR QUALITY

I%RIIF( TTYCU T t lit )
10 FCkPAT(/.' IS THERE A - If)711E2 FILTEREiI II'(AG- OF TI-L SAi, f SIZc'• /•

f,	 .IX.'ThAT YCU WCULO LIKE AN E F '! A\01 E' %F 4AP ^,;- FCR THIS

C	 'T)-.RESt+CLi,?'./.1X•' 1 = YES• 0	 NC')
REACT TTYIN.	 ) ANS.vFR
WRIIt( ITYCI.T.	 ) ViShER

IF ( ANS1vER .Ei). 0 )	 CC TC 6c

L ;:RITE (TTYCUTt 20)
2C FCRPAT ( 1X.'ENTFR ACTUAL IMAGE FILE!NA'A E ('A LST BE 4N CL 	 FILr )' )

F. F.t.0 (TTYII;• 3C) ACTLFN
3C FCR. t T ( 1 E A I

C

WRITE ( TTYCUT• 47) AM-rN
40 FCRPAT(1Xt1QAI)

C

CALL CPN( ACTNU!'t ACT1.FN. 'CL f)	 'LNF', ERRKU`4. EP.R )
F ( ERR )	 THE.-

CALL FILERR( TTYCUTt ACTLFN, ERRNlJV )

GC TO 70
END IF

c

C
hRI TE (TTYCUTt 45)

45 FCR MAT ( 1 )(.' F I LE NAlE FOP. THE EDGE NAP (MUST BE A NFw FILE 1 ' )

RFAC ( TTY It:t 30) THRSFN
C

WR I TE(T TYCUTt 40) ThRS1 N
C

CALL CPN( THRNUM 9 THRSFN• 'NEW'. 'LNF'• ERRNU!A, c7R )
I F	 ( EkR )	 Tti["i

CALL FILCRR( TTYOU'Tt THRSFK. ERRNIJN )
SC TO 70

C
C

C	 t11\C LFM FCr iHL SPECIFIC THRESHCLD
C
C

F = EFM( ICLNUM• ACTNUM, NCOL ► NCUTC_GLt THRESH• TTYCLT )
NR;TF( TTY;)UTt 50 )	 THRESH.• F

5C FCRPAT(1X. 'TI'RESHCL`J.'.I4.' GIVLS ECCE FIGUR 	 CF HERIT•'.F8.5)

C

C	 CREAIE T)1RES)ltLC%D FILE

CALL Ti,CFFI (ACTNUb`,• THRNUN• TGUF. RECS. '4CUTCCL•

E	 THRESH• (AI(v T H• MAXTH)
C

CtLL UCL7S;-( ACTNUM. )
CALL UC t_CSE( THRVUI3 1

1 ^_

L

i
L

1 ^,
L

IL

1L

f—

L
 
L

l
	

.._ -	 . .0	 r	 ewe-
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OF POOR QUALITY.
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1p—i r

jOF Poop

c -----------------------------------------------------------------------
C UNlvEPSITY- Ur--Kt-.-;5; - TELFCC-1 wLN:ICATICKS-AN-)-]NrC4hA)1^-N-SCIENCE) -LA2

C
-

C PRO- -- SLIT-	
FILTER--REF------------------------

- - -------	
-------------

1 - C ITS+CR_J--S CCTT - GA14f)N-R - CATE -CZ /i7 /t?.iPRCCRar-NAME--^LFI_f__---___-A,----

C
C P;JftPC$E	 T H I	 'S	 THE	 MAINLINE	 FCR	 THE	 FQUAL	 WEIU, -TFQ
C. F ILTC?	 2CUT I K C	 1!H ICH	 USES	 A	 FILTER

C `,WINCCW	 t 17 l	 a	 E CL; AL	 WEIGHT 1NC 	 FUN;CTICN.
C
C

Ca

---	
------------------------------C -------------------PAR

------ NITICN
c NA - E	 MANGE	 C- -IP - I -N ----------\-T-PC --\ - CL ---- - --
C

-	------- --------------

C \C
C \

C
^c \

C \	 \	 \	 \
C \	 \	 \	 \

4l C \	 \	 \	 \

rC \	 \	 \	 \
C \	 \	 \	 \

+{?
' c \	 \	 \	 \

k	 1 C
rI -

VA R IAB LES

{11

L C

------------------------	 -	 -----
 --_-_---------------------_--_-_-

'
C \	 \	 \	 \I C \

C \
C-------- - ------ ---------------_-_-_--__-----_--__--_--_-_---___-__---
C SU3fiDLJTINES	 RFQ(JIREC

` C NAPE	 \	 CESCRIPTICN
C

----------------------------------------------------------------------
C ECUSLP	 \CCES	 THE	 PRCCESSINC--	 CALLED	 WIT1-	 VARIABLE	 PARAMETEPS I

C \
C \C \-J C \
C \
G ----________--_-----------------------_------------------------------

PRCCRAM	 ECUFLTM C
INTEGER	 )a AXS 11, 	 MXWSIZ9	 CUFCUE

C
W C

C

C

BLF,LE:	 =	 VAX-I1	 'AAXIaIN\CC'4SIj

ii PARAMETER	 tvAxSIZ=BCO)
PARAMETER	 (MX6S1/.=15)

PIR6,METFR	 ( nUFCUE= lAAXSI7:?MXWS11)

A&s	 ty	
i



17Y

INTEGrr	 aICS

	

L,	 INTEGER	 SIZ: • 01UTSIZ. W%NfjS12
INTECFm	 IN( hAX5171, ;:UT( "'kXSIZ)

L
C

I 1cGEh' :°1	 INFi:iv lli;), CtJTFNN(ld)
^ C

INTEGEP	 TTYIN,TTYOUT,INFC,OUTFC

	

'i	 CAT4	 TTY1P.9 TTYOUT	 /1G, 16/

^v'A4

C
C

I T 	 (TTYCUT,c,GI )
6C1	 FCRNAT (1X,'ENTER Tht FILENANFF FOR INf'k1T ( M L S T 3E AN C L C FILrI'1

REAC	 (TTY IN.51U)	 INFNM
%,RITE	 (TTYCUl',70C)	 INFNP

7CO FLkhAT	 (14,1911)
510 FCRNAT	 (ISA1)
C
C

WRITE	 (TTYCUT,5C2)

602 FCRNAT	 (1X•'ENTER	 THE	 FILEtAME	 FOR CUTPUT	 (MLST	 BE	 A	 NEW	 FILE)')
REAC	 (7TYIN,510)	 C'JTFNN

WRITF.	 (TTYCUT9700)	 OUTFNM
C
C

WRITE	 (TTYOUT,b10)
610 FCkrAT	 (1X.'ENTER	 THE	 SIZE	 OF	 THE INPUT	 IAAGE	 •)

REAC	 (TTYII`v*)	 SIZE
WRITE	 (TTYCUT9705)	 SIZE

705 FCRNAT	 (1X,14)
C

IF	 (SIZE	 .LE.	 'A AXSI7)	 GCT I)	 12
1.k I T c-	 ( TTY(:UT, 615)	 MAXS17_

615 FCRNAT	 ( 1X,' '	 =	 E	 R	 R	 O	 R	 -	 -	 T h E	 V. 	 1'4L';'	 S I I 	 =	 ' , 1 5 )
GCTC	 1019

C
C
12 WRITE	 (TTY CUT.c,27)
627 FCRNAT	 (1X, I ENTER	 THE	 SIZE	 OF	 THE FILTER	 WINCIW')

REAC	 (TTY IN,	 ')	 WINCSIZ
WRITE	 (TTYOUT9705)	 WNUS1Z

C
C

20 IF	 (WNCSI7_	 .LF.	 MXWSIZ)	 GOTO	 13
WRITE	 (TTYCUT,641)	 14XWSIZ

641 FCRNAT	 (1X,'*	 E	 R	 R	 C	 R	 -	 - MAXIMUM	 W I N 0 C W	 SIZE	 _	 '.15)
GCTC	 1010

c
13 CUTSI7.	 =	 SIZE	 -	 WNOSI7.	 +	 1

G
C
C
C CALL	 SU p RCUTIKE	 TO	 00	 THE	 HORK
C

CALL	 ECUSUB	 (INFN M ,	 ClUTFNAt	 CUEUE,
E	 I1`,	 CUT,	 SIZL,	 PECS,	 WNi3SIZ9	 OUTSIZ, TTYCl1T)

C

.	 I

J -



t	 ^	 C

C

	

^-	 6P 1 7  (TTYCU1	 30)
63C	 F CRPAT (;r. • :: 	 A L L	 C C N E	 •1

6RIIE (1T Y CUT.640)	 JUT Si?. RFCS

	

t-	 64C	 F C 4 F A T (1X. 'THE OUTPUT IrrtGF I. .r15•.	 jC?CS 3Y '.I c^. • 4ECCICS'1
C

C

GCTC 1C1C

C

C_

1CIC	 STi,P

EnC
ECF..

ORIGINAL PACE Is
CIE EOOR QUALITY

t•



i
yC ---------------------------------------------------------------------

C UN IVI ' RSITY INFCHATICN-SCIENCCSCF KANS AS TEL r-LCM;PLNICAT1=AN 	 ? -LA21 NS _	 -

C
-	 - -	 -

C FRECRAP	 ;L! TI :	 IXISL_ 	 FILTLR`;	 P.EF.	 ')	 :

------------------- --------------------------------------__---1 C P40GRC1, 	NAVE F Q.USUf_ --- AlJTI1CP.J.	 S C C T T	 CAIRCN^:R	 CATf- ?iai-3
C ---------------------------------------------------------------------
C
C

PU'iPCSE
TYE	 PR.CCE;SINCACTLAL

THIS	 IS	 TIiC	 SUi;RJUTINE	 TC	 PFRFCr'P	
ALFCk THC	 PAGEL• CUAL	 WE ICI-Tc0	 19

[ FILTER	 ROUTI
F

N.E.'	 POOR 
QUALITY

C
C
C
C ---------------------------------------------------------------------
C PARAMETER	 OEFINITICN
C NAPE \	 TYPE	 \	 CLASS\	 RANGE	 \	 DESCRIPTIrP,
C-

--------- --
---------------------------------------------------------

C 1NFNH \04`13	 \R	 \	 \INPUT	 FILENAME
C OUTFNM \CH*ILL	 \R	 \	 \CUT^UT	 F ILENA!AL
C (.UELE \R	 \fit	 \	 \ IMAGE	 CATA	 CUEUE
C IN \1	 \N	 \	 \ INPUT	 elifFt"R

t C OUT \1	 \t+	 \	 \CUTPUT	 9UFFEF<
C SIZE \1	 \R	 \	 \IMAGE	 SIZE
C R.FCS \l	 \t^	 \	 \NUMRE2	 CF	 REC:^RCS	 IN	 IMACE-
C NNCSI? \1	 \R	 \	 \SILE	 9F	 L'?CAL	 AREA	 tiINCC4
C CLTSIZ \I	 \R	 \	 \SIR:	 7F	 CUT PUT	 INAG^
C TTYCUT \i	 \R	 \	 \CUTPUT	 T 	 TFR'i1NAL	 FILECC1)E

iV C \	 \	 \	 \c \
1 C \	 \	 \	 \

c \

C ---------------\_____--`----__\______- _`----------------__--_________
C NON-LOCAL	 VARIABLES
c ______________________________________ _-______________---_________-_

i C _\C \
C --------------------------------------- ------------------------------
C SUBROUTINES	 FECUIREC
C NAME \	 DESCRIPTICN,l c __--______ ___-_______________________________________
C CPI: \[PEN	 FILE	 AND	 ASSIGN	 FILECOOE
C UCLCSE \CLOSE	 FILES	 OPENED	 NITh	 CPN
C FILER- \REPORT	 TYPE	 OF	 Fi -E 
C

--------- --- ----------------------------------

.SLBRCUTINE ECUSUB	 (INFNM•	 CUTFNM.	 OLCUG9
G	 11\9	 OUT,	 S17E,	 RECS,	 WNDSIZ,	 CUTSIZ.	 TTYCUT)

C
C
C

• INTEGER SIZE.	 OUTSIL.	 WNOStL
j7 C

INTEGEk ERRNUM
INTEGER 11,1SIZEI.	 OUT I CUT SIII

INTEGER REC,	 NRO ► 	 WOR C,	 RECS	 (.RFC,	 TMPCtC+	 START

4	 L^	 rya	 -i



1 INTEGER	 aft EL- 4 .Af lkr_9 QMCRC
C

'

R F A L	 CUEUE(V,Nf:S17,SIZF)
REAL	 wNCPI S, IKC'JGT, TCT ALM 	 AFSTMT

C

INTEGEn01	 INFl7N( 1'1)r 0UTFP,N1:111

LCGICAL	 ERR
C

INTEGER	 TTYCU1•INFC•OUTFC

1c
C

C
c

Z^ L

44

,;	 C	 OPEN FILES ANC CHIECK FUR FRL.CRS
C

CALL CPN ( INFC, INFNP;r • 0L C'• 'UNF', FRRNLM, ERK)
IF (ERR ) Gi;Tk]	 100'

C
F	 ' C

CALL CPN ( CUTFC• UUTFNM, 'NEW' • • UNF' • ERRNt,P„ E q R )
IF (ERR.) GCTC	 2009

`	 C

C,

HN0PTS = WNCSI	 NUSI I

'
C
C

C	 CALCULATE THE WEIGHTINC FACTCR

C
6NCImGT = 1. C / VNi ) P T S

C
C	 INITIAL::	 T HE CIRCULAR CUEUE
C

CC 4C	 REC=1,Wi^CSIZ
C

REAC ( INFC•ERR =4009) ( IN(W0,C),%4RC=1,S17E)
CC 3C	 NCRC=I,SIZL

CUE(JE(RECvWCRC) = IN(WORC)
30	 CCNT:^UE
4C	 CCNTINUE
C
C

C	 BEGIN PRCCESS INC
C

RECS = 0

OPEC = 1
C
5C	 TMPCRC = OPEC

C CC SO	 ST-:RT=190UTSIZ
C

TCTALN = 0.0
i	 C

C
CC 2C	 WREC = 1 ,+,NDS 1 Z

IAWCRC = 1

CC 1C	 CWC:R0=ST` PT, START+W(v[)SIZ-1
TCTALM = T CTALM + QULLC(TMPQRC,ChCR l')	 WNENGT

W%nCRC = WWGRC + I

i.

y



IC
C

' C _TNP,^.RC	 'ACC	 CS I' 1 + 1	 ^R7c^N
C C	 CC N T 1 NUE	 OF poUR QGALE is

ITYC 

XESTMT	 =	 TnTI.L:,!
C
C PLT	 TF-E	 FILTE R EC	 VALUE	 IN	 THE	 CUTPUT	 BUFFFR
C

CLI ( START)	 =	 I yT	 ( XfSTIAT )1 C
C

1 9C
C

CCINT)NLE

C
C WRITE	 TF-IS	 RECGR`)	 A`)G	 UPCAT=	 THE	 RECCRC	 C.UNTERC.
C

WRITE	 (CUTFC)	 (GUT(WRD).!lP,C=1.CUT5IZ)
C CCN'T	 ECTHER	 TC	 CHECK	 FCR	 A	 WRITE	 ERRCR

1C
RECS	 =	 P ECS	 +	 I

C.

C REAC	 A	 NEW	 RrCCRD	 IrJTC	 ThE	 QUEUE	 ANC'	 OPOATE	 THE	 FRONT-ENC	 PC INTER
C

i REAG	 ( IItFCvEA:C=)^G.LRM'-4oC93	 I )(v(hRC).WRD=1.SIZE)

C
CC	 1CG	 6CRC=1,SI7t

OUE I IE(CREC9HORD)	 =	 IN(WnRC)
lco CCNTINUE
C

OREC = MCO (CREC. WNDSIZ) + 1
C

GCTC 50

C
C
C
C	 WE'VE REACHED AN END-CF-FILE SG THE CUTPUT NUMBER CF
C	 RECCRCS WILL 1t IINUS11-1 LESS THAN ThE ILJM8ER INPUT

1
C

	

	 WRAF IT ALL UP AND QUIT
C
)v
OC	 CALL UCLGSE (INFO)

CALL UCLOSE (CUTFC)
C

I ` GCTC 1CIC
C

I 
c

c
1005

	

	 CALL	 FILERR (1TYCLIT. INFNP9 ERRNUN)
GCTC 1C1C



a

j

i
t

1
I

it "

91

2CC c,	 CALL Fllt:r. lTiYCI;To CUTFPIN• ChRNIJP
GCTC 1C10

C

1`4CC)	 hFITc (TTYCt;T,bS;)
660	 FCRt AT (1X	 ER CF IN REACINC INPUT IN!1(iF
C
ICIC	 RETIRK

I
ENO

C F

PAR QC;1; 13
I 

i	
`^L17L'

R^

1
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1 DE POOR QUALITY

C---------------------------------------------------------------------
C LNIVERSITY	 CF	 XANSeS	 TELFCC u PLNICATICnS	 AND	 INFCRPATICn	 SC:[%CES	 LA?

C-------	 -----------------------	 -C PRCCRAM.	 SLIT: •	 nCISc	 FILTI^RS	 kCF.	 4	 .
' C ---------------------------------------------------------------------

C PRCCRAI P - NAPE_PECFLT --------- AUTHCR^JEFF - hATSOV -- TE:3/4/83---- C'i
C-

-----

C PLRFCSC 11.15	 FI:.^,MP	 M	 CREATES	 AN	 CUIPUT	 INACE	 CF	 MECIANS	 CF

C VeRIO'lL',?	 SIZEC	 wINUChS	 Cn	 THE	 INPUT	 IMAGE
C
C
C

C ---------------------------------------------------------------------
C PARAMr'TER	 OEFINITIF.N
C

-"nrE----------\-
TYP---\-CL/ SS\- RAnGC--\--- ------	

- -i- - - - - - - - - - - - - - - - C
C \	 \	 \	 \
C \	 \	 \	 \
C \	 \	 \	 \
C \	 \	 \	 \

C \j
C \

^W C \

c

cCC \
j C \	 \	 \	 \
IC ---------------------------------------------------------------------

C NCN-LOCAL	 VARIABLES Ij c - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - .- - - - - - - - - - - - - - - - - - - -\	 \C \^. C \\	 N
C --------------------------------------7------------------------------

1j
C SUOROUT1NE5	 RE CUIREC
C NAPE \	 OFSCRIPTICN
C---------------------------------------------------------------------
C PECIAN \FRGCESSES	 THE	 IMAGEr^
C \

C \
C \

C \

C \
C---------------------------------------------------------------------

' © C
! PROCRAM PECFLT

C
inTEGFF: MnxS1Z.	 14XtdSIZ,	 3UFCUE9	 9I:Fhk10

C

C EUFCUE	 = PAXS17E	 HAXkIPiCCWSIZEI C 2UF6NC	 = MAxkINJChSIZ[	 MAX61N0CkSIlE
C

PARAPETER IPAxSIZ=5121
1

b	 ^,^ ' may.	 -.



1

I C

1cc
C

1C

I^

jbCl

510

1C̀

6C2

C
C

1610

1`

1
615

C

627

1C

1 628

^

C
13

1C
C

CI`
ic

C

C

C

.71
A1='C)

i'...	 r. Ai- =:.IAXsIZ•'^XWSIZI
PIFA:a EICR t aLF0, )=raXhSI 7 4: 1)(WSI Z 1

INTE - - R	 REC.i, T 4 l;F('0 AXSI i)
INTEGER	 517E. CUTSIZ• Wr.)SIZ, ARRSII
INTEGER	 QLFUE(aUFQUL). WINCCW(lUF).NC)

1NlcGEn'1	 INFNH(la). CUTFN14(14)

INTEGER	 TTYIN. TTYCUT

DATA	 TTY11:9 TTYCUT	 /159 lb/

^^,q j' PA

R QU,gL rY

hR I T 	 ( T T Y C U T	 CI
FrPPAT (1X,'kNTFR TFE FILENANF FOR INPUT (PLST P,E AN CL" FILE )'1
fiE/•C (TTYIN.510) INFJM
FCRMAT (19AI )

WRITE (TTYCUT,uC7)

FCRMAT 11Y.'ENTER TFE FILENAF!E FOR CLTP(JT (MLST BE A NPA F7Lc)')
REAC (TTYIN951)) ')UTFN)•I

6RITE (TTYCLT,610)

FCR!AT (1X.'ENTER THE SIZ= CF ThE INPUT IMI.GE	 )
ILEAC (TTYIN. =`)	 SIZE

IF (SIZE .CST. :A AXSIZI THE(.
WRITE (TTYCUT,E15) MAXSl[
FCRMAT (1X.'	 E R R	 11 — — TF.E 1 4 A Y, l'ALN SIZE _ ',15)
GCTC 1CIC

ENC IF

WRITE (TTYCUT.n27)
FCRMAT (1X9'ENTER TFE SIZE OF TFE FILTER WINCOW')
REAC ( TTY IN. _:)	 WNCSIZ

IF (tiNCSIZ .GT. MXWSIZ) THEN
),RITE (TTYCUT.629) MXWS1Z
FCRMAT (IX.'% "•	 E k k C R	 — — NAXIXUM WINCCW SIZE _ 1, 15)

GCTC iC1C

ENO IF

CLTSIZ = SIZE — NNCSIZ + 1

ARRSIZ = 14KCSIZ	 WNOSI Z
RFCS = C

CALL SUCRCUT 1 NE TO Old THE WORK

CALL NECIA!N( IMF%'4, UUTFNN, ARRSIZ, SIZF, Rr-CS.
C	 WNCSIZ, CUTSIZ, TTYCUT. CLEUE, 61N.)CA, T3UF)

4	 , Alb =^pb
JI



k a {	 T '. (	 ^	 ^	 ^	 .' 1,	 i	 •	 ^.	 ?

1	 630 FCk	 T 1K	 L	 L	 C	 C	 n	 C
1•R1TE I T TYCLT+t.4u1	 OUT!IZ•	 RECS

64C FC;<PAT (ix+ • THL	 OUTPUT	 IIJ AGC	 15	 • • 1	 1-!CRC4;	 JY	 +• 15• + 	RL-CC	 CSI)

lclr,l` sTCa
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OF POOR QUALITY

TEL FCC?APLNI CAT ItIN„ AN) INri. •(NATIk,\ %^_IENC 7 S LAa

FILTr. R ,	 rlFF. ',

AUTHC-Z:JEFF nAT SC'.

P .̂ CCESSINC FCR THE y tJ(Ah F1 LIE.; AFTt_R 3EIKC
fLT.

PARAVCTEP DEFINITICN
FANG \	 TYPE \	 CLASS\	 RANGE \	 t1FSCNIPTI ^N

INFIL.E \CH*19 \R \ \INPl)T	 FILENAME
OUT FILE \C11*	 J \ ►R \ \CUTPUT	 FILEFAAE
ARkSIZE \I \R \ \NUMESEZ	 (1F	 ELEMENTS	 IN	 ^%INCCk
$:EELS \I \R \ \CCLi)N`I^	 I^1	 INPUT	 IMAGE
NCUTRCil \f \W \ \ROrtS	 IN	 CUTPUT	 WAGE

NINCSIZE \I \R \ \WINnCdSIZE
NCUTCCL \1 \R \ \CCLUM\S	 IN	 CUTPUT	 IMAGE
TTYCUT \1 \R \ \CUTPUT	 TC	 TFR'11NAL	 FILECCOE

NON -LOCAL VARIABLES

--__----------------------------------_-------------_---_-----_-_----
SU3ROUTINFS RFQUIRF_C

FAKE \ G'E SCR I PT I CN

MECFNC \FINCS MEDIAN OF	 LCCAL MINPCW
CPN \CPCN; FILE	 AND	 ASSIGNS LCGICAL	 UNIT
UCLCSE \CLOSES FILES OPENED	 WITH CPN

\

SUERCUTINF L ECIAN ( INFILE, CUTFILE, AR?SIZE• NCCLS, NOUTRCI„
C	 N1NCSIZE, NCUTCCL, TTYCUT, Q, AZ'(VAL, TOUF)

LCGICAL	 ERR

INTEGER	 ARRSIZE, NCOLS, NCUTCCL, atNCSIZE
INTEGER 1, J, K, ERRNUN, START, ARRPCS, CUTCCL, NRCWS
1NTEGFk	 NCUTRC'a.TTYOUT, ARRVAL(AZRSIZEI, TRLF(N(,CLS)
INTEGER	 ;(1,INCS1ZE,NC(,'IS), INFNUN, GUTNU v , NEC, uECPCS
INTEGEk*1 INFILc(I8), GUTFILE(13)

J'



NrU1ACI. _

C%LL ^- I'1 l INFN!;-,	 INFILE•	 'OL''i • 9	 1 U'`,F 0 9 ERRN'„Mt EZ.11
CALL CP'^ (( U T N ; V 9 CUTFILE9 '1%F 6't 'UN)". ;:R'INW v 9 r-.RQ

c

C
C

T C

C

C

C

C

C
C
C

1 ., 1 1 1 t. L 11.:	 .!)L U1:

cr 10	 ! - 1.M1h0slZc
REA, , ( INFNLP.LNC = 531 (T fl(.F(K ). K = 1 • NCCLSI
rC ?C	 J	 lr":COLS
C(i.J) = TJUF(J)

2C CCNTINL	 ^RjCI
3C LCNT INLF ^ ^°aojz L PACE !S

V A IN  P ►TCCESSI"!C

PEUPCS = ARRSIZF/2

40 C C N T I N.
CC 70	 STt RT = 1 • NOUTCOL

PC b0	 I= I t IIINDSIZE
CG `0	 J = START, START + WINOSIZF - I

ARRPCS = W1NO r,IZL - '( 1-1 ) + J-START+1
ARRVAL(AKRPOS) = C(I.J)

°_G	 CCNTINUE

EC	 rCKlINUE

CALL PECFNC(ARRVAL,VED.ARRSIZC# MECPCS)
CUTCJL = START
T°UF(CUTCCL) _ ►•'EC

70	 CUNT It:UE

NCUTRC44 = NOUTRO',J + 1
WRITE(CUTNUM) (TBUF(&). K = 1 9 NOUTCCL)

UPCATF CUEUF_

CC 80	 I = 1. 'ro l oNCS I Z E
IF(I .LT. I,INDSIZE) THEN
CG n5 J = 19 NCCLS

C(I.J)	 _ (-1(I+l•J)

85	 CCNTINUE

ELSE
REAC(INFrUM.ENC = 98) (TbUF(K)• K = 1. NCOLS)

DC 87 J = 19NCCLS
C(I.J) = T3UF(J)

87	 CCNTINUE

ENC IF
80 CCNTINUE

GC TC 40

WF HAVE REACHED TI- ,_ END CF- THE INPUT FILE

J
J
	C

^	 C

C
1	 C

C

1	 S8 CCNTINUE

CALL UCLCSE( INFNU` )
CALL UCLCSE ( CUTN(JA )
RFTURN

_I	

E N C

4 .fib r.
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(:	 LNIVFRSITY C r KAN,A^ TFL^-C[F'MLNIC,iII(- NS AN . ) INFCRM^TIC', `CILNC :,* S LAa

- 	
- - - - - - -	 - - - - - - - - - - - - - - - - - - - - - - - - - -

C F';I:GkAN S  : T c.	 1',C1 ';	 r I L T;: R;

p
 f f . 'i ^

C --------------------------------------•-----------•--------------------
1	 C FPCCIter - r,;+NE	 '- = crNC

-- — — — — — — — 
11THC:?-JEFF- 1i-11

iSC-------(-ATE-?,c/?-I------f.

	

F'URF;;;L	 F Ir.C., T:tC .11 r, 1A i VALE: CF 11 4 t Ash AY PA'iScC TC 17.
I	 C ),EkE ThE tkRAY I.-) TI+E LCCf L AlEA W1NCCh

C	 MUUKAU PACT. IS
C	 OF POOR QUA!.TTYC
C.

Iv ---------------------------------------------- -----------------------
C	 PARAAr-TER ')EFINITICN

1	 C- -- - ------------TYPC--\------ \	 E----------------- -- ----------------
C

i	 C ARR\ [	 \k.	 \	 \AR4 AY :-"F ELCN!ENT S IN W J%CCh

C F C	 \1	 \W	 \0-25`+	 CF ARRAY
C S,tE	 \I	 \n	 \1-40C	 \N'.)NP,E"^ Of ELEMENTS IN %RRAY
C MCGPCSMINT	 \R[AC	 \1-20C	 \PCSITICN OF AECIAr. VALLE IN

C	 \	 \	 \	 \Cli;ER=C ARRAY ^F PIXEL VALLES
C	 \	 \	 \	 \
c_	 \	 \	 \	 \

C	 \	 \	 \	 \
C	 \	 \	 \	 \

C	 \	 \	 \	 \
c	 \	 \	 \	 \

c	 \	 \	 \	 \
c ---------------------------------------------------------------------
C	 NON-LOCAL V4R1AELES
C ----------------------------------------------------------------------
C	 \	 \	 \	 \
C	 \	 \	 \	 \

C	 \	 \	 \	 \
C---------------------------------------------------------------------
C	 SU3ROUTIVES RECUIREC
C	 NAME	 \	 DE SC t I FA T ! CN
C ---------------------------------------------------------------------
C	 \
C	 \
C	 \
C	 \
C	 \
C	 \
C	 \
C---------------------------------------------------------------------
C

SULIRCUTINE	 MEUF:4C(ARR. NFC. S1ZE. ML^POS)
C

InTCGEP SIZE. 1 . '-iFC. MF!)PCS
INTE';ER	 i:R.^.(Si1.F). Pj-:ARR( C: 755 ). COLNT

C
FCR	 1 = 0, 255

PIXARft( 1 ) = 0
END FCR

J4
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OF POOR QUALITY

140D 
I

C---------------------------------------------------------------------

^^ C — L._ IVF. RSII)' -
C_ - ►'1•__,"S - T':LFLi,`PLNICATIC!NS - AN- - IN N-04NATIC N SCIENC_S -LA?

C
C FRGCR4l1 S L 1 1  : NC1S1. F 1LTI.F5 	 REF. '.' :

'	 ---------	 ----C Paccrz5t , NAFE LLEi LT	 ^: t1ThCl J. SCCTI C!► k'1N G R LATE 

C ----------------------------------------------------------------------

1

	

	 C PURI'CSC :	 III IS	 Ir,CC"trCRATES LEE'S PULIIPLICATIv[

C NOISE h+ 000L IN'TC I,IS CCGC PRE SCRVI%C ACARTIVE FILTER.

C
C

^c
c
C- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - .- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
C	 PARil"ETLR GEFlNIII'^N

C	 MANE	 \ TYPE	 \ CLASS\ RANGE	 \	 CESCRIPTICN
C— — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — —

C	 \	 \	 \	 \
C	 \	 \	 \	 \

C	 \	 \	 \	 \

C	 \	 \	 \	 \
C	 \	 \	 \	 \I	 C	 \	 \	 \	 \
C	 \	 \	 \	 \
C	 \	 \	 \	 \I	 C	 \`	 C	 \	 \	 \	 \
C- - - - - - - - - - - - - - - - - - - - - - - -. - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -f	 1	 C	 NON-LOCAL VARIABLES-----------

J	 C - - - - - - - -	 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
C	 \	 \	 \	 \

c	 \	 \	 \	 \
c	 \	 \	 \	 \

-- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
C	 SUc3R0UT INES RF—Cl1IREC
C	 ll^A11E	 \	 DFSCRIPTICN
C— — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — -- — — — — — — — — — — — — — — — — — — — — —

•	 C LEESLB	 \CALLEC WITH VAR IA'3LE PARAMETERS
1	 C

C	 \
C	 \

C	 \
C	 \
C	 \

C- - - - - - - - - - - - - - - \ - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

	

PRCGRAP	 LEEFLT

C

	

INTEGER	 P X SIL. '4Xw5IZ. `l l:F(:UE. p l,FhKC. ?UFN;q ►v
C

i	 C

C	 8LFCIJt = VAXSIZF.	 AAXWINCOWSIIF

C	 8UF MW P. = A,	 ^vA' )(14 v0CWS I Z E * P. AxW I NCCW5 1 Zf:
C	 BLF'rNC = PAX6 J NCGtjS I ZE r MAXI, I Nr.CwS I Z 

G1
r 

PARAuETER (uAX;IZ=SIB)

J
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	 FC9NAT (lX.'"	 k R C R	 - - ? A Y I''L'	 INO	 151
G C T C 10'1:

l 1̀ 3	 CUT S I T = S I Z k - i, -N C S I l + I	 ORIGINAL p
^ I	 c	 AGE IS

C	 OF POOR QUALI'ry
C	 CALL SL'1^.CL T INE TC CC THE WO RK
C

CALL LLESUG	 ;)UTFrgNi9 CUEUE. :11\C^.q 	I . CL T,

I^	
E	 ,1LE, R:CS, 'ANDS 17, OUT SIZI THSH.LG, NUhLKS. TlY'7UT)

C

l.P. i Tc	 1 TTYC'UT.i,3:;)
r	 63C	 FCRhAT ( 1<,	 L L	 C C N C	 r,.	 ^•' )

LRITE (TTYOUT	 40)	 OUTSIZ, RECS
64C	 FCkP.1T ( lx,'THE OUTPUT IVACE IS ', 15,' WGR0S 	 Y ' . I5, • RECCQCS' )
C
c

GCTC 101C
C

C

Cl 	 S T C P

E!vC

1	
ECF..

r



^1Cr'
pFJ(ii	 P-AL^ Lt
OF POOR QU 1T,TTY

L'NIVFRSITY I:F KAN;AS TEL:=CCiNML",1CAT I riNS ,, ,' 1NFC?PAII - N SCIL;,C' -) L A d

FR%GRAP S L I I F : NCISL FILTER,	 kEF. '+

P g CCRAM r,Ato f:LEF5UL.	 41J114C•):J. S C C T I G•1k0N' : r O:T":r.,2/1?/°3

PLRPCSE .	 THIS SU2k0UT11 • .L COES TI,F P R 0 L E S S I N C

FCR LEE'S ECCC FILTER AFTER 3E INC CALLEn:
BY FRCGRAN LEEFLT 1111 11 VARIABLE A I t k A Y CIN^ -hSIIIhS.

P A 4 A	 E T E R	 DEFIPliITICN
NAME \	 TYPE \	 CLaSS\	 RANGE \	 CESCRIPT1rN

I N F N P \CH:;1Z', \R	 \ \INPUT	 FIL^-Nbi^E
OUTFNP \C11*13 \R	 \ \GUTPUT	 Fll_ENAAE
CLELL \R \k	 \ \lt'A(-,E	 CATA	 CUFUE
WINCCW \R \R /%f	 \ \L(--CAL	 AREA	 tit'-ICC1•,

H.SKc ,Nc \I \l!	 \ \ECGI-	 TEPPLATES
IN \1 \'W	 \ \ 1\PUT	 80 Fr-
OLT \ I \U	 \ \CWTPUT	 RUFFE.7
SIZE \l \R	 \ \It,a,!-	 SILK=
R E C S \I \U	 \ \ NUM -3	 CF	 REC g RCS	 1N	 It,ACF
WNCSIZ \I \R	 \ \SIZE	 !'F	 LOCAL	 APEA	 WINCCk

CLT-c 17. \1 \R	 \ \SILE	 CF	 CIJI P UT	 IPAGE
IF-SVLr \R \R	 \ \EPG;:	 TFRESHCLP,
NUPLKS \R \R	 \ \NUP3E(	 CF	 LCJKS
TTYCLT \I \11	 \
---------------------------------------------------------------------

\CUTPUT	 TC	 TER`1INAL	 F ILE000E

NON— LOCA1_	 VARIABLES

SU3RCL1T IVES	 RECUIREG
NAPE \ CESCPIPTION

GNPSKS \GENERATES MASKS
LCSTAT \CCMPUTES LOCAL	 STATISTICS OF	 NINCOW
SUB NSK \GETS A	 3X3	 LOCAL	 MEAN FRCP	 WltlCCW
FNCEGG \GETS EDGE	 ORIENTATIGN ANC	 SELECTS	 A	 MASK
EGSTAT \CCMPUTES LOCAL	 STATS	 CLTSICE ThE	 EDGE
ESTPTE \FINCS AN	 ESTIMATE	 FCR THE	 SIGNAL

CPN \CPENS FILE	 AND	 ASSIGNS LGG IC.AL	 UNIT
UCLCSE \CLOSES FILES	 OPENED	 WITH CNN

SLBROUTIKE LFLSU3 (INFNM,	 OLTFNM• UUFUE	 1.INOU1„	 MSKhNC•
L	 IN,	 CUT, SIZE, RECS,	 WNDSIZ,	 OUTSIZ, THShLO,	 NUMLKS,	 TTYCUT)

I NTFGER	 SIZE. (IUT51Z, ;%NDSIZ

C
INTEGER	 P"K3K3(3,3.4)9 Sc3ARt=A(3.3). MSKWvNC(,l,INNDSIZ,IANCSIZ)
INTEGER	 1N(SIZE), CUT(CUTSIZ)
INTEGER	 REC, WRO, WORE, RECS, CRFC, TP P C'4C, START, IERR

C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
c
C

C
C

c
C
C

C

C
C

900W	

k4z;
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M!,KNL.^i• 1 .	 J. K•	 ER Z N G Y

C
REAL	 CUEUt(W'^:CS17•S17E1. hINCC6(I,NCSIZ,n',iCSI^)
REAL	 T • SU:'('I r Z. I	 Ah• VARI•	 0)NLKC. THSI11.';. icF`.1rT

I	 '	 REAL	 THH;NX• 1f-RS1I• TTLThN• T T L T S	 TiL'iPN

R I A L	 fCTI +k S. '.IJYPIS	 NMIir TS

IhT,jEV tI	 I N F N X ( I:,), CLfFNNc 1d)	
01UGYNAX PACE T$

LCG I CAL F 12 1 ;	 OF POOR QUALITY

I N T E v F R 	 TTYCUT•IN.FC.CL#TfC

INN T 1 iL 11E T r E 3A3 GKAOIENT 61N)CWS

CATA	 (((M)K3X3(I.J.<),	 1 = 1.3)• J = 1.31. K=1.4)
E	 /1. 1.11C.C,Cr-1.-1•-1. 0,-1• — I. 1.C•-1 ► 1.1.C•
C	 IrCr - 1.1.0•- 1,1r0• -1. 1, 1, 0,1,C•-1.O ► -1•-1/

	

INITIALIZE ZMEAN =: ZNFAN/VARZ	 MIN ANO MAX AN) TOTALS

THRSMI = 100000

THRS'<X = —ICCCOC
TTLTF+ N = C.0
TTLTSC = O.0

TTLH^J K = C.0
NPH PTS = O.0

CET ER P INE THE NU^-IPE'Z CF PCI`dTS IN IMAGE (ASSL'^L= 0 S'..UARE)

NUM.PTS = OUTSIZ	 OLTSIZ

CPEN FILES ANC CHECK FOR ERRCRS

CALL CPK ( INFO. INFr4M. •r7LC • . • UNF'. ERRNLM., ERR)
IF (ERR) GUTC	 1009

CALL CPK ( CLT.= C, CUTFNN, 'NEWT • I,NF', ERRKUW, ERR)
IF (ERR) GCTC	 20C9

FIRST, GENERATE THE EC I ;E TEMPLATES
CALL GNMSKS (MSKWNC, WNDSIZ)

WNUPTS = WNCSIZ ;- WNDSIZ

SUePTS = ( ►^NCSIZ/2*1)	 WNCSIZ

INITIALIZE THE CIRCULAR QUEUE

CC 40	 REC= 1 q, ggNCS I Z

REAL (INFC9ERR=3004)	 (Is\J(WRr)).WRC= 1,STZ;:)



CC 3C	 I%CR!'= I	 LL
CUFUE 1 P.fC.:+^::  > = 1 Nl'+CS2C f

30	 C^ N T I :"l'J E	 ^

C

C	 L U N T 1 ^.	 QEk L PACE IS

C	
QUgL1^,Y

C,	 BEGIN PACCFSS INC

C.
kE-CS = C

I.	 CPLC = I
C
5C	 TMPC;ZC = vREC
C

CC SC	 START= I,CUTSI.
C
C	 GET TFE LCCAL STATISTICS FOR TFF. AREA C=FIN r C EY THc In NCC1N

C	 ANL F ILL THE WIKJGlr ARRAY TO, BE USLC LATER I F A',' EGrE 1 S F CUK^

C
CALL LCSTAT (CUEUE9 14INCOWi TMPCRC, STAP19 4NJS11v WNCPTS•

E	 SIZE, ZMEAN• VARL, Z)
C

C
C	 FINC THE EDGE THRESHOLD VALUE

C
EGTHRS = ZNEAn1MFAN/VARL

C

C
C	 UPCATE RLNNINC Sbm S FCR L'ETERMININC THRESHCLC
C

TTLTMN = TTLTMN + EGTHRS/NUMPTS
TTLTSC = TTLTSI) + EGTIiRS::: EGTHRS/NUMPTS
TFRSPI = MIN (THRSH!, ECTHRS)
TFRSMX = MAX (THRSMX, ECTHRS)

C

C	 CETERMINE IF AN ECGE EXISTS BASEC ON THE LCCAL STATISTICS,
C	 TFE NUMBER CF LCUKS AND THE USER SPECIFIED THPESHCLD.
C

IF (EGTHRS .LE. NUMLKS - T+iSHLD)	 GCTC 44
TTLHNN=TTLTMN + EGTHRS
NMFIPTS = NMHPTS + 1.0

GCTC oC

C
C
C	 WE HAVE AN ECCE, SC PRCCEEC WITH THE E:^Gr FILTERINC
C
C	 GET TFE 3X3 SU2AREA LCCAL MEAN

C
44	 CALL	 SUAMSK	 (WINDCW• SBAREA. WNCSIZ)
G
C
C	 FINC THE EDGE ORIFWTATION ANC DETERMINE Yo H ICF EDGE
C	 TEMPLATE TC USE IN CALCULATINC OUR NEW LCCAL MEAN
C

CALL	 FNCFDG	 (SBAREA, MSK3X39 MSKNUN)
C
C

C	 CCPPUTE A NEW LCCAL MEAN AND VARIANCE USI"JG ?HE APPICPRIATE
C	 TEMPLATE

C
CALL EGSTAT	 (wUNDCW, MSKIINC, WINDS iZ• MSKNUM•

•	 .+ 'tyft^



^I

1

1

r

I:

f
I

100
C

C

C
C
C

C

C
C
C
C
2GC

C

635

C

637

638
C

'1' c	 • V-1R 1 •	 )

C
C
C	 FINC Air	 ST It ATE F.1R T11 c SIUNAL. XEST'T
C
ESC	 C1LL	 ESIr l T1:	 ( 7MFANI V Al( Z • 1• NUMLKS• Y,EST T )

C
IF (<FSTMT .GT. 2 r, 5.0)	 XfSTMT=255.()

C
C	 PLT Tf- Ir rIL(CRLC V"LUE IN T11E CUTPUT 13bFFC:
C

'	 CLT(ST: RT) = 1':T (XES1F11 )
C	 .
C
90	 CC%T I I.I,E

I

	

	 C

C

T '	 C	 WRITE THIS RECCP!) ANC UPCATE THE RECCRC Cf:L'^TEK
C

WRITE (CLTFCI (CU1(6AV)pWRC=l*CLTS17)

11	 C	 CCN'T tiCThcR TC LF'cCK Fil•. A 1vRITE ERftCR
C

RECS = RECS + 1

m
.A.

ORIGINAL PAGE 13

M PWR QUALITY

C
C

C	 R E A C A NEV ,: RECC?D I r IT(: THE OUF.U F ANC UPO ATE THE FRG IIT - ENC PCIN7ER

1

	

	 REAL' (INFC•E\C = 20C•ERF:=30C9) (IN(nRL')r4fRi = 1 •SIZE)
C

t	 CC 100	 60RC=1,SI7F

li	 Ot;E(lEt:iFC•M(,Rr,) = ir:( tin RG)

CALL UCLCSE (I-NFC)

CALL UCL Cr E (CUTFC)

WRITE (TTYCUT•635) THRSMI•THRSMX.TTLTMN,TTLTSO-TTLTMN*TTLTMN

FCRMAT (1X,'ECGE THRESHCIC MI\ = ',F9.3•
E /IX•'ECGE THRESHOLD Vi X = '.F9.3•
E	 / 1A,' ECGE Tf-RESHOL0 MEAN _ • 9F9.39
E	 /IX,'FCGE THRESHOLD STANCARC OEVIA71CN =	 •r9.31

6 R I T E (TTY CUT.c,37) TTLHMh:/NMh?TS
FCRPAT ( 1X•'FCMOGENECUS AREA MEAN = '.F').3)
I,RITE I7TYCUT,6381 NMHPTS'-1CC.0/NUVPTS
FCR PAT ( lY•F;.3•' PERCENT GF THE IMAGE WAS HCMC(,FNECLS' l

GCTC 101C

CCNTINUE

CREC = YC2 (QRECr WNDSIZ) + 1

GCTC 50

wE'VE Pt EACH_C AN E-'+r-CF-F ILE S(: THE CUTPLT NUMB=R CF
RECCRCS ►,ILL BE wKOSIZ.-1 LESS THAN Tl-E NUMEi -̂: R INPUT
WRAF IT ALL UP ANN, OulT

if .-I



.	 1

1

C.

^l

I Z	 C t L L	 F)LF^•2 (TTYCUT. I%f%i N . cRYKUN)
CCTC 1CIC

ORIr'MAL 
PACE IS

DE a'OR QUAL17y

C
2 Co q 	CALL FI LERR ( TTY;;UT . CUTF"M. FRRAIJF

GCTC 1C 1C

C
3CG5	 ►.RITE. 111YCUT9t,60)
b 6 C	 FC!:raT IlX	 4 ':	 LRRCR ItJ REACINC INPUT ) iJAG=
C
1C1C	 RETURN

E N 0
tr.F

14



1
L N I	 _.IIY	 C.` KA\;n;	 IFLECC ,4ML\I CAT ICNS	 AN-)	 INFC'MAI Ii.N	 SCILNCI S	 LA

C- - - - - -- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -- - - - - - - - - - - - - - - - - - - - - - - - - - - -

C pgCCkA"	 5LI TI.	 : P.CI Si	 F ILTERS	 RFF.	 '	 :
C---------------------------------------------------------------------

J C PRI,CF:AN - NAN[-FS T NI Al) THC+t--1-_SC.CTT G .1:<CN' k - unT__02/ 14/^s.__

C

- _ -------- --

C PLP.(`CSE	 •	 T141rj SURROWTINF	 ESTItN AIFS THE	 SIGNAL	 Fie f+'	 TI +E

C L CC AL	 VEAN	 ANC VAR I A';Cl: .I
C ORIGINAL PAGE IS

C OE POOR QUALITY

CC ---------------------------------------------------------------------

C I`:0A""ETER	 7EFINIT17)K
C \-----RANGE--\,LASS\----- \-----
G

-	 -- ---------- ------	 -----------------

C Z ►' =5N \R \it	 \ \LCC.AL	 MEA;J

t C VARZ \R \f:	 \ \L TCAL	 VAR; ANCE

#i C Z \R \d,	 \ \VALUE	 CF	 CENTFR	 PIXEL

i C XESTMT \R \tip	 \ \ESTIMATE	 FCR	 SIGNAL
C \ \	 \ \
C \ \	 \ \
C \ \	 \ \
C \ \	 \ \
C \ \	 \ \
C \ \	 \ \
C \ \	 \ \
C \ \	 \ \

C \ \	 \ \
C ---------------------------------------- -------------------- ----------

RUN	
-	 AB LE

C -------------------
_-----------

-------------------------------
C \ \	 \ \
C \ \	 \ \
C \ \	 \ \
C \ \	 \

,

\
C - ---------------------------------------- -

 -

--------------------------

C SUBROUTINES	 RECUIREC

C nAME \ OESCRIPTICN
C---•------------------------------------------------------------------
C \
C \
C \
C \
C \
C \
C \
C------------------------------------------------------- - -------------

SLBROUTINE ESTMTC (7- MEAN.	 VARZ. Z.	 NUMLKS,	 XESTMT)
C
C

R F A L	 L M EA(.. VARV.	 VAP.L.	 Z,	 XFSTMT,	 X M EANr	 VARX.	 K

r	 HEAL	 K'JNLKS

C
C
C	 SCURCE - -	 SPECRI.c ANALYSIS AND SMOCTHII\G IF SYNTHE`IC
C	 APERTURF RADAR IMA(;FS

F	 C	 JC,\G-Stn LEE= 	CCYPUTER GRAPFICS ANC INAu ►: n 	 FSSll\1G 17,24-32(11;E1)

If

s



I'	 c	 -, 1GKAL NE4K	 -	 IYA(',E AF.AN	 /	 INGISF MEAN

	

c	 A SSLPF NC I it MFAN = 1
c

XPJEAN	 Z P E A N	 DRIGNAL PACE

	

1I c	
D^ PWR QUALITyc

VARV = 1.0 / NUHLKS
C
C

VARX = l VAR Z + ZMEAN;, 7 EAN) / ( VARV + I.0	 - XNFA'4-:tXNFAN

C
C

C Z	 CAN	 'iE	 LINEARIZFG	 6Y	 THE FPST	 OkCE q 	TAYL)R	 S=R1ES
C EXPANSICf%	 AI6UT	 (Y, a t•AN.	 VNtAN)
C Z	 =	 V`"FAN	 X	 +	 XM"1N	 lV -	 VIJEANI

I c

C FR CM	 1hIS	 AN	 ESTI'A ATC	 FUR	 X IS	 0 E V E L C P E C

C

C

K	 =	 VAFX	 /	 (XiV EA?1	 ti•	 PAEAN *	 V A R V	 +	 VARX)
C

xESTNr	 =	 XMEArj	 +	 Y	 (i.	 - XNI:Ah)
C

`T c
RETUkN
ENC

EOF..
h

Lw	 ^^^



-- -- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 	 --

C.	 Lt,IVERSIIY GF KANSAS IFLFCCNNL 10CATICnS AN I7 INFCR)O ATI	 Aw

CPrtCCReM SL1 T 	 nCl SE F ILTCRS
--------------------------------------------------------

R(F.. 	_--	 ---
C------------------------------------------------------------ 	 ---

I

C PRCCRAN - nAMF- A U P FLT_-------- AUTHCP...?J_ - SCCTT_G-1R r)f,"0, UATF:C2 i 	-	 ----

C
C PURPCSE •	 THIS IS THE MAINLINE FCR THE A')APTIVE Fll_TEZ

1

	

	 C FCUTINE 'AHICH USCS A FILTER
C tiINCCN >,ITH 4'V EXPGh^NTI AL WEICHTINC FLNLTION• 	 DRIMAL; PAOR IS
C	 DF POOR QUAI,1TY

1 c --___________________________--_-___-________-___-_ 	-------_______
C	 PAR4YETLP OEFINITICN
C	 NAME	 \ TYPL	 \ CLASS\ RANGE	 \	 CFSCRIPIloti
C---------------------------------------------------------------------
C	 \	 \	 \	 \

I	
C	 \
C	 \	 \	 \	 \

C	 \	 \	 \	 \

C	 \	 \	 \	 \
1 C	 \

L -	 \	 \	 \	 \
C	 \	 \	 \	 \

j C	 \
C	 \

	

\	 \
1`	

\
c	 \	 \	 \	 \
C.

--- -----------------------------------------------------------------

C,---------------------------------------------------------------------C	 NON-LOCAL VARIABLES
C,
C	 \	 \	 \	 \

	

\	 \

	

\	 \
c =____________________________________________________________________
C	 SUBROUTINES RECUIREC
C	 SANE	 \	 DESCRIPTICN
C---------------------------------------------------------------------
C AOPSUB	 \DC,=S THE PRCCESSINC-- C4LLE9 WITH VARIABLE PARAMETERS
C	 \
L	 \
C	 \
C	 \
G	 \
C	 \
C----------------------•-----------------------------------------------

PRCCRAN ACPFLT
C

INTEGER	 M.AXSIZr ►1XWSIZr 3 U F C U E # 0UF1%NU9 '1XFLTSr RLFFI.N
C
C
C	 BLFCUE = NAXS I Z 	 MAXWI11 COW S I Z F
C	 BUFWNC = M AXWINCCWSII.E	 NAXWINnCWSIZE
C	 dUFFWN IS THE dl)FFER FOR THE FILTERS ARRAY
C

PARAMETER (YAXSIZ=512)



4
;ER	 (INO x	 15I

L)MMNAL' F R	 ( Y X F L T S= Z? 1	 PACE 1►̂
;EIr- A	 (2LF,;IJE=r1Ax^1?::?1Xl4SIZ	 POOR QUALITY

(.:	 :.aETEa	 (:!UFW^i) = YAW SILINVXWSIII

PA}..':.'GTr9	 UFFIJN=VxFLTS	 *	 P.XwS17_	 XWSIZ.)
C.

I nT FGEr'	 RFCS,	 FL TNU;•I
INTEGER	 IN( N AXSIZ).	 CUT(MAXSIL).	 SIZE,	 CU151Z_•	 WNOSIZ
I N T F G E k	 FLThST	 (10FLTS)

C
REAL	 CUEUE(6LFCJE	 1)INGf"h(BUFNNCI,	 cLTRS(ZUFFWN)
RF'AL	 NUNLKS,	 NMI N, 	 CIST('SUF),NC1 ♦ 	 EO)LRES

C
INTEGEk	 1	 Ir^F: ,jM(ld),	 CUTFNM(lal.	 CUT 2F`J(Ld1

C
INTEGER	 T IYIN,TTY(JUT,INFC 9OUTFC, 	 CUT2FC

C
CATA	 TTYIN9	 TTYCUT	 /159	 16/

C

C
WRITS	 (TTYCUT9601)

6C1 FCRNAT	 (IX,'ENTER	 TF-t	 FILENAME	 FCR	 INPUT	 (NLST	 8E	 AN	 CLC	 FILE)')
REAC	 (TTYIN9510)	 INF;V•'4

510 FCRNAT	 (1341)
WRITE	 (TTYCUT,7C0)	 INFNH

700 FCRNAT	 (1X,1dA1)
C
C

WRITE	 (TTYGUT9602)
602 FCRNAT	 (!x,'ENTER	 THE	 FILENAME	 FOR	 CLTPUT	 ('1LST	 dr.	 NEW	 FILE)')

REAC	 (TTYIN9510)	 GUTFNM
1,RITE	 (TTYCUT,700)	 UUTFNr4

C
WRITE	 (TTYt;UT, 003 )

6C3 FCRNAT	 (IX9'FILEN44F	 FUR	 FILTER	 OUTPLT	 (MUST	 3E	 A	 NF1,	 FILE)')
REAC	 (TTY(N9510)	 GUT2FN
I,RITE	 (TTYCUT9700)	 OUT2FN

C
C

WRITE	 (TTYCUT, 1, 10)
610 FCRNAT	 (lx,'ENTER	 THE	 SIZE	 OF	 THE	 INPUT	 IMAGE	 1	 ^)

REAC	 (TTYIN,-••)	 SIZE
WRITE	 (TTYGUT,705)	 SITE

705 FCRNAT	 (1X,14)
C ^

IF	 (SIZE	 -L^-	 MAXSIZ)	 GCTO	 12
WR TTE	 ( TTYCUT, 615)	 MAX SI I

615 FCRNAT	 ( 1X, 	 E	 R	 R	 0	 R	 -	 -	 THE	 MAX I-4bM	 S I ZE	 _	 ', 1 5 )
GGTG	 1010

C
1 2 WR l TE	 ( TTYCUT, 67.5)
6Z5 FCR.PAT	 ( Ix. 'ENTER	 THE	 NUMBER	 CF	 LOCKS	 ')	 j

REAC	 (TTYIN, :, )	 N1.)MLKS
WRITE	 (TTYCUT,710)	 NUMLKS

710 FCkNAT	 ( 1:(,F6.3 )
C

1,R I TE	 (TTYGLT96371
637 FCF.NAT	 (lx,'ENTER	 THE	 ECUIVALENT	 RESCL I JTI r1N	 '!

REAC	 (TTYIN,*)	 ECUP
hR I TE	 (TTYCUT, 7 1U)	 uCLJR1 S



LLIT, 64:^ )
FCrMa1 ( Ix,'ENTFR THt W;INI	 iI3 NUM..©E^ CF L':CK;
REAC	 ( TIYtr+• : 1	 :`SIN
W P 1 T c (7TYUUT,IIJ)	 .MI':

'RITE	 (TTY,'1,T471
647	 FCkt AT ( I'<	 ENTI:	 T P L I•iAXIPUP. NUM 13E- CF LICKS ' )

R E A C (T?YIN• .•)	 'AAX
6 rz1 Tr ( 7TYCUT,710)	 'AMAX

ti

^^AOpAL PACE IS
R Q(JAL17'y

c
6P 1 TE (TTYCUT964 1; )

649	 FCR PAT (1X,'L%TER TF-E NUMI- ER CF FILTERS '1
REAC ( T T Y I N , * ) 	 FLTNU'-'
^FITE (TIYCUT97051	 FLINUM

C

C

hRI TE ( TTYCLT,;,2I)
627	 FCkPAT t IX, 'ENTER THE SIZE OF THE FILTER 9INC0u',

E	 / 10X, (THIS PARAMETCR MUST BE 07C) ° )
PEAr, ( T T Y I N 9 *)	 14NCSIZ
WRITE (TTYGUT,705)	 WNCSIZ

C

IF (rACC(WNLS17,2) .NE C) GOT  20
UNDSIZ = W. NXSIZ + 1

W R 1 7	 (TTYCUT,632) 14:4CS I!
632	 FCFNAT ( IX, 'THAT IS - •(CT AN COD NUNNrf:. I '. ,JILL USE ', 12,' 1NSTF4C')

C2c	 1F (WNCSIZ .L=. :4xWSIZ) GOTC 13
(,R ITF. ( TTY CUT. h41) MY•'+:SI,

641	 FCOYAT (IX, • 	E k k C R	 AXIMUil wIN0C1. 51LE. _ '.151
GCTC 101C

C
13	 OLTSIZ = SIZE - WNDS1? + 1
C
C
C

T	 C	 CALL SU3RCUTINE TC 00 THE WnRK
+I	 C

CALL ACf S 11 ( INF'•jM, JUTF1'44, GUT2.FN• CUEUL, WINL;CW, FLTRS, 01ST.
E	 1N, CUT, FLTHST, SIZE. FLTNIIN, RECS, WNOSIZ, CUTSIZ, NLYLKS,
E	 NNIN• NNAX, ECURES• TTYDUT)

C

C
• C

WRITE ( T T Y C U T 	 30)
630
	

F C R P A T (lX,'	 A L L	 C C N E	 ''1
WRITE (TTYCUT,640)	 OUTSIZ, RECS

640
	

FCRNAT (1X•'THC OUTPUT IMAGE IS ',15, • WGRCS BY ',IG,' RECCRCS')
C

C
GCT 'C 101C

c
C
C
Ic1C
	

STOP
END

E0F..

ri
I J 'I



pRX'NAE PAC,,,. t9
Dk POOR QUALITY

'*'D
t

ic
C

ac

LNiVERSITY CF K:.'„n; Tf. ;.if C,*-'1+l:NI CAT IONS AND INFC'`,PATICK SLIENCES Lee

---------------------------------------------------------------------
FRCCRA)! SL1 7  : NCI cjL F ILTLR V,	 REF. N :

FP.^CZAM N^!'E:^JI'S:J"•	 '.(ITHC'2:A. SCCTT G1RCN'?K C.► TE:3 /4/ °3

PURFCSE :	 THI" IS THIS SIJi,PGOT INF TO PERrC-^N

TI-E ACTUAL PRCCE:iSINC FCi( ThE AI•APT I I/E WEIN,ER
F ILTLR ROUT Ir•E.

PADAVETER INI ITI ON

NA to  \	 TYPI \	 C L ASS \	 kAN`,L \	 CE SCR 1 PT I CK

IKFKM \CH	 I's \K \ \IVPIlT	 FILENAf!
OUTFr,N \CH Iid \P, \ \CUTPUT	 F ILLNA`"L
OUT2FN \CII•:-8 \R \ \FILTER	 CUTPUT	 FILFNANE
GUELC \A \R \ \14AGE	 GAYA	 CUFUE
NINCCN \R \R/k' \ \LCCAL	 ARIA	 1AINCC1,

FL'iRS V; \R/1r \ \FILTERS	 ARRAY
DIST \R \R /1, \ \UISTANCE	 ARRAY
IN \1 \14 \ \INPUT	 .;)wFFER
CI:T \ 1 \W \ \CUTPUT	 :iuFFEa
FLTF• ST \1 \R \ \FILTER	 USAGE	 HISTCGRAM

SIZF \I \R \ \IMAGE,	 SIZE

FLT,Ur \I \R \ \NiJNIER	 CF	 FILTERS
RECS \I \W \ \N1JMBEQ	 CF	 REC'RCS	 IN	 INACE
WN0SIZ \I \R \ \SIZ"	 9F	 L rlCAL	 AREA	 %iINCr6
CUT 51? \I \R \ \SIZ<	 <_F	 CUT PL) T	 IMAGE
NUMLKS \q \R \ \ N1)W.1E	 OF	 LC'J!:S
N y I N. \k \R \ \NININUN	 N'JP9E	 CF	 L C C K S

NPAX \R \K \ \P9XINtJN	 N I JNaE?	 CF	 L C C K S
ECLlPE R \R \ \E,^,UIV4Lf_NT	 RFSCLVTIrN

T TYCUT \I \R \ \CUTPUT	 TG	 TFR 1.11NAL	 F I L E C G D E

NON — LOCAL
-------------------------------------------------------------------

VARIABLES

-------------------------------------...--------------------------------
SUBRCUTINES REQUIREC

NAVE	 \	 DE SCR I PT I CN

GENF^T	 \GENE„ATE THE FILTERS AND PRINT THEM
LCSTAT	 \GETS LCCAL STATS AND FILLS A 9IN00W ARRAY FRCP CUEUE
FILTER	 \APPLY THE PROPER FILTER Ti Tht LCCAL AREA
CPN	 \CPEN F ILE AND ASSIGN FILECUDE
UCLCSE	 \CLCS^- FILLS OPENED WITF- CPN
FILERR	 \RC11ORT TYPE OF FILE ERROR

SUBRUUTINE	 AD l SUB (INFNN, CUTFNM, 0LT2Ffj, QUE: UF, $#INCLW• FLTRS,
E	 01 ST, IN, CUT, FL THST, SIZE, FLT?%WP— RECS, W'irS I Z, CUT51 Z,
E	 NUMLKS, NMINv NMAX9 ECURES, TTYOUT)

1NTEGEP	 SIZc, OulslZ, hNJSIZ

INTEGER	 FLTNU M , FLT, ERRKLJ!”
INTEGER	 IN(S1ZE), CUT(CUTSIZ), FLTHST (FLTNLY)

.4 - s„4k-
_J



,a r,

C
REAL	 CUEU(:(ti.'	 `•II•SI	 )SI1	 ',,'JLSI

11.•	 t^NI'SIL>.	 ^	 ^LI	 T1?IfITNL,-'.	 !;!,C;,	 IS'l:,1\ISIl.•V.KCSI	 I
RC, AL	 ;4KC1 1 T 5.	 ' •	 7	 FAP•.	 V A P	 liVt KS •	 IliSHII , .	 A 	 T 0 T

RFAI	 TNRi^'X	 I^-!l ', "!r 	 1T1 1:' 	1Tltjl)•	 LTr,K•
REAL	 FfTHkS.	 'rUYPIS.	 I CUNFS

' C
1$I NI EGEN r,. I 	 I!,FP. . N I 1 ;'.) .	 LIUTr1%	 1 0 1 •	 CUT?F`.(1 -)	 QRIGINAIl ^^G^'C

QU 
p'LITY

pWR

L
I K T E 6 F R	 TIYCIJT.1'\'F:C.OUTFC.CUT2FC

C

C
C

C INITIA:-1ZE	 ZMEAK'Z1-1 E:,!,/VARZ	 MIN	 ANC	 MAX	 AND	 TCTAL.S

r C ThRSMI	 =	 1CCCC0

TNRSMX	 =	 - 100000

TTL T M N	 =	 0.0I
TTLTSC	 =	 O.0

RKGERK = .FALSE.

Z ERC h 1ST AR AY

CC 5 FLT= I . FLTN(JN

FL THST ( FLT) = 0
CCNTINUE

CETERM I NE THE NumF3[? CF P CI!JT S I N IMAGE (ASSuVE) SCUARE )

NUMPTS = OUTSIZ	 OL'TS1 Z

CALCULATE THE INCRE'IENTAL NUMBER CF LCCKS

TC BE USF.0 IN INDEAltJC THE FILTERS

DELTAN = (NMAX-NMIN) / FLOAT(FLTNU11)

C	 OPEN FILES ANC C ► 1EC< FOR ERRCRS
C

CALL CPK ( INFC. IPJFNM. 'OLC'• 'UNF'. cRkNUM, ERR)
IF (ERR ) GOTC	 1009

-C

C,	

CALL CPK ( CUTFC• C:UTFNM• 'NEW'. 'UNF'. ERRKU'l• ERR)
IF (ERR) GOTC	 20C9

C
CALL CPN ( UL'TZFC, CUTLFN. 'IVEV, • . 'FCR • . rR1?NUM. _RR)
IF (ERR.) GOTE	 3009

C

C
C

HNUPT S = 11110S IZ	 WNDS I Z
^C

C



RAT`	 TH.	 F I L I	 ?5

CALL (7-- N LT	 (FI.T ,:;• .)I ST,	 L T N U	 N,C"1.'. U'I:L T A",• NL;NIK E.•	 :CPTS•
&	 LC,LR S	 C 1 ;TlI'C, TTYCIJI 1

I T I IL I Z E TI	 CIR„'JLAR CUt;J:

CC 40	 RFC= 1.4"1CS I Z
• ^ QUA f io

Rcac I IN C.^R,,=r,JUq) I I,ti( ►,tol ►,Rr= 1.SILcl 	 T
CC 30	 NCRG=I.S11L-

0UEUc(R:FC	 N	 CRUI
CCNT IN11L

CCNTINLE

— C	 BECIN PROCESS INC
#	 C

I°	 RFCS = G
CREC = 1

C
50	 TMPCRC = ORcC
C

CC 90	 START=I,OUTSIZ

C

C	 CET T 	 L C C A L STATISTIC; FC^ THE AREA CF- FINFC e 	 THE hINLCh
C	 ANO FILL THE '41NDC'k ARRAY
C

CALL LCSTAT (CUE'JE, WIMCCWt TMPCRC, START, VJNCSIZ. WNCPTS,
b	 SIZE, ZMEAN 9 VARZ, Z)

ECTIIRS = ZMEAN	 Z.MFA1 ! / VARc

CFECK TC SEE IF LOCAL NUM8ER CF LCOK; IS OUT OF TFL USER GRANGE

IF (EGTHRS .LT. NMIN .nR. EGTHRS .GT. N;dAX) 	 RNGERk = .TREE.

C	 UPDATE RUNNINC SUMS FCR DETERMININC THRE'SHOLC
C.

i TTLTMN = TTLTia N * EGTHRS/NUMPTS
I 	 TTLTSO = TTLTSJ + E;;THkS*cGTHRS/NUMPTS

TFRS,u1 = MIN (THRSMI, EGTHRS)

I

'TFRSMX = MAX (THRSMX, ECTHRS)
_ C

C
C	 CALCULATE WHICH FILTER TO USE

C
FLT = FLTLUM — I':T((EGTHRS—NMIN) / OELTAN)

1	 IF (FLT .LT. 1) FLT = 1
IF•(FLT .GT. FLTNUM) FLT = FLTNUM

C
`	 C	 UPDATE HISTUG2AM

C
FLTHST (FLT) = FLTHST (FLT) 	 + 1

C

C
C	 PERFCRM THE FILTERING

i

I	 ,^

J-,-k,



CrLL	 r1LTEP. ('.I:.c;; w. FLTIS. 11hCS1!. ( = L T f, )N. 1 t '.

E	 ZNEA N - VAR; .	 )

X r• T Y. T = , ;.' A	
O fR 

opK QUALITY

PAGE is

	

PL7 Ti-E F Tt.TEREC V,^L::^ 	 11. THE GUT^UT '1UfFF_.t

IF (X â STwT .G T. ?57.i))	 X^S I'm T = ?:^.^,
C L T ( S I A P T ) = I N T (XESTM,T)

CCNT I t,uE

w P I T E THIS RECCr;;; A*10 UP5ATE THE RCCC C C`„L:TFR

6 R I T E (Cl1TFC) (CUT( IJAO).VIPC=1•CUTSI; )

CCN'T 3CTHER TC CHECK FCK A WRITE ERRCK

RECS = PECS + I

REAC A NEW RECCRG INTC THE 3LE-61E ANC UPCATE THE FRC°:T — ENC FCINTFR

READ ( I\FC•END=20C.r:RR=40C9) (INCti.RC).14R-)=1.SIZE)

OC lOC	 W(7RC=I.SIZE

CLEUC(C^.EC.1,JRO) = IN010RC)
! 0 	 CCNTINL_

CREC = MCU (CREC ► WNDSIZ) + 1

GCTC 50

WF' VE REACHED AN ENII-CF — FILE SC THE CUTP 'UT NUM[3FR OF

RECCRCS WILL BE WN'OSIZ-1 LESS THAN TE-E nUHdER INPUT
WRAF IT ALL UP AIND QUIT

'C	 CALL UCLCSE (INFC)
CALL UCLCSE_ (GUTFC)

WRITE (TTYOUT9635) THRSMI.THRSMX.TTLTM,N.TTLTSD—TTLTMN.TTLTMN
15	 FCR4AT ( IX.'YINIMUM NUMBER CF L C 0 K 5 = '.F9.3•

E	 /1X.'MAXIMUM NJ`BER CF LCOKS = 19FS.3.
E	 /lx.'rEAN, NUMBE c. CF LCOKS = '•F9.3•
C	 /1X.'STiNCARD UEVIATICN CF NUMEER CF LCIKS = 1•F9.3)

1F (RNGFRR) hPITt (TTY OUT •E45)
o5	 FCRPAT (lx.'	 Y E R R 0 R -- ENCCUNTEREO LCCAL NUMLIEPt

C /5)(.' CF LCCKS wtilCH WERE CUT SIDE THE USER SPECIFIFC VANGc.'
E /5Y.9' THE FIRST ;1R LAST FILTERS WERE USED IN THESE AREAS')

4 



77
r

5500 FCnPAT	 (	 F	 I	 L	 T	 E	 R	 u	 S	 ^	 G r
E	 5x.'	 USA.-il' I

C
CC	 15 1)	 Fl i	 =	 I.FLTNOY

I,RITE	 (CiT2FC.7')3)	 FLT ► FL":"I	 FL TN ST(FLT)I	 1Gi.r/'•	 .•I"',
7C0 FORMAT	 (]X.1396X•F6.3)
1`•C CCNTINUE

C
C

GCTC	 101C ORTGMAIr PAGE
C

13
 OF POOR QUALITY

C
'	 C

1CG 1 CALL	 FILER',).	 ( TTYCUT.	 1 NF`JN.	 ERRNUr)
GCTC	 1010

C
2COS CALL	 FILER ►2	 fTTYOUT.	 CUTF"JN.	 F,RRKtI;J)

GCTC	 1010
l C

3CO y CALL	 FILERR.	 (TTYJUT.	 CUT2.FN9	 ERR NUN)
GCTC	 1010

h C
k 4009 WRITE	 (TTYCUT•66U)
' 660 FCkNAT	 (1X•'Y	 ERRCR	 IN	 R E A C I N C	 INPUT IMAGE	 :^)

C
101C RETURN

ENC
ECF..



C	 LNIVFR SITY-F K+1^SA.1 I( : L-	 -	 --	 -

	

FLC,-14FUNICATIrNSAN)	 IlwINFLA11	 - -LAF

C -

	 -

C FPCGRAh SLI TE	 I,,- 1 Sc F 1LT III 	 KEF. .. .
C- - - - - -- - - - - - - - -- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
C FRCCRAM Nh; l E:EACiLI	 AUTHG'?:J. SCCTT GAki)N' R JATF:C2

C -------------------------------------------------------------- ------
C PURFCSE :	 THIS IS THt ^"!!.I LlNr I CR THE A,;",PTIVL FILTLR
C RCITINC ^:11ICi+ USES A ',UN-ISCTRCPIC FILTER

C WINCCU MTh A% CX,^•UAL\TIi+L tiEIGHII','C FUNCTICN.	 rjPl(' lgA-E pK^19

l C	 OF POOR QUALITY

f`	 C
C ---------------------------------------------------------------------

C	 PARAMETER DEF1141TIC-N

t	 C	 NAME	 \ TYPE	 \ CLASS\ RANGE-	 \	 CFSCRIPTI'N
'^ l+	C -----------------------------\---------\-----------------------------

C	 \	 \	 \	 \

c	 \	 \	 \	 \
c	 \	 \	 \	 \

f	 C	 \	 \	 \	 \

c	 \	 \	 \	 \

^c	 \
^C	 \

	

\	 \
^c	 \

	

\	 \
c	 4
C	 \	 \	 \	 \	 s
c -----------------------------------------...----------------------------

C---------------------- L
VARI AB LES

-LJCA---------------------------------------C
c	 \	 \	 \	 \
C	 \	 \	 \	 \

f	 C	 \	 \	 \	 \

C---------------`--------\------\--------\--
c	 SUBROUTINES RFCUTREC

C	 hANE	 \	 DESCRIPTIGN

C EADSUL'	 \CCES THE PPCCESSINC-- CALLEU WITH VARIABLE PARANETEFS
I	 C	 \

C	 \
C	 \

1`	
\

c --------------- -----------------------------------------------------
iPROGRAM	 El,CF!. r

c

	

INTEGER	 1-4 AXS1Z, 'IXWS1Z, BUFCUE, BUFWW0, iAFLTS, L1UFF6N

	

INTEGER	 NL:FMig4

C
C
C	 6LFCL,E = MAXS 1 LE	 'IAX'WI t,CCWS I ZF

C	 ©L.FV-NC = MAXI, 1 NCU1,S 1 LE • MAXH I N')OWS 1 ZE
c	 BLFFWN IS THL 80FFE? FUR THE FILTERS ARRAY

C

fidoJ



ORMIN
4rCf	 P.1RAlE*1LR (yXF LTS--20)	 dE

	 ^ p'4c'E 13
I R	 PARAAFTFA (CUF,:WL=1AA I Z .iXWSIZ)	

^'QOR QUAL[Ty
I '	 PnhaMFTER	 t!.'':f'i:'1?=MXY'SI1.4:tAXWSI,')

PAkA^ETFr7	 IL'l;rNN^'-r,' I'hhalZ MCWSIII
PARAAETER	 (dUFF,;N=Mr;FL.TS A ,Nxa, ;I 	 X;JSIZI

C
INTEGER	 R.1:C^. FLTNUA. MSKhN0 EUFM1^N
INTF'F-,z	 SIZE. nuTSIZ, W N D S 1 	 0UT(MAx;I Z1

'	 INTEGEN	 IN(rAAsIZ)
INTcGE-^	 F L I H S I ('IXFL.TS )

C
MEAL	 Ct;EULC aUFC,	 III N Of! 6( I3UFVJNC 1. FL.TR.S (:1UFFVN
FE1+t_	 NI .IPLK t %P.AX. - ,iNIN. CIST(3UFhtC), E')LRES
REAL	 THSHLC

I	 c

INTEGER *1	 INF'dM( 18	 OUTFNM( 16 CUT ?F Jt 19 )
C

INTEGER	 TIY1 1 ,,TTYOUT, I NFC. CUT FC. 	 CUTIFC
C

Cain	 1T'+Ir..	 T1	 T	 `r.	 16i
C
C

WHITE	 (TTYCUT,aCll
60 1 FCRF'4T	 ( 1X.'r.NTER	 THE	 F ILENAMF FOR	 INPUT	 ( MUST	 BE	 AN	 CLC	 FILE )' )

REAC	 (TIYIN.51CI	 I III F.,M

51C FC2NA';	 ( 13A1 )
WRITE	 (TTYJUT.7CG)	 IMF NM

700 FCRMAT	 (1X. 13A1>
1	 C

C

I%RITE	 (TTYCUT, oC2 )
602 FCPNAT	 11x,'ENTr12	 THt	 FILFNAHE FOR	 OUTPUT	 IMLST	 BF	 A	 NEW	 FILE)'l

R E A C	 ( TTY 1 N. 51G )	 OUT FPdrt
WRITE	 (T TYOUT, 7 C-.i) 	 OUT FNM

C
WRITE	 ( TTY CUT, .,031

603 FCRMAT	 (IX,'FILENAIAC	 FOR	 FILTER OUTPUT,	 (.MUST	 FIE	 A	 NEh	 FILE)')
REAC	 (TTY IN, 5 1 0)	 OUT2FN
WRITE	 (TTYGUT,700)	 OUT ZFO

C
C

WRITE (TTYCUT,510)
610	 FCRMAT (IX.'-E NTER TH

E
 SIZE OF THE INPUT I'-iAGE 	 1

REAC (TTYlt' *)	 SIZE
WRITE (TTYCUT,710)	 SIZE

710	 FCRMAT (1X, 15 )
C

IF (SIZE .LE. MAXSIZ) GCTO 1Z
WRITE (TTYCUT,6. 15) MAXSIZ

615	 FCRMAT (IX,'-,'	 FR R C'. R- - THE MAX PiLM SIZE _ ' , 15 )
C,CTO 1C10

C
12	 WRITE (TTYCUT,b25)
625	 FCRMAT (1X,'ENTE^t ThE NUM°ER 'CF LCCKS '1

REAC (TTYIN,-)	 NUNLKS
WRITE (TTYCUT.720) NUMLKS

720	 FCRMAT (1X,F10.3)
r



d TYt U T '
' 637 FCRMAT	 (lti.'E'`,Tc,	 I 	 CUIIvAL	 NT	 RESCLUTI':R	 '1

F.F7.0	 (TTYI'	 ,*)	 1,P	 S

6R1 Ii	 1 TTY	 1;1172jI	 Lt'U'QLS
C

W°I T	 I T Y	 L .u.;:) 4D.-kil
626 FC(; F ;T	 ( 1Y.,'(.":1 'P	 TF' •_	 E^GL	 THRESHCLC)	 VALV	 ) Q4lkL p

`
1+ P.tA	 ( T	 T1'I',.:)	 T-AI	 I'L0 ^A^F,

WRI T`;	 1 TTYC.UT•720	 THS H LU Qullwl-'^^
1 C

J hRITi: l	 TTY;;1;T.t^`1
645 FCRM'7	 ( It,'SNTFR	 THi:	 MINIM, UN	 NUMBER	 CF	 L'ICKS	 )

RE,%	 ITTY1,':,°: )	 '4•1IN
SRI iL	 ITTYCUT,7T'.)	 vMiN

• C

W?1 7E 	 (ITY',(1T,f,41
j 647 FCRMAT	 l IX ♦ 'ENTFR	 THE	 M, AX 	 -l U0	 NUM°E.(	 rjF	 ^lC{S	 ' )

R E * C	 (TTYIN,'.)	 N4AX
WR I TE	 ( T TYCU'T, 720)	 'dV  X

C
WP 1 TE	 ( TTYGUT,o4c))

649 FCRMAT	 (I X .'tNTCR	 THE	 ?\U,'-I3ER	 CF	 FILTERS	 ')
^. REAC	 (TTYIN•°:)	 FLTNUM
' WRIT%	 (TTYCUT,710)	 FLTNiI"'.

C

G
1 WRITE	 (TTYuUT,627)

' 627 FCRMAT	 (IX,'ENTER	 TFE	 SIZE	 CF	 THE	 FILTER	 'WINDO'	 Y',
C	 /1C I X,' (THIS	 PARAMETER	 MUST	 BE	 UCC) • 1

R s:- AC	 (i7YIN9	 :.)	 WNC;SIZ
1 WRITL-	 (TTYCUT•710)	 Wr,LSI?
i T C

< IF	 (NCCIhN0SIZ,2)	 .Nk.	 O)	 GCTC	 2.0
1 WNOSIZ	 =	 NNCSIZ	 +	 1

WRITE	 (TTYOUT9632)	 WNDSIZ
632 FCRMAT	 (1X,'Tt-AT	 IS	 NOT	 AN	 ODJ	 NUNHER.	 1	 WILL	 USE 1 112•'	 INSTEAC')

^ C

2C IF	 ('.INCSIZ	 .LE.	 MXWSIZ)	 GOT9	 13
WRITE	 (TTYCtT,1)41)	 MXNS11

641 FORMAT	 (1X,' ;	—	 C	 R	 R	 0	 R	 —	 —	 MAXJ14UM	 WINGCW SIZE	 _	 ',IS)

` GCTO	 1010
C

13 CUT SIZ	 =	 SIZE	 —	 WNDSIZ	 +	 1

C
C

C CALL	 SU`?RCUT 1 NE	 TO	 DO	 THE	 WORK
C

CALL	 EACSU6	 (INiFNM,	 JUT FNM9	 OUT 2F N,	 GUEUE,	 WIM00,4+ MSKWNC,	 FLTRS,
E	 GIST,	 IN,	 CUT•	 FLTHST,	 SIZE.	 FLTNUN,	 '.ECS,	 WNCSIZ,
C	 (JUT S17_,	 NUMLKS.	 THSHLD,	 NMI-N, 	 -NMAX,	 E")U'IES•	 TTYCUT )

C
C
C

WRITE	 (TTYCUT.(,30)

t 630 FCRMAT	 ( 1X,'	 .F	 A	 L	 L	 D	 C	 N	 E	 ^' )
W RI TE	 ( TTYCUT,1,40)	 0UTS17,	 RE:CSi!

640 FCk PAT 	(IX,' THE	 OUTPOT	 IMAGE	 IS	 ',15,'	 41CRCS	 AY	 ', lF• °	 RECCRCS • )

C

C

I



t: c

C

1CIC	 STOP

Eno
ECF..j^

i^

D.^ ^^' pAG'E tgR 
QUAL'rY

'-J ) I



i

1	 ,

C---------------------------------------------------------------------
C	 Lt. IVrk;ITY CF KA';:	 7 r L'(.0 O L'.1C".T ► CNS lo'N' I I,FC?NP.fI-% 5CILINCFS LA:

^

C -- — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — — - — — — — — — — — — — — — — - — — — - — —

^

C PRGC'.	 ALI TL : NCI S^^ F ILTE RS	 PEF. n.

C PRGCR.1 P N.1 M E. F. .".GS:U:s--------- U111C'?.J. S C C T — 6ARTN-#4 6ATF. 3/4^a3------
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 
C PU 1? FC^t	 T	 !; TrE SUr.RT1UT INE TO PEkF ^. N

C Tt-C :.CTU AL PkL,	 .i NC I-Cm ThE ADAPTIVE WLI;,.^=k 	 MGTNAL PACE IS
C t: C'. - I S:J T R C P I C FIL 1 4 P 1001 1 IN F'
C	

1)]E1)]E ppUIZ QUALITY

1c

1 C	 t'A2AmtTLR DEFINITICN
++	

C	 NAME	 \ TYP.'	 \ CLtSS\ RANGE	 \	 CE:SCRIPTinN

C---------------------------------------------------------------------
C I N F N H	 \CH:::18	 \R	 \	 \ INPUT F ILF- NArf-

C OUTFNF	 \CH*1!1	 \'	 \	 \CUTPUT FILENA^AE
C 01`2FN	 \CI•*Id	 \R	 \	 \FILTE: OUTPUT FILFNAM'
C CUEUE \i:	 \It	 \	 \ IMAGE-	 CATA	 C'UEUF
C u11CCti \LOCAL	 AREA	 WIVUC6

I
^ C I3 SK6NC \4	 \l;/ I.	 \	 \LCGF	 TEMPLATES
_ C FLTRS \R	 VR/:4	 \	 \FILTERS	 ARRAY

C D I S T \1	 V1 /1r	 \	 \DISTA`1C^-	 ARRAY

C IN \I	 \R/ 1i	 \	 \It•.PUT	 2UFFE'
C OUT \1	 \R/W	 \	 \CU(PUT	 L':1FFER.
C F L I F 5 T \!	 \IC	 \	 \FILTER	 USAGE	 HISTCGRAM
C SIZF \I	 \h	 \	 \IMAGE	 SIZE
C FLT PVM \ 1	 \4	 \	 \N1JP	 E^	 CF	 FILTERS
C R E C S \I	 \w	 \	 \NUMBER	 CF	 RFCORCS	 IN	 IhAGE

i C WIN DSIZ \l	 \R	 \	 \SIZE	 '.F	 LOCAL	 AREA	 ^,IKDC'h
C C U T S I Z \I	 \R	 \	 \SILF	 'OF	 CUTFuT	 IPACE
C NUNLKS \R	 \R	 \	 \NIJ M.	 E?	 CF	 LCOKS
C THSF • L0 \k	 \R	 \	 \ECGC	 THRESHCI_D
C NM 1 N \R	 \R	 \	 \M I NI MUM	 hi) MEIER	 CF	 L C C K S

l
C NNAX \R	 \ R P. AAIMUN	 N11Nt-1 ER	 CF	 L C C K S

C ECU°ES \R	 \R	 \	 \EQUIVALENT	 RESCLLTIGN
C TT1'CUT \1	 \R	 \	 \CUTPUT	 TC	 TERMINAL	 FILECCCE
C --------------- --------------------------------------------------

1 C NON-LOCAL	 VARIABLES
C ---------------------------------------------------- --- ---------------

C ----------------\-------\------\--------\-----------------------------C
C SWROUTINES	 RECUIREG
C NAYI_ \	 DE SCR I PT I CN
C- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
C GENFLT \GENERATE	 THE	 FILTERS	 AND	 PRINT	 THEM
C G NM SKS \GENERATES	 MASKS
C LCSTAT \GETS	 LGCAL	 STATS	 ANC	 FILLS	 A	 111N00w	 ARRAY	 FROM	 CLEUE
C SUBPSK \GETS	 A	 343	 LOCAL	 MEAN	 FROM	 01 lCnh
C FKCECC \GI=TS	 EUGE	 UPIFNTATION	 ANC	 SQL=CTS	 A	 (BASK

_ C FILTER \APPLY	 THE	 PRCPER	 FILTER	 TO	 THE	 LOCAL	 AREA
C EGSTAT \GET	 THE	 EDGE	 STATISTICS
C ECGFLT \CCr1PUTLS	 LCCAL	 STATS	 CLTSICF	 THE	 =OGE
C CPN \Cr'i_N	 F I L C	 AND	 ASSI GN	 F IL EC O r) E
C UCLCSE \CLUB_'	 FILLS	 OPENED	 WITH	 CPN
C FILTRR \REPORT	 TYPE	 OF	 FILE	 ERROR
C ----------------------------------------------------------------------

SUBV.1 1,JTINE EA0SU`1	 (INFNV.	 CLTF\M.	 C1.1T ?F N.	 l;L!-UF	 I:NCC1v	 F-SKI,NC.



7'
1.	 F L 1	 C T,	 I L 1':,T• SI	 • rLT	 S11
E	 C U T S I 	 THSHI 1`• P.MIN• ),Max 	 E3U .1ES. TTYCUT1

I	 Tf_v^	 al'L,	 "'.)rSI	 ,
Ir;1E6;C:	 IN(SILI_)•	 .;UT((.UTSIL),	 '( ► z

1 INT',,IP	 NSK3.X3(393•4* )•	 S;!!► QEA	 3,	 i).	 "S9W4C N0S1'•^,r,r`SIZI

I N T E J F F	 f L T N U,-' •	 F L T•	 L R k N u IS
11IKTF.GEi.	 FLTHST	 lF-LTNWA) GRIGINAL PALLj

1N71. C,Fa	 Ri:C•	 !•:t;RO.	 CS•	 CRLC.	 T	 P g RC•	 S T ART. IEtj OF POOR QUALITY
^INTGF	 .KK,,6	 I.	 J.	 K

1C
RfaL	 ,:uEUCttinUSl1,S17i).	 hin^cw(wn ^SIZ.nVC51?)
REAL	 F L T R S	 lFLT1 . 4	 q	 wr+CSI Z,	 WAN^,SIZ)•	 DIST(WN3SIL CSIZ1
REAL	 WNCPTS,	 Z•	 !MEANv	 v A R 7	 NUMLKS,	 T H S H L D .XfSTNT

1 REAL	 TI'R5mx•	 iHRS,'+t,	 TTLTNN•	 TTLTSO•	 uFLT,11. NNI :•	 K v A x
I RI	 'I.	 LGTHRS•	 NUMPTS•	 LCURES•	 TTLHMN•	 IVAH''TS

C
INTEGER-,%1	 INFNPl19)•	 0LTFNN(13	 CUT2FN1l18

C

LCG ICAL	 GRR,	 Ah;,ERR

^C
I N i E(;ER	 TTYi1 l )1 , ItJFC•QUTFC •f;UT2FC

^C
C

-C

C	 INITIALIZE THE 3)(3 GRADIENT h I N 0V4S

C
_C

L; AT 	 ( (tM-kK3X3(1,J•!'.),	 I = 1, 3). J=I,3), K=1.41
1, 0,0•C,-1.-1,-1. 0•-1,-1.1.0•-1, 1.1.C.

1,C,-1.1,G.-1,1.0•-1• I 	 C•1,C•-1•^,-1.-1/
r

^C
C	 INIT IALIZE ?XEAN:ZM F AN/VARZ 	 M.IN ANC MAX ANA T C T A L S

^C
TNRSMI = IOCCOO
THRSMX = - 1000OO
TTLTMK = 0.0

e TTLTSC = 0.0
TTLHMN = 0.0
NMHPTS = O.0^C

•	 RNGERR = .F 4L SE.

Z E R C HI ST ARRAY

• l:
CC 5 FLT=I•FLTNUM
FLTHST(FLT) = 0

-i	 CCNTINUF

C
c

t
DETERMINE THE NUM3F't CF PCINTS IN IMAGE (ASS(,"EO SQUARE)

K U M P T S = 11UTSI 	 0UTSI t

CALCULATE	 HE	 -F^	 T	 ^E	 _ In(.RE •EN AL HUMBER CF L.,CK;



1
f ^G r• 	1 ^. 1

TC ^L	 I	 I.%C IHt FILI	 S

f • LT	 IN	 11'11T(FL7KUP)	 qt f

C	 CFL-N F ILLS ANC	 fk,;.CkS	 1^'

CALL CPK (	 I N F C	 ItcP • .M, • !`LC • . • UNF'. E RNUM. r`R.2)

1	 CALL CP	 t -:t,TFC. OUTIF,.P.	 "-'L. 14 	 'LNF'. ERPI\u-+. r.rit)
IF (cam::) GJT:;	 2JC' ►

CALL CPK ( CLT?FC • C:jT2F .N 	 • NEW'. ' F C 	 RQN'JN,• ER4)

lF 1	 ^: I GL)TC	 3JC)

J	
FIRST. GENERATE TH ►_ r^;;F TEMPLATES

J	 CALL	 GNNSKS (r1SK I INC9 WNUSIZ)
C

t
w	 '

WKIIPTS = A N C S II a '.fN)S I Z

t	 GENERATE TF.E FILLERS

CALL GEN'FLT (FLT4S. 01ST. FLTNU I,', ImNCSI', UFLTAN• KUNLKS. WNCPTS.

C E C L R E S 9 GUT 2FC, TTY CUT )

C
j^	 INITIALIZE THE CIRCULAR 4UFlJE
1..

CC 40	 A LC = 1. tlr1C)S I L	 I
'	 I

REAC (I^`FC.EN0=4009,FRP,=4C09) (IN( ►,R0).0U=1.SIZE)

I rC 30	 V,CRO= 1 . S 1 Z 
CUEUF(REC.I1 Oil 0)=1IN Wt)RC)

0	 CONTIKUE

0	 CCNTINUF

I`
BEGIN PRCCESSINC

^	 t

RECS = C
'	 OREC = 1

t

E 50
	 TMPCRC = CREC

f

DC 90	 START=I.OUTSIZ
C

GFT THE LOCAL STATISTICS FOR ThE AREA CEFIN^C EY THE 14INCCIi
AND FILL THE WINiDOA ARRAY

CALL LCSTAT (CUFUE. WINCUII, TMPCRC• START. WNOSIZ. WNCPTS,
E	 SIZE, ZYEAN, V4RZ, Z)

C
1F(V4R1_.'•E. 0.0) THEN
EGTHRS	 ZMEAN	 ZMEAN / VAR?

ELSE

7	 q	 1



URlGRVAL PACE IS

OF POOR QUALITY

^"^ T

C	 C)•FCK TC SE ; 11 Lf'CAL YhleLQ, OF L	 ':S 1S OUT 1F THE LSL w Ra ,,:GF-
C

I F (L ;T) 4S .L	 l''°Nt114LK	 k. FGTf , RS .CI.
I1CM.1 X +.Ul 'NUALK; I I R1%(,C 2 = .TRUE.

C
C
r_
C
	

UPON F. PLNKIN:C SU M S FC'4 ')ETEAMIN114C IHRFSI1:7LL'

C
TTLTMN = TTLTf':N + CGTtIRS/NUMPTS
TILT.)'!', = TTLTSO + ECTIIRS°:^FGThRS/KUPPTS
TFRSPI = PIN	 ECI ► IRS)

IHRSNX = AAX (fHRSAX• ECTIIRS)
C
C
C
	

CETER V INE IF AN EDGE EXISTS 8ASF.0 ON THE LCCAL

C
	

NUMPE? CF LCCKS
C

IF (EGTHRS .LE. N'01 .1LKS - THSF(D)	 GOTO 44
TTLH W N = TTLK N + EGTHRS
KMHPTi = %PHPTS + 190

kiCT^' bC

C
t
C.
C
C
44

C
C

1 C̀

1
C.
C

1 C
C
C

C

WE HAVE AN EDGE. SO PROCEED WITH THE EDGE FILTE:1I1\G

GET TFE 3X3 SUBA?EA LCCAL MEAN

CALL	 SU3MSK	 (l INUC14v St3AREA, WNDSIZ)

FIND THE F.OGE CP. IENTATION AND D EFTERMINE WHICF EDGE

TEMPLATE TC USE IN CALCULATING OUR NEW LOCAL MEAN

CALL	 FNCEDC	 (S3AREA9 PSK3X3• MSKNUk)

CCPPuTE A NEW Lr::.AL MEAN ANn VARIANCE USING THE APP'ICPR(A-T F

TEMPLATE

CALL EGSTAT	 (WINDOW, MSKUNO, WNDS119 HSKNUM,
E	 ZMEAK, VARZ• Z)

IF (VAP,Z .NE. 0.0) THEN
EGTHRS = ZMEAN	 ZMEAN / VARZ

ELSE
EGTHRS = NMAX

END IF
C
C
C
C CALCULATE hHICF FILTERS TC USF

FLT = INT((E(;THRS-r4Plrr) / LFLTAN) + 1
IF (FLT .LT. 1) FLT = 1

IF (FLT .GT. FLTNUM) FLT = FLTNUM
FLT = FLTKUP - FLT + I

• .. 4, rr^► J. 
lh,



C LIP CA 1 t

FLTHST

T (A . ' A u

( FLT	 , FI.7;1Si	 ( FL T 1

r."vfpfal; AA(;Lr IS
lOOR

•	 l
L

C PFRFC4P T1-E:	 Ff.GF FII	 TC,t1jC

CALL ECCFL T I,I DOW .	 FLTP S Y 6 M	 '414"SI Z.	 FLTN'IM,
E	 FLT. .	 ', r 	SUN, Z'"EA,ti,	 VA? Z, 7)

1 C̀
GCTC 5:

ICC
C	 TF• I S AREA ( S HC 41N ;GFNFC%JS

I

C

	

	 CALCULATE rifilCh FILTER TO USE

C
60	 FLT = INT((F.GTrIRS-NNIN) / CELTAN) + 1

IF (FLT .LT. 1) FLT = 1

;F (FLT.C. T. FLTNU14) FLT = FLTNUM
FLT = FLTNUY - FLT + 1

C

1

C

	

	 UPCATE HiSTIIGrtAN
C

FLTHST (FLT) = FLTHST (FLT)	 + 1

,C

^C	 PERFCRP THE F ILTcRIN(C

C
r^ 1
	 CALL	 FILTER l,!In1DC t-E9 FLTRS, 14NCSIZ, FLTN'Jv, FLT,

C	

E	 ZME-AN, VARZ, Z )

C
-r

55	 XESTMT = ZMEAN

'C
C	 PITT TF• E FILTEREC VALUE IN THE CUTPUT 9UFFEK

IF (XESTNT .GT. 255.01	 XF.STf+,T = ?55.0
UUT(STARTI = INT (XESTMT)

90	 CONTINUE

THIS RECCRC A`le 	 WRITE  T 1	 AND UPDATE THE RrCCRC CcUVTER
G

^.,.,.	 WRITE (CUTF-C) (GUT(6RD),WRC=1,CUTSIZ)
C

^
`

	

	 kECS = RECS + I

C

REt,,, b NEW RECCRI) 1^^TC THE QUEUE ANC Uf')ATE 7Hr FRC^(T-ENC FCINTF:P

REaU (INFC,EENU=lOO9ERR=4OC9) (IN( WRC)vWR7=l,SIZE)
CC 110	 WCRO=I,SIZF:

CUFUE(;PEC9',40R^) = IN(WCRC)
11C	 CCNT1NUE

Le. i► :rte

	 J



J
c

17) 1
C

r	 ^'. 1. ) ^ L )	 ^	 1

GCTC 5G
j	 C

C
C

C	 6C-'VE REACh'_- f' A 1`4  f ,JP - r'F - I IL - SC THu CUT O UT	 Cf-
C	 REC.C?CS > ll_L PE	 Lt'SSr THAT\ T F f 	 NU'A dr:I	 1 ► )PUT
C	 NRtF IT ALL UP A )C: CULT

L	 c	 ^^	 Tr11""^'

^0C	 CGLL UCLC C ( 1r1FC)
CALL UCLUSE (GUTrC)

C

WRI T E ( ITYLUT.63 ) THRSNI,THPSMX.TTLTur,, TILTS7—TTLT' A t\ :TTLTY%

_ 635	 FCLMAT (1X9'JINIMl;4 NUHnE9 CF LCJKS	 ',F,.3•

E.	 /IX,'YAXINU!- NUkt9ER. CF LC(I 	= '•F,. 3,

-	 E	 /IXv MEAN NUM HER CV LCOKS = ',F9.3,

E	 /1':9'STANCAR0 0 E. V I A T I C N G 	 N U N 8 E R CF LCIKS = '.F9.3

WR ITE ( TTYCUT,u37) TTLHMN/NNhPfS
FCRPAT ( 1X,'HC P (1GENE0'.JS A2 EA MEAN = ',F9.3)
W91TE (TTYOUT9a3d) MMHPTS%100.0/NUMPTS
FCRhAT ( 1X9F y .3,' PFi2CEN1 CF THE IMAGE- WAS HC'40(;E'JECLS' )

IF (RNGERR) WRITE (TTYUUT,E45)
F r MAT ( LX,' ',	 r K P C R -- F- 14CCUNTEP ED LCCAL NUNLEA

E /5X ► ' OF LCCKS W"I1CH nFRr +,'LTSIDE THE US^P. SPECIFIFC RANEE.'
E /5)k,' THE Flt?: T OR LAST FILTERS WERE USED IN THE PL AREAS')

wPITE (CUT2FC, 650)
650	 FCRFAT (15X,'- --	 F 1 L. T E R	 U S A (; E	 ---',/IX,'FILTL'R q'.

).	 5X,".' USAGE')
C

CC 150	 F1.T = 1,FLTPU'l
I,R.ITE (C,UT2FC.70C) FLT,FLCAT(FLTHST(FLT)) 1CO.0/NuMhTS

. 7CO	 FORvAT (1X,13,6X,F0.3)
15C	 CCNTINLE
C
C

GCTC 1010

CALL	 F I L(_fi? (TTY ,^UT, I NFflM, ER'?NUN)
GCTC 1G10

CALL FILE,-\'P (TTY-ll)T• CUTF"'h, i:RIWiP)
GCTC 101 ^;

CALL FILE,-? R (TfY^)l.1T, t7UT^F,.• FR.ZNUN)
C, T 	 1GIC

r.ZIT: (TTYCUT9ut).))
I-CI-\N.% T	 (1`(,	 F'..2(t	 l .	 RL'.CIi%C	 IN P tJ T	 IM1(,'	 '.	 )

C
C

_c

iCOS

C
ZCC^

C
CC i(.0

40C`T
560
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wN rlSI? \1 \h	 \ \SIZF	 )F	 wIX('0I
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? ^^ A"! \F, \,c	 \ \ LCC'1L	 ,YFAA
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z \^ \iY 	 \ \VtiLtIL	 CF	 CENT =R 	 F I X E L

1^N — L:?TEL	 VAR IABI.CS ,

SUl i'.UL'T I'.ES	 RFCUIREC
NANt \ OESCRIPTICN

---------------------------------------------------------------------

SU'IR')UTINE EC(,FLT (vg INCC14t	 FLTRS, MSKvd'!J,	 1-4N^)SIZ
C	 NLNFLT, FtT, '! SKN I J A ,	 ! ; ,! c 4-N 	 VARZ,	 Z)

INTELFit	 t4", CS14: 9 FLT. PEC, It- ZC, NuNFLT
INTEISER	 ASKWN) (u99WNOSIZ,t-NCSIZ). NSKN! ► N, F L T N C X

RFt.L	 FL T?S ( 1\l.i v FLT,t-:14CS IZ, hr,CS 1 7 )
REAL	 61NC,C'nc4,1:0SIZ,'wNCS12)
REAL	 ZVCMNs, v:.N1_, 7, TCT: L", TEIALV, FLT'lAL
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TCTALV = :.r
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I L' rq^;E 
Is1<<^,Y:.,•:tr^^r. ^,=_C•!,t'?c1.-=^^.U) Tfi9'N 	 Q(^gLIT

FLT..IX	 T - FLT • l	 Y

EL C
FL TIX x - rL i

E NI; 3 F

FLT	 L = !^l(.J ^!(•cL•i^CR^')	 F L T 4 S IFLT^`X•k=C•:^!li2r)

T C T :LN _ T CIt,L,' t = L TVAI_

TCT'LV = TCT: l y + FLTVtL	 `LTVAL
to	 cc NTIN..!-_
2c	 CC1.TINLE

'	 C	 -
Z^E a 7\ - TOT aL ►J
VAnZ = TCTALV	 AN ?iMF- AN

^r
r.ETUnN
F '.L
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r
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C
C
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C
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C
C
C
C
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C
C
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f
C
C
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---------------------------------------------- - --p. 

Qi- -J — : ------------
Lr.IV A RSI T Y CF	 IFLFCr,"r"L;,IfATI'n;	 I N r C' ? P A T I -'N SLIIN0. LP..

FP^CrtA	 ;LI Tc	 r,CI	 F I:.1E n ..	 1, f	 t

FRCC	 P.- .:,ICFLi	 AIITI'C":J. SCOTT G%RONFit CtTF:C4i17/13

PLRPCSE .	 1IIIS 'tt.t,TI t F	 LFE'S "P IG1, 11 FILTLn.

Pa.r,r,/(_TLr	 )EF1NITICT\
N:I+ C \	 TY?,	 \	 CL tSS\	 RANGE \	 GESCRi PTI-N

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
NCf\ — L :.)CAL	 V AR 1 A21-Z- S

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

---------------------------------------------------------------------

SU3RJUTINFS	 RE-QUIREC
^aNE \	 UE SC? I PT I CN

SIGSUe \CCES	 THE	 PRCCESSINC	 -- CALLEG	 KITH	 VAR laziLE	 P4RAMEIERS

FRCCRAV
----------------------------------------------------------------------

SIGFLT

INTEGER	 MAY•SII. '•tXWiIIv RUFG1)E

HLF:UE = y A X S I Z C	 '-!AXWINCCldSILF

PAnA -'FTFR ( v,1XS11=512>
PARA4ETER (yXWSIL=15)

J^



i

1 ^, 1 ^_ t; E R	 ^t 1 C
I!v1E,: i ^	 II.(:-'IA"I?)I	 i,7t'"-X,1Z)•	 S11`:•	 1'•	 "Cil.

r,

L	 C1,:':	 1 .Lr ^.	 1

h ^AL	 n	 L): , r

I N T E G E	 I,,F.;i II•,).	 ;LTFt,V(15
r

I NT= ,cr.	 i Y I	 ; Y :;UT. I NfC.^UTFC
r,

CAI A	 TTY I 1 •	 TIY.,'. ) T	 1`:.	 16/^r
4RITE ITT CLT.c1`1)

0,111	 FCFNbT t1	 NT,FP THr 7 `IL"hAY): 11;	 1 N P 0 T, IP1, T P	 AN C L C FILc1')
eREAC (1 T Y I v. 5 10 ) 	 I;;F ,'-

510	 FC'01AT (111AI )

h! r^ 1 T- ( TTYCUT. 70,)) I N F N M
70C	 FCkli4 T (1 ?A I 1

'	 C

i	 I:R I Tc ( T TYCUTo C' )
^6C2

	

	 FCP0AT (1X<.'0,TER TF! FIO- tnA1'E FOR CLT?JT (1'LST d': a NE'.ti FILE)`)
REA.: (TTY1N•512) OUTFNcl

1
	 In  I T 	 ( TTYCUT. 7 J	 GUTF:IM

C

I	 C

(	 ',iR I TE (TTYCU'T.t,I
51C	 FC=t,AT (1/9't+:TEF TFE SIZc CF THE INPUT I'9AG'	 )

R E A C (TIYIiv• : )	 ;IZE
WP 17	 (TTY(;UT•716	 S I I E

j 710	 FCRMAT (1X915)
C

IF (SIZE .L'-. AAXSIZ) GCTI^ 12
6R ITE ( TTYCUT, 61`)1 XSI'

615

	

	 FCR)'AT ( 1X•'	 E R R J R — — THE YAX14LV S1ZE _ '•1i)
GOTO 1010

^	 )	 C
12	 NR1TE (TTYCUT.625)

625	 FCri MAT (1X•'L)'T,_k TH	 NUM I.IER CF LCCKS 1)

REaC (TTYIP;• A )	 vUMLKS

WRITE (TTYCUT•720)	 -NUMLKS
`	 720	 FCRPAT (1X•F10. 3)

I^ C
"RITE ITTYCUT•62d)

528	 FCRtOAT (1X•'E1.TFR THI. SIGMA THRESHCLC ')
K.EAC (TTYIi4 :--)	 K

l	 6P.1 Tc ( TTYCUT. l2'J)	 K

C
C

MR1Tc (TTYCLT•4)Z7)

627	 FCF,MGT (I'{•'ENTCR THE SIZI" n 	 THE F I L T E P -,)INC'JW
L	 /lax.' (THIS PA(<A ,'ETER 11U5T 3E 0001' )
REAC (TTYIN• ,°)	 141,4C^IZ

'RIT	 ITIYCUT.710)	 0 N 0 S I
C
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W  I T :_ l T T`! CLT • .321 M	 5 11	 po()R QUqWT

FCkP4f	 ( 1X.' If- T	 I	 .CT A 	 C0'	 (,N;3 ("i2.	 1	 III L U5f.	 I	 v

I F	 (..\.'. .L=. AY: Si 1) G'TC 13
ti ;:.IT f :	 (i'Y .LT.:,411	 1Y:,`12
FC,? 11 T	 ll!.' ' .	 _	 u C F	 - - '14XI"L , !NI^.LC:i SI"F.	 '.151

6 c I c 1'JIC

C	 C bLL SL; l - P BU T 1 Nc T f. "li TH= (: ;R K.

C
CALL SiGiti6 l I ".FJ'a	 %',UTF-* ,I , CUEU	 T.

I1	 E	 SIZt:• RECS, lN:v7SIZ9 CI , TSIZ9 NU'J LKS. K, TTY' L. T)

WR 1 T- (TTYi,UT9n3U)
FCRNaT ( 1X,' ., *	 A L L	 C C N C
1;RI TE ( 1 TYCUT,649)	 JUTS!!. • kFCs
FCi:NA T ( 1X,' T H L OUTPliT 111: Cc IS ' , I5,' 4CIUS	 1Y . , 1 5, ` :EC,Cacs' )

GCIC 1010

STL'
E N C

f
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pE POOR QLJA1.1 'I'Y

► , IV ER S 1 TY- L T!.-^r^L-: t CAT 1Cn5»_; - IK - Li l- nrC-4 41	 I f--NL	 ^t- )	 _n - SC-- -------	 - . -

C F k C C k A P	 ;L f1	 ILTLR,	 ^,	 t= r	r
C ---------------------------------------------------------------------

T C PRCG4_.A^--,:,r-E^51-- 1.-----------,'=Tf^i;`^J^UT1-u1r?f-SC ;t,-R-^-A1r^?/4/''T
j f ------

C VuRrr CSE T 	 ;	 15	 T o	 InF	 TU	 P;:f<<C`r
C

C
T F C	 ACTUAL	 P+< ^CFSSI'.	 r =	LEC'S	 SIGN/.	 FILTiR.

i
.-

1 -------_.-----..-------------------------------------------- ------	 ----
C E F	 I T 1 G',

1 C LASS\--------\----C_SCRI-	 --	 ------------------\--
n------------------C

I
C It^FKV \LI : 1Jj	 \R	 \	 \INPUT FILEnAmE-

C oL;TF'..v \C	 \GUTPUT FILLNAAL
C CLELE \k	 \;;	 \	 \ PAGr CATA	 CUELE

C 1K \I	 \n	 \	 \ INP , JT e:1 F P E0
C CUT \CUTPUT 1uFFFr^
C SIZE \1	 \R	 \	 \I 'ASE SILK
C RECS \1	 \,;	 \	 \n'IM 3E? CF	 r"fi;)K	 S	 I n 	 1 11A6

rt C W'%csII SILF	 1F Li)LAL	 ARcA	 h-INUCh
: CL'T ! I L \ I	 \^;	 \ S I Z'	 '1F CUTPuT	 I MAGE

1 C KL11 LKS ^IiM.:E" •IF	 L C C K S
'; K \R	 \R	 \	 \ S 16 % !A THRE5h7Lu
C TTYCUT \I	 V•	 \	 \CUTOUT Tr_	 TER : IINAL	 FILE000E

C \	 \	 \	 \
C \	 \	 \	 \

---------------------------------------------------------------------
C NON-L,JCAL	 VARIABLES

{ C ---------------------------------------------------------------------

C---------------------------------------------------------------------
C SL,t:"r:UTINES	 REIIJIREC
C KAVE \	 ':E SCP I PT" I C 
r_ ---------------------------------------------------------------------
C CPr'1 \CP'	 '.	 FILE	 ANC	 ASSICN	 FILEC(^DE

UCLCS CC: \C1.L`C	 T= ILES	 U?EnE-3	 W I T h	 CPS\
C FILERR \Rt,-;RT	 TYPE	 OF	 FILE	 ERROR

7 I C ----------------- ---------------------------------------------------
i SU(',P-)UT I N 	 , ;Z;	 (t	 ( I NFnM•	 C U T F N M •	 CUEU I \ •	 CUT

E	 S(LE• RE	 5.	 W 1JJSIZ•	 CUTSIZ•	 nUMLKS,	 K• TTY^:UT)
r

C
C

InTE';,ER `,1"E,	 7UTSIi,	 WhDSIZ
f_

) nT EGER LR.!tnJM

INTEGER. It1(SII.E).	 CUT(CUTSIZ)
INTFGEJ' REC•	 CRC.	 KEGS.	 CREC ► 	 MIC Q.t:C-	 T"P.R2 START,	 IEaR
InTE	 F.k C'1vCRC,	 `tIC4,tC,	 ► +RC.	 wREC -	 NxTQRC, INOEx

C
k F A L	 CuFUF(V,nDSl?• SIZE I

REAL	 nUMLKS- x^STMT,	 K.,	 1J5RCNT



LI - L I 	lL).	 i"(L).	 L •'1vt-ii, UI t P	 .	 L 	 t:h?
L	 VALIJ	 S'.)10	 T^,7AL0', CENTit A, US L`41

I NT

LC: 1_ ".L	 -
OR'(,,INg L ,

1T IV CL 1 . , '. (•C . ' .1, T F C	

kooR QUALITY
r

I K I T I	 !_I.	 I J P P E A	 L'JV!LR	 1.1i-1 1 T ARPAYS

C 4 T t	 .,'IL I" /.ti?5..: is 1,.._07..273,.:h

1	 r
BATA	 :^RLI /I*S9	 7?5, 2.40 2	 1.7r:v/

'	 C
r

TFE	 F CL L C. tih 1 *4 C	 DATA STAr	 TS	 A u  F;k	 A	 Gt•L:S1AJ
L itij	 __WPT Ir.•'^

7	 C

C C,	 L	 L1!4 /C.G,^.:).C.9,0.;),.1!3•.37/
C CLT;	 l!N'ti_1'1 /3.C,2.4192.15,2.C,1.92,1.r.;/

	

I A;. l'_ ^	 NUPt K S +	 c

	

PF tl	 =:^ .0". 4)	 Trio,

T 	 (	 =X •L	 d1	 iHCP,
J

Ir`

End IF
C

C.
USkC psT = rl^.0

C

CFEN FILES ANC CHECK F:.,I R ERRCRS

CALL CPN ( IKFC• INFt 4 M, '1LC', 'UNF v , cRRNUM, L:RR)
1 F (1 2( ) G 0T;,	 1Ja 

CALL CPr. ( CUTFC, L'UTFI:N, ' NEN I . ' LNF' . C 2RnUH, E2:< )
IF (ERR) GCTC	 ?UC9

r
rL

C
C

-)-^ I

r
r

C
C
C

C

C
C

t- y

?C

4C

C

f;-

inITI At. ILE THE CIRCIAAR (.ULL;E

CC .40?EC=I,^n.^CSiC

R EAD f I nF C.C'tK=tir,U9) ( 1,N( kRL;	 iz.;=1.SII C-c

C 3C	 hCRC=I ,SI Zc
. IJCU L(kFC. ! :CR I)	 = 1 N(^4CRL)

C'2N T I NUF
CC^:TINLC



C	 t'f^il
c

VV

r r:	 T P;)

Cr ;3	 5T	 7UISI.

1 C̀
TLTaLY = C.

SL::?PAS-=

C
CFNTL	 = :LEUF l,'ICR_C.M1	 RCI
LtAk = LCk,,Ek * CENTER
LPR = UP,)FR	 CF iT, R

qra

rr

C CC 90	 S%REC = 1	 PI;SI
CC 70	 CWCRC = STAPT•;TART+h;'JCSl7-1

C
V I%L UL = CL, Ui_ (T 4PQRC. C1:Cd? C l

I

	

	 1F (V4LJc.GE.L!JR ..'► ";ij. VALL`.LE.L''R)	 J
T,",T -N LN = TCTAL'4 + VAL!.• ►=

C	 C-3NT I NLJC
C

T!+PCRC = MtuU (T Mp rkC•'i r..(j r 1Z) + 1
?0	 CCNTINLE
C

D^
1 F c suerTS .LE. r, I	 Ti-IEn

I	 T0T;Li'	 CENTER + QUELI" 	 IC'tEC•NIn1tiRC+I )
K X T RC = PCC (NICREC,WNCSIZ) + 1

1	 TCT4Lv = TCTAL V. + C U CUE(NXTGRC•^i104k)	 + CULJE(rtXT;RC,'A IChRC+1 )

XEST T	 TCT1.LM / 4.0

I
USEC\T = USCC;4T + 1.0

1	 ELSE
XEST V T = TCTAL M / SU?PTS

EPIC I F

C
C	 .

C

c	 PUT TFF FILTEREC VALUE IN THE OUTPUT BUFFck

D` IF (XESTNT .GT. 255.0)	 XESTMT = 255.0
CUT(START) = INT (XE-STI-IT)

f
r
UO	 LC.,T I N U E

C
C
C	 WRITE TI- 1 S RECC(,'C AND L'l'CAT^ THE RECCRC CCL'JTFR

C
WRIT= (CL;TFC1	 lC'LIT(1..',C)•I^:tG=1 •CITSIZ)

C
C	 CCN•T :1CTNE? I  CHECK FCP A VRITE ERRCR



I

	`r	 RE; C	 I ,1	 1i	 U	 A ^-	 1^': r^^C"i-f.l^:, FCI',iFn

,F;.0	 (I ".F'...	 'JC•	 4.,	 1	 l I	 Iti	 ► ,.,	 1^:.1^^ )

	

C^	 C 	 T I N 	 DE	
AL p,^,;

^R QUAL1 "I' Y
I^	 CRLC = PLC (CREC.	 NO 11.) ► 1

r^.IU = EC	 = "'c.0 (•^ (U.tcC.	 1:^L:, 1 _')	 1	 '

GCTC ^'.J

c
C

1'
^E'VC ^E.`.C;1E0 A(, E': -CF —F IL: Si. T! L CUTPUT N6Y3^,' CF

	

C	 RECCF•CS ;,ILL RE	 LESS T.iAN TFE	 INPUT
	C	 NR-1F IT ALL :,)P 41 !4t: QUIT

C.
c

	

CC	 CALL UCLC:,E (I ,FC )
CALL U(-'LCSE (	 IfCl

V

C
{	 y

1	 1.,21Tc (TTYCUT. 61 f)I IOC.G =.` UiECP.T / cL'::,T(:,1jTSIL';;UTSIT_)

	

SSC	 FC:i•AT (/=.t.'TsIF S ;':A T!iRES	 `.ti^LC WAS 1P LI D O TG '.F6 2.
C	 / 1X.' P'LRC ='IT ^F T!-.. I Ni+(:E' )

'	 C
I

GCTC luIC
c

C

'

C

	

ICO r-	 CALL	 FILFPP (TTY`:UT. INFNP	 CRPNUN>
GCTC 1010

C1 2CC9 CALL F I L CRR (TTYGUT. CUTE:,'—'1t ERRNUM )
GCTC 1010

C

C
4C09	 WRITE (ITYCUT9550)

	

66C	 FCRZ A —j (1X.'*- _.	 LRRCR IN R.EACINC INPUT I NAG F	:_ :• )

C
^i CIO RETURN

E N C
ECF..1

:I

t

i
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-
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-
 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 

.	I C 1,NIVE^SIIY CF	 KA 0%SA.i	 TFtI-(.CMwLh1CATICNn	 A K,) +I ---	 NATION	 SCI--C	 S

^

- - - - - - -. - - - - - - - - - - - - -	 -

- - - - - - - - - - - - - - - - - - - - - - - - -
- ^ I C PR;;CRAM	 SL1 1 E

-------''
r,CIS.	 1	 Il.'^. p ^	 NFF..

C ----------------------------,-----------------------------------------
C FRCCRAN - narE _^ NNSKS

---------
At! THCR:i,	 Sf,CTT Nf)N^R-C_.TF_C2/1!/03- G

1
----

C Pup rCSE TN I S	 I S	 a	 Sl;3RCLT I NF	 T 	 GENF kA TE T)+r:

C ECGL	 TFNPLAI S	 FC.'.	 AN	 11JA1 1 TIVC	 co(,f_	 rILT(:P.

c
b rMAL

C PACE 13b,E POOR
C C^i'A1,1 Ty

C---------------------------------------------------------------------
c PARAMETER	 f)EFINITICN
C ---------- - ----\- TYPE--\-CL-SS\----GE	

\
CESCRIP TION 

1C-
-- - - _

-
 - - - - - - - - - - - - - - - -

C NSK3X3 \I	 \N	 \	 \ARRAY GF	 3X3	 MASKS
' C 14 1K1n11C \1	 \W	 \	 \ARRAY CF	 EDGE	 TENPLAIGS

C 1,NDS I t \ I	 \r.	 \	 \ S I ZE 'IF	 SQUARE im I KM%S
k c \	 \	 \	 \

c \	 \	 \	 \
T C \	 \	 \	 \

C \	 \	 \	 \
C \	 \	 \	 \
C \	 \	 \	 \

C \	 \	 \	 \

C \	 \	 \	 \
C \	 \	 \	 \

C \	 \	 \	 \
C - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 	 I

C NON-LOCAL	 VARIABLES

C- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - --- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
C \	 \	 \.	 \
c \	 \	 \	 \

F._ C \	 \	 \	 \

C \	 \	 \	 \

C- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
+ C SUBROUTINES	 REQUIRED

C FAME \	 DE S C R I P T I C N

C- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 
C \
C \

f \
C \

+ C \

C \
C \

- C - - - - - - - - - - - - - - - - - - - - - - - -- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 
SUBROUTINE GNMSKS	 (NSKWNC.	 ti4NCSIZ)

` C
INTEGER 'ANCSIZ.	 LINE.	 CLM,	 STAR]
INTEGER MSKWNJ(8vWNUSIZ,UNCSIZ)

C
C
C

-
C
C FILL	 THE EDGE	 TEMPLATES
C



+̂T^ , - - --qr--r- .

	 -	

77

S71.RI	 =	 1

GC	 20P	 LINE =l,v:7;II

I CC	 19C	 CL11=19.4".r:SI7
C

1F(Clr'	 .LT.	 h	 . x ;511/2 . 1	 1 GCTr;	 1C

GC T (:	 Jr)
INF, CLM) = 0 ORIGINALIC MSK;thGI 1.L

C ^'Qp R
15 IF:	 (CL N 	.Lr .	 %4NOSI I/ 2+1 1 f,CTc	 20 QUALITY

MSKblhO( 5.L I NE, CL' • ! 1	 =	 ^`
GCTC	 25

2C 11SKO\C(5,LIIE,CLM) 	 =	 1
C

25 IF	 (CL"'	 .CF..	 '.' TART )	 GOTC 3G

35

I

GCTC
30 NSKW,h0( 2,L INE. CLM)	 =	 1
C
35 IF	 (CLM	 .GT,	 START)	 6070 40

1 MSKMIC(6.LIKE.CLM	 =	 1
GCTC	 45

40 MSKWNU(t,L I,4L. CLM) 	 =	 U
C
45 IF	 (LINE	 .Lf".	 WNOSIZ/2+11 GCTC	 5C

MS MA NO( 3,l ILE.CLA)	 =	 0
GCTC	 55

1
50 ►'	 LKv.KC( 3.	 INFo CLM)	 l

—

C
55 1F	 (LINc	 .Lc.	 1.0-CSIZ./21 GOTC	 6C

MSKhnO(7,LlNE.CLM)	 =	 I

GCTC	 65

6C MSKWNC( 7.L INF, CL M1	 =	 U
C
65 IF	 (CLM	 .L!i.	 1rNOSlZ — START +1)	 GCTC	 70

MS KNnC(4,L In-c , CLM)	 =	 0
GCTC	 75

1
7C

_

MS Ks) NC(4.LINEPCLFl	 1
C
75 IF	 (CLM	 .LF.	 WNCSIZ — START) GOTC	 80

MSKWNC(9.L INC, CL,!) 	 =	 1
GCTO	 19C

gC MSK ►,nC(d,L INE, CLM)	 =	 0

1 `
1 q 0 CunT I141!E

START	 =	 START	 +	 1

200 CONTINUE

1
C

RETURN
EnoI

EOF..
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C	 LI.IVERSIIY CF K ANSA •) TFL-CCAMLNICATICNi A`.., 1N1 L;4IAI IC N It) LIENc r 5 L.^c
C---------------------------------------------------------------------
C	 FRCCRAM	 SLITS	 :	 NCI^c	 FILTC-RS	 REF.	 I	 :
C---------------------------------------------------------------------
C	 PRCCFAM	 N AM, E:LCSTAT	 A117HC't:J.	 SCC T 1	 GAR!))%"-A	 ';AT , :C2/ 1'/"

C---------------------------------------------------------------------
C	 PUkPGSE	 • THIS	 SUCRCUTINI:	 CONPUTES	 THE	 LCCA1.	 STAIISTI C.5	 FCk	 A

C	 H'.NCCW	 IN A	 CIRCULAP	 CUEUE	 AND	 FILLS	 A	 VJTNC'`%	 ARR9Y
C	 F C R	 LAT"R F P C, CE:SSi,)C.	 ppj(;TNAL PAGE IS
c J),E POOR QUALITYC

C
C---------------------------------------------------------------------
C 0ARAMETER	 DEFINITICN
C	 NAME \	 TYPE	 \	 C.L AS S \	 RANGE	 \	 C? SCR I PT 1';N
C---------------------------------------------------------------------
C	 CLELE \R	 \R	 \	 \DATA	 DUFUr_
C	 WINCCW \R	 \114	 \	 \k1N_	 .'1	 FILLF0	 FP.CP	 C L E U E
C	 TMFCRC \(	 \R/W	 \	 \FRLNT	 CF	 QUEUE
C	 START \1	 \k	 \	 \START	 CF	 W1NC04	 IN	 CLELr
C	 NsCSIZ \I	 \R	 \	 \SIZE	 'lF	 :NINMY4

C	 1;ACPTS \R	 \R	 \	 \NW-llE2	 CF	 PCINTS	 IN	 hINCCN
C	 SIZE \1	 \R	 \	 \SIZE=	 'IF	 CUEUE
C	 ZMEAN, \R	 \N	 \	 \LOCAL	 PEAK
C	 VARz \R	 \04	 \	 \LCC\L	 V4RIANC
C	 Z \R	 \W	 \	 \VALUE	 CF	 CENTER	 PIXEL
C \	 \	 \	 \
C \	 \	 \	 \
C \	 \	 \	 \
C \	 \	 \	 \
C ---------------------------------------------------------------------
C NON—LOCAI	 VARIABLES
C----------------------------------------------------------------------
C \	 \	 \	 \
C \	 \	 \	 \
C \	 \	 \	 \
C \	 \	 \	 \
C----------------------------------------------------------------------
C SU-SROUTINES	 REQUIRED
C	 NAME \	 DESCRIPTION
C ---------------------------------------•-------------------------------
C \
C \
C	

V
\

C \
C \
C \
C \
C---------------------------------------------------------.------.-------

SU($ R CUTINc LCSTAT	 ( f)UEUF,	 WINCCW•	 TMPORC ♦ 	 START.	 WNCSIZ9
G	 ' ►mNDPTS. SIZE.	 ZMEAN.	 VARZ,	 Z)

C
INTEGER WREC,	 WWOkC,	 QMCRC.	 START,	 ►oNDSIZ.	 SIZE,	 TMFCRC

C
REAL CUEUE(hNDSHo S17E).	 WNCPTS•	 ZMEAN.	 VARZ ► 	 Z
REAL TCT9LP,	 T ,ITALV.	 WI?4OCW(WNr;S1Z9WNCSI7)

C
C

TOTALM =	 0.0



I!

ICTALV = (:.0
I	 C

6wcP" = 1

CL 10	 C',vCR:) = ST1RT@ STA?.T+WN')SIZ-1
T :TAl.?,' = TCT.%L.Ii + :',ULLL (TNP^RC •ChCRl, )
ICTALV = TCTALV + UUEUE (TNPc)RC.CwCRC) 4* )
MI.:CLW(NRECvWWL;,,U)	 CU(-LE(TMPQRC.Ck4C;IC)
`, C Rc = ;4ri rRr + I

l c	 C. C N 'T 11'. U E

c
i 	 C

C
C

TYPC;C = u GC (TMPORrq WNOS I N + 1
2C	 CCt,T1NLiE
C
C

ZVEAN = T0TALN / '.4w0RTS
VAR? = TCTALV / WN0PTS - ZNEAN*ZN'EAN

C
C	 FINC THE CENTFR PIXCL
C

t = w1hCCwlt^NCSIZ/2+1. 1,NI)SlZ/1+1)
C

I	 R[TI)RN

E N 0
ECF..

OPJcDVa1
'^,8 

QUA IS

Q - % -rw q- - -	
-  --- -- -- 

i I
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F-0). I

I

Y.

1

F

Y'

I

i

4

C	 ur,ivt:ft',IIY	 .f	 rA,\SA'-: tL' I C T E SFN;InC LAU
C---------------------------------------------------------------------
C	 FPCCit11 1 SLIT;.	 t.r 	 FILTER`,	 kFF. h
C- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
C	 PR!C,*'ar n:,-'F:SU'.N\c	 .'.L[TIi[;it:J. 5CL'TT GAIi-)r\ ►t ;niE:C2i1?i?3
C- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
C PUR1 - GSF	 THIS I	 U:SRUUTINF T 	 GC- KFKAIL 4 3k3 It[ r,CCh C = LCCAL
C NEANS F;2(;M	 [,I It , k;C,1 CF CATA PCINTS.
c-
c
C

C------------------------------------------ --------------------------
C	 P A R A ETI_R 0EF1`d1TICN
C	 1`A11 L 	 \ TYPE	 \ CL ASS \ RANGE	 \	 C'.= S C A 11) T I ON
C---------------------------------------------------------------------
C W'IKCCW	 \R	 Vi	 \	 \W[\CC4 OF AREA CF INTEREST
C S34REa	 \I	 \W	 \	 \3x3 LOCAL MEANS
C W 	 SIZ	 \I	 \R	 \	 \SIZE f1F h1r,CC1-a
C	 \	 \	 \	 \
C	 \	 \	 \	 \
c	 \	 \	 \	 \
'c	 \	 \	 \	 \
C	 \	 \	 \	 \
C	 \	 \	 \	 \
c	 \	 \	 \	 \
r	 \	 \	 \	 \
c	 \	 \	 \	 \
C	 \	 \	 \	 \
C	 \	 \	 \	 \
c- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
C	 NON-LOCAL vARIA8LES

C---------------------------------------------------------------------

c	 \	 \	 \

C	 \	 \	 \	 \
C	 \	 \	 \	 \
C	 \	 \	 \	 \
C----------------------------------------------------------------------
C	 SU(SRUUTID%ES RE:CUIREC

NAME	 \	 nESCRIPTICN

C
--- -----------------------------------------------------------------

c	 \
C	 \
C	 \
C	 \
C	 \
C	 \
C- - - - - - - - - - - -- - - - - - - - - - - - - --- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

SUi;RJU ,i INE	 SUnNSK (WI C014, S1APEA, I.NCS IL )
C

InTECCR	 W N G S IZ. SdNS I  , 0VRLAP, SL'A R 1-4( 3.3 )
INTEGER	 STCRTR. SiAPTN• 411EC. NWChC, RE C. LICI[;

C
REAL	 I,INr,CV,(WtiC11Z.WI	 S1_' )
REAL NCNPTS, TOTAL

f,
C
C	 CALCULATE Tilt SUBAREA SIZE INC MILAP SIZE



17
C

' CVRLnr	 =	 -A CC	 (:4 NOS 11•	 31
S p ?, S1.	 =	 '4NCSIZ!3	 +	 l:VRLAP

C'

Nl,l"PTS	 _	 S25N:i1/	 :t	 :;C.;S1Z
STI.FTR	 =	 1
STARTW	 =	 1

C
CC	 40	 MR£C	 =	 1.3

I CC	 3C	 MW(P C	 =	 193
f^ TCTAL	 =	 G.0

^. DC	 ?C	 REC	 =	 ST4RTR•	 STARTR+S3WSIZ-1
CC	 1C	 t+CRC	 =	 START14p	 START6+S16SIZ-i

I	 I TCTAL	 =	 T C T A L	 +	 IlIf^'tr;;(RE' •WCRC)
10 C NT INUE
2C CCNTIr`t,^
C

I^

SRAREA(NRECtHt•CRO	 =	 TOTAL	 /	 Nt1M('TS
STAPTis	 =	 STAATw	 +	 S 13^ ; S1?	 —	 CVRLA):

3C CGNT INLlE
STGRT4	 =	 1

1 STARTR	 =	 STARTR	 +	 SBWSIZ	 -	 GVRLAP
4C CCNTINUE

F c

11 c
P.ETU'RN
END

ECF..

ORIGINAL PAGK IA

DE EOOR QUALITY

ii .
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OF POOR QUALITY

C
C	 LNIV	 ',II'r L,'T K,. ► ' '.;	 T f I	 .,('i!VLNI CAI I!'(,`	 I-%'• I N V L I P A 

I 
I C N SCILICFS L-13

--------- - ---------------------------
C	 PZI;GR:N S L 1 1 "'	 r\C:	 F11.TLi1'

	
r. FF.	 f} :

C---------------------------------------------------------------------
c PRCr(tA.M NAvc- FhCEc",	 ^1; 111C^.J. S(...II GAi2DN- : R ,1TE.C2/14/x3
C------------------------------------------------------•----------------
C PURPOSE .	 THI S SL;0 P.9UI INN' USF ; A 3X3 GRA;;I c':T Nn;K TU

C CETERNINE Th,C LCGf -.11LNIA1IG,J nND THEN TF+I::SHiCLCS

C TC FIf,C 61-IC1'	 IJF f;F TH,: C'^G!= THE CLNIFR PIX' L

C LIES. F 10 TI•I 	 A ► i.1SK tOMEEV IS SELLCIEC F.7k S(;i;SECU ►_I\T
C EDGE FILTER1t,C.

C- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
C	 PARAFETLR DEF-INITICN
c	 NAPE	 \ TYPr_	 \ CLASS\ RANGE	 \	 CESCRIPII'IN
C---------------------------------------------------------------------
C SBAREA	 \I	 \R	 \	 \3K3 S , 1L1R^l4 r :AN
C MSK3X3	 \I	 \R	 \	 \GRADI_NT MASKS
C NSK Nil N	 AJPRJE'2 CF KASK TC USE
C	 \	 \	 \	 \
C	 \	 \	 \	 \
C	 \	 \	 \	 \
C	 \	 \	 \	 \
C	 \	 \	 \	 \
C	 \	 \	 \	 \
C	 \	 \	 \	 \
C	 \	 \	 \	 \
C	 \	 \	 \	 \
C	 \	 \	 \	 \
C	 \	 \	 \	 \
C- - - - - - - - - - - - - - --- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -- - - - - - - - - - - - - - - -
C	 NON-LJCAL VA.^IABLES
C- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -•- - - - - - - -

C	 \	 \	 \	 \
C	 \	 \	 \	 \
C	 \	 \	 \	 \
C- - - - - - - - - - - - - - - - - - •- - - - - - - - - - - - - - - - - -- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
C	 SUESROUT INFS RECUIREC
L	 NAPE	 \	 DESCR1PTICN

C- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
C	 \
C	 \
r	 \
C	 \
G	 \C	

\
C	 \

C- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
SUBROUT INF	 FNCEDG	 (SBARFAv HSK3X3v J+SK ►\ Jh )

C

i
i
t

1 ► NTEGER	 SBARFA(393). NSK3X3(39394)9 PSKNUPt faAXV,%L
INTEGF.F.	 CENTL• R• HSKPI0X• RCW• CLM• SUM
INTEGER	 THRSH1t THRSH2

CENTER = SBAREA(292)
MAXVAL = - 10000

C
C

C

J^



r

	
n

jC ORIGINAL PAGE TS

CC	 cc	 N,Kr,.Cx	 =	 1-4. US POOR QUALITY
sI_m	 _	 C

.-

CC	 Lr	 ^1	 1 , 3
LC	 I 	 1,3

SU w 	=	 SUM	 •	 SdARF.A(RCW,CLP.)	 * v SK3Y3(R'ltNt	 .LMtHSKN!.	 1

20 C C N T I N U E

2C CCNTINU'
IF	 ( AEl S(SUV	 .LT.	 MAXVAL)	 G'ITL' 5C

MA:(VAL	 A°S( S;)A )=
HSY.NLW 	VSK,vCX

50 CCNTINUE
C

C
IF	 (w.SKNU!'	 .NF.	 I)	 GOTC	 6C

THPSHI	 =	 SPAKLA( 2.3)	 -	 CENTER

THPSN2	 =	 58AREA(2,1)	 -	 CENTER

GOTG 90
C

60 1F	 (NSKNU:a 	.NE.	 2)	 GOTC	 7C
THRSHI	 =	 SBAREA(1,3)	 -	 CENTER
THRSH2	 -	 SCAREU 3.l)	 -	 CENTER
GOTG 90

C
1	 70 IF	 WSKNOP	 .NE.	 3)	 GOTC	 30

THPSH1	 =	 S2AREA(1,2)	 -	 CENTER
THRSH2	 =	 ScAAFA(3,2)	 -	 CENTER

GCTC 90
C
bC TFRS^'1	 =	 SGARFA (1, 1)	 —	 CO.TFR

THRSH2	 =	 SBAREr.(3,3)	 —	 CENTER

C
C
9C IF	 (ABS(THRShl)	 .GT.	 ABS(THRSHL)) MS1CNl1M	 =	 NSKNU N	+	 4

C
RETURN
ENC

^J
Er, F..

w

I
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__________.._____	 ------------------------------------------------
j	 C -	 IVFRSITY - CF - K,^

- 
-
 
- _ IF LFCC 10 t.-	 ATIrnS - ANI	 tNa11----	 LC,S LA?^

C
c P p ncP,'A m. SLIT, : 1.CISt* FILTt- R',	 RFr.

f_ ---------------------------------------------------------------------

C PRCCR.1M - N.HE^FGSTAT_ -------- AIIThC--J- - SCC TT - G ..11 0 ,M k [;.Ali -C21 14/°_----
C
C PURPGSF .	 Tt11 ; Sum P!ILITINF CCNP(;TLS Tt - i - LC(,aL STATISTICS f CR
C A ZCGF 1,1NGCt4 4 F T E k A D PLYIt.0 A MAc1K WHIC.h- MUST
G PrLVirLISLY f 4 AVL BEEN NOR.v AL IZI-C.

I	 C

I ^	 C	 ---------------------- -

C 	 PAQAMETCR DEFI'41TI('N

I!  C	 hA p L	 \ TYPE	 \ CLASS\ RANGE	 \	 CESCRIPTICN1	 ---__---_-------------------------------------------------------------
C WI I\CCW	 \ft	 \R	 \	 \L,1CAL AREA h%INCC6

C MSKim;NC	 \R	 \It	 \	 \Ef)G'^ TEMPLATES
C uNCSI1.	 \1	 \R	 \	 \SIZE' ')F WINCOW

C P.SKNI;Y	 \N0i4ilE? CF 1/4SK	 T 	 US=

!•	 C Z M EAN	 \R	 \11	 \	 \LrCAL NFAJ
i	 {I	 C VLRZ	 \f',	 \LOC4L V4R1ANC%-

'	 C Z	 \R	 \VALUE CF CENTER PIXEL
f_	 \	 \	 \	 \
C	 \	 \	 \

c	 \	 \	 \	 \
c	 \	 \	 \	 \
c	 \	 \	 \	 \
C	 \	 \	 \	 \	 '
C	 \	 \	 \	 \

- -- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -- - - - - - - - - - —
L	 NCN-Lf^CAL VARIA3LES
`.- ---------------------------------------------------------------------
L	 \	 \	 \	 \

C	 \	 \	 \	 \
C	 \	 \	 \	 \	 u

	

kC ---------------	 --------------------------------------------------
G	 SU3ROLTINES RECUIREC

j	 C	 hAt'[	 \	 DE SCR I PT ION
`	 ---------------\------------------------------------------------------`

I	 c	 \	
i`	 \

C	 \
C----------------------------------------------------------------------

t	
SL3ROUTINE	 EGSTAT (WINCC,^, MSKWNC• 6NGSI'•

C	 ASKNUN, ZNEAN• VAR Z• Z1
C

INTEGER	 ^If,O;IZ• 11SKNUM9 PEC• 114000
INTEGER	 HSKWNC(8wWNCSIZ,WNC_'.IZ)

it
C

RFAL	 WINOl:t+1VNCSILv14NOSIZ 1 • SU3PTS
kEAL	 ZYEAN• VARZ• Z• TCTALM• TGTALV• FLT'IAL

C
C

TCTALN = 0.0
TCTALV = 0.0

LC4



!' I
	

0R1c;tN o Ul A-L Yi

SI.d a TS = I --'SIZ;2+1II I 	:, CSI/.	 fig,PV^K

1	 CG 10 hCKC = 1 r'MrS 11
FLTV..I	 = h1A0^.4( RFC ,laVK;)	 FLGAI(!•SKUA') (PS Ile INIII,RLC,'•-C,?C))

TCTAL'' = TCTAL•M + FLTVAI
Tf:TALV = TCTALV f FLTV.1t.	 FLTVAL

IC	 CCNTINUE

Z N EAN = TOTALr' / SA P.PTS

V A R Z = TCTALV / SUBPTS — ZNEAN*ZVEAA
C

RETURN
EAC

E0F..



C
C.
C
L

f_
C
r
C
r

c
C
L
C
C
C
C
C
c
C
c
C
c
C
C
c
c
c
c
C
C
C
C
C
c

c
c
c
C
C
C.
c
c
c
c
c
C
c
c
c
c

DWGTNAI: PAGE ^q

OF POOR QUALM

---------------------------------------------------------------------
L,NIV F r'SITY G1: K A % t-) TELELC F-VL Fi1 CAT IC NS >N") INr(:"VAIILN SLI[,L'.S LA 

V?C.CRAN	 LI T1 1 . ACISF FILTI_RS	 RFF.

PR(_'..i:.r^ nr.r'^]:CunrLT	 t,l!THCI:J. 5 C G T T G^R0,N:K Q%T1::3/73/E'3

Pl,iiPOSE :	 THIS SU;R o.')UTINI.: LjENLR:IIES THE
FILTERS FCR T'IL 4,LIN' -;R FILTER.

PARA?J ETER 0EFI\IT10N
TYPE	 \	 CL ASS \	 RANrE \	 C-SC111 PT Iii%

FLTRS \it \R/11 \ \FILTERS	 ARRAY

GIST \f: \x/W \ \01 STANCE	 APR,'.Y
FLTNUP \! \R \ \N11M=iEl	 CF	 FILTERS
ur.CSIZ \1 \R \ \SIZE	 'IF	 THE	 FILTER	 H1NCGn
DELT - N \k \R \ \ INCRFAENIAL	 N I IPHE R 	CF	 L C L K S
NUMLKS \!? \it \ \N:Jui!E'.	 CF	 LCC''CS
WNCPTS \R \R \ \ NUN3C?	 r 	 PTS	 1 N	 WI NV^>
ECURES \R \k \ \L-CUIV1LENT	 NUM^FR	 CF	 LCCKS
OUT2 r-C \I \R \ \FILTER	 OUTPUT	 FILECCCE
TTYCUT \1 \R \ \TFRi•1INAL	 DkiTP'.1T	 FILECr:C!-

NON-LOCAL VARIABLES

SWROUT INFS RECD I REC
NAME \ DE SCR I PT I CN

\

SUr ROLTINE GFNFLT (FURS.	 I;IST, FLTr\U,.l,	 t%NCSIZ,	 UELTAN,	 t\UMLKS,
C	 WN0PTS, ECURL' S•	 OUT2FC9 TTY0UT)

INTEGER	 c LTkU'l, WvNOS1Z. ra ICr R 0 W 9 CLN, F)_T
INTEGFR	 CUT2FC, TTYOUT

REAL	 CFLTAN, FLTRS (FLTWUF(.)tNCSIZ,W N ' ;lZ)
REAL	 XCIFF2, YCIFF29 ALPHA, SU 4 9 ECIL4ES
R[AI_	 GIST (>n.",.;Sll_rWNCS 12) ♦ W4GPTS, TFMP

C

c



ORIGINAL PAGE W

1	 ti k A L r^:).y L r.	
DEi ZOOR QUALITY,

C
C
C f	 I11',1.	 FI S C	 TNt	 '41 1,:PCINT A^.it)	 FILL	 THE	 CI STANCE	 ARRAY

t'_

C
C

O C	 7c	 .1 C'4	 =	 1.	 t.4 "I D S I Z
YUIFF2	 =	 FLC,i	 t t ► 	 Clr-AID) (RCW-NIC) I
C(;	 10	 CL:J 	=	 I	 'N 3' 17

XCIFF7.	 =	 FLC:.T	 ((f,LN -ViD	 (Cl_.V-:-'lL)1
C'IS1(RJa.CL"'I	 =	 SCi^T(XGlFFZ +	 YDIFF2)

1 0 CL: 1%T INUE
0 CCNT I NLE:

C
C.
C CAI CUL: TE	 FILTERS	 2	 THRCUCH NUYFILTS	 -	 1
C

DC	 9C	 FLT=2.FLTNlJM-1
C
C CALCJLATE	 ALPHA	 BA')": D	 ON THE	 REI-ATICNShIP	 THAT
C ALPHA	 =	 2	 /	 W	 WHERE 1i	 IS	 T h E	 EQUIVALENT	 RESOLUT19N	 FCR	 A	 5X5

C BCX	 FILTER.
C
C (:UANTIZINC	 ALPHA	 GIV=S ALPHA	 =	 K	 *	 IN')EX	 viHrRE	 K	 IS

C A	 CCNSTANT	 FVALUATcC	 FOR THE	 CASE	 WHERE	 AL ; HA=.5	 WHEN	 N=KLMLK;

C
C TI- IS	 YIELCS	 K	 =	 (?/W) DELTA.	 /	 rtL,LKS
C
C

ALPHA	 _	 ( 2. C/F,^URFS) nFLTAN	 Y	 FLCAT( FLT f	 /	 NUWLKS

C
C
c
C NEXT	 CALCULATE	 THE	 VALJF CF	 EAC H(	 ELEI3 ENT	 OF	 THIS	 FILTFR

C ^

1 SU M 	=	 C.0
DC	 5C	 RC14	 =	 1.WNDSIZ

.

CC	 50	 CL)'o	=	 1 . W°IDS I7 I
TEMP	 =	 EXP	 (-ALPHA DIST(RD'(.CLN))

SUM	 -	 SLIM	 +	 T[,MP

i^
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Abstract

Classification of synthetic aperture radar (SAR) images has important

applications in geology, agriculture and the military. A statistical model

for SAR images is reviewed and a naximum likelihood classification algorithm

developed for the classification of agricultural. fields based on the model.

It is first assumed that the target feature information is known a priori.

The performance of the algorithm is then evaluated in terms of the probability

J
of incorrect classification. A technique is also presented to extract the

needed feature information from a SAR image; then both the feature extraction

1
	 and the maximum likelihood classification algorithms are tested on a SFASAT-A

SAR image.
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1.0 intrrduction

Synthetic Aperture Radar. (SAP) ima riin q systems havice been used to obtain

images of the earth's surface. This paper deals with the problem of autnmatic

classification of SAR imagery.

According to the definition in (11, classification of an objec t_ in the

ima ge is the decision regarding the catenory to which the object belonas. For

examp le, if the image is of an agricultural. area contairincr a nue r bi^r of fields

and there are three cate gories, or classes of fields, such as c.)rn, wheat, and

soybe,ins, classification is the process of assicrninq a cateoor" to each field.

i
Fa ch object (tar get) class is cha.acterized by a unique set of measurable

properties, or features. The classification is done b y assiqninq the target

to a class based on how closely the observed set of target feature:: matches

the set of features for that particular class. The assignment of an object to

one of several classes can be clone on the basis of a maximum likelihood

criteria, that is, a classification decision is made such that the probability

of incorrect classification is minimized. The problem of maximum likelihood

classification has been presented in general form in [91, and solved for the

'	 specific case where the observed feature vector is distribute' is multivariate

normal random variable. In our case (SAR images), the classification is based

on one observed feature, gray level, which is not normally distributed.The

major problem with processing SAR images is that coherent nature of the

microwave illumination gives rise to a phenomenon called speckle. Speckle

noise seriously degrades the quality of an image [121. I t. is signal-

dependent. Because of the dependency of the noise on the signal, processing

jtechniques designed for additive Gaussian noise fail. Thus other statistical

models are needed, and one which has been successfully used in the past

[15,16,201 will be introcuced in the next section.

As has been mentioned above, a target in a SAR image can be described by a

single feature - gray level mean. This is especially true for agricultural

targets, where textural features do not offer much discrimination. Here, a

maximum likelihood classifier based on gray level mean is designed. This

classifier assigns every pixel of an image to one of several target classes.

It is ori g inally assumed that the gray level means are known a priori - for all

target classes. A method is then presented to estimate those values

automatically. To evaluate the performance of the classifier, the

-_3
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probability of clan::ification error i5 derived, and the classifier performance

'	 is tested using radar image simulation and Sr•1SAT-A SAR images.

1.0 statistical. Model for Intrrrsities of Pixels in Synthetic Aperture

Radar Imanes

It has been confirmed	 (161	 that heuristic image processing techniques,

such as gradient edgc detection algorithms do not work well for SAR images.'

Thus a statistical model is needed, 	 one which w ,juld incorporate the physics of
the SAR image foi7mation piocnsn.	 This model is the basis for image processing

techniques developed later.

The main c:	 acteristic of SAR images is that the noise variance ;,x2 of

' the pixel intensity X is proportional to ux2,	 the square ^^f the mean of this

pixel.	 The true intensity W  is proportional to power return from the pixel

' n the absence of noise.	 The ramifications of proportionality of mean and

variance is that tartlets with higher intensity have higher noise variance, 	 and

one can conclude that the noise power is the function of the signal power.1

This precludes the use of an additive white Gaussian noise 	 (AWGN) model, where

si gnal power and noise power are assumed to be independent.
Synthetic aperture radar images belonq to the category of speckled

imaoes.	 The statistical characteristics of speckle noise have been developed

in	 (131	 and applied	 to synthetic aperture radar in	 [14,151.	 The complete

noise model was developed in	 [15,201.	 According to this model, 	 let R be a

random variable representing observed pixel inte:isity from the SAR image. 	 It

has been shown that the probability density function	 (pdf) of R is exponential

with the mean of u where u is the true intensity of the target to which this

pixel belongs.	 It 1,as been shown in	 [151	 that pixel intensities of

neighboring rixels can be assumed to be uncorrelated. 	 here we also assume

t;,dt they are independent.	 In most SAR imaginq systems more than one

independent sample of detected power is obtained for each pixel. 	 The number

1 of independent samples, a is often referred to as "number of looks per
pixel".	 Now pixel intensity X is obtained by averaging these independent

samples:
a

X =	 1	 E	 R. 	 (1.2)
i =1

The probability density function of X can thus be expressed by the formula for

gi,mma distribution:

^r
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Xa-16_-^ie-x/(

f X (x) =	
r(a)

(1.3)

1.

I:

f.

I:

w'iere,

0 . - u /a

1'(a) = (a-1)! for a an integer.

Mean and variance of pixel intensity X can he calculated usin g the

properties of gamma distribution. They are e q ual to h and u2/a,

re^7_ tively. The ratio of signal power to noise power (signal-to-noise

ratio) (4) can be calculated as

S	 F 1X)
C1

N Va r FXX
(1.6)

Thus it has been shown that noise power is proportional to signal power with

coefficient of proportionality of 1/a.

'Phis relates directly to the observation about dependency of noise on

signal, made at the beq'nninq of this chapte r . Statistical noise model for

SAR imagery can thus be best characterized as "multiplicative nois-- model",

where siqnal and noise power are proportional to each other:

X = S • N	 (1.7)

where X is defined as before, S is noise-free signal, and N is random

variable, representing multiplicative noise. one should note that si g nal S is

a continuous random variable and its probability density function is

continuous.

There are restrictions to the model, worth mentioning:

(1) The statistical model for pixel intensities introduced above is only

valid for a type of region that can be defined as homogeneous. A homogeneous

region is an area where all pixels belong to the same target, best

characterized by a single feature: mean u. If more than one target is

present in the region the distribution of pixel intensities does not follow

gamma distribution, and more sophisticated model is needed (161. Such regions

are called edge regions, and since the model is not valid for them, they

should be excluded in any analysis.

(2) There are seve.^l conditions to be imposed on the target for

multiplicative noise model to be valid for SAR imagery. These conditions were

outliied in [13). One of them is that the surface roughness of the target

should he large, compared with wavelength of radar signal. There is a variety

3
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1	 of target classes that would meet such conditions. An example is a target

that contains an agricultural area, such as corn field.

In summary, the statistical model that incorporates prop--rties of SAR

image formation process was introduced, and its limitations mentioned. This

model will be used throughout this paper.

r
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3.0 Maximum Likelihood Classification of Regions in thy: SAR Image;

This section premv^nts a solution to the problem of the classification of

pixels in a SAR ima ge, based on grav level. Also, an expression for

'	 probability of incorrect classification is derived, ind a test to exclude edge

reg ions is presented.

In this section it is assumed that the image contains M tarqets. The true

target means are known a priori. (An algorithm to extract tar get means from

the SAR image will be presented later). A sliding KxK processinq window is

1	 applied to the imaae, and sample mean is calculated for each window

position. Then, based on the outcome of the test to he described, the center

pixel of the window is assigned the value of the target mean, to which the

region, defined by the window, is most likely to belong.

A. Maximum Likelihood Approach to Classification

For a given window position, let X 11 X'), X 3 , ..., X  (N=KxK) he the gray

level intensities of the pixels within a window. Accordin g to our model, we

can assume that X 1 ,	 X  are independent and uncorrelated.

1	
N

'	 Let X = N	 Xi he the o5served mean, and X L , XL 	XL he true means of
i=1	 1	 2	 M

all M targets in the image, known a priori, as previously assumed. It is

assumed that all the pix'1.c in the window nc l onq to the same homogeneous

region and that the region is characterized by the mean 	 Regions that

contain a mixture of targets (edge re g ions) will he excluded by a test to be

described later. Now consider the following set of hypotheses:

H 1 	u = X L (region belongs to Target 1)
1

	H_: u = XL (region belongs.to Target 2)	 (3.1)
2

If M : u = XL (region belongs to Target M)
M

The likelihood function under hypothesis if  is defined as joint probabi-

lity density function of all samples under the hypothesis

H i , 1 C i < M, multiplied by a priori probability of h ypothesis H i being

I.	 true, P(1t i ). Using the SAR image model previousl y descrihed, the likelihood

function can he written as	 .1	 n-t -aNX/X

Li

L(X	 ; X , X	 X	 P(	 j-1	 (3.2)L112 ,	 N) =	 Ni)	
(F (CO ) N XL. RN

1

a

1
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region. The test is carried out this way: If 
Sz 

is less than Z the region

is an edge reclion. :'hreshold of ) has been chosen heuristically. To identify

edue region, the center pixel of the window is assigned zero intensity, and no

further testin g described in previous Section is needed. This test is a quick

way to check whether the region defined by a processin g window at a given

' position is homoneneous. However, it is not necessarily the optimal test. It

ma y miss some of the edge regionE. A better test (Likelihood Ratio Test) has

been derived in f16). Likelihood Ratio test would define the edge regions

'	 better at the expense of computational efficiency.

C. Performance Analysis of Maximum Likelihood classification Aluorithm

Section 3.A considered the problem of assiqninq center pixel of processing

window in a SAR image to one of M tar gets. There is probability that the

pixel is assigned to the wrong target. The purpose of this section is to

derive an expression for this error probability. In (231, a performance

I

analysis criteria were derived for two targets in the ima qe and with Gaussian

noise model assumed. The following analysis uses the multiplicative noise

1

	 model and M targets in the imaqe for derivation. Let

Y  = XX— + £n XLi , 1 < i < M, be our decision criterion. Let P e be the
Li	 1

probability of assiqning the pixel to a tarqet other than tar get 1, when

hypothesis H i is true (that is, pixel belongs to Tarqet 1).

Identically, P e , 1 < i < M is the probability of assigning the pixel to
i

target other than correct target with mean X Li . Pei can also be expressed in

terms of probability of correct decision:

Pe	 1 - Pc	 (3.5)

Pc is the probability of correctly assigning the pixel to target i, when
1

hypothesis H i is true. Since all targets occur with equal probability, the

average probability of misclassification can he calculated as:

M
a^	

Pe =	 Pe /M	 (3.7)
i=1	 i

Thus the task of performance analysis boils down to findinq P e	1 < i < M.

T	

i
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consider	 the	 followinq se*_ of statistics:

Y, s X + 4n X	 1 G i< M (3.8)

XL.	
L1

4 i

Let the true target means he arrancl pd in ascending order: X
Ii	

<	 XI2	 <	 ...	 <

X LM .	 The probability of correctly assi g ning the pixel to Tarqet 1, when

hypothesis H 1	 is true can be calculated as:

P	 P((Y1	 <	 Y
2 ,	

Y 1 	<	 Y 3 ,	 ...,	 Y 1 	<	 YM)IH1^ (3.q)c 1

4. where the comma in probability expression is defined a5 logical	 "and".	 Next,

calculate the difference of random variahles Y i and Y where	 1	 <	 i < M and	 1	 <

j	 <	 M:

X	 -
 XU

X	
Lj

X 
Li

Y. 	 - Y,	 = XX	 + RnX Li - X
	

- Rn X I	 = X 
X +	

Rn	
X	

(3.10)
LjLj LiLi	 Lj

The inequality Y 	 - Yj	< 0 can thus be expressed as:

XLj	 XLjXLi
X	 <	 ^Qn	

^ (3.11)X	 X	 -X
Li	 Lj	 Li.

L)XX1
Let Z 	 equal to	 Xn	 By inspection,XL) one can conclude that

X
L)	 Li	 L:

Z i,j	 > 0 and Zj,i = 7,i,j .	 Rewriting the probabilit y of correctly assigning

f is pixel to target 1, we obtain:

r

Pct = 4",P( (R < ?, 1 ^ 2 , X < Z 113 , ..., X < Z1 M)IN1J (3.12)

This joint probability can be expressed as the product of the followinq

conditional probabilities:

P	 = P( (2 < Z	 )IH	 P((X < Z
1
	 IX < Z

1 	
Ili	 ...

cl	 `	 1,2	 1	 ,3	 ,2	 1

P(X < Z 1
 ,

^ IX < Z 1,2 , ..., X < Z 1,M ) Ill 1)

But XL1
	 < XL2 < ...	 <	 X LM ,	 and therefore	 Z 1,2	 < Z 1,3	 <	 ...'	 Z 1,M-1 <	 Z 1,M so

all conditional probabilities in the expression above are equal to unity	 i.e.,

(3.13)

8
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P(IR	 <	 7,1.3I R 	<	 7, 112 )1II 1	1

r

P( (R	 <	 7	 1X-	 <	 71,2,	 X	 <	 7, 1r3 ,	 ,,,,	 X	 <	 7.1,r1-1)	
if 	 =	 1

and

PC1	
M	 P(R	 <	 Z 1,2 I1i 1 ) (3.14)

By analogy the probability of correct classification for the largest a Priori

mean is:

PCM 
=	 P(R	 >	 Z I'm IHM )	 PHR	 >	 Z2,M IR 	 >	 Z1,M ) Ili M )

P(R	 >	 zM-1,MIR	 >	 Z 1,M ,	 R	 >	 7. 2,M ,	 ""	 R >	 ZM-2,M )Ili M)

Again,	 all conditional probabilities are equal to unity, and

PCM	 =	 P(R	 >	 Z 1,M II' M ) (3.15)

.
t

For any Pci ,	 1	 < i < M,	 the expression becomes:

Pci	 =	 P(R	 >	 Z i,1 ,	 R	 >	 Z i,21	 ...,	 R	 >	 Zi,i-1'	 R	 <	 Zi,i+1l	 ...,	 R	 < Zi,MIHi)

Or-.

I liPci	 =	 P(R	 >	 Zi,i Ili i )	 P(R	 <	 Zi,i IR 	>	 7.i.i-1	 +t	 - 1)	 i )

It can be easily shown that the only taroets that the pixel can he incorrectly

assigned to when it belongs to target i, are targets with true means X	 and
Li -1

XL	 , directly below and above true mean X Li .	 The probability of correct
i+1

decision can be expressed as:

Pci	 =	 P(X	 >	
Z

IIli)	
P(R	 <	 Zi,i+1IR	 >	 Zi,i-1)IHi)

J
1.	 =	 P(Zi,i-1	 <	 R	 <	 Zi,i,_IIHi). (3.16)

In summary, probabilities of error Pei ,	 Pei - 1-Pcif	
can be calculated as:

Pei	 =	 P(R	 >	 Z1 , 211-11)

^.	 Pei	
=	 1	 -	

P(Zi,i-1	 <	 R <	 ZlHi) (3.17)

P eM = P(R <	 Z1,MMIH	 )

•	

Since the processinq window size is large, 	 one can apply central limit

theorem to find the probabilit y density function X under any hypothesis Hi 1 <

i 4	 M.	 Expected value of X under hypothesis H i is:

^^ N	 N
1	 1

F(XIif= N	 F(Xi)	 = N ^,	 = XLii I (3.18)
i=1	 i=1

I:	 t
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And variance o:	 ',inidor the same hypothesis is:

2	 2
1	

1J	 1	 Na X Li	 X1.i
var (X^Hi)	

2	
L var(Xi)	

_

2	 7.	 aN	
(3.11))

N	 i=1	 N	 a

Thus, according to the central limit theorem, it can he assumed that X has an

approximate normal distribution under arbitrar y hypothesis H i , with mean of

XLi , and variance of X Li 2/aN. Let Ri be equal to:

Ri = X X 
XLi l 

'NN	 (3.20)
Li 1

Under hypothesis Hi , R  is approximately normal with zero mean and unit

variance. Now we can express error probabilities in terms of Ri:

Pe = P^ R1	

(Z1 X - XL1 1 
3 aN I f11

1	 l	 L1	 J

•	 Zi,i-1 - X Li Z i, i + 1 - XLi
PP = P^	

X	
3aN < P i < ^^	

X	 -^ 3aN) H i )	 (3.21)
. i	 Li	 Li

^
Pe = 

P` 
RM < r 1 , X - XT,M^ aN^ HMS

M	
l	

LM

The threshold `Zi'X 
XLi I 

aN is equal to
Li

aN

T.
11)

where T.	 = XLi is the relative target contrast of Target i with respect to
XLj

Target j, 1 < I c M, 1 < J < M. Ti ,j can also be expressed in decibels. Now

error probabilities can be expressed in terms of Q function, where the Q

function is defined as:

m	 2

Q(x) _	 J e -y /2dy	 (3.22)

3 2n x

The error probabilities can then be calculated as follows:

10
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.T

P

	 s ^ r ? n(T 1
,2

) + 1 - T?) .7-1)

.P1	 l	 T1/2 - 1

'	 Rn T.	 + 1 - T,	 InT.	 * 1 - Ti

P 	
i,i+1	 1,i+1`^1 - 

	
i,i -1 	 1,i- 1 ` aN}

l	 JJ a JJ	 1	 )	 ,Lei	
Ti,i+1 - 1	 Ti,i-1-1	 (3.23)

1	 p	 - 1- o(
^tn(TM,M-1)
	 1 - TM,M-11 ^1

em	
TM,M-1	 1	

1	 J

I

D. Conclusions

Ins pecting the expressions, derived in Section C one can make some

1	 important conclusions:

The maximum likelihood classifier can incorrectly assign the center pixel

of processing window of size N only to targets with true means either above or

below the mean of the target to which the renion belongs. The error probahi-

lity de pends on two relative target contrasts Ti i-1' Ti i+1' The experiments

to be discussed in a later section are consistent with these conclusions.

The performance of maximum likelihood classifier depends on the product of

number of independent . samples averaged by the imaging system (:lumber of looks

w
per pixel), a, and number of pixels in the processing window, N. Since the

error does not depend on a and N individually, but rather on their product,

there is a tradeoff between a and N. For instance, performance of maximum

likelihood classifier on an image with 4 looks per pixel (a=4) and 25 pixelsM

in the processing window (N=25) is equivalent to performance on the ima ge with
Mr

10 looks per pixel and 10 pixels in the processing window. Thus we can call

aN total number of looks or total number of samples.

The classification decision, derived in this section will yield the best

error performance for a t'.1pe of SAR image consistent with our statistical

model. It has been shown in (9) that maximum likelihood classifier will

minimize error probabilities. Therefore, this technique results in optimum

^.	 performance for the given statistical model.

F	 11
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4.0 Target. Mean Fxtr,iction Technique

The maximum likelihood classification alq..rithm, derived previously,

+.	 assumes that true target means are known a priori. In many cases these means

may not be available. This section deals with the problem of estimating

target means. when the estimation process is complete, the resultant target

means can he supplied to maximum likelihood classification algorithm. A test

to compensate for imperfect e::.raction is also described here.

According to our statistical model, the ;.ixel intensity of a homogeneous

^.	 area Is. a. gamma distributed random variable. Therefore the probability

density function (pdf) of the whole ima gd containing a number of targets can

be characterized as pdf of a mixture of a number of gamma distributed random

••	 variables. The problem of estimating target means is equivalent to estimating

the parameters of each mixing gamma pdf. Such estimation is possible if the

mixture is identifiable (for definition of identifiability see (281). There

are methods to estimate parameters in identifiable mixtures (9). However, the

mixture of gamma var:.tes is identifiable only if the random variable

•	 representing target means takes on only discrete values; otherwise the mixture

is generally not identifiable (29). Unfortunately, in ou case the random

variable representing *argot moans has continuous pdf, and the mixture

parameters cannot be estimated. Fven if we assume that pixel intensities have
i

approximately normal distribution, the mixture is still unidentifiable,

because mixtures of normal pdf's are identifiable only if all normal variates

^•	 used in the mixture have equal variances (281. In our case the variances and

the means for each area will be unequal. Therefore a different approach

towards ertimation of target means is needed. One of the approaches

considered here is based on .selecting the area that is most likely to be

1	 homogeneous and estimating target mean from such area.

A. Automatic Fxtraction of Target Means

The purpose of this section is to describe an automatic (unsupervised)

target mean extraction procedure. The basic idea of the procedure is the

following:

^•

	

	 (a) 1'he homogeneous areas of the image are identified, e.g. the ones that

belong to the same target.

t(b) These areas are combined into groups on the basis of likelihood of

belonging to the same target. Therefore each target is identified by a

^.	 respective group.

121y
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(c) All pixel intensities within each group art y averaged to obtain

estimates for target means.

in summ 1. pixels from homogeneous areas defined by the algorithm serve

as a basis for estimating target means. Therefore the test to identify such

regions has to he very stringent. The probability of selecting an edge area

(e.g. area containing multiple tatgets) as homogeneous most he small.

Conversely, the probability of missing (rejecting) a homogeneous region is riot

important. For example, if the target contains 500 local areas and only one

of 500 is selected, this is still enough to provide a good estimate for the

•

	

	 target mean. However, if a non-homogeneous area is selected as homogeneous,

the estimate based on such area is wrong. Therefore, trying to minimize the

probability of selectin g edge areas as homogeneous is an important

consideration.

The complete flow chart of the procedure is shown in Figure 1. The

following is the description of flow chart block by block.

(1) The first step is to apply a .ilidinq processing window (typical size

13x13) to the image. Then, for a given window position, the mean and variance

of pixel intensities within the window is calculated.

(2) The variance test is a quick way to check whethr-r the neighborhood

(defined by the processing window) is homogeneous. It is basically a moment

matching techni que that tells how closely the observed variance of the

•	 neighborhood conforms to maximum likelihood estimate of that variance.

l e	The maximum likelihood estimate of the variance is predicted from the mean and
33	

is equal to:

t
r	 OA 2 X

1.
(1	 (4.1)

a

a is a number of looks per pixel and is always known for a particular SAR

imaging system [16). If IS 2 - a 2
1
 < P where P is a threshold, the region may

be homogeneous and chi ;uare test is invoked to impose tighter constraints.

I
_ 	 If this inequality fails, the region is not homogeneous and no further testing

is needed. The sliding window is then moved to another neighborhood.

(2) The next test for homogeneity uses a chi-square goodness-of-fit

•	 test. This test is a more stringent check of homogeneity. It provides a

I.	 qualitative measure of how closely the gray level distribution measured from

the neighborhood fits the gamma distribution, predicted by the model.

r: 13
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^• Figure	 I.	 Flowchart of	 the	 target mean9 extraction	 algorithm.
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Specifically, let X 1 , X 2 ,	 X  he pixel intensities from the neighbor-

hood. Again, according to the model ; we cr.n assume that random variables X1,

X  are independent and uncorrelated. A hypothesis test of the following

form is then used:

X.a-1R-aP -xi /B	
-

H: f(X i ) =	 1	
1(a)	

1 < i < No 

X.a-1^-a -X i /B	 (4.2)

H i : f(X,	 1	
C(a)	

1 < i < N

where f(X i ) is the probability density function of a given pixel X i ; a is

number of looks per pixel and p is u/a, as defined before. Since true mean u

is unknown, it can be replaced by its maximum likelihood estimate,

1	 fN

X =	 1. 
X. 	 (4.3)N	 i=1	
1	 _..__..

This is equivalent to the following hypothesis test:

Ho : neighborhood is homogeneous

ti t : neighborhood . is not homogeneous

Dividing the ran ge of pixel intensities into K intervals, the probability of

rando • , variable X i being within given interval (a,b] is:

X a-1^-ae-Xi /R

P(a < Xi < b) _
a r b i,	

dX = F(b) - F(a)	 (4.4)J	 a	
1

Where F(y) is the distribution function of the pixel intensities. Thus

expected number of samples from a nei ghborhood to fall within an interval

k(

	

	 (a,b) is N(F(b) - F(a)). The observed number of samples can be calculated

from pixel intensity histogram for a given neighborhood. Define expected

number of samples to fall within ith interval as Nexp i , and actual number of

samples as Nohs i , respectively. Then define test statistic, X, as fol-lows:

K 4NobS,	

1

- Nexp,)2	 _-	 --

X
	 Nex

p
	(4.5)

i =1	 i

where K is the number of intervals.
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1

X has in approximate chi-square distribution with (h-1) degre w; of

•	 freedom. X is defined as our measure of "de gree of homoneneity". The greater

1

	

	 X is, the more non-homogeneous the nei(lhborhood is likely to he. Thus we

define homogeneous nei ghborhoods by the followin g test. we accept Flo if X <
1

XT, otherwise we reject Ho . Threshold X T is determined by the significance

• level of the test, and the typical values for X T are between 1 and 7. If we

acce pt the hypothesis that the neighborhood is nut homogeneous, we go on the

next nPighhorhood.

(	 (4) Having established that the neighborhood is homogeneous, and if the

I nei ghborhood is the first homo geneous neighborhood in the image, an initial

estimate is created for the true mean of the first target. This estimate is

obtained by taking the average of all pixels in the nei ghborhood. Also, the

number of pixels that were averaged to obtain this initial estimate is

recorded, along with processing window coordinates.

tt	
(5) If the homogeneous neighborhood is not the first one in the image,

i '	then there already exists some table of initial estimators. There are two

j possible outco,,:-s: (a) The neighborhood belon gs to a target, for which

initial mean estimate.has already been created; or (b) The neighborhood

belongs to a target for which no initial estimate has been created. To check

which of the two possible outcomes is true, the following statistic is

1	 calculated:

Y = X
	

+ Rn XLi = min ^X + Rn XL	
X	

+ Rn Xi	 L

1	 Li	 L1	 1	 Lj	 j

^t	 where X is the local neighborhood mean, 
XL1' XL2' " " X Lj are initial mean

estimates for the first j targets, and 1 4 i 4 j. The statistic Yi is nothing

more than the maximum likelihood criterion, developed in section 3.

^•	 Now the two possible outcomes can be reformulated as (a) Neighborhood

belongs to the target with mean X Li ;	 and (b) neighborhood belongs to a new

target with mean XLj+1'	 and initial estimate is	 :	 XLj+1= R.

Under the hypothesis that the neighborhood belongs to target with mean
jj
j , XL ,	 Yi is approximately normall y distributed with mean 1 + lnXL	and standard
ii i i

deviation of	 1/a N.	 If the observation Yi is within three standard deviations

of its predicted mean	 1	 + Rn XL ,	 outcome	 (a) is	 likely. otherwise, outcome
i

(b)	 is likely.	 The measure of three standard deviations has been chosen

• heuristically.

16

1r



3

C (F,) If. Y  is not within 3 standard deviations (3/IW73) of its mean, a new
initial target estimate, RLj+l 	 X is created. Number of pixels in the

neighborhood is also r-corded, along wits, processing window coordinates, that

define the current neighborhood. When the processing window is moved to the

•	 next neighborhood.

(7) If Y  is within 3 standard deviations of its mean, then the neighbor-

hood is most likely to belong to the tarnet with initial mean estimate of XLi'

1 < i < j. If that's the case, the target mean estimate can be updated by

taking a wei ghted average of already existing estimate X L and current
i

neighborhood avera ge X.

It is important to assure that this weighted averaqinq rectuired to obtain

an estimate for a tar get mean is done over non-overlapping neighborhoods, e.g.

the .ieighborhoods that don't have common pixels. Since each neiqhborhood is

'	 defined by processing window of fixed size at a given position, ane window

coordinates have been recorded, it's easy to check whether the current

nei qhborhood overlaps with all other nei ghborhoods which were used to obtain

an estimate for a given tar qet mean XL . If the current neighborhood does
i

1

	 overlap, its gray level avera ge cannot he used to update given target mean

estimate XL .
i

(8) If the neighborhood does not overlap with all others that belong to

the same target, and pixels from which were used to obtain an estimate for

tarqet mean, then the initial estimate X Li is updated by weighted averaging:

_ XLi old ' Nold + XN
X Li new	

Hold + N	 (`•^)

new - It old+ N	 (4.7)

1.	 where Hold	 number of pixels that were used to obtain initial estimate, N is

the number of pixels in the neighborhood. 
XL• 

new and Hnew are initial

r- estimates after updating for a tarnet mean, and number of pixels used to

obtain that estimate, respectively. The current window coordinates are also

^.	 recorded.
111

	

	
This procedure is a recursive procedure, the result of which is a vector

of target mean estimates. Its performance will be evaluated in section 5.

1*.
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P. A Test to Componnat-I for Imperfect Tar<iet Moan Fxtrartion

The procedure described in the previous section leads to tar<1et mean

estimates to be used as a in put to maximum likelihood classifier. Rut there

estimates may he imperfect. For instance, some targets may he missed, and

others may be estimated incorrectly. This will increase the probability of

classification error. However, there is a test to partiallv compensate for

imperfect target mean estimates at the second (classification) stage.

	

•	 As before, let Y  be our decision criterion:

Y i = X + Q n XL

L.	 i
i

Suppose that the nei ghborhood gets assigned to arbitrary target i with mean

XL . This test is similar to merging criterion described in the previous
i

	^.	 section. Under the hypothesis H i being true, Y  is approximately normal with

mean of 1 + Rn XL and variance of 1 /am. If the value of statistic Y  is far

enou gh from its expected value 1 + £n X L ("far enough" is a least three
2

standard deviations: 3/ aN ), then the center pixel of the neighborhood

defined by processing window is assigned zero intensity. This test implies
.N

Ciat even thouoh the nei ghborhood belon gs to a g iven target on the basis of

maximum likelihood, its decision criterion's value is far apart from the
f

expected value of that decision criterion. This may occur because the

neighborhood belongs to a target, the true mean of which is missing, or has

been estimated incorrectly. Therefore we don't really know which target the

	

_	 neighborhood belongs to and thus assign zero intensity to its center pixel to

show that target couldn't be determined. Similar testing is done in the area

of digital communications. when at the rece?ver it is not possible to

determine whether the received bit of information was zero or one because of

high ambiguity, the output bit is assigned "don't care" condition. Practice

of assigning "don't care" condition to cases when it is not possible to

determine correct status is often called "erasures", and is described i,-. the

communication litera 4-ure (26). The test developed here will be referred to as

"erasure test" from here on.

Pb
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5.0 Ierformance rvrtluation

	

•	 A. verificai ic,n of P-rf.ormance of the Maximum 1.ikolihood Classifier

A computer pro clram based on the maximum likelihood classification algor-

ithm described in Section 3 was written and tested on SAR ima ge simulations

and real SEASAT-A SAR image (27). Simulated images were of size 250 x 250

pixels and contained 14 targets. This section discusses simulation results.

The advantage of using simulated images to test the performance of the maximum

	

j	
likelihood classifier is that the location of each target and target means are

	

!	 known a priori. The description of simulation procedure is available in

	

1	 (21). The basic idea of SAR image simulation is that a noiseless image (where

all pixel values are equal to values of their respective target means) is

multiplied by a random variable, which incorporates desired speckle, e.g.

number of looks per pixel, a. As a result, t'ie noisy image arises, with the

noise statistics fittin g the multiplicative noise model described

previously. Such simulation is a good representation of a real SAR image.

The noiseless ima ge that serves as an inp+it to simulation is called power

map. The power map in Figure 2 was used for this experiment (the numbers in

squares represent true tartlet mean):

lr

r.

I	 I:

140 120 100 80 60^

40 30 .20 10 5

100 160 240 220 180

140 120 100 80 60

40 30 20 10 5

Figure 2. Power map for SAR image simulation

This image contains 14 targets 50x50 pixels each. The target means were

selected such that a wide range of relative tar get contrasts would be present

(from 0.38 dB to 3 dR). This is done because the probability of classifica-

tion error depends on relative target contrasts (see Section 3.C). Also some

of the same targets are separated and located in the different parts of the

image to illustrate the fact that targets with the same mean can he

disjoint. Five simulations weze made, based on this power map. images with a

= 2, 4, 6, 8, and 10 were created. (See Figure 3). Then they were processed

^•	 with 9x9 sliding window by the maximum likelihood classification algorithm.

19
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Figure 2. SAR Image Simulations: (a) a - 2 (b) a - 4 (c) a - 6
(d) a - R (e) a - 10
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Figure 3. Results of Maximum Likelihood Classification Processing (a) a 	 2
(h) a - 4 (c) a - 6 (d) a - R (e) a - 10
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1	 The results of processin q are available in Figure 4. Prom inspectinq the

results, one can see that classification algorithm's performance im proves as

number of looks per pixel goes up, for a fixed window size. The black (zero

intensity) points represent the edge reg ions selected by the test, described

j
in Section 3.B. This edge region exclusion test defined s )st (but not all)

local areas containing ed ges. it also defined its edge areas some areas that

	

1
	 are homoqeneous; but that was not a major problem, because such areas only

constitute a small proportion of the image. The classification is more

	

7	 adversely affected by missing edge areas than defininq false ed ges. For any

	

JI	 given target, the misclassified pixels were assi g ned to a tar get with mean

	

7	 either above or below the mean of the given target, as expected. Also, the

	

3	 highest number of misclassifications occurred for a tar get with the lowest

relative target contrasts Ti i _, or Ti i+1' as defined in Section 3.C. All of

thFSe observations aaree closely with the theorv.	 M

Figure 5 shows the plot of average probability of error Pe= M	 PP1 and
i=1

maximum probability of error versus total number of samples, aN, for the

	

'	 simulations described above. These curves enable the operator to choose the

right processing window size rN x vrF to achieve the desired error performance
for a given number of looks per pixel, a.

l:

r

r.
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R. Fvaluation of Ta roer Mean Fxtraction Tnchniaue

The target mean extraction algorithm was applied to the Simulations

described previously. Since the true means of all taraets in these

simulations are known a priori, it is possible to compare these means with the

means, extracted by the algorithm for different numbers of looks per pixel.

The threshold on a chi-square test, X T , was chosen to he 1.0, and the range of

intensities was divided into 10 intervals, each having e qual expected

counts. The processinq window was chosen to be 13x13. Table 1 compares

results of the extraction procedure descrihed aboAre with known true means:

1	 .

j^

I.

c
r

Fxtracted Means

True Mean a= 2 a= 4 a= 6 a= 8 a=	 10

5.0 8.11 4.93 ..4.95	 - 5.20 5.04

10.0 9.90 18.27 10.11 - 10.17

20.0 22.27 20.85 26.82 27.71 -

30.0 30.20 29.88 30.87 30.69 28.75

40.0 38.20 40.01 39.59 40.73 41.22

60.0 63.21. 60.22 - 57.71 57.69

80.0 - 80.97 84.12 80.10 81.45

100.0 100.34 98.75 101.04 - 102.71

120.0 127.36 115.50 118.39 123.54 118.42

140.0 - 138.87 138.7.1 135.76 I	 140.37

160.0 -	 --- _ 156.09 154.08 - 159.47

180.0 170.43 - 185.84 177.28 -

220.0 212.82 - - 270.57 -

240.0 - - - 247.17 246.89

'raDle 1

One can observe that extraction technique has been able to estimate most

target means correctly. However, there are some imperfections, like a few

missinq target mean estimates, and a few incorrect estimates. Fffect;; of

these imperfections can be partially compensated for by the test described in

Section 4.R. The results of applying maximum likelihood classifier with

erasure test to the simulations utilizinq target means extracted by previously

described alqorithm are qiven in Fiqure 6. The dark areas represent the

24
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Figure 8. Results of Processing Simulations with Target Means Estimated by
Extraction Algorithm ("Erasure test" was used to partially

compensate , for imperfect extraction) (a) a - 2 (b) a - 4
(c) a - h (d) a - 8 (e) a - 10
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reqions, where classifier failed to make a decision. one can illustrate the

effectiveness of erasure test by the following example:

In the case of a - 2 simulation, the extraction routine missed a true

target mean of 5 and extracted a false target mean of R. The true tarqet mean

of 10 was found correctly and its estimate was 9.9. In the original image,

targets with means of 5 and 10 are 50x50 squares next to one another in the

1	 bottom right-hand corner. Since true target mean of 5 was missing, the whole

11	 area which was supposed to belonq to that target was assigned zero inten-

sity. If no erasure testing was done, this whole area would have been

assigned the value of false target mean of R. The next square has a true

target mean of 10, and most of its pixels were classified likewise. Only very

few pixels were assigned the value of false label 8, most of them at the edge

of areas with true target means of 5 and 10. Thus, a number of classifica-

tions to the false label was significantl y reduced.

Of course, if mean of 8 was not extracted, there wouldn't have been any

'	 misclassifications at all. Therefore, it always degrades the performance more

to extract a false target mean then to miss a true one. Yet the test,

described in 4.R provides some degree of protection in both cases.

C. Application of Complete Algorithm to Real SF.ASAT Image

The SEASAT image (27) used in this experiment waG 512x512 image oft.
agricultural scene. This image is shown in Figure 7. The number of looks per

pixel, a, was approximately 3. The image was processed by maximum likelihood

classifier with 9x9 processing window size with edge test and compensation

test included. Target means were extracted manually, and automatically.

Resulting images are qiven in Figure 8 and 9, respectively. Table 2 lists

r	 target means, extracted in both cases. Note that neither of the extraction

techniques is perfect.

r
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Figure 9. SEASAT-A--SAR Image
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Figure 10. Result of Processing SEASAT—A—SAR Image (Target means extracted
manually)
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11. Result of Processing SEASAT-A-SAR Image (Target means estimated
by extraction algorithm)
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Real. SFASAT Image Target Means

1

Estimated Mannally	 Rstimated Automaticall

	

15.3	 18.05

^•	 25.0	 27.50

	

41.9	 40.96

	

48.9	 51.2 8

r	
59.8	 62.69

1
. 	 107.8	 72.57

Table 2

The performance in both cases is quite reasonahle, especially compared with

results of processing the same image using other techniques such as different

types of gradient edge detectors (161. A major problem is high misclassifica-

tion rate at boundaries of targets (edges). This occurs because the statisti-

cal model doesn't apply to edge regions, and the mean 2/variance test described

in Section 3.R fails to select all the edg> regions. This problem would be

reduced if more sophisticated edge test was used, such as likelihood ratio

test, available in (161.

.1
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6.0 Conclusions

To summarize a maximum likelihoo,l classification algorithm was developed

for SAR imaaes, and its theoretical performance was evaluated. Also,

automatic extraction algorithm was developed to estimate tar get mean levels,

and a test to partially compensate for imperfect extraction was introducer].

	

^•	 The algorithms were tested, usinq simulations and SF.ASAT-A SAR imagery.

The classification scheme developed here is the hest classification

possible based on the given statistical model. This statement can he made

because the maximum likelihood approach minimized the probability of

	

•	 classification error [9]. Another advantage of maximum likelihood

classification algorithm is a high computational efficiency. It takes only

slightly longer to complete classification then to complete equal weighted

	

_	 filtering of an image.

There are two major problems. First, is high misclassification r. *e at

edges. This problem is created by the fact that the edge test, described in

Section 3.8 does not detect all edge regions. The problem of high

	

^ 	 misclassification rate at ed ges can he overcome by applvinq a better edge

detector, for instance, maximum likelihood edge detector, developed in (16).

Another problem is the imperfect extraction of tar get means. Partially, this

problem is overcome by applying compensation test, described in Section Q.A.

The extraction algorithm is by no means optimal, althou gh it does estimate

most target means well (see Section 5.B). Further research is needed to

improve extraction techniques. Finally, classification error can be reduced

by applying a simple post-processing algorithm. TI:is algo r ithm would select

pixels or small groups of pixels that have been assigned to a target other

than the majority of surrounding neighbors. These "isolated" pixels would

r
then he re-assigned the same tarctet level of as its neighbors.

1.
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ABSTRACT

A data compression technique is developed for Synthetic Aperture Radar

	

•	 (SAR) imagery. The technique is based on a SAR image model and is designed to

preserve the local statistics in the image by an adaptive variable rate

	

^.	 modification of block truncation coding (BTC). A data rate of approximately

1.6 bits/pixel is achieved with the technique while. maintaining the image

quality and cultural (point like) targets. The algorithm requires no large

data storage and is computationally simple.
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1.	 Introduction

The purposti of this paper is to describe an ofticiNnt image data compres-

sion techniyw! which lr,Vs he--n speci f ical ly designed for Synth-tic nporture

Radar (SAR) images. SAR has become an important class of imaging sensor for

both civilian and military applications. As with other imaging systems there

is a need to transmit and store SAR images, and thus, there has been consider-

able interest in efficient coding algorithms for SAR [1,2,3].

The aim of data compression is to minimize the data rate while

maintaining the information contained in the signal using as simple an

algorithm as possible. Thus a de3irable property of an image c:ncodinn

algorithm is fidelity, i.e. the reconstructed (received) image should preserve

of all of the "important" features of the sensed image. For example, in some

radar applications cultural features which appear in SAR images as small

bright features are important and should be faithfully reproduced. In the

geologic analysis of SAR images texture [4] is important and thus should be

preserved. Image fidelity (quality) is a difficult quantity to measure 151

because it is application dependent. Image data compression algorithms are

also compared on the basis of their compressing capability, i.e. the number of

bits per image sample in the coded image. Implementation complexity is also

an important consideration in evaluating data compression algorithms [6]. The

technique described below preserves important image features (e.g. cultural

features) at about 1.6 bits/sample and is simple to implement.

Standard compression techniques fall into two broad categories--

predictive and transform coding. Predictive coding is performed in the

spatial domain and attempts to remove the local redundancies in the image.

Transform coding is performed by an energy preserving trdnsf.ormation of the

image into another image so that the maximum information is placed into a

minimum number of transform components [6). Many different transforms, e.g.

Fourier, Cosine, Karhune-Loeve, have been used. Transform coding tends to be

more complex than predictive coding. It will be shown in Section 2 that

predictive coding is not possible on SAR images, and further, it will be

argued that transform coding is not a viable alternative because of the low

correlation observed in SAR images even though it has been tried [1].

The technique developed here is a modification of the Block Truncation

coding (BTC) algorithm developed in [7]. BTC is suitable for SAR images

because it preserves the local statistics of the image. In SAR these statis-

v
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tics arN important.	 Tn f+T(' th. , image is divided into small hlocks- (e.g. 4x4)

of picture elements (pixels) and for each hlock a one hit quantizer is applied

such that the block can he reconstructed with the moments (e.g. mean and

variance) preserved. Clearly, in addition to the hit mask (quantized block),

supplementary information is needed. In the BTC the supplementary information

is the sample mean, x, and standard deviation, s x • For example, a BTC system

using 4r4 blocks of picture elements (pixels) (with 8 bits/pixel) and P bits

to code x and s  results in a 4 to 1 compression or 2 hits/pixel. Reducing

the number of mean and standard deviation code bits as well as further coding

of the bit mask can result in further compression [7,8).

Direct application of the BTC algorithm [71 (2 bits/pixel) to SAR images

produced reconstructed images that were of suitable quality visually and

preserved cultural features. These results will be presented in Section 6. A

further reduction in bit rate was achieved by observing that the local mean

and variance are proportional in SAR images of homogenous areas, and thus, it

is required to transmit only the mean. This modification results in a

5.3 to 1 compression or 1.5 bits/pixel (using the above example).

This modification did produce reconstructed images of acceptable quality,

however, significant contrast was lost for cultural features. This weakness

was overcome by developing an adaptive BTC algorithm. The adaptive BTC

algorithm sends only the mean if the local area (block) fits the standard

radar model. For those blocks where the model does not fit, both the mean and

standard deviation are transmitted.

Using this adaptive approach, a 5 to 1 compression or about 1.6

bits/pixel was achieved with the quality of the original 2 hits/pixel BTC

algorithm. Now a variable number of bits per block is required for the

adaptive BTC technique. However, this modification to the BTC algorithm does

not significantly increase its complexity.

A statistical model for SAR images will be reviewed in Section 2. The

original BTC technique will be discussed in Section 3. The modifications to

the BTC algorithm for SAR images will be described in the following section.

The BTC, modified BTC (mean only) and adaptive BTC were implemented and tested

using SF.ASA':-A SAR imagery. These results are presented in Section 6. The

SAR image data compression described here is simple, produces reconstructed

images of adequate quality for many applications and tends to preserve

cultural futures.
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2.	 A Stat-lsti(-al We iol for Radar Images

2.1 Point Statistics

Au imaging r^+dar illuminates areas of the terrain within its field of

view and record; the value of the power returned from nonoverlapping resolu-

tion cells on the ground. A resolution cell is typically made up of a large

number of scatterers, and under some mild assumptions we can model the signal

received by the radar (before detection) as a narrowband Gaussian random

process. Then, with a square-law detector, the value of the received power P

from a resolution cell has the probability density function (9, 10, 111

f p (p) = U -1 exp ( -p /U )	 for p > 0
	

(1)

where E( P) = W.

In most imaging radars several independent measurements of the reflected

power for each resolution cell are obtained and are averaged to form the image

intensity value Y(t 1 ,t 2 ) for the resolution cell with a spatial location

(t1,t2). The probability density function (pdf) of Y is the gamma distribu-

tion (9, 10) of the form

f (Y) = Y N -1 (u/N) -N_eXP(=yN/ u) 	 y > 0	 (2)
y	 NN)

where N is the number of independent measurements (or "looks"),

N

Y = N E Pi and NN) = (N

i=1

The mean value u of the power reflected from a resolution cell is propor-

tional to the radar reflectivity X of the resolution cell, and we can assume

that u = X without any ioss of generality. Since the radar reflectivity

changes from resolution cell to resolution cell, we can model the reflectivity

as a random variable X (or a random process X(t 1 ,t 2 ) ) and write (2) as a

conditional pdf of the form

fYIX(ylx) = 
yN-1 x-N exp ( --yN /x) 	(3)

NN) N-N
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We	 time - a ;werIi Tic l type II [101 tar4let mu(iI - t to ci.?fec,rihv tht- fttntiytical

characteristics of the echo on a per-pixel basis dn(1 then let the mean

reflectivity X vary to model. the SAR image of a large hete-rogeneous scene.

With an appropriate change of variable we obtain the relationship between X

and Y:

Y(t It	
X(t1,t2) Z(ti,t2)	

(4)

where Z has a standard chi-square distribution with 2N decirees of freedom

[101, and X and Z are statistically independent.

Note that Z(t 1 ,t 2 ) represents the speckle noise in SAR images. Here we

have explicitly shown that X and Z are functions of position, however, for

notational convenience the spatial dependence will be dropped. It can be

easily shown that for a given X

I

E[Y/X1 =Ji	 (5)

2	 u 2
o Y/X N	

(6)

For our purpeies, we can see that if we are consi(?tiring an "homogeneous"

jtarget (i.e., E[Xj = u), then we can predict the variance given the mean.

This observation is the basis for the modified BTC algorithm.

i2.2 Autocorrelation Proper ties o f SAR Images

The feasibility of usin g, ei.ther predictive cr transform coding for SAR

fimage can be discussed in terms of the image correlations properties. on a

(	
local level, i.e. inside a homogenous area, the model (equation 4) indicates

I
that adjacent pixels will be uncorrelated. This is quite different comparad

to images collected with noncoherent sensors. For nonco„erert sensors, e.g.

LANDSAT or Aerial photographs, pixels in homogenous areas are highly

correlated. The low correlation of adjacent pixels has been observed

previously (12) and eliminates predictive coding from consideratior.

^•	 However, transform coding can can operate over larger regions and and

thus the regional correlation properties of SAR images needs to be

I •	 considered. Figure 1 presents a typical autocorrelation* in the row and

OR



f
column directions of a SAR image of terrain (9f!e Figure 4 for the imaIp - ).

Notes that this nutocurrelation functions decays very rapidly. The prosuncP of

some correlation indicates that tr.nsform coding is possible, howesvur tilt.

rapid decay implies that the size of the transform window mu.t he 1.1rge, thus

greatly increasing t1 ►e memory and computational requirements of the

compression algorithm. A sophisticated transform coding algorithm for SAR

images has been reported (1). The technique described in (1) uses row/column

^.	 deletation (resampling) and transform coding; however, the algorithm is

computationally intensive and requires substantial amounts of memory.

Reexamining the SAR image model (equation (4)) we notice that the mean

and variance of each local area (within a larger homo geneous region) are

redundant, and thus, a coding algorithm which preserves these image attributes

would be suitable for SAR. In the next section, the BTC algorithm which does

preserve these features is discussed, and it is modified to fit the above: SAR

image models.

3.	 Review of Block Truncation Coding

Let yy and Sy denote the sample mean and standard deviation of a block

(e.g. 4x4) of pixels in a SAR image. That is

m
Y = m	 Yi	 (7)

and

Sy =(^ - (Y)	 (8)

i	
with

1.

(Y m	 y 	 (9)

I	
i=1

where

1

	

	 m = number of pixels in the block

and
y i = pixel intensity

L,
*The image contained 512 x 512 pixels and the autocorrelation function was
obtained using FFT techniques.

s
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In RTC a on*, hit quantizer is usrd for each } p ixel in the block with the

quantizinq threshold set at v. That is, if yi > y then that pixel location is
coded with a 1, otherwise with a 0. A bit mask is thus formed. This bit mask

along with y and Sy are transmitted/stored.

At the receiver, a level A is assigned to a point if that pixel location

within the block contained a 0 and a level B if a 1 was contained. The levels

A and B are selected to preserve the moments of the block. These levels can

be simply found as (7, 131

A = 'y - S
Y VAci 
	 (10)

and

B	 y + Sy	 mqg.	 (11)

where

q	 number of one's in the received block.

For a 4x4 block and using 8 bits to code y and Sy results in 4 to 1

compression ratio or 2 bits/pixel.

4.	 Modified Block Truncation Coding

Based on the SAR image model, we can predict the standard deviation for a

block based on the sample mean. Let the predicted standard deviation be

a = Y==	 ( 1 2 )
P
	

N
where

N = number of looks for the SAR.

The BTC technique described in Section 3 is then applied at the source. Now

only the sample mean and the bit mask are transmitted. At the receiver, the

levels A & B are reconstructed using*

A= y ( t J—q —)	 ( 1 3)
N(m-q)

and

g _ y ( 1	 V Nqy )	 (14)

^.	 For a 4x4 block and using 8 bits to code the sample mean a compression ratio

of 5.3 to 1 or a data rate of 1.5 bits/pixel is obtained.

1
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It wnr; found that this tochniiiiie pro-Diced rr,cunstructed imA(is-s of

homogeneous areas almost identical to the 2 bit/pixel technique. However,

contrast was lost on cultural features relative to tho initial RTC method.

The reason fur this is obvious. Regions containing cultural features do not

fit the SAR model of equation (4). To overcome this weakness an adaptive

variable bit rate BTC was developed.

5.	 Adaptive Variable fait Wite Bloc k Truncation Coding

The goal of the adaptive BTC technique is to use the modified BTC for

those image blocks where it is appropriate, i.e. where the model fits, and to

use the original BTC algorithm otherwise. A simple test based on the pre-

dicted and sample variances was developed to indicate if the data from an

image block fits the SAP mudel. Specifically, if k-S 2 > a 2 (where k is a
y	 P

constant) then the model does not fit the data. That is, if the observed

(sample) variance is "too much" greater than the predicted variance then it

(	 would be expected that the model does not provide an adequate description for

the data. The proportionality constant, k, must be selected such that the

probability of rejecting the model when the model. is valid, P F , is small,

P  = P(k Sy 2 > a p2 Imodel is valid)	 (15)

From the theory of confidence intervals (141 we know that we can find a B such

that

m S 2	 m S 2

P( O 2 > B) = P(v p2 < - ^Y-) = PF	(16)

^-	 P

The above equation indicates that the probability that m S y2 /Q (here k = ) is

greater than the unknown parameter o 2 is p  when the SAP motel fits the
P

da ,-a. The predicted variance u 2 is calculated using equation (12,. There-

fore, the SAP model is not appropriate if

2

.-
N < M S

2	(17)y 

or
.	 2

S2 < MN
	

(18)

^.	 y
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I.	 whert- a is st-lectod to for(-# , P  to bf . ':m.jll, e.q. 1()' 3 .	 Note that y 2 /S 2 is
Y

an estimate for tho numher of looks used in the SAR processing based on thr, m

pixels in t.h#. block. This ratio will be referred to as the local number of

looks.

t^

	

	
Assuming that the pixel inti-i•ities are Gaussian distributed (which is

true for larcle N) the random variable m S Y 2 /o p2 has a X 2 distribution with m-1

^ ► 	 degrees of freedom. Thus, P  can be estimated. For example, let m = 16 (i.e.
f

4x4 hlocks) and N=4 then for a P F = .005,	 = 32.8, k = .5 and mN/a = 2. In

this case we would expect that the sample standard deviations would be

needlessly transmitted only for 1 in every 200 blocks.

The adaptive BTC algorithm for each block is implemented as shown in

Figure 2. At the transmitter, the sample mean and standard deviation are

ttt•
	 calculated and the bit mask is formed as specified in the original RTC:

algorithm. An estimate for the number of looks, y 2/S 2 , is calculated next
t	 Y

and compared to a threshold mN/B. If the local number of looks is less than

the threshold, then a flag is set on and a data block is sent which contains

^ 	 the bit mask, sample mean, sample standard deviation, and the flag bit

indicating the presence of the standard deviation. If the local number of

1j	 looks exceeds the threshold then it is highly probable that the SAR model is

valid and thus the standard deviation present flag is set off and a block is

'	 sent which contains only the bit mask, sample mean, and the flaq. At the

receiver the flag is tested if it is on the original BTC reconstruction

algorithm is applied, i.e. equations (10 and 11), otherwise the modified BTC

algorithm (equations 13 and 14) are used to reconstruct the image.

The adaptive BTC algorithm described above automatically adds 1/16

^•	 bit/pixel overhead, the standard deviation present flag. :t was found that

for SEASAT-A SAR images that the quality of the original BTC technique %as

j_ in 	 using the adaptive approach at approximately 1.6 bits/pixel.

The BTC algorithm produces reconstructed images which have a blocky

appearance (131 when displayed with magnification. This characteristic also

evident to when the BTC algorithm is applied to SAR images. However, the

image reconstruction algorithm in the adaptive BTC technique can he modified

to remove this blocky appearance.

When the SAR image model, e.g. (2), is valid and only the mean is

I.	 transmitted we know that a pixels marked with a 1(0) can be modelled by a

conditional probabi.lity de; , siuy function, i.e., the p.d.f. given in equation 2
•

'r 1.



conditioned on thN event rl iat tho simple is above (below) the mean. 5yntii•rtic

sampling (using pseucio random numbers) can be used in the reconstruction to

map pixels marked with a 1(0) intro a gray level hasud on the appropriate

conditional p.d.f. As will be shown in the following section using pseudo

random plumbers in the reconstruction algorithm does effectively remove the

blockness. Unfortunately, generation of pseudo random numbers i5

computationally intensive, thus this modification increases the computational

complexity of the algorithm. In some applications this refinement will not be

required.

In the following sections the four compression algorithms, original,

modified and adaptive RTC and adaptive BTC with pseudo random reconstruction

will be compared.

6.	 Results

The compression algorithms, BTC, modified BTC, and adaptive BTC and

adaptive RTC with pseudo random reconstruction have been applied to SEASAT-A

SAR imagery. The purpose of this section is to discuss their performance. As

mentioned previously, image quality is difficult to quantify. Here the

1•	 performance evaluation is based on two criteria: 1) the faithful reproduction

of cultural features, and 2) the general appearance of the reconstructed image

{	 `	 relative to the original.

The SEASAT-A SAR imagery used here had a resolution of 25 x 25 m with

N - 4. Each pixel intensity was represented by 8 bits (0-255 grey levels).
111	

(For more details about the sensor see (15).) For all the compression

algorithms described here, the sample mean was coded using 8 bits/block.

Also, a 4 x 4 pixel block was used in all cases. In the original 9TC

algorithm the standard deviation was also coded using 8 bits/block resulting

in a 2 bits/pixel data rate.

The modified BTC algorithm resulted in a 1.5 bit/pixel data rate. In the

adaptive BTC algorithm, the standard deviation was coded using 7 bits/block,

then allowing for the one overhead bit results in a maximum of 32 bits/block.

Thus, in the adaptive HTC technique each block is coded into 25 or 32 bits

tt	
depa_nding on the statistics of the pixel intensities of the block. A

threshold of 2.0 was used in all cases. The data rate of the adaptive BTC

algorithm is variable. However., in most cases it was about 1.6 bits/pixel.

f
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Tht, re ,q)c)nr;ci of the first three alclorithms to a "point" like target is

shown one-dimensionally in Figure 3. Figure 3a represents an inte.,sity

profile of 100 pixels from a SEASAT-SAR image. There is one bright feature in

the center of this profile. The target-to-background contrast in Figure 3 is

about MR. Figure 3h is the reconstructed profile usinq the original RTC

technique. The tartlet is still quite evident, the average background level

has remained the Same as expected and the target level has been reduced. The

tartlet-to-background contrast is about 7.5 dB, a loss of 1.5 dB. The result

of the modified BTIC algorithm is shown in Figure 3c. In this case, the

target-to-background loss is about 3.4 dB. This loss is not considered

acceptable. The adaptive RTC algorithm, Figure 3d, restored the profile to

that given by the original RTC at a small cost in data rate from 1.5

•

	

	 bits/pixel to 1.58 bits/pixel. There is little difference between the

original and adaptive RTC results (Figures 3h and 3d), this observation is

true for all the results presented here.

A scene containing a variety of terrain features is shown in Figure 4.

This scene is composed of 512 x 512 pixels. The three compressed images

favorably compare to the original in terms of reproducing the terrain

features. However, there is some difference in scale of the texture in the

homogeneous retlions caused by the hlor_k nature of the block coding technique.

JThese differences are more easily seen in the agricultural scene shown in

Figure 5. The texture patterns in the reconstructed images appear as speckle

patterns. This might he attributed to the compression algorithm's two level

quantization of the pixels in each block. So the algorithm is mapping all the

up fades to one value and the down fades to another.

The upper left corner of the agricultural scene is shown magnified in

Figure 6. At this scale the "blockyness" property (131 of the algorithm is

i ,

	

	clearly illustrated. However, the shape of most cultural features is pre-

served. Specifically, the features identified as 1, 2, and 3 on the original

1

	

	 SEASAT-A image, Figure 6a, are preserved in shape in all three (6b, c and d)

reconstructed images. Note the loss of contrast for the "point" like target

t	 (feature 42) between the original RTC (Figure 6b) and the modified RTC (Figure

{

	

	 5c) reconstructed images. The result of the adaptive RTC algorithm using

pseudo-random reconstruction is shown in Figure 6e. As expected this

refinement reduced theblocky appearance of the reconstructed image. The

properties of the RTC al gorithm are also evident in Figure 7. This scene

r
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contains it water body, a dam, and a power transmiti5ion line (the row of bri,lht

points near the bottom of the scene). Again, the shame of there features is

preserved and the modified HTC algorithm shows a loss of contrast for the

point targets.

7.	 Conclusions

A data compression technique has been developed for SAR images. The
i

method was tested on SEASAT-A SAR data and found to produce images with a

suitable quality for a variety of applications. The algorithm developed here

is an extension of the HTC technique developed in (7). The specific statis-

tical properties of SAR data were used to improve the data compression

ratio. A compression ratio of 5 to 1 (data rate of 1.6 bits/pixel) was

obtained. Further minor reductions in data rate might be possible by reducing

the number of bits used to represent the sample mean and standard deviation as

suggested in [18). The benefit of such a reduction would have to be

considered based on the application of the sensor. Also, further study is

needed to evaluate the effect of changing the number of looks of the SAR on

the quality of the reconstructed images.

The technique presented here requires no large data storage as opposed to

transform coding methods [11, and is computationally simple so that a single

chip implementation is possible (7). As the SAR image formation moves closer

to a real time operation and is thus performed on the sensor, data compression

techniques as the one presented here will provide the system designer with

additional trade-offs for transmitting and storing the data.

i	 r
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1. SAR	 Irnaclr Autoc,orrelation 	 Function of Terrain

2. Adaptive BTC Algorithm and Flow Diagram

3. Cultural Feature Response of the Compression Algorithms
a)	 original,	 b)	 BTC,	 c) modified RTC, d) adaptive BTC

Q. Results of Coding for a Scene Containing Elevation Changes
a)	 original,	 b)	 BTC,	 r) modified BTC:, d)	 adaptive BTC

5. Results of Coding for a Agricultural Scene
a)	 original,	 b)	 BTC,	 c) modified BTC, d) adaptive BTC

S. Results of Coding for a Agricultural Scene: 	 Magnified

a)	 original,	 b)	 BTC,	 c) Modified BTC, d) adaptive BTC, e) adaptive BTC
with pseudo-random reconstruction

7. Results of Coding for General Scene
a)	 original,	 b)	 BTC,	 c) modified BTC, d) adaptive BTC:
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SendAdaptiveBTC( inputlmaze, Threshold )
DO for each row of blocks

DO for each column of blocks

Compute BlockHean and BlockStandardDeviation
Send( B1ockNean )
IF ( (BlockHean / BlockStandardDeviation) < Threshold 1

THEN Send( 1 )

Send( BlockStandardDeviation )

ELSE Send( 0 )

DO for each row of blcck
DO for each column of block

IF ( Pixel > Block yean )

THEN Send( 1 )
ELSE Send( 0 )

OD
OD

OD
OD

ReceiveAdaptiveBTC
DO for each row of blocks

DO for each column of blocks

Receive(( Bl ockNean )

Receive( B1ockSDFlag }

IF ( BlockSDFlag = 1 ) 	 ••
THEN Receive( BlockStandardDevi tion )

ELSE BlockStandardDeviation :- BlockMean / sgrt( X )

A	 BlockMea:r - B1ockStandardDeviatioti * sgrt( d - m - q 1

B	 Hlork}lean - BlockStanda rdDevi•.tion * sgrt.( g 	 m - q )

DO for each row of pixels
DO for each column of pixels

Receive( PixelFlag )
IF ( PixelFlag = O )

THEN P i xt- 1 : _ A

E1.SE Pixr-1	 1.+

OD
OD

OD
OD

Figure ?.a. Adaptive BW Algorithm
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ARSTRACT

An optimal frequency domain textural Aqv detection f i It.-r is (it vrlopf-d

and its performance evaluated. For the (liven one-dimensional textur4• modal,

and filter bandwidth, the filter maximizes the amount of output image energy

placed within a given resolution interval center"d on the textural edge.

Filter derivation is based on relating textural ed,r detection to tonal edgt-

detection via the complex lowpass equivalent representation of ndrrowhand

handpass signals and systems. The filter is specifieA in terms of translated-

in-frequency prolate spheriodal wave functions. Performance is evaluated

using the asymptotic approximation version of the filter. This evaluation

demonstrates satisfactory filter performance for ideal and non-ideal tex-

tures. In addition, the filter can be adjusted to detect textural edqes in

noisy images at the expense of edge resolution.
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I.	 INTi OMIC'I U N A ll,) OVFRVl I-'4

Ed (it , ' 14-t-octi >n Ir; an iInportant. first -top in extracting inform.+tion fr-,m

an image. Many edtle detection scho-mes have heen employed to #-nhanco , the

boundaries between regions of different average gray tone. Thorse tonal ­ i(le
I

1	 detectors are inadequate whor regions in an ima ge are characterized by similar

average gray tone, but different textural features.

1

A textural edge detection filter is presented in this paper which is

optimal in the sense that, for the given model, a maximum amount of output

image energy is placed within a given resolution interval width and a given

filter bandwidth. The resolution interval is centered on the textural edge in

the input image. The filter is derived in the frequency domain, and is easily

implemented on a digital computer using Fast Fourier Transform (FFT) tech-

niques.

The optimum textural edge detection filter is developed by treating the

textural edge as a bandpass extension of a tonal edge. Hence, the optimum

tonal edge detector derived by Shanmugan, Dickey and Green (1) (correspondence

by Lunscher (2)), is related to the textural edge detection case via the

complex lowpass equivalent representation of signals and systems. It should

be pointed out that the development is carried out in one-dimension. However,

symmetries required for extension to two-dimensions are retained.

Section II presents a brief review of the optimum tonal edge detector.

The textural model used in the development of the optimum textural edge detec-

tor is then introduced in Section III. The mathematical form of the optimum

textural edge detection filter and some one-dimensional examples are Fresented

in Section IV. Concluding remarks are given in Section V.

ti
-2-



11.	 REVIPW OF T111; OPTIMUM INMA1, PD6,17 DF.TEC,ro^R

Th y purpono of this suction is to hriefly review the optimwn tonal	 lle

detector derived by Shanmugan, et al., (11.	 For a given filter bandwidth, the

optimum tonal edge detector places a maximum amount of output image energy

within a given resolution interval length in the vicinity of tonal edges. The

tonal edge detector is insensitive to textural edges where the average gray

levels of the different textural regions are equal.

The derivation of the optimum tonal edge detector is based on represent-

ing the filter output (for a step edge input) in terms of prolate spheriodal

wave functions (for the derivation, see (1), (21). The exact one -dimensional

form of the filter transfer function is given in Shinmugan, et al., [1] as

STEP,E	
0	 elsewhere

where c = 'II and W1 is the first order prolate spheriodal wave function. (The
2

subscript STEP,E in Equation (1) denotes the Exact form of the STEP edge

detector). For any given values of spatial bandwidth, Q, and resolution

interval length, I, the transfer function in Equation (1) places the maximum

amount of energy in I. The filter is difficult to implement in this form,

because the values of ^ 1 are tabulated. Application of approximations by

Slepian and Streifer [1), yield the asymptotic approximation of the filter,

which is in closed form, hence easy to implement. The resulting expression is

H	 ( w) = H	 (W) = K w2 exp( - cw )
STEP,E	 STEP	 1	 2

_	 2

29

	 (2)

Combining the constants that appear in the argument of the exponent, and

dropping the gain factor, K 1 , yields

H STEP ( w) = w(we-Kw ) = (1)
2 a-Kw

?.	 2

(3)

It should be noted that the parameters I and Q can no longer be indepen-

dently specified.

-3-
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K	 I	 r_he h,11141'.+1(1th of thl- T itter, and also tho resolutionI . 	 - 	 !
interval lt^ngth, 	At; K increases, resolution interval sizo increases, and

filter bandwi,lth decreases. Note that even though the asymptotic approxima-

tion t,-) the optimum transfer function is not strictly handlimited, HSTFP(W) 
is

effoot.ively zero for spatial freyuenciPS shove a certain value, dependinq on

the choice of K. The asymptotic approximation will he use;i in the remainder

of the development.

-4-
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One inherent difficulty with textural processing is the fact that no

single	 .-it" model exists for char.Acterizing texture in images. The model

used her,- in the development of the optimum textural edge detector capitalizes

on the relationship between texture and spatial frequency by representing each

texture as a sinusoid of different spatial frequency (i.e., fine textures

contain greater concentrations of energy at higher spatial frequencies than

coarser textures do) (31, (41, (5), (5), (71, (81, 191.

In general, a class of one-dimensional images with n textures can he

defined as

q(x) = A(x) cos(wi x + 0(x))	 i = 1, 2,	 n	 (4)

where

A(x)	 all + a(x))	 la(x)I < 1	 (5a)

d

x
0(x) = b J	 Rk A) dX	 (5b)

-m

The functions a(x) and B(x) are random proces3es I w 1 represents the ith tex-

ture, a and h are constants, and x is the spatial variable. Note that q(x) is

allowed to be negative. This can be viewed as subtracting off the mean level

from an image, thus allowing negative brightness or gray level. In this

model, a(x) represents average gray level, and SW represents the variation

of spatial frequency within a texture. In other words, the envelope of q(x)

can he thought of as the average clray level variation, while the underlying

texture is represented by each different wi , where the random change of tex-

ture for a given wi is controlled by f(x). Note that if time were the inde-

pendent- varial le, q(x) would be a douhle sidenand plus large carrier moJ ulated

waveform, with simultaneous frequency modulation.

An ideal texture is represented in this model by a sinusoid with constant

spatial frequency and constant amplitude. Hence, a transition between two

-5-
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i(1,-,i1 texturt , can he representod by a pure sinusoiA at „no 	 f i.il fro-tpionry

followed by a pure sinusoid at mother npatial free7uency. For ths- ifioal two

texture cas'l let

A(x)	 I

O(x) = 0

- - < x < - (infinite size)

Thus, in image with two ideal textures and a textural edge at x = 0 is repre-

sented ;mathematically as

f.(x) = Cos(w i x),	 -- < x < -	 (6)

where

i = 1 for x < 0 and

i = 2 for x > 0.

The optimum textural edge detector is derived using the ideal, two texture

image, f(x).

-6-
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Iv.	 (1"IIMI IM rrx- TRAI, FilGl? IiF.'1'E• 1'011	 AW) f'('f+.MPMAIN-F.

This st -ction present~ tho mathematiral farm of th- optimum textural -Iilf-

detection filter and discusses the performance of the filter for several

different classes of input imatles, The derivation is only briefly sketched

here, the detaila are given in Townsend (10).

For a two texture input image with one texture represented by a sinusoid

with frequency w 1 , and the other texture represented by a sinusoid with fre-

quency w 2 , the transfer function of the optimum tonal edge detector is given

by

HOPT
(W)	 H1(w) + H2(W)

	
(7)

where

H
1	 STEP
(w) = H	 (w - W 1 ) + H 

STEP 
(W + W 

1 )
	 (8a)

H 2 (W) = HSTFP(W - 
W2 ) 

+ ti 
STEP+ 

W2 )	 (8b)

and

H 
STEP (w) = w

2 e-Kw	
(3)

It is clear from Equations (7), (8), and (3), that the optimum textural edge

detector is the sum of the responses of two bandpass "sub" filters, H i W) and

H 2 (W). Each "sub" filter is a translated- in- frequency version of the optimum

tonal edqe detector, H STEP (w), discussed in Section II. Note that HSTEP (W) is

translated to each of the two textural frequencies.

The opti—im textural edge detector is derived by recognizinq that the

two-ideal-texture input image, f(x), given in Section III can be expressed as

the sum of two truncated sinusoids, one at frequency w 1 , defined for	 < x <

0 and the other at frequency w2 , defined for 0 < x < +m. But each of these

two truncated sinusoids are bandpass at frequencies w 1 and w2 respectively.

Each truncated sinusoid has a step function for its complex lowpass equivalent

[11). Because 
H STEP (W) 

is optimized for detecting step type edges, a bandpass

-7-
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vvr.;ion of 1i..11,,;I,( ) i-- • ntoreil on fr^quoncy i1 is optimum for det-i•tin(I 010,

discontinuity (modulated step function), in the truncated sinusoid at frequen-

riy	 1 [101.	 ;imi la rIy, a handpass version of "STEP ("0) tri^nslate:d in frequency

to ., , 2 is optimum for detecting the discontinui*	 the truncated sinusoid at

t,

	

	 frequency w 2 . The sum of the outputs of these two ► ndpass filters produces

the optimized output. A block diagram of the filter structure for the two

texture case is shown in Figure 1.

A qualitative discussion is presented here to gain insight into how the

filter works. Figure 2 presents an example of the optimum textural edge

detector in the frequency domain. Note from the figure that the response at

W1 and w7 (the spatial frequencies representinq the two ideal textures) is

zero. Hence, HOPT(w) does not respond to any input which has spectral energy

only at these two frequencies. Therefore, the response to an input represent-

ing either pure texture (in steady state) is zero. The textural edge is

characterized by a transition from one texture to the other. The Fourier

transform of this boundary contains spectral energy at frequencies other than

W1 and W 2 . In particular, there is energy in the passhand portions of

HOPT(w), therefore filter response near the textural edge is non-zero result-

ing in a large amount of output image energy in the vicinity of the textural

edge.

The Fourier transform of the entire input image is given by

F(w) = F 1 (W) + F 2 (W)
	

(9)

where F 1 (W) amd F 2 ( W) are the Fourier transforms of the truncated textures

represent(J by sinusoids at wl and w2 respectively. Multiplication of FM
with HOPT(W) yields the transform of the output, G(W) , i.e.,

G(W) = F(W) 
H OPT (A
	 (10)

but this is equivalent to

i	 G(W) _ [F 1 (W) + F2 (WH [H 1 (w) + 112(w)I

= F1 ((j) H 1 (W) + F 1 (W) H 2 (W) + F 2 (W) H 1 (w) + F2 (w) H2 ((ji)	 (11 )

-8-
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T

but

F' 1 (w) H 2 (w) = 0	 (12)

and

F2 (w) H 1 (w) = 0	 (13)

Substitution of Equations (12) and (13) into Equation (11) yields

G(w) = F 1 (w) H 1 (w) + F 2 (w) H2(w)

= G 1 (w) + G 2 (w)	 k14)

Hence,

q(x) = q 1 (x) + q 2 (x)	 (15)

Equations (12) and (13) are true because of the spectral separation be-

tween the two sets of bandpass inputs and systems. In non-ideal texture

cases, there can be considerable spectral overlap between the Fourier trans-

forms of the textures. The spectral overlap can cause non-zero response of a

system, H 1 (w), for example, to a textxure not centered at w 1 , F2 (w) for exam-

ple. This could also occur if the bandpass bandwidth of H i (w)is wide enough

to pass a significant amount of energy due to F 2 M M.

Choosing the exponential parameter, K, such that the bandpass bandwidths

of 11 1 (w) and H 2 (w) are wider than the spatial frequency separation between w1

and w2 results in non-zero response to the two textures. There is improved

resolution at the expense of an increase in the "background" level in the

output image, thus decreasing edge visibility. The "background" refers to the

out-of-resolution-interval gray level. Edge visibility describes the dif-

ference in gray level between the in-resolution-interval and out-of-resolu-

tion-interval (background) portions of the output image. The spatial fre-

quency separation of the textures affects the performance of the fitter, i.e.,

^.	 the greater the separation, the better the performance.

- 1 1 -
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It *d., • '	 :howl in	 h., t^u , ^,,r,, •> t al., [ 1 ] that. Lhn ,>ptilnUM t-rnal ,'Aqe deter-

tor rnlill h- us,!d to	 tonal edges in images corrupted by addi tive white

r;au.;,i,1n rn)i ;f	 rho. ..u9r th, • ory applies to the optimum textural edge detec-

tor. The , e xponential p,,ram, • ter, K, can he chosen to decrease the handwidth of

the "sub" filter.s to decrease the effects of the noise. The price paid for

this is an increase in the resolution interval length (101. The benefits of

1	 increased edge visibility may more than offset the decrease in resolution.

Figure 3 shows the result of implementing the filter on a digital compu-

ter. Displayed are the input and output images (one-dimensional) of the

opti ►num textural edge detection filter for an input with two ideal textures

(one textural edge). The textural edge is clearly marked in the output image.

The transfer function, H OPT (w), can be qeneralized to n textures by

simply adding more translated-in-frequency versions of }1 STEP W . Denote the

generalized, n texture transfer function as HOPT,n(w), defined as

n
HHOPT,n(w) -	 i(w)	 (16)

i=1

where

Fii(w) = STEP (W- wi ) + STEP (W+ wi )	 (17)

and wi represents the frequency of the ith texture. Each of the n filters

respond to transient energy where textural transitions occur but null out

response to the ith texture in steady state. An example of a one-dimensional

output image for an input imaqe containing four ideal textures with three

textural edges is shown in Figure 4. The normalized frequencies of the four

different textures in the figure are .047, .057, .087, and .17, with each

texture occurring once in the input image.

It should he pointed out that although each of the "sub" filters (i.e.,

H 1 (w), H Z (w), ••-) are narrowband bandpass ahout the respective textural

frequencies, the overall system handwidt hi and imaqe bandwidth are about equal,

as shown in Figure S. The total textural edge detector bandwidth, BW, is

written in terms of the tonal edge detector bandwidth as follows:

I	 r- -12-
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Figure 5	 (a) Spectrum of an arbitrary input image.
(b) Spectrum of optimLn textural edge detection

filter with bandwidth shown in terms of
(l)n and 0.
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whr-r:+ ,,, ru-prv;ontm the highest-frequency	 :'	 1!; th, 1,•^n i^^.r ; ;

bandwidth of the f i 1 tar centered (in wn.

The most general case of the model used in this development is one in

which each of the spatial frequencies representing the different textures in

the image are allowed to rardomly deviate about some average frequency. This

complication is introduced tn allow for some of the irregularity of a real

texture. A one-dimensional example in which both the amplitude and spatial

frequency vary in proportion to independ e nt random processes is shown in

Figure 6. In this example, the average normalized spatial frequencies repre-

senting the two textures are .04n and .1n respectively. In terms of the

general model presented in Section III, a(x) and ((x) are independent Gaussian

noise processes, with unit variance. The bandwidths of the amplitude noise

and frequency noise processes ace .008n and .0061r respectively. Note that the

filter adequately marks the two textural edges in the image, but also responds

to regions within each texture where the spatial frequency changes. Decreas

ing the bandwidth of the noise modulating the frequency causes the spectral

separation of the textures in the input image to increase. This results in

impro^,ed performance of the filter at distA nquishing textural edges from

frequency deviations within a texture.
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which, for the- (liven model and f  Ito-r handwidth, places it m,lxiII11M :unonnt of

ima ge energy within a specified resolution interval near the- tox f.ur.11 od(w.

The textural ed(le detector was derived by relating textural rrd(le detection to

tonal edge detection via complex lowpass, equivalent representation. Hence,

the optimum textural edge detector was found to be a sum of translated-in-fre-

quency versions of the optimum tonal edge detector. This form allows the

filter to be adapted to multitextural images. In addition, examples were

presented which show the filter's insensitivity to tonal features in an

image. The filter is adjustable; resolution can be traded for edge visibility

in the case when, the input image has been corrupted by noise.

The qualitative and complex nature of texture suggests that a totally

general approach to modeling and classifying texture may never be found. It

has been an objective in this investigation to develop a filter which opti-

mizes a certain criteria relating to textural edge detection. But, as always,

simplifications and assumptions were made indicating the need for further

research. The model used in this development represented texture in terms of

spatial frequency, and gray tone in terms of amplitude. one example of fur-

ther research might he to base the development on a mui.e complex model which

incorporates a statistical description of texture. In addition, further work

is needed in extension of the one-dimensional filter to two-dimensions.

This work has provided an approach to textural edge detection which can

be implemented on digital hardware using the FFT. With the increased size and

availability of digital computing facilities at a decreased cost, digital

image processing methods will become more popular in the future.
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