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Comments by the Editors

Raymond C. Montgomery
NASA Langley Research Center
Hampton, Virginia

and

Howard Kaufman
Rensselaer Polytechnic Institute
Troy, New York

The papers and abstracts contained in this report represent both formal pre-
sentations and experimental demonstrations at the Workshop on Selected Topics
in Robotics for Space Exploration which took place at NASA Langley Research
Center, 17-18 March 1993. This workshop grew from discussions between Dr.
Ray Montgomery from NASA Langley Research Center (LaRC) and Dr. Howard
Kaufman from Rensselaer Polytechnic Institute (RPI). Because both the Guid-
ance, Navigation, and Control Technical Committee (GNCTC) of the LaRC and
the Center for Intelligent Robotic Systems for Space Exploration (CIRSSE) at
RPI, shared common research directions in robotics for space exploration, it was
evident that a forum for technical exchange would be very valuable.

Thus, with approval from both CIRSSE and the GNCTC, Drs. Montgomery
and Kaufman solicited papers and/or demonstrations from LaRC, CIRSSE, and
from persons from industry, government, and other universities with close ties to
either LaRC or to CIRSSE.

The presentations were very broad in scope with attention given to space -
assembly, space exploration, flexible structure control, and telerobotics.



The organizers would like to thank all those who contributed to the success
of the workshop. Special thanks are due Betty Lawson of CIRSSE, who retyped
many of the abstracts and who helped with the initial solicitation of papers and
Mr. Jack Pennington and Dr. Robert Williams who organized and participated in
the LaRC Automation Technology Research Branch tours.




Introduction to CIRSSE

Alan A. Desrochers, CIRSSE Director
Rensselaer Polytechnic Institute
Troy, New York

Robotic systems combine mechanical devices such as robot manipulators
and hands; sensors, such as computer vision, optical, tactile, and force with
computer hardware and software to form an integrated system capable of reliably
executing a variety of different tasks. Much of the research in robotics has
focused on the theory, algorithms, and development of these individual component
technologies. In the CIRSSE research program, we emphasize the integration
of these technologies through the definition of architectural principles and the
development of an integrated testbed for experimental studies and demonstration
tasks. We have demonstrated assembly of space-truss structures, and have worked
closely with NASA laboratories in the definition of space mission scenarios and
applications.

The CIRSSE integrated testbed includes two 9-degree-of-freedom robotic ma-
nipulators mounted on a 12 foot long track. The resulting useful work volume of
the 18-degree-of-freedom robotic system is more than 400 cubic feet. The effec-
tive control of cooperating manipulators for coordinated motion and force control
tasks is an important research area that utilizes both simulation and experimental
studies to verify new concepts.

The CIRSSE testbed incorporates several different types of sensors. There are
currently five cameras integrated into the system. These TV cameras are supported
by a special purpose high-speed computer for image processing and automated
interpretation of images from a single camera or from two stereo pairs of cameras:
one fixed and one mobile. A laser scanning range sensor is mounted from the
ceiling of the testbed in order to provide 3-D depth information from any point
in the robot work space. Tactile and force sensors are mounted on each of the
robot hands, and they provide sensory feedback for the dexterous manipulation
of objects and devices. The interpretation of sensory information acquired from
multiple sensors is an important research topic in integration.



The CIRSSE hardware computing environment is based on a distributed multi-
processor system. Two VME-bus systems support the distributed multiprocessor
environment and partition the two most critical real time functions: motion con-
trol and vision processing. The host and development environment is based on
SUN workstations.

The CIRSSE Testbed Operating System (CTOS) is built on the commercial
VXworks software, and provides a versatile multiprocessor real-time operating
system capability. CTOS supports a versatile message passing protocol that adapts
to different hardware configurations and available communication speeds. The
communication protocols for intraboard, intrabus, and network communications
among processors provides for an efficient implementation and debugging of
systems. The message passing protocol that underlies all the CIRSSE testbed
implementations supports an event driven, object-oriented approach to the overall
architecture.

The CIRSSE Testbed integrated architecture is structured hierarchically in intel-
ligence and integrates planning, coordination, and execution functions. Within
this broad hierarchical framework the event driven, distributed nature of the sys-
tem is maintained. Based on the task decomposition, the subplanning modules
are available both on-line and off-line. The task decomposition itself is repre-
sented as a Petri net, and this Petri net structure is used as an embedded model
for the coordination of individual execution modules. The Petri net itself may
be thought of as a distributed event driven system, and the coordination level is
implemented using a message passing protocol which parallels the lower level
execution. The architecture at all levels remains modular and therefore, provides
flexibility, reliability, and ease of implementation.

The CIRSSE multi-manipulator, multi-sensor integrated testbed, the CTOS oper-
ating system, and the CIRSSE integrated testbed architecture are unique develop-
ments of the CIRSSE Center. They provide a broad resource for the experimental
study of robotic concepts and the demonstration of application tasks meeting the
special needs of space exploration.
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A Global Approach to Kinematic Path Planning to
Robots with Holonomic and Nonholonomic
Constraints

Adam Divelbiss Sanjeev Seereeram John T. Wen
Department of Electrical, Computer and Systems Engineering

Rensselaer Polytechnic Institute
Troy, NY 12180
divelbis@cat.rpi.edu  seereeram@ral.rpi.edu  wen@ral.rpi.edu

Abstract

Robots in applications may be subject to holonomic or nonholonomic constraints.
Ezamples of holonomic constraints include a manipulator constrained through the con-
tact with the environment, e.g., inserting a part, turning a crank, etc., and multi-
ple manipulators constrained through a common payload. Ezamples of nonholonomic
constraints include no-slip constraints on mobile robot wheels, local normal rotation
constraints for soft finger and rolling contacts in grasping, and conservation of angular
momentum of in—orbit space robots. The above ezamples all involve equality constraints;
in applications, there are usually additional inequality constraints such as robot joint
limits, self collision and environment collision avoidance constraints, steering angle
constraints in mobile robots, eic.

This paper addresses the problem of finding a kinematically feasible path that sat-
isfies a given set of holonomic and nonholonomic constraints, of both equality and
inequality types. The path planning problem is first posed as a finite time nonlin-
ear control problem. This problem is subsequently transformed to a static root finding
problem in an augmented space which can then be iteratively solved. The algorithm has
shouwn promising results in planning feasible paths for redundant arms satisfying Carte-
sian path following and goal endpoint specifications, and mobile vehicles with multiple
trailers. In contrast to local approaches, this algorithm is less prone to problems such
as singularities and local minima.

1 Introduction

Controlling robot motion, including both manipulators and mobile vehicles, usually
involves the following steps:

1. Kinematic path planning: find a path that satisfies all the geometric specifications
and constraints of a given task.

2. Trajectory generation: index the path with time to generate a dynamic trajectory.

3. Dynamic trajectory following: design a servo controller (possibljr incorporating
dynamic information of the overall system) to follow the trajectory.

L




This paper focuses on the kinematic path planning problem. In contrast to most of
the existing algorithms which are local and reactive in nature, our approach is a global
one which warps an entire path to satisfy all the constraints. A common classification of
constraints involves holonomic versus nonholonomic. If a constraint can be expressed in
terms of the generalized coordinate, it is holonomic; if a constraint involves the gener-
alized velocity and it is not integrable, then the constraint is nonholonomic. Examples
of holonomic constraints include a manipulator constrained through its contact with
the environment, e.g., inserting a part, turning a crank, etc., and multiple manipula-
tors constrained through a common payload. Examples of nonholonomic constraints
include no—slip constraints om mobile vehicle wheels, local normal rotation constraints
for soft finger contacts in grasping, and conservation of angular momentum of space
robots. There may be other design constraints imposed by the task, for example,
equality constraints such as the desired terminal configuration, specified end effector
path, etc., and inequality constraints such as manipulator joint limits, self collision and
environment collision avoidance constraints.

There is abundant literature on path planning for redundant robots, which are
examples of systems with holonomic constraints, and mobile robots which are examples
of systems with nonholonomic constraints, but seldom on both. The principal reason
is that in the local approach, the two problems are fundamentally different in that
redundant robots can in general move in all directions locally in the configuration
space, but nonholonomic systems can only move in certain directions. Consequently,
the issues related to redundant robots are singularity, redundancy resolution, joint
cyclicity for cyclic end effector paths, etc., and, for nonholonomic systems, the main
issue is in finding a path whose tangent lies within the admissible directions. There
are also commonalities in the two classes of problems:

1. Kinematic models are linear in control (i.e., admissible velocities).

2. Collision avoidance and joint limits are represented as a set of inequality con-
straints.

In our approach, the entire path is iterated toward a solution. Therefore, in this
framework, whether the constraint is holonomic or nonholonomic does not make a
fundamental difference; a more important distinction is between equality and inequality
constraints. Indeed, path planning for redundant robots and mobile robots are treated
in exactly the same way in our proposed approach.

The manipulator path planning problem is traditionally based on geometric ap-
proaches. (Comprehensive surveys can be found in (1, 2, 3].) The majority of these
use the configuration representation of the manipulator and the obstacles and joint.
limits (as originally proposed in [4]). In this formulation, the path planning problem
is reduced to finding a feasible path for a single point. Various tools from geometry,
topology and algebra have been utilized to develop methods such as roadmap, cell
decomposition, and potential field methods. The drawback of the configuration space
approach is that the configuration space can become high dimensional for manipu-
lators with several joints and mapping out the free region for a redundant arm in a
cluttered environment is a time consuming process and produces large graphs to be .

~searched. Recently, some work has emerged which focuses on minimizing this growth
in computation by incorporating heuristics [5, 6).



The specific issue of redundancy resolution in redundant manipulators has tradi-
tionally been addressed by using the Jacobian pseudo-inverse {7, 8, 9, 10], which is
a local, or point-wise on the path, approach. This approach is simple to use, has
low computational overhead, and can be combined with the local potential field for
collision avoidance. The drawbacks include local minima, breakdown near or at sin-
gularities, and non-cyclic or even unstable joint motion for cyclic end effector paths
(11,12, 13, 14]. Some global techniques based on optimization have also been proposed
(15, 16, 17, 18, 19], but the resulting two—point boundary value problem (TPBVP) is
difficult to solve for complex problems. '

In the rapidly accumulating literature on nonholonomic motion planning, there
appears to be a similar dichotomy of approaches: graph search based methods as
in [20, 21, 22, 23, 24, 25, 26] and analytic methods {27, 28, 29, 30, 31, 32, 33, 34,
35]. The former class tends to be computationally inefficient but can handle general
constraints, the latter class gives elegant insights into the structure of the solution but
may generate impractical paths. Recently, some important insights have been gained
by linearizing the kinematics equation about a non-stationary trajectory instead of
a fixed equilibrium. It is shown in [36] that the linearized time varying system is
frequently controllable, and a locally stable feedback controller can be designed. In
[37], a globally stable feedback controller is also found. Based on this approach, a
general procedure for designing globally stable time varying feedback controller has
been obtained [38].

A common starting point for the analytic approaches to the path planning problem
is to pose it as a general nonlinear control problem. Using this framework, we present
a new method of solving the path planning problem in this paper. The formulation is
based on converting the nonlinear control problem into a nonlinear algebraic equation.
The problem then becomes a nonlinear root finding problem in which the dimension
of the search space is very high (infinite if {u(t) : t € [0, 1]} is taken from an infinite
dimensional functional space) compared to the number of equality constraints (for
the end point constraint). The nonlinear root finding problem is further converted to
an initial value problem (IVP) which is much easier to solve than the usual TPBVP
typically arising in the optimization approach. Under some additional assumptions,
the IVP can be shown to be wellposed [39] and a variable step size ODE solver is used
to propagate the solution. Examples ranging from a front-wheel driven car to triple
trailers to nine degree—of-freedom (DOF) manipulators have been successfully tackled
(40, 41, 42]. A similar approach has also been proposed independently in [43, 44]
for kinematic path planning with only the end point constraint. For this case, the
wellposedness property of the IVP is shown to be generic.

Since the dimension of the search space is very high, there are many possible solu-
tions to the root finding problem which results from the path planning problem. For
any practical applications, additional constraints must be placed. We have adopted an
approach similar to the global exterior penalty function method [45, 46] which converts
inequality constraints into a zero finding problem. This differs from the familiar arti-
ficial potential field method which is an interior penalty function (or barrier function)
method in that the initial guess may be infeasible.

The inequality constrained case can then be combined with the equality constraints
into an augmented zero finding problem. Non-configuration space constraints, for
example, constraints involving corners of a vehicle. body of the robot, etc., can also be




incorporated in this formulation.

The global path planning approach that we have proposed has been applied to
examples involving redundant manipulators and nonholonomic vehicles. We note the
following attractive features of this algorithm:

1. Both equality and inequality constraints can be included in this formulation.
The constraints can be nonlinear in the configuration variable, so task space

constraints (which involve nonlinear kinematic function of the configuration vari-
ables) are also allowed.

2. The initial guess does not have to be feasible. The planner iteratively warps the
path until all constraints are satisfied.

3. This approach emphasizes feasibility over optimality in contrast to other global
approaches. Once a feasible solution is found, optimality can be incorporated as
a secondary constraint.

4. The IVP formulation is computationally easier to solve than the TPBVP.
5. There are additional points related specifically to redundant manipulators:

e Goal task variability: This approach can be used for finding a feasible joint
sequence from a fixed initial configuration to a specified Cartesian or joint
space goal — the path planning problem - as well as for global redundancy
resolution along a specified Cartesian path.

e Singularity robustness: The global nature of the planner avoids the Jaco-
bian singularity problem inherent in local methods. While the controllabil-
ity about a configuration is lost at the singularity, the algorithm can proceed
as long as controllability about the planned path, which is a much looser
condition to satisfy, is retained.

e Incorporation of additional equality constraints: As an application of this
capability, the planner can generate cyclic joint space motion for a specified
cyclic task space motion.

There are also additional points related specifically to nonholonomic systems:

e The planner only requires local controllability about a path in every iteration
but does not require controllability about a configuration. This is important
since the latter is not satisfied for nonholonomic systems.

The rest of this paper is organized as follows: Section 2 describes the theory be-
hind the proposed algorithm. Section 3 describes the global exterior penalty function
method to handle inequality constraints. Section 4 shows a number of simulation ex-
amples involving path planning for redundant manipulators and mobile vehicles with
trailers.

2 Kinematic Path Planning Subject to Equal-
ity Constraints ’

In this paper, we consider the problem of finding a continuous path that links the
specified initial and final configurations while satisfying a set of specified equality and



inequality constraints (which may be either holonomic or nonholonomic). To state this
problem precisely, we first represent a kinematic model as a control system:

§(t)=u(t) ; q(0)=go . (1)

where ¢ € R" is the configuration variable and u € R" is a pseudo-velocity consid-
ered as the control input. Note that since this is a path planning problem, the path
variable, t, is arbitrarily normalized to be within the interval [0,1]. There may also
be additional holonomic and nonholonomic constraints imposed along the path. If the
constraints along the path are directly incorporated in the kinematics equation, these
constraints are treated as hard constraints. If the planner iteratively updates the path
until the constraints are within a certain tolerance, these constraints are considered as
soft constraints. We first state the general path planning problem with soft constraints:

Define u = {u(t) : t € [0,1]} and ¢ = {q(t) : t € [0,1]}. Given (1),
find u € Lo([0,1;;R™) such that q(t) satisfies (1) and c(q,u) = 0 where
¢ : Ly([0,1}; R™) x Ly([0,1]; R*) = Y is a given equality constraint function
for a specified normed linear space, Y.

The constraint function ¢ may include physical constraints, such as nonintegrable ve-
locity constraints on wheels (nonholonomic) and contact constraints of manipulators
(holonomic), or artificial constraint such as the desired end effector path of a redundant
manipulator. Pathwise holonomic constraints can be represented as

dgu)(t) = ki(t,g(t)) .t €[0,1] (2)
and pathwise nonholonomic constraints are of the form
(g w)(t) = k2(t,q(),4(t))  ,t€[0,1] (3)

and can not be integrated to a constraint only involving the configuration variable.
In many applications, ko is linear in ¢ and invariant in t, i.e., ka(t,q(t),4(t)) =
K3(q(t))4(t). A system may also be subject to what is known as second order nonholo-
nomic constraints (for example, for a manipulator with unactuated joints [47).

For the path planning problem with hard constraints, the path constraints in (2)
and (3) are explicitly removed. In the holonomic case, write (2) in the differential form:

Oki(t,q)  Oki(t,a) _
5t + 3q u=0. (4)

Denote the Jacobian matrix %_(%9191 by J(t,q). I J is a fat matrix (as in the case
of redundant manipulators) and is nonsingular, then the constraint can be explicitly
incorporated in the kinematics, resulting in

i= -1+t 280 0 4 St g ®)

where J*(t,q) denotes the Moore-Penrose pseudo-inverse of J(2, q), J (t,q) is an arbi-
trary full rank matrix whose range coincides with the null space of J(t,¢), and v is the
new effective control variable.




In the nonholonomic case, if the constraint is linear in u, then the constraint can
be eliminated, resulting in a new kinematic equation:

¢ = Ka(q)v (6)

where v € R™ is the new effective control variable (m is the dimension of the null
space of K(q), assuming it is a constant).

The general planning problem can now be restated as before except the kinematic
equation is modified as below to incorporate the path constraints:

a(t) = h(t,q(t)) + f(t,q(2))u(t) ; 9(0) = go. (M

The drift term, h(t, g), is zero in the case of nonholonomic constraints linear in §. The
equality constraint function may involve only the end configuration:

c(g,n) = q(1) - g (8)

where gg is the desired final configuration. In the case of redundant manipulators, joint
cyclicity implies g4 = go.

For the path planning problem as formulated above with either soft or hard con-
straints, our approach is based on converting the differential description of the problem
into an algebraic form. First consider the soft constraint formulation. Recall this case
involves a very simple kinematic equation given by (1). For a given initial configuration
g0, ¢ can be related to u via a linear causal map, D, and an initial condition vector,
[

g=Du+g,. (9)

Define the constraint error as
y=c(Du+¢,u). (10)

The path planning problem is now reformulated as a nonlinear root finding problem
for ¢ as a function of u Nonlinear root finding has the reputation being numerically
challenging [48, §9.6]. However, the situation here is different than the general case
in that the dimension of the search variable, u, is typically much larger than the
dimension of the constraint ectation. Consequently, there are a very large number
of roots and finding one of these roots is less difficult than the general root finding
problem. However, equality constraints alone may not produce physically realizable
solution; we shall see how this formulation can be extended to inequality constraints
in the next section. ‘

To find a u that solves y = 0, our basic strategy is to lift a path in Y that connects
an initial guess ¥(0) to zero to a path in L;([0,1]; R™). Then the end point of the path
in L5([0,1];R™) is a solution that satisfies the stated equality constraint c(g, u) = 0.
To achieve this, we set up the path iteration equation:

dy du
—_ 1
dr ~ dr ( b

where



If G is full rank, or, equivalently, the null space of G* (the adjoint map of G) is zero,
then any one of the following algorithms can be applied to update u:

du +d3id ~
o= G e + G¢ (12)
where G is the Moore-Penrose pseudo-inverse of G, and y, is any desired convergence
profile of y in 7 and y,(0) = y(0), for example, we can choose y (1) = e™*7y(0),
for exponential convergence. However, this rate may not correspond to the physical
convergence rate since (12) may take much longer to solve. In practice, Eq. (12) may
be solved by an ODE solver or discretized with the time step in 7 found by line search.
In the hard constraint formulation and with only the end configuration constraint
(i-e., (g, ) = ¢(1) — ga), the equality constraint error can be written as

y=Flu)-q (13)

where F maps the control, u, (for a given go) to the final configuration. The analytic
form of F is in general difficult to find, and will not be explicitly required. The system
(7) is globally controllable if and only if the nonlinear map F is onto, and the system
is locally controllable around u if and only if V,F(u) is a linear onto map. Local
controllability around u is equivalent to the controllability of the linear time varying
system obtained after linearizing (7) around ¢ and u. The path planning problem can
be iteratively solved as before using (12) but with

G =V, F(u).

A sufficient condition for convergence is that G is full rank for all 7, or, equivalently,
the time varying linearized system with u(7) is controllable. For systems without drift,
such as nonholonomic systems, it has been shown in [43] that this condition is generic.

Equation (12) can be solved by an ordinary differential equation (ODE) solver with
an initial guess of u(0) such that the full rank condition is satisfied. In addition, y,(7)
can be used to check the accuracy of the solution, y(7), at each 7. It can be shown
that if u(0) is sufficiently close to a solution, then the wellposedness of the IVP (and
its convergence) is assured. As stated before, the wellposedness of the IVP in the
hard nonholonomic constraint case has been shown to be generic and there has been
a surge of recent interest of this technical issue [39]. For the general problem, the
wellposedness condition remains an important research topic. In all of our simulation
experience involving equality constraints, this has never been a problem. In the next
section, when constraints are included through the global exterior penalty function,
the issue of wellposedness becomes more severe.

An interesting aspect of this approach is that in (12), £ does not affect the guaran-
teed convergence rate (specified by a), though it does affect the way u converges. Since
the dimension of y is much larger than y, there is much freedom in £ to affect the even-
tual convergent solution. For example, § may be chosen so that additional constraints
in g may be satisfied. We have explored choosing ¢ via quadratic programming with
some success, but more research needs to be done in exploiting this degree of freedom.

There are other possible choices of u, for example. in the soft constraint case.

dy dy, =«
9% _ %Y 14
. = G2 +G¢ (14)

10




du Gy dwy | 4 1
" ey ' wa =3 llall” (15)

The trade-offs between computational load and convergence speeds between these
schemes are yet to be fully explored.

The initial guess u(0) will clearly affect the convergence. We have not extensively
explored an intelligent procedure (perhaps based on past experience) for this selection.
In all of our examples, the initial conditions are simply chosen to avoid the rank
deficiency of G.

In the algorithm described above, it is critical to be able to calculate G efficiently.
Since G relates an infinitesimal variation §u to a corresponding infinitesimal variation
bc, it can be computed based on the linearized kinematic equation (and the constraint
equation in the soft constraint case). This procedure is described in detail in [49], and
has been used in all of our examples.

3 Kinematic Path Planning Subject to Inequal-
ity Constraints

In the previous section, only equality constraints are considered. However, for realistic
problems, there are also many inequality constraints which need to be enforced. For
problems involving equality constraints only, the obtained path is frequently undesir-
able. For example, in the case of a tractor with twin-trailers, the front wheel angles of
the tractor may go through an unrealistically large range motion, the trailers can be-
come jack—knifed, and the entire vehicle may go through several complete revolutions;
in the redundant arm case, the joints can violate joint limits, and there may be self
collision or collision with other objects in the workspace. Clearly, if this algorithm is
to be used in practical applications, additional constraints must be incorporated. In
this section, we present an approach similar to the exterior penalty function method of
[45] and which has so far been shown to be very effective in addressing the inequality
constraint issue.

There are three basic approaches to address the inequality constraints:
e Convert the inequality constraints into equality constraints by defining a function
that is zero when the constraint is satisfied and non—zero when the constraint is not
satisfied. Once this is done, the zero finding approach of the previous section can be
applied to find a zero solution which corresponds to a feasible path.
e If the feasible region is convex polyhedral, then linear programming or quadratic
programming can be used to select the free variable £ in (12) without affecting the
convergence of the equality constraints.
e Pre-warp the vector with a multiplicative potential function ¢(gq) which is zero on
the boundary of the inequality constraint and positive inside the feasible region. It has
recently been pointed out in [44] that as long as the initial path g(0) lies strictly within
the feasible region, then the same algorithm (12) can be applied to iteratively move Y
to zero. ' :

We have extensive experience with'the first two approaches. The first approach has
proven to be very effective, though there are currently no (genericity) results on the

11



full rank gradient condition as in the equality constraint case. The second approach is
computationally intensive due to the need to repeatedly solve a constrained optimiza-
tion problem. It is perhaps best used as a local optimization refinement in conjunction
with the first approach. The third approach has just recently been suggested and is
computationally untried; we intend to pursue this direction in the proposed research.
For the remainder of this section, we will elaborate on the exterior penalty function
approach. '
Suppose the feasible region is defined by a set of p inequalities:

91(¢,u) <0 (16)

where g; is nonlinear and assumed to be as smooth as needed, and < is interpreted
as a component-wise relationship. These constraints may be directly placed on the
configuration variables such as joint limits or on other variables such as the end effector
of a manipulator, vehicle boundaries, etc. Without loss of generality, we shall consider
the hard constraint case for the discussion below. Let the relationship between gand u
be denoted by ¢ = F(u). By substituting this relationship, the constraint inequalities
are transformed to

9(F(w),0) < 0 (17)

or more simply expressed as
g(u) <0. (18)

Suppose now we wish to constrain the states of the system to stay within the feasible
region defined by the task space. We then define a penalty function corresponding to
the i** system state as:

N A
_ v5i95:(%) g;i(u) >0
“=) { 0 Zﬁ(u) <0 (19)

i=1

where A > 1, g;;’s correspond to the constraint applied to state i at discrete time 7 and
7;i’s are constant weights. This function is nonzero when state i violates the constraints
at any time along the path, and is identically zero only when all constraints are satisfied.
For this penalty function, the penalty imposed depends upon the constraint violation
raised to the A power. Therefore, the penalty function approaches infinity as the system
makes ever increasing incursion out of the feasible region. Of course many other choices
for the constraint function are also possible. For example, another penalty function
which we use frequently is the following:

= ﬁ’: { 75i(1 - e 2958y gii(w) > 0 (20)
=Lo gii(w) <0

where 7, > 1 and A > 0. This penalty function is bounded by the sum of the 7;i’s, and
is therefore in some sense less harsh than the previous penalty function. In practice
we have seen that the second penalty function gives faster convergence than the first,
in cases where the vehicle makes large excursions outside of the feasible region. This
advantage in convergence stems from the fact that V4zi(u) is smaller for the second
constraint function than for the first when large constraint violations occur, causing
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the IVP to be more wellposed for the second constraint function. For either penalty
. . . . T
function, the composite constraint vector is defined as z = 21 ... 2z
We now have a situation similar to the unconstrained case: Find u so that y = 0

and z = 0. The same approaches described in Section 2 can now be applied. Usin—g the
hard constraint formulation, the new differential equation in % now becomes:

dﬁ(:) = GH(u(r)) [ % ] + Gi(u(r))é(7) (21)

where,
G .
Gl(!l_) é [ VEZ(E) ] (22)

and y, and z describe the desired path in 7 that links the initial error to zero. The
gradient of z(u) can be easily obtained via chain rule and the linearized kinematic
equation [49]. The convergence of this algorithm now requires the full rank condition
on G, in each iteration. Note that in (21), there is again a free parameter £(7). The
extra degrees of freedom offered by £(7) may be used to satisfy additional optimality
considerations.

The penalty function formulation we have presented allows for a wide range of
constraint types. Up to this point we have considered constraints which apply directly
to the configuration variable of the system, but the formulation allows constraints to
be applied to non-configuration variables as well. In any practical application it is
not enough just to constrain the origin of the system inside a feasible region. The
boundaries of the system must stay inside as well. For instance, for a single planar
body, we relate any point p on the boundary to the configuration variable g by the
nonlinear transformation:

Pz | _ | @ | | cos(as) —sin(gs) || 7z (23)
Py % sin(gs)  cos(gs) Ty
where r; and r, are the z and y positions of the boundary point in the body frame.
The same penalty function which applied to g before now applies to p, g;(p(g;(w))).
A similar transformation can be obtained to relate boundary points of multi-bodied
systems to the configuration v-riable.
The penalty function formulation also allows for a wide range of feasible region
types. For instance, when the feasible region is polyhedral, g takes on particularly
simple form: ‘ : :

9(9) = Ag - b.

We have looked at this type of constraint extensively. In fact, this constraint type is
always used when limiting wheel or jackknife angles on wheeled vehicles. This type of
constraint is simple to use but the feasible region is necessarily convex. .

The penalty function can be used to enforce both convex and non-convex, non-
polyhedral constraints. For instance, supposed it is desired to drive the system while
keeping boundary points outside of an circular region. The constraint g at each time
j can then be expressed as:

9i(p) = =(Pz = 20)* = (By ~ %0)* + 7
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where zg and yo are constants, = is the radius, and pis a boundary point as described in
(23). We have had much success in using this formulation with cars and tractor-trailer
vehicles and present an example in the next section.

In the preceding discussion, system constraints are expressed as analytic functions
of the configuration variable. But again, in practical situations it may not be possible
to adequately represent the constraints by analytic functions. In particular, for highly
unstructured environments it may require great effort to find an appropriate analytic
function, and once found, it may be computationally intensive to apply it. Therefore,
we propose a method based upon the contour map built up from the task space obstacle
boundaries. First, suppose that the feasible region is defined by a set of p inequalities
of the form: -

92(E(w)) <0 (24)

where g is nonlinear, smooth as needed, and < is component-wise. The gradient of
g2 with respect to u is then obtained by applying the chain rule,

Vug2 = [V F] V2. (25)

Note that in this equation, V,F is independent of the constraints and that V,9:
depends solely upon the constraints. Therefore, rather than compute g; and V,g;
explicitly using analytic functions, it is possible to use a lookup table to compute these
values. For g3, the lookup table contains the cost for each point in a grid covering the
task space. For V.92 the table contains the gradient components for each point on the
grid. As before, this formulation will also work for non-configuration variables. Since
the exterior penalty function approach is used, the contour map is zero everywhere
inside the feasible region and non-zero outside. We have just begun using this method
for path planning and have so far had good success. An example of the contour map
method applied to a car is given in the next section.

In this, and the previous sections, we have used the notation u to denote the set
of control inputs applied to the system at each point in time along the path. For
the continuous case this set contains an infinite number of elements. Therefore 4 in
vector form would be an infinite dimensional vector. However, in order to implement
the algorithm on a digital computer u needs to have finite length. The first obvious
step would be to discretize u(t) using the standard basis. We have used this approach
extensively and have obtained good results from it. Another approach we have tried is
to use the first N elements of the Fourier basis to approximate u(t). In this formulation,
for each discrete time j we represent the control input as:

u; = B(jAL)A (26)

where & is a matrix containing the Fourier basis elements and ) is the constant vector
of Fourier coefficients. In this formulation, A uniquely describes the control over all
time, since it is independent of time. Now for a given initial configuration ¢y» q can be
related to ) by a causal map, F;:

q=Fi(d). (27)

Furthermore, substituting F;, for F and ) for g in all previous equations, we see
that all previous methods still work. The full advantages and disadvantages in using
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the Fourier basis formulation rather than the discrete basis is unknown at present.
However, in- the case of driving a car around a circle, we have observed that the discrete
basis formulation has great difficulty arriving at a solution whereas the Fourier basis
formulation solves the problem with relative ease.

4 Examples

We have applied the algorithm to a large number of computer simulation examples
and experimentally to a mobile robot. For illustration purposes, we include several
examples involving three different wheeled vehicles and a point-to—point path planning
of a 4R planar arm and a 9DOF arm like the one in our lab (see next section on a
fuller description of this arm).

In the first example, we consider the parallel parking of a double tractor—trailer. A
true double tractor-trailer, like those seen driving on the highways, actually consists
of a tractor with three trailers: two long trailers connected by a comparatively short
trailer. The short trailer, or dolly, makes any backing-up situation extremely difficult
in that small backward motions can produce large jackknife angles between the dolly
and the trailers. In fact, it is known that with a human operator one must, in general,
disconnect the end trailer and dolly before any backward motions are attempted.

In the example below, shown in Fig. 1-2 below, the front wheels are constrained
to +£35° and the jackknife angles (the jackknife angle is defined as the angle between
the center line of one trailer and the center line of an adjacent trailer) are constrained
to £50°. The limits on the jackknife angles are sufficient to ensure that none of
the trailers collide. In this example the algorithm required about four hundred fifty
evaluations of the right hand side of the differential equation to achieve a tolerance on
the potential fields of 0.01. The penalty function method used here is simply the first
convex, polyhedral method mentioned in the previous section.

i
4

Figure 1: Parallel Parking Path of a Double Tractor-Trailer with Constraints

The next example is presented to demonstrate the versatility of the algorithm with
regard to the type of constraint applied. In this example, it is desired to drive a
tractor—trailer vehicle around a circular obstacle while remaining within a rectangular
region limiting motion along the z-axis. To further complicate the example, two other
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Figure 2: Parallel Parking Path of a Double Tractor-Trailer with Constraints

circular obstacles are included above and below the first one. In addition, these task
space constraints are applied to fourteen different non-configuration variable points
around both the boundary of the tractor and the boundary of the trailer. The steering
angle is constrained to £20°, and the jackknife angle is constrained to +50°. We
therefore have in this one example, all of the different types of constraints mentioned
in the previous section: convex polyhedral (steering, jackknife, and z-position), non—
convex non-polyhedral (circular obstacles), and non-configuration variable (boundary
point) constraints. The Fourier basis representation of the control input, with thirty
three basis elements, was also used in this example. Using a steepest descent method
with a Golden section search, the algorithm took fifty four evaluations of the right hand
side to converge. The initial path in this case, drives straight through the obstacle.
The final result is as shown below in Fig. 3.

solidex!, dashwx2, dot=x), dash-dot=x4, + =x35-x4

O
i~

:

-6 -4 -2 0 2 4 6 “o 0.1 02 03 04 0s a6 07 (X ] 09 1

Figure 3: Tractor-Trailer Example with Non-Convex Task Space Constraints

The next simulation example uses the contour map method to calculate the penalty
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function. In this example, it is desired to drive a car around a circular obstacle while
remaining inside of a circular region. Seven points around the boundary of the car are
used for non-configuration variable constraints. The front wheels are constrained to
*15°. The Fourier basis was once again used to represent the control input along the
path. This example took about one hundred evaluations of the right hand side using
a discretized version of (21) with Golden section search to find the optimal step size.
The initial path drives straight through the obstacle. Below, the first set of plots, in
Fig. 4, show the car and path in the context of the task space. The second set of plots,
in Fig. 5 show the contour map used in this example.

solid=x1, dash=x2, dot=x3, dash-dot=x4

y-pusition
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Figure 5: Plots of Exterior Penalty Function and Contour Map

In the final wheeled vehicle example, we present experimental results of applying the
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path planning algorithm to an actual mobile robot. The robot is actually a one quarter
scale model car, complete with a passive suspension system, on-board IBM compatible
486 33-MHz computer, and wheel encoders for use in dead-reckoning feedback. The
desired path was a simple parallel parking path with constraints only on the steering
angle of +15° which is the physical limit of the car. The purpose of this experiment
was to determine if a real robot can actually follow a path generated by the planning
algorithm. In this example, the path was generated, and then a velocity profile was
imposed. A simple, Lyapunov function based, feedback controller was used to try and
track the path. Although there is some error in tracking the path, it is obvious from
the plots below, in Fig. 6-7 that the path is such that the real car can follow it. The
tracking errors are due in part to error in the dead-reckoning feedback and to the
controller used.

solid=actual, dottedadesired, units in inches

201

y-pasition
=

20 = = = ;

Figure 6: Parallel Parking of Catmobile: Experimental vs. Simulation Path

Various examples of redundant manipulators are presented which incorporate both
joint and task space inequality constraints. Key features of this approach include vari-
ous possible goal task specifications (from end-point only to entire path specification),
joint path cyclicity, and robustness to manipulator singularities. Inequality constraints
are handled by the global penalty functions and a linear inequality set description as
shown in Sections 3. Simulations were performed using Matlab with computationally
intensive routines coded as Matlab-callable C routines (cmex files). Note that the end
effector constraint is treated as a soft constraint here as compared to the nonholonomic
constraint considered above which is treated as a hard constraint.

The first example illustrates the joint sequence for a 3R planar arm required to trace
out the tip path shown while remaining within a set of task space boundaries (Fig. 8).
The path shown in Fig. 8 includes an intermediate joint vector in which links 2 and 3
become aligned — equivalent to a pose switch for spatial arms. Local planning methods
typically encounter difficulty in handling pose changes since they correspond to arm
singularities, and the arm Jacobian losing rank. The present algorithm executes the
pose switch smoothly, while tracking the desired tip path. In the next situation (Fig. 9)
a 4R arm is required to traverse to specified coordinates X;. The obstacles are chosen

18




dot=x_desired, solid=x_actual, dash_dot=y_desired, dash=y_actual str: dot=desired, solid i; or: dash_dot=desired, dash

angles (radians)

positions (inches)

« 04 L,
o

Figure 7: Parallel Parking of Catmobile: Experimental vs. Simulation State Trajectories

to provide a relatively narrow opening through which the arm must pass. Typically,
this type of scenario is very challenging for planners based on purely local potential
field formulations due to a local minimum formed in the space between Obstacles 1
and 2. By iterating from an intermediate path sequence generated for the goal end-
point without consideration of the obstacles, it is possible to warp the intermediate
path to meet all the constraints. It should also be noted that the final path cannot be
accomplished without switching the pose along the way.

Figure 8: Cartesian Tip Path Figure 9: Obstacle Avoidance Problem

The ability to incorporate joint path cyclicity as an equality constraint is illustrated
by an example where a 3R arm must trace out the boundaries of a Cartesian square
path, within a restricted workspace (Fig. 10). Path planning for cooperating arms ma-
nipulating a common payload imposes an additional kinematic closure constraint on
the arm tips. Fig. 11 shows the path sequence generated for a pair of 3R planar manip-
ulators required to move the connecting linkage from its initial position of (—1,2,0°) to
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a goal position of (2,2,45°). In the planar examples shown, the apparent collisions of
the links with the obstacle boundaries arise out of the fact that checking is performed
for the tips of each link only. A more complete collision detection procedure is being
developed for spatial arm planning.

Obstacle

Figure 10: 3R Cyclic Path Figure 11: Cooperating Arm Problem

The remaining examples illustrate applications to a spatial redundant 9 DOF arm.
This consists of a PUMA 600 manipulator mounted on a platform providing additional
linear, rotate and tilt joints. (See [50] for details of the CIRSSE dual-arm robotic
testbed.) Fig. 12 shows the output sequence for joint path end-point planning to a
specified task space position/orientation in the presence of an obstacle. Fig. 13 shows
the path sequence generated for a path following task incorporating a straight line
translation coupled with a rotation of 180° about the tip Y axis. Because of the
manipulator joint limits, this can only be accomplished by switching the PUMA'’s pose
from elbow-up to elbow-down at some intermediate point. Asin the planar examples, the
present algorithm accomplishes a smooth transition between these arm configurations.
The final example (Fig. 14) illustrates a cyclic joint path sequence computed for the
arm to follow a circular task space path while maintaining a fixed tool orientation
(perpendicular to the plane of the circle).

For the cases shown, the planar examples required from seven to ten iterations to
reduce the task error and meet all the constraints, while the spatial examples ranged
from ten to twenty-five iterations. Discretization levels ranged from N = 10 to 40
in size. For the 9 DOF redundant arm planning scenario, this represents a small
computational load for the Sun SPARC-station used. workstations. For problems of
larger size, this technique can be applied recursively to the desired discretizatijon level,
thereby keeping the individual iteration array operations small. The ability to apply
the algorithm to the global problem (even at the coarsest resolution) is essential for
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Goal Position

Figure 12: 9 DOF Path Planning Figure 13: 9 DOF Path Following

developing globally feasible solutions to the constrained path planning problem.

5 Conclusions

Kinematic path planning for robots is a key step in their effective utilization on earth
and in space. The various types of constraints such as holonomic and nonholonomic,
and equality and inequality constraints pose particular challenges. In this paper, we
consider a novel and promising method which warps the entire path until all constraints
are satisfied. The main approach is to convert the differential (local) kinematic rela-
tionship to an algebraic (global) equation. With emphasis placed on feasibility rather
than optimality, we obtain an initial value problem rather than two—point boundary
value problem typically arisen in a global optimization approach. This formulation is
general enough to include both redundant manipulators and nonholonomic systems,
and combination of the two; these topics are traditionally treated separately due to
their unique properties when local algorithms are applied. The inequality constraints
are handled through a global exterior penalty function method, which allows for non—
polyhedral constraints as well as constraints on non-configuration variables. For the
future research, we will address the following fundamental issues related to this promis-
ing algorithm:

1. Develop conditions of conve-gence of the algorithm based on the wellposedness of
the initial value problem. Also develop strategy to proceed when the algorithm
fails to converge due to the rank deficiency of G in (12).

2. Develop an algorithm to adaptively adjust the path discretization step size based
on the local discretization error.

3. Incorporate optimality as a secondary criterion.

4. Improve the sensitivity and robustness of the algorithm with respect to imperfec-
tion in the kinematic model.

5. Implement the planner on various experimental platforms.
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Abstract

A method for autonomously planning collision free
paths for two cooperaling robols in a static environ-
ment has been developed at CIRSSE. The method uti-
lizes a divide-and-conquer type of heuristic and in-
volves non-ezhaustive mapping of configuration space.
While there is no guaraniee of finding a solution, the
planner has been successfully applied to a variely of
problems including two cooperating 9 dof robots.

Although developed primarily for cooperating robots,
the method is also applicable to single robot path plan-
ning problems. A single 6 dof version of the planner
has been implemented for the truss assembly task at
NASA Langley's Automated Structural Assembly Lab
{ASAL). The results indicate that the planner could
e very useful in addressing the ASAL path planning
problflm and that further work along these lines is war-
ranted.

1 Introduction

The robot path planning problem involves deter-
mining if a continuous and obstacle avoiding path ex-
ists between start and goal positions, and, if so, to
find such a path. The complexity of the path plan-
ning problem has been shown to be exponential in
the number of dof {1, 2]. A review of the many path
planning techniques is beyond the scope of this paper.
Reference (3] presents a recent survey paper on the
subject.

A method has been developed at Rensselaer’s Cen-
ter for Intelligent Robotic Systems for Space Ex-
ploration (CIRSSE) to autonomously plan collision
free paths for two robots working cooperatively in
a known, static environment [4, 5, 6). Cooperation
refers to the case whereby both robots simultaneously
grasp and manipulate a common, rigid, payload. The
planner is based around a divide-and-conquer heuristic
aimed at traversing c-space while performing selective
mapping on an as-needed basis. This path planner
has been applied to the CIRSSE testbed. The testbed
consists of two 9 dof robots, each of which cousists of a
3 dof platform and a 6 dof Puma. A sample path found
by the cooperating 9 dof planner is shown in Figure 1.
This example required approximately 10 minutes so-
lution time on a SparcStation 1.

Although developed primarily for the cooperat-
ing robot case, the c-space traversal heuristic around
which the planner is based may also be applied
to single robot path planning problems. This pa-
per discusses a single arm version of the planner
which was implemented for the truss assembly task
at NASA Langley’s Automated Structural Assembly
Lab (ASAL). The purpose of the implementation was
to assess the potential usefulness of the planner for the
ASAL path planning problem.

The ASAL path planning problem is described in
Section 2. Qur path planning strategy is discussed in
Section 3. Sections 4 and 5 present some implemen-
tation details and results for application of the plan-
ner to the ASAL path planning problem. Section 6
presents some conclusions and areas for future work.

2 Problem Statement

A CimStation model of NASA Langley‘s ASAL is
shown in Figure 2 (CimStation model provided by
NASA Langley). The system consists of a 6 dof Merlin
robot, shown in Figure 3, mounted to a xy-positioning
table (referred to as the carriage{, and a turntable.
The turntable includes a triangular platform which
can rotate around a vertical axis through its center.
The Merlin robot is kinematically similar to a Puma.
The objective of the ASAL is to assemble truss struc-
tures consisting of 102 2 meter long struts. Such a
truss is illustrated in Figure 4. The truss is assem-
bled upon the turntable of the ASAL by positioning
the carriage and the turntable such that the Merlin
may take each strut from a canister near the base of
the Merlin and install it in its final position in the
assembly.

The ASAL path planning problem as addressed
herein is defined as follows: Given a carriage and
turntable position for each strut, determine a suitable
path for the Merlin to safely move the robot and its
payload from a start position to a prescribed goal po-
sition. The start position is above the canister holding
the as-yet unassembled struts. The goal position for
each strut is taken as 10 cm from the final position in
the negative of the approach direction. The assembly
sequence is as specified by NASA Langley.

It is assumed that feasible and collision free start
and goal joint configurations of the robot are known.
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Figure 1: Sample Results for Cooperating 9 DOF Robots
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(a) Isometric View

(b) Top View

(c) Side View

Figure 2: NASA Langley’s Automated Structural Assembly Lab
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Figure 3: 6 DOF Merlin Robot with End Effector for Truss Assembly

(a) Isometric View

{b) Top View

Figure 4: 102 Strut Truss Structure
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3 Strategy

Like the single robot planner presented by
Dupont [7], the principle strategy of our planner is to
minimize the computationally expensive mapping of
configuration space by performing mapping on an as
required basis. The approach is based around a divide-
and-conquer style heuristic for traversing through
c-space. Computationally expensive precomputations
and exhaustive c-space mappings are avoided. The
approach is applicable regardless of the number and
type of joints in the robot and for any number of ob-
stacles in the workspace. A siring tightening algorithm
may be applied to modify any safe path found by the
planner into a more efficient one, where efficiency is
measured by joint space trajectory length.

The path planning method involves first attempt-
ing to traverse a c-space vector from the start to the
goal of one of the robots. If this vector passes through
unsafe space, the hyperspace orthogonal to and bi-
secting the unsafe segment of the vector is systemat-
ically searched to identify an intermediate goal point
for consideration as a via point. An attempt is made
to traverse from the last safe point to the intermediate
goal point. This process is repeated as necessary un-
til the attempted traversal to the newest intermediate
goal point is entirely safe. At that point, progres-
sion is attempted toward all previous guide points in
the opposite order in which they were found, where
guide points include not only previous intermediate
goal points but also the safe points found on the goal
end of each unsafe region which invoked a search.
When progression to a particular guide point is not
entirely safe, that point is permanently dismissed and
progression is attempted toward the next guide point
in the specified sequence. The progression continues
until an attempt has been made to progress to the
global goal point. If that attempted progression is not
entirely successful the overall process is repeated until
the global goal point has been safely traversed to.

In 2D, the hyperspace orthogonal to an unsafe vec-
_ tor (the space which the heuristic searches) is simply
a line. For 2D problems, the initial search is per-
formed equally in both directions until a safe point
is found. Subsequent searches will first exhaustively
search in the direction which has a component in the
previously successful search direction. Only when no
safe point can be found in that direction will the other
direction be considered. A 2D example of the c-space
traversal heuristic is shown in Figure 5. This example
involves non-disjoint safé space and requires multiple
searches. More 2D examples and a vector description
of the heuristic may be found in [6].

In the general nD case, the search space will be
n~1 dimensional. In this case, several approaches
were considered for computing search directions. The
most effective method found involves considering all
combinations of £1 and 0 (except all zeros) times a
set of orthogonal basis vectors for the subspace. This

yields 3"~ 1 _ 1 search directions for an n dof prob-
lem. The following vectors may be calculated in the
sequence shown and then normalized to vield one such
orthogonal basis:

Bl = (l,hl,o,...,o)
B2 = (bll,p2,h2,0...,0)
B3 - (b211b22»P3-h3y0-~70) (1)
B,_1 = (bn—21vbn—22»'"vbn—2n_2'
Pn-1:hn—1)

where the p; are chosen so that the B; and B;_ | are
orthogonal, then the h; are chosen so that the B; lie

in the search hyperplane.

Initial searches favor all directions equally, whereas
subsequent searches sort the i directions S; into g
equal breadth bins by the following rule:

I
=75 @

g dpmazr — dppmin
where dp; is the dot product of S; with the previously
successful search direction, and dpnin and dpmag are
the minimum and maximum dp;, respectively.

Searches then exhaust bin(i) before considering
bin(i +1).
3.1 Completeness

Unfortunately, this path planning method is not
complete, i.e., it cannot guarantee finding a solution
even if one exists. Though certainly undesirable, this
lack of completeness does not seem unreasonable since
researchers have thus far been unable to develop algo-
rithms which achieve both completeness and practical-
ity for reasonably difficult yet practical path planning
problems for more than a few degrees of free(rom. We
sacrificed completeness in exchange for the possibil-
ity of solving some practical yet potentially difficult
problems as quickly as possible.

3.2 String Tightening

Once a safe path is found, it may be modified to
reduce the joint space trajectory length of the path.
This process is referred to as string tightening [7].
Since the path planner produces discretized paths, the
objective during string tightening is to reduce the fol-
lowing cost function:

N=1 n
LYV =3 | 06+ -0;)? 3)
i=1 \[j=1
where:
L{V = the joint space trajectory length
N = number of knot points in path
n = number of dof
0;j(i) = " knot point for “joint j
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safe space

Figure 5: 2D Example of C-Space Traversal Heuristic

The tightening algorithm involves examining each
sequence of three adjacent knot points and performing
whichever of the two options below produces the most
desirable effect on LY:

1. Make no changes to the knot points.

2. Modify the second knot point so that the three
knot points are straight in the robot’s Joint space
(if not already so).

The feasibility of option 2 must be determined by
checking the configuration for interference. These lo.
cal adjustments are continued along the length of the
path until no significant improvement can be obtained
from further adjustments.

4 Implementation

In addition to having been implemented for sin-
gle and cooperating robot path planning problems for
the CIRSSE testbed. the path planning strategy de-
scribed in this paper has been implemented for the
ASAL path planning problem described in Section 2.

he programs are written in C and utilize sections of
code developed by Schima (8]. They also invoke meth-
ods and code developed by Hamlin and Kelley [9, 10).
The polytope representation scheme was chosen be-
cause it permits accurate modeling of the robots and
typical obstacles in the workcell while enabling rel-
atively fast interference checking. Paths are visually
simulated using CimStation [11]. The implementation
uses 242 search directions and 5 bins for search direc-
tion prioritization.

Since this was a preliminary implementation in-
tended to evaluate the possible usefulness of the path
Planner for the ASAL path planning problem, some
simplifications were made:

* Nodes were not modeled.

* In the ASAL, panels are installed (the first set af-

ter the 60th strut). These panels were not mod-
eled (except for one particular strut as a case
study).

5 Results

The path planner quickly found paths for the first
21 struts since there is little possible interference at
that stage. Due to symmetry, the assembly of the
remaining 81 struts can be accomplished using only 21
unique trajectories for the Merlin with the appropriate
carriage and turntable positions for each strut. The
path planner was able to find feasible paths for all
102 struts with solution times ranging from 1 to 30
minutes on a SparcStation 1, with the vast majority
of solution times in the 2 to 5 minute range.

The 615¢ strut is possibly the most difficult from a
path planning perspective due to the confined location
of the goal position and due to the presence of an
installed panel above the goal position. Although this
implementation generally ignored the panels, a panel
was modeled as an obstacle for this strut. In spite
of the panel, a path was found without requiring any
intermediate carriage/turntable positions. The path
found for this strut is illustrated in Figure 6.

Some particular comments regarding this imple-
mentation follow:

¢ The path planner has no trouble with goal posi-
tions placing the load or robot in very close prox-
imity to obstacles. '

¢ The path planner performs well even with a large
number 6f obstacles. For example, the final few
struts of the assembly involve over 100 workspace
obstacles. The additional collision checks re-
quired near the end of the assembly seem to
increase execution time by a factor of approxi-
mately two.
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e The paths found typically include segments which
are obstacle boundary tracing. Because of the
close tolerances involved, it is not practical to sim-
ply model the objects larger than actual size to
provide a safety margin since doing so would often
result in an unsolvable problem.

¢ Panels and nodes were not modeled. As a result,
some of the paths might collide with the panels or
nodes if the paths were used in an actual assem-
bly. This could be remedied simply by modeling
the panels and nodes and including them in the
collision checking routine. Due to the small size
of the nodes it is expected that including them
would have little impact on the difficulty of the
path planning problems. Although the panels
will typically represent significant obstacles to be
avoided, a strut for which the panels would seem
to interfere the most was solved with the relevant
panel modeled.

¢ In a few cases the path planner was not able to
solve the problem quickly in the forward direction
but could quickly solve the problem in the oppo-
site direction. Although a very confined goal po-
sition makes it likely that solving in reverse may
prove easier, trial and error was the only sure way
to decide which direction would yield better per-
formance.

¢ Return paths for the robot after inserting a strut
were not planned.

6 Conclusions and Future Work

This implementation of the path planner for the
ASAL assembly task illustrates the potential useful-
ness of the path planning technique developed at
CIRSSE for solving the practical and potentially very
difficult ASAL pat planning problem. Based on the
results of this study, additional work appears war-

' ranted towards applying this planning technique to
the path planning problems at the ASAL. Some par-
ticular issues which would need to be addressed before

paths created by the planner could be executed on the
actual hardware are as follows:

¢ Nodes and panels need to be modeled.

¢ An improved string tightening algorithm or an al-

ternate method of path modification is required

to provide paths with adequate clearances. This

! could be done by modifying the current string

tightening cost function to include a penalty

| on clearance or by utilizing the path found by

the planner as input to a potential fields based
smoothing algorithm.
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ABSTRACT

This paper describes the implementation of a dis-
turbance rejection controller for a 6-DOF PUMA ma-
nipulator mounted on a 3-DOF platform. A control
algorithm is designed to track the desired position and
attitude of the end—effector in inertial space, subject
to unknown disturbances in the platform axes. Exper-
imental results are presented for step, sinusoidal, and
random disturbances in the platform rotational axis
and in the neighborhood of kinematic singularities.

Robotic manipulators have been proposed as a
means of reducing the amount of extra vehicular activ-
ity time required for space station assembly and main-
tenance. The proposed scenario involves a robotic ma-
nipulator attached to some mobile platform, such as a
spacecraft, satellite, or the space station itself.

Disturbances in the platform position and attitude
may prevent the manipulator from successfully com-
pleting the task. This work explores the possibility
of using the manipulator to compensate for platform
disturbances.

The problem of controlling a robotic manipulator
on a mobile platform has received considerable atten-
tion in the past few years. Joshi and Desrochers [1]
designed a nonlinear feedback control law to carry out
tasks (with respect to the robot base frame) in the
presence of roll, pitch and yaw disturbances in the plat-
form axes. Dubowsky, Vance, and Torres [2] proposed
a time-optimal planning algorithm for a robotic manip-
ulator mounted on a spacecraft, subject to saturation
limits in the attitude control reaction jets. Papadopou-
los and Dubowsky [3] developed a general framework
for analyzing the control of free-floating space manipu-
lator systems. Most recently, Torres and Dubowsky [4]
have presented a technique called the enhanced distur-
bance map to find manipulator trajectories that reduce
the effect of disturbances in the spacecraft position and
attitude.

One common assumption in the literature is that the
disturbance signal is exactly known. If this is the case,
then the end-effector location can be calculated with-
out relying on direct end-point sensing. However, this
assumption is invalid if there is a significant delay in
the platform position and attitude measurements, or if
the kinematics of the platform are not well known, or if
the platform is a non-rigid structure. In the more likely
case that only the nominal platform location and up-
per bound on the disturbance signal are known, direct

A.A. Desrochers
Electrical, Computer, & Systems
Engineering Department

Rensselaer Polytechnic Institute
Troy, NY 12180-3590

end-point sensing is needed to measure the end-effector
location.

1 The Jacobian and Singularities

The inverse Jacobian is ill-defined for certain manip-
ulator configurations. This section presents an alter-
native mapping, called the approximate pseudoinverse
Jacobian, whic%x is defined for ali manipulator configu-
rations.

The Jacobian maps differential changes in joint po-
sition to differential changes in Cartesian position and
orientation according to the following relationship:

du = J(q)dq (1)

where du € R is the differential Cartesian displace-
ment vector (linear and angular), ¢ € R" is the vector
of joint positions, dg € R" is the vector of differential
Joint displacements, and J € R6*" is the Jacobian ma-
trix.

For the PUMA, the Jacobian matrix is simplest
when expressed in frame 6:

2

— —(ds + de)Css d7 +a5Ss dy
(ds + d6)556 as + asCs ag
6J8 o= a5C5 + agCse + d7 556 0 0
' — — Ss6 0 0
— —Css 0 0
0 1 1
0 0 0
0 0 0
0 0 0
0 —-S7 C7Ss
-=1 —Csg
0 Cr S7Ss

The following compact notation will be used to denote
the matrix ®J3o:

STz = [ g 2—; ] 3)

where B, D, and E are 3 x 3 submatrices of the Jaco-
bian.

The inverse Jacobian, when it exists, can also be
written in block matrix form

38



",»'

-1
67— B 0
w=[3 5] -

The PUMA has three singularities. The first is re-
ferred to as the Arm Fully Streiched singularity. This
singularity occurs whenever the arm switches between
the flex and the noflex configurations.

The second singularity corresponds to the Hand
Over Head singularity. The Hand Over Head configu-
ration corresponds to changing between the right and
letft configurations.

The third singularity is the Wrist singularity, and
occurs when the arm switches between the £1ip and
noflip configurations.

B-! 0
——E-'DB' E!

2 Approximate Pseudoinverse Jaco-
bian

The usual method of dealing with singularities of
the Jacobian is to avoid them. This approach is not
a.p%licable to the disturbance rejection problem since a
sufficiently large disturbance could force the manipu-
lator into a singular configuration. Also, the manipu-
lator must avoid not just singular points, but singular
regions, since the norm of J~! becomes very large in
the neighborhood of a singularity.

The pseudoinverse Jacobian 1s often used to over-
come the difficulty of J being a nonsquare matrix, and

m=n

is defined as
{ JTIH)YIT m>n

Clearly, this method of computing J! does not ad-
dress the issue of singularities since it still relies on
matrix inversion. A more general approach to com-
puting the pseudoinverse uses singular value decompo-
sition. This has one serious drawback, which is the
high cost of computing the singular value decomposi-
tion (SVD). The SVD algorithm uses a series of House-
holder transformations to reduce the input matrix to
diagonal form. Since this is an O(N?3) operation, find-
ing the SVD for the 6 x 6 Jacobian matrix can be too
costly to implement in real-time. The alternative pre-
sented in this section is called the approzimate pseu-
doinverse Jacobian, and is denoted by J*.

The basic idea behind the approximate pseudoin-
verse is to use the partitioned form of J and perform
the SVD on the submatrices B and E. This reduces the
number of computations by a factor of four, since two
3 x 3 singular value decompositions is an O(2(N/2)%)
operation.

The definition of the approximate pseudoinverse Ja-
cobian is

JT(JJT)‘1 m<n

>

J! ®)

14 Bt 0
Jh= [——E‘"DBT E!

where B, D, and E are defined as in (3).
Several properties of the approximate pseudoinverse
are stated below.

(6)

Position Error (m)

Orientstion Error (deg)

1. Jt = J-! when J is nonsingular.

2. J} does not satisfy the Moore-Penrose conditions
when J is singular.

3. Let dp,d¢ € R3 be the linear and angular com-
ponents of du, respectively, and let dq;,dg2 € 3
be the components of dg. Then, the approximate
pseudoinverse solution is

[ ]-] o]l4] o

If J is singular, the approximate pseudoinverse
finds the minimum norm solution as if dp and
d¢ were decoupled; that is, dg = Jdu minimizes
|Bdg, — dpll, and ||Edgz — dé|l,.

Bt
- —Et'DBt

3 Behavior Near Singularities
Figure 1 compares the 2-norm, or the maximum sin-
gular value, of J1 (solid curve), J* (dashed curve), and

-J~1 (dotted curve) in the vicinity of the Hand Over
Head singularity.

005
™
0.05
0.1
0.15
[} 1 2 3 4 s 6 ? 8
Time (sec)
10
5
0
0 1 2 3 4 5 6 7 8
Time (sec)

Figure 1: 2-Norms of J! (solid curve), J* (dashed
curve), and J~! (dotted curve) Near Hand Over Head
Singularity

The discontinuities in || JT||, and ||J*||, occur when
the smallest nonzero singular value, o, falls below the
threshold value, Omin. Setting Omin to a relatively
small value will shrink the width of the “well” about
the singular point, thus extending the range over which
Jt=J"1 and J} = J~1. The side-effect is that the
norm will be very large and highly discontinuous near
the singularity. By the same token, setting omin to
a relatively large value will reduce the discontinuity
in the norm by increasing the width of the singular
region. A threshold value of oy = 0.1 was used to
generate Figure 1.
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4 Bound on Approximation Error

The pseudoinverse and approximate pseudoinverse
Jacobians are identical only when J is nonsingular. In
order to characterize the difference in behavior at a
singularity, some measure of the approzimation error
is needed. A reasonable way to measure the approxi-

mation error is to see “how close” J? is to being a true
generalized inverse using the following norm:

|l77t7 - J},

Consider the matrix

BB'B 0
1y
JIN = [ D~ (I - EEY)D(I - B!B) EE"E] (8)

Subtracting J yields

I 0 B 0
{7171 =
TP =J= 10 1-ggt [D E] o)
I-B'B 0
0 I

When both B and E are singular, the approximation
error is bounded as follows:

7747 - 7|, =

I 0 B 0l[I-B'B o
”[0 I—E‘E?][D EH 0 1]2(10)
< M,

If B is nonsingular, a less conservative upper bound
1 0
losts -2, = [ 1 % 2

can be found:
0
0
IET, (11)

Likewise, when E is nonsingular the upper bound re-
duces to

]

IA

B - Bt
19747 = g, "[o 8“1 BB (I)]
2

IBIl, (12)

Finally, if both B and E are nonsingular, the approx-
imate pseudoinverse is identical to the pseudoinverse:

IA

327 -, =0 (13)

-

Coordinate Frame Computation Time

k “Jie | e | "Tie

0 131 ms [ 2631 ms| 6.38 ms
1 131 ms [ 25.31 ms | 6.38 ms
2 1.19ms | 26.31 ms | 6.25 ms
3 1.09ms [ 2498 ms | 6.11 ms
4 097 ms [ 2460 ms | 5.98 ms
i3 097 ms | 24.6b ms | 5.98 ms
6 0.88ms | 2498 ms | 5.98 ms
(f 0.82ms [ 2498 ms | 5.84 ms
8 08Ims | 2498 ms [ 5.85 ms
9 0.81 ms | 24.60 ms | 5.85 ms
) 4 095 ms [ 25,31 ms | 6.1T ms

Table 1: Computation Times for kJa-, 5 kJ:I’ 5 and

k
B

5 Computation Time

Table 1 compares the computation times of the the
inverse, pseudoinverse, and approximate pseudoinverse
Jacobians for each coordinate frame. As predicted, the
approximate pseudoinverse is about four times faster
to compute than the pseudoinverse.

The inverse, pseudoinverse, and approximate pseu-
doinverse Jacobian solutions were implemented in the
C programming language using the GNU* gcc Version
2.2.2 compiler. The data in Table 1 was collected by
timing the software on a Motorola MVME 147SA-2
Single Board Computer.

6 A Kinematic Control Law for Distur-

bance Rejection
Consider a 6-DOF PUMA manipulator mounted on
a 3-DOF platform. The goal is to maintain the desired
position and attitude of the end-effector with respect
to the inertial reference frame (frame 0), subject to
arbitrary disturbances in the platform axes. The fol-
lowing information is assumed to be available:

1. 9 € RS, the PUMA joint positions
2. 1, € 3, the nominal platform joint positions

3. § € 3, the maximum deviations from the nomi-
nal platform joint positions

4. ouo_, € R, the inertial end-effector location

Two factors contribute to the motion of the end-
effector: the differential displacement of the PUMA
joints, which can be measured, and the differential dis-
placement of the platform joints, which is unknown.
Let 6 denote the tﬁsturbance signal and let dv be the
component of the end-effector motion caused by the

1Copyright (C) 1989, 1991 Free Software Foundation,
Inc., 675 Mass Ave, Cambridge, MA.’
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differential displacement of the platform joints. Then,
the differential end-effector displacement can be writ-
ten as

©73,5(n0 + 6,0)d0 + dv
OR(1o + 6)2J3,5(8)d8 + dv

oduO,E

(14)

Note that coordinate frame transformations have been
applied to isolate the dependence of the PUMA Jaco-
bian on the platform joint positions.

A discrete-time model of the system will now be
derived by approximating the differential quantities
in (14) with displacements. The underlying assump-
tion here is that the sampling period, AT, his su{ﬁ-
chently amafl (ie., the sampling rate is much higher
thanﬂ:eband(widthofﬂ}e. s ).

Define Au; as Aug 2 uy — gy, where the sub-
script k denotes the kth sample step. In the fimit as
AT goes to zero, the displacement Au; equals the dif-
ferential du:

(15)

Similarly, A8; —df and Aviy —-dv as AT —0.
Therefore, the discrete-time approximation is

lim Aui =du
AT—0

du ~ Aug =up—up_q
dé = Agk = 9g - 0;_1
dv =~ Avk = Vp — Vgp_1 (16)

and the discrete version of (14) is

up — ui_y = JR(n, 4 6:) > J3,5(0) A0k + Avy (17)

where the subscripts denoting the reference and veloc-
ity frames of du have been dropped to avoid confusion
with the time index.

Let %uy be the desired position and orientation of
the end-effector along some specified trajectory. The
control objective is to drive the end-effector to this
position and orientation:

(18)
Ideally, the control objective could be achieved in min-
imum time by computing the PUMA joint displace-
ments A8y needed to cancel out the inertial-space er-
ror. However, exact cancellation would require com-
plete knowledge of the disturbance signal. The next
best solution then is to compute a A6y which approz-
imately cancels out the inertial-space error. With this
goal in mind, the proposed control law is

0 0
uy — ug as k—oo

Dbz = °T§ (0k) R()K.(Cua— "wi)  (19)
where K, € R6%® is a matrix of control gains. Equa-

tion (19) will be referred to as the J* control law in
the sequel.

Control Signal (deg)

A simple expression for the closed-loop system can
be derived by assuming that there is a one period delay
in the control actuation:

Afgyy = Aby (20)

®ur — "ur_1 = SR(no + 62) 2 J3,5(0k)
3 0 0 (21)
T3 50k—1) §R(n0) K ("va — "ur_1) + Avg

In order to simplify this expression, define the quantity

A
Mii—1 = 3R(n, + 51:)3«73,5(01:)3J§,g(9k-1)gR(flo)Kc
(22)
Rewriting (21) in terms of Mg ;_1, it is easy to see
that the closed-loop system is linear with time-varying

coeflicients:;
° 0 0
up = (I — Mpp_1) te—1+ Mr i1 ua+ Ave (23)

A block diagram of the closed-loop system is shown in
Figure 2.

Figure 2: Block Diagram of Closed-Loop System

6.1 Design Parameters

The selection of the control gain is greatly simpli-
fied by restricting K. to be a scalar times the identity
matrix:

Ko=kJ, 0<k, <2 (24)

The parameter k. controls the spectral radius of M.
For example, if k. = 0.5, then the eigenvalues of M;
will lie on a circle of radius 0.5 in the A-plane (or at
zero, if J is singular). _

It is straightforward to choose a stable k. if & is
known a priori. (Recall that é is the vector of maxi-
mum deviations in the platform joint positions.) Let A
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denote the spectrum of the matrix SR(10 +$) 3R(10).
By invoking the slowly time-varying condition, a can
be approximated as follows:

a = sup arg(}) (25)

and k. is calculated as

' 2
ke = —— 26
‘T Vianfa +1 (26)

The selection of omin is essentially a trade-off be-
tween tracking accuracy and the norm of the control
signal. The selection of omin should be based on the
desired upper bound on the norm of Af4, which in
turn is dictated by the saturation limits of the joint-
level controller.

7 Experimental Results

Three sets of experiments focused on the time re-
sponse of the closed-loop system for step disturbances
in the platform joints, sinusoidal disturbances in the
platform joints, and random disturbances in the plat-
form joints. Here we present only the results for the
step disturbance.

This section analyzes the time response of the
closed-loop system for 10° and 30° step disturbances
in the platform rotation. For each case, the control
gain K, was set to identity.

7.1 10° Step Disturbance

Figure 3 shows the inertial-space errors errors when
a 10° step disturbance is applied to the platform rota-
tional joint. The linear (X, Y, and Z) components of
the error are shown in the upper plot and the orienta-
tion error in the lower plot. The components of Afy,
the control vector, are plotted in Figure 4.

Maximum Overshoot | 4% Settling Time |
X 1.527x 107" cm 1.54s
Y 3.825x107° cm 0.84s
Z 6.366x 10~* cm 1.70 s
b 3.503x 1077 deg 1.00 s

Table 2: Maximum Overshoot and 4% Settling Time
for 10° Step Disturbance in Platform Rotation

_Table 2 lists the maximum overshoot and 4% set-
tling time for the X, Y, Z, and orientation errors. The
4% settling time refers to the time required for the er-
ror to enter and remain within +¢ of zero, where ¢ is
4% of the peak absolute error.

7.2 30° Step Disturbance

The inertial-space errors and control signals for the
30° case are shown in Figures 5 and 6. The maxi-
mum overshoot and settling time for each coordinate
are displayed in Table 3.

Position Error (m)
-]
¥
<

() 1 2 3 4 s 6 7 8
Time (sec)
T »
P WAl
o 1 2 3 4 s 6 7 8
Time (soc)

* Figure 3: Position Error (X - solid curve; Y — dashed

curve; Z — dotted curve) and Orientation Error for 10°
Step Disturbance in Platform Rotation

2 3 4 5 6 7 8
Time (soc)

Figure 4: Control Signals (Af4(1), Af4(4) - solid
curves; A04(2), A84(5) - dashed curves; Af4(3),
A0d$6) — dotted curves) for 10° Step Disturbance in
Platform Rotation

q4=0 deg !
6k 6=0dog [ i

Maxirmm Singuisr Value

% % @ ® % % @ 10 o0
Soint § Position (dog)
Figure 5: Position Error (X - solid curve, Y — dashed

curve; Z — dotted curve) and Orientation Error for 30°
Step Disturbance in Platform Rotation
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Figure 6: Control Signals (Afa(1), Af4(4) — solid
curves; Af4(2), A64(5) — dashed curves; AB4(3),
A0¢$6) - dotted curves) for 30° Step Disturbance in
Platform Rotation

‘Maximum Overshool | 4% Setthing 'Time
X 1.737x10% cm 197s
Y 1.706x10%" cm 2438
VA 1.253x10%" cm 1.66s
'R 2.055x 10" deg 2.08s

Table 3: Maximum Overshoot and 4% Settling Time
for 30° Step Disturbance in Platform Rotation

Aw
L'E A8 aq +3 Ay
"*‘;“'md delay JPUMAI' s —
wl-
end-point
sensor

Figure 7: Behavior of 1/ det(J) and Open-Loop Con-
trol Signals (Af4(1), A0¢(4& = solid curves; Af84(2),
A0¢(5; — dashed curves; A84(3), Af84(6) — dotted
curves) Near Arm Fully Stretched Singularity

8 Behavior Near Singularities

Figure 7 shows the vector of open-loop control sig-
nals near the Arm Fully Stretched singularity. The
minimum singular value parameter, omin, was set to
0.1. At this value of Omin, the control in the direc-
tion of the workspace boundary becomes very weak
approximately 30° from the singular point. This pre-
vents the end-effector from getting too close to the
workspace boundary. Consequently, the manipulator
will not switch between the flex and noflex configu-
rations while the J* controller is running.

If the parameter oy, is sufficiently small, however,
the width of the singular region will be reduced to
the point where the control signal for joint 6 (Af84(3))
could drive the arm through the singularity. This
may lead to an undesirable “chattering” behavior, in
which the arm rapidly oscillates between the f1ex and
noflex configurations.

9 Summary
Several important conclusions can be drawn from
the experimental results.

1. The relative stability of the closed-loop system
is a function of the amplitude of the disturbance
signal.

9. The relative performance of the controller is a

function of the frequency of the disturbance sig-
nal.

In other words, the J! controller is like a high-pass
filter; the lowest frequency components of the distur-
bance signal are attenuated the most.

3. The control in certain directions becomes very
weak near singularities.

This implies that there may be an unavoidable tracking
error in the “forbidden” directions when the arm is at
or near a singularity.
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Direct adaptive control offers the potential for uniform control of robotic manipulators
in the presence of uncertain flexibilities, changing dynamics due to unknown and varying
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Abstract

This paper presents the results of controlling A PUMA 560 Robotic Manipulator
and the NASA shuttle Remote Manipulator System (RMS) using a Command Gener-
ator Tracker (CGT) based Model Reference Adaptive Controller (DMRAC). Initially,
the DMRAC algorithm was run in simulation using a detailed dynamic model of the
PUMA 560. The algorithm was tuned on the simulation and then used to control
the manipulator using minimum jerk trajectories as the desired reference inputs. The
ability to track a trajectory in the presence of load changes was also investigated in
the simulation. Satisfactory performance was achieved in both simulation and on the
actual robot. The obtained responses showed that the algorithm was robust in the
presence of sudden load changes. Because these results indicate that the DMRAC
algorithm can indeed be successfully applied to the control of robotic manipulators,
additional testing was performed to validate the applicability of DMRAC to simulated
dynamics of the shuttle RMS.

Introduction

payloads, and nonlinear joint interactions without explicit parameter identification.

One such direct adaptive algorithm that is especially attractive for robotic control is
the direct model reference adaptive controller (DMRAC) discussed in {1-3]. This adaptive

algorithm is very appealing for robotic control because of the following features:

¢ asymptotically zero output error with all states bounded,
e lack of dependence on plant parameter estimates,

e direct applicability to multiple input-multiple output plants,

*This paper is based upon research performed under NASA grant NAGW-1333 and under NSF grant

ECS-9111565.
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e sufficiency conditions which are independent of plant dimension,

* control calculation which does not require adaptive observers or the need for full
state feedback,

¢ ease of implementation, and

¢ successful experimental validation.

This procedure has been previously used to control a single link flexible robotic joint
and a nonlinear model of a two link Puma [4,5]. In view of the excellent tracking results
demonstrated in these papers, it was concluded that this adaptive algorithm should be
used to control an actual Puma arm. This effort has consisted of two main thrusts: namely,
control of the representative simulation model developed in [6], and the transition of the
tuned algorithm to the actual robotic arm.

Because results indicated that the performance of the DMRAC algorithm was robust
with respect to representative load variations, additional applicational studies were initi-
ated using the NASA shuttle Remote Manipulator System (RMS).

2 Direct MRAC Development

2.1 Basic algorithm

The linear time invariant model reference adaptive control problem is considered for a
plant which is described by

Zp(t) = Apzy(t) + Byu(t) (1)
up(t) = Cpzpl(t) (2)

where z,(t) is the (n x 1) plant state vector, u,(t) is the (m x 1) control vector, yp(t) is
the (¢ x 1) plant output vector, and A,, B, are matrices with appropriate dimensions.

The objective is to find, without explicit knowledge of A,, and B,, the control u,(t)
such that the plant output vector y,(t) approximates “reasonably well” the output of the
following (and usually lower order) reference model:

Zm(t) = AmZm(t) + Bmtn(t) (3)
ym(t) = Cmzm(t) (4)

The MRAC algorithm is given by [1]:
up(t) = Ke(t)ym(t) — 4p(t)] + Ko (t)zm(t) + Ku(t)um(t) ()

with the gains K.,(t), K.(t), and K,(t) being adaptive. The adaptive gains are concate-
nated into the matrix K, (t) which is given by

K. (t) = [K.(t), K2(t), Ku(t)] (6)
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and the vector r(t) is defined by

() = [Ym(t) ~ yp(2), Tm(2), um(t)]T (7)
Then
uy(t) = K, (t)r(t) (8)

The adaptive gains are obtained as a combination of an integral gain and a proportional
gain as shown below:

K. (t) K,(t) + Ki(t) (9)
}.{p(t) = [ym(t) - yp(t)]"T(t)T (10)
Ki(t) = [ym(t) = @)]rT ()T (11)

Sufficient conditions for stability derived for a constant model command in [2]. These
conditions require that the matrices T and T be respectively chosen as positive definite
and positive semidefinite, and that the plant be almost strictly positive real (ASPR),
that is, for the plant represented by the triple (A4,, B,,C,) there exists a matrix K, (not
needed for implementation) such that the fictitious stabilized plant described by the triple
(4, — B,K.C,, B,,C,) is positive real. If these sufficient conditions hold, then all states
and gains are bounded and the output error vanishes asymptotically.

The adaptive control of plants that are not ASPR is a more difficult problem when
utilizing the CGT based MRAC laws. BarKana [3] suggested augmenting the plant with
parallel dynamics such that the augmented plant is ASPR in which case the previously
described adaptive controller may be utilized. To illustrate this concept, consider the
non-ASPR plant described by the transfer matrix

Gy(8) = Cp(sI — A,)7'B, (12)
Then, choose a matrix H(s) such that the augmented plant transfer matrix
Ga(s) = H™'(s) + G,(s) (13)
is ASPR. In (3] it is shown that G,(s) will be ASPR provided that
o H(s) itself is ASPR
o H(s) stabilizes the closed loop output feedback system with transfer function.
[+ G, (o) H(s)]2G, s).
An easily implementable version of H(s) which has had extensive use is
H(s) = K(1 + s/s0)

resulting in:

Ga(8) = le/a; + Gp(8) ' (14)
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where D = K1,

Unfortunately, the error which is ensured to be stable is not the true difference between
the plant and the model. Rather, the error is now the difference between the outputs of
the augmented plant and the model. However, in (3] it is shown that if the plant is output
stabilizable via high gain output feedback, then || D || may be chosen to be small. Thus,
the augmented plant error will be approximately equal to the original plant error.

One procedure for eliminating this output error is to also incorporate the supplemen-

tary feedforward of (14) into the reference model output as shown in [2]. To illustrate this,
denote the augmented plant output as 2, where

2, = y,+Huy, (15)
= Y+ HK;Zm + K,um + Kee,] (16)

and
H = D/(1+ sr1). (17)

In a similar manner, define an augmented model output as
Zm = Ym + H[K;Zm + Kytupm) (18)

Now, for adaptive control of the augmented plant, consider the error between the aug-
mented plant and model outputs. Thus,

(zm - zp) = Ym —Yp — HK.,e,
= ym—yp"HKe(zm_zp)
or zm—2, = (I+HK.) Yym— y) (19)

Consequently if as in [2] 2, is forced to follow 2z, then yp will follow yp,.

3 Puma Model Development

In order to test the performance of the Direct Model Reference Adaptive Controller (DM-
RAC), an accurate non-linear coupled model of the PUMA manipulator was needed. A
full explicit dynamic model of the PUMA 560 manipulator, derived by Armstrong, Khatib,
and Burdick [6], was selected. The formulation of the PUMA model was computationally
efficient using 25% fewer calculations than a 6 degree of freedom recursive Newton-Euler
method. The algebraic formulation of the model also allowed for the easy addition of a
load by modifying the link 6 mass, center of mass, and inertia parameters.

Figure 1 shows the six rotational joint axis, {z1,...,2}, for the PUMA 560. Only the
rotational, 2, axis are shown in the figure. Positive rotations follow the right hand rule -
counter-clockwise looking down the z axis. The six joint of the PUMA 560 are as follows:

e Joint 1. A vertical rotation about the base, 2.
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e Joint 2. A horizontal rotation about the shoulder, z,.
e Joint 8. A horizontal rotation about the elbow, 23.

o Joint 4. A twist of the wrist, z,.

Joint 5. A inclination of the wrist, z;.

Joint 6. A twist of the mounting flange, z¢.

The position of the manipulator in Figure 1 illustrates the zero posmon Note that when
Joint 5 is at zero, axis 2, and zg coincide.

The dynamic equations of motion used to model the PUMA are:

A(8)8 + B(6)[66] + C(0)[6%] + g(6) =T (20)
where
A(0) is the 6 x 6 positive definite kinetic energy matrix,
B(6) is the 6 x 15 matrix of coriolis torques,
C(8) is the 6 x 6 matrix of centrifugal torques,
g(@) is the 6 vector of gravity torques,
g is the 6 vector of joint accelerations,

[00] is the 15 vector of velocity products, where
60) = (6.6, G, . 6160, 10, ..,
0,05, 0506]T
[6%] is the 6 vector of squared velocities, where
6% = [é},o’;,...,ég]T
and T is the 6 vector of joint torques.

The above model can be cast into state space form by solving Equation (20) for 8 and
choosing the following 12 x 1 state vector,

T = [OT, vT] (21)
where

0 = [01,....08)7
v = [é;,...,éelr
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Thus, the state space model is as follows,

6 = v
o = AT'(0)[T - B(6)[d6] - C(8)(6] - g(6)]

The controlled output vector for the plant was

Yplant = 0+ av (22)

where, a is a diagonal 6 x 6 matrix of velocity weighting factors.

This velocity term is present to help remove high frequency oscillations caused by the
controller. The maximum allowable torques (in n-m) were [97.6, 186.4, 89.4, 24.2, 20.1,
21.3]

4 Implementation Issues

4.1 Reference Mgdel

The first decision to be made in implementing the DMRAC algorithm is the choice of
reference model order. If one chooses the order too low, then excessively large gains may
occur even in a well-tuned controller. This may produce greater than desired accelerations
in the robot arm joints resulting in joint torque saturations leading to poor model following.
If one chooses the order too high then excessive response delays may be incurred. For the
PUMA 560, an independent second order reference model was selected for each of the six
joints. This is not unreasonable since in a PUMA 560, as with many manipulators, the
mass matrix is approximately diagonal for all § making the system nearly decoupled.

Thus, for each joint, the reference model transfer function was:

2
Wy,

8? + 2Gwn;s + w,

Ym:(8)/tm,(8) =

where
W, =5
and
=1 i = {1,2,3,4,5,6}.

Critical damping was selected so as to reduce the possibility of joint angle overshoots.
This conforms to a standard safety feature of robot arm controllers which tends to avoid
obstacle collisions. Of course, once the choice of critical damping is made, the choice of
natural frequency governs the speed of model response to inputs. A choice of w, =5
yields a 90% rise time of about 0.8 sec. '
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4.2 Command Generation

For Testing purposes a minimum jerk trajectory was generated through the following
positions at the noted times.

Joint Position (deg)
1{ 2] 3 |4]| 5| 6 | Time (sec)
0 [-45]180| 0 | 45 90 0
90 |-90| 90 [ 45| O | 45 6
0| 0 |180| 0 |90 (90 13
0 [-45}180| O | 45 (90 18

The resulting angular paths for each joint were then used as the reference model com-
mands u,(t).

4.3 Bias Introduction

For the PUMA 560 manipulator, the origin of the coordinate system should be such that
the adaptation gains have a non-zero excitation throughout the range of interest. For
example, assume that in order to maintain an output of y, = [0,...,0], a non-zero input,
up, is required. However a zero command to the reference model, u, = [0,...,0]T, will
result in a zero model output and a zero state vector. Thus in this case ¢, = ym — ¥
will also be zero, and the vector, r(t), defined by (3.10) will be zero resulting in a zero
control. Since the plant requires a non-zero control to maintain a zero output, the DMRAC
algorithm requires a non-zero error signal in order to apply a non-zero control which will
result in a steady-state error at the zero output position.

If the reference model coordinates are shifted by a constant bias term, then a zero
command to the reference model, un, = [0,...,0]7 will produce non-zero outputs for the
model state and output vectors which, in turn, will produce a non-zero command to the
plant. This bias term is subtracted from the model command, u,,, and the plant output,
Yp, as follows,

Um(t) = Gm(t) = goias (23)
yp(t) = gp(t) — Qbias (24)

where @,(t) is the original model command in the original coordinate system, un(t) is
the new biased model command to be applied to the model dynamics, {j,(t) is the actual
plant output, y,(t) is the new biased plant output to be used to form the error signal,
and ¢y, is a constant bias term. For robotic manipulators, gs,, has units of radians
and should be selected such that a new plant output of y, = [0,...,0] correspond to an
equilibrium position. By examining the zero position of the robot, Figure 1, it is clear
that y, = {0,0,0,0,0,0} is not an equilibrium. However bias of,

@vies = {0,90,90,0,0,0} degrees (25)

will shift the zero position to that shown in Figure 2.
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4.4 Feedforward Design
The feed-forward filter dynamics for joint ¢ is given as,

Ky,
1+ 7s

D,‘ (8) =

where K. is the DC gain and 7; is the time constant.

(26)

5 PUMA Simulation Results

In this section, we briefly discuss the tuning process and present plots of a simultaneous,
six joint response of the PUMA 560 under DMRAC control.

5.1 Tuning

Once the reference model has been chosen, one must choose values for the various DMRAC
parameters. Specifically these are

T = proportional gain weighting matrix, eq. (10)

T = integral gain weighting matrix, eq. (11)

D = plant/model feedforward gain, eq. (17)

7 = plant/model feedforward time constant, eq. (17)

a = 6 vector of plant rate feedforward gains, eq. (22)

For the fully centralized DMRAC algorithm with the plant derivative output term and
the supplementary feed-forward in the reference model and plant, there are 1182 param-
eters to be selected as shown in Table 5. At first, this number seems very intimidating,
but as will be shown, the number of tuning parameters can be greatly reduced by some
simplifications and by adjusting the parameters in groups rather than individually.

The most drastic reduction in the number of tuning parameters can be achieved by
forcing the integral and proportional adaptation weighting matrices, T and T to be diag-
onal. This reduces the number of tuning parameters from 1182 to 78.

The reference model dynamics have 12 tuning parameters, six w,,’s and six Gi's.

It is customary in robotic applications to tune controllers for critical damping so that
there is no overshoot. Overshoot may cause a robot end effector to penetrate the surface -
of the work environment. The undamped natural frequency terms, w,, are chosen such
that the reference model will have a specified step response. Typically, the reference
model dynamics are chosen such that they are “reasonable”for the plant to follow since
the DMRAC algorithm will try to force the plant to follow the model output. For the case
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of a PUMA 560 Manipulator, all of the w,,, were initially set to 5.0. The model’s dynamic
parameters can be changed as needed if the robot is having problems tracking the model.
Initially, the plant output derivative weights, c, are set to zero. These weights are used
to remove high frequency components from the plant control signal, u,,, and should only
be used when needed as they will affect the transient response.
The feed-forward filter has 12 tuning parameters, six gains Ky, and six time constants
7;. A good first choice for the 7; is approximately one-tenth the model time constant.

Initially the value of ; were all set to 0.1 s, and the six DC filter gains K, were set to
1.0. Increasing the filter gain was seen to typically improve the tracking performance.

The diagonal components of T and T were initially, all set to unity. A reasonable
method of tuning a DMRAC controller is to start the plant at an equilibrium position and
apply small step inputs. After a reasonable performance is achieved with the step inputs,
the DMRAC should be fine tuned using typical plant trajectories.

If the closed loop system is very sensitive to initial conditions, start with small steps
as described above, let the system reach steady-state, and then save all of the DMRAC
controller state information (integral adaptation matrix, K; reference model state vector,
Tm; and the filter state vector) to be used as initial conditions for the next run. This will
significantly cut down the adaptation time required for the gains to reach their steady-state
values.

In order to compare the tuning results, some criterion must be established. For this
excessive, the goal was to kept the peak model following errors small and to keep the error
trajectory as close to zero as possible. Small errors were tolerable during motion. It was
also desired to achieve zero error in steady-state.

The step response with the initial tuning values was sluggish for Joints 1, 4, 5, and 6
with overshoot and oscillations. Joints 2 and 3 settled into their steay-state values quickly

but with very large steady-state errors. The process used to complete the tuning was as
follows:

1. Refine the tuning for a 10 degree step from the equilibrium position.

2. Using the refined parameter values, move the robot to the shutdown position of
Figure 12 and save the DMRAC internal state values at that position for use as
initial conditions.

3. Refine the tuning for a 10 degree step from the shutdown position using the initial
conditions from Step 2.

4. Refine the tuning from typical min-jerk trajectories from the shutdown position.

The final tuning parameter values after Step 4 are shown in Table 6. The weighting
matrix values for Joints 1, 2, and 3 differ from the weighting matrix values for the last three
joints by a factor of about 100 which reflects the mass /inertia difference between the upper
arm and the wrist. The weighting matrix values which are multiplied by the “z,,,” products
are about a factor of seven lower than the values multiplying the “Z.;”products since the
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second state variable of each decoupled reference model had a higher peak value in a
transient. The Joint 1, 2, and 3 reference models have an undamped natural frequency
of 4.0 rad/sec where the wrist model used 7.0 rad/sec which again reflected the inertia
difference between the upper arm and the wrist. The feed-forward filter values were set
to K; = 6.0 and 7 = 0.1 for all joints. The alpha values were increased from the initial
values of zero to damp out some high frequency oscillations.

5.2 Response

Initially the PUMA arm is in the [0 0 0 0 0 0] position. The final shutdown position was
(0, -45, 180, 0, 45, 90) degrees as shown in Fig. 3.Simulation results of the PUMA 560
dynamics responding to the tuned DMRAC controller are displayed in Figure 4.

Note that the model following is excellent for all 6 joints. Furthermore it was observed
that all joint torques were smooth and below their saturation limits. In addition, for
this specific case, the use of the feedforward component did not significiantly affect the
response, although in other cases (eg. step response) use of the feedforward resulted in
significant improvements.

6 PUMA Experimental Results

Because the simulator results of the previous section indicated that DMRAC should be
useful for robot control, a set of experiments was performed on an actual PUMA 560
manipulator. The tuning process was similar to that described in the previous section.
All parameters were initalized at those values from the simulation studies. Only minor
variations were required. Final values are in Table 1.

Examples presented illustrate performance of the DMRAC for tracking various trajec-
tories in the presence of static and dynamic load changes. In all cases the robot starts at
the shutdown position and follows a trajectory which finishes at the shutdown position.

6.1 Three Joint Trajectory Tracking Study

The trajectory listed in Table 1 is very similar to the one used in the simulation (Section
5). The arm first moves to a straight up position, curls up, and then moves back to the
safe position. The wrist joints remain locked in their shutdown positions of {0.0,45.0.90.0}
degrees. :

The response to the first trajectory is shown in Figure 5. The response is quite good.
The effects of stiction can be seen on Joint 2 at t = 15 seconds in Figure 5. Figures 6-8
show the model following error and the link torques for Joints 1, 2, and 3 respectively.
Figure 6b shows that the Joint 1 torque signal was quite noisy. This noise did not have
a physically detectable effect on the actual arm motion. Typically one can feel or hear a
noisy torque signal on the actual arm.
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The stiction effect mentioned above for Joint 2 can also be seen in figure 4a at t = 15 sec
near the X’ at the peak error location. When stiction grabs a joint, the error ramps up
as does the torque (Figure 4b).

6.2 Static Load Changes

This section describes the ability of the DMRAC algorithm to adjust to static load vari-
ations. The trajectory of Table 3 will be run with different loads in the gripper. The
algorithm will first be allowed to adjust to the load, and then the trajectory will be
started.

The wrist joints remained locked in their shutdown positions of {0.0, 45.0, 90.0} de-
grees. Five different loads were run for the trajectory - Okg, 1kg, 2kg, 3kg, and 4kg.

Figures 9 and 10 show the response for Joints 2 and 3 respectively. The numbers on
the plots are to help identify which curve represents which payload. For Joint 3, the peak
errors vary from 2.4390 degrees for the no load case to 3.9972 degrees for the 4kg load
case. The load changes make up only about 50% of the error. The other 50% is due to
the adaptation to the changing arm dynamics. For Joint 2, the peak errors are around
0.8-1.0 degrees. As with Joint 3, the portion of the error due to the load change for Joint
2 is small compared to the no load case.

For Joint 1, the error signals did not vary by more than 0.1 degrees between the five
different load cases.

6.3 Dynamic Load Changes

To illustrate the effects of dynamic load change, the trajectory of Table 4 was considered.
While running the same trajectory, various loads were added to the gripper while the robot
were in motion. The same loads used in the previous section were employed. The wrist
joints remained locked in their shutdown positions of {0.0, 45.0, 90.0} degrees. Note: The
lkg and 4kg loads were added at about ¢ = 6.76 seconds and the 2kg and 3kg loads were
added at about ¢t = 7.34see.

Figure 11 shows the model following error for Joint 2 for all loads. The numbers on the
graphs indicate which peaks in the error plots match up with the various loads. This figure
shows that the DMRAC algorithm has a good load disturbance rejection. The transient
period only lasts about 2 seconds.

Figure 12 shows the error for Joint 3 for the various loads. Joint 3 suffers more
with a load disturbance having a Peak error of almost 5 degrees when the 4kg load is
added. Again, the transient period is roughly 2 seconds. After the transient, good tracking
performance was achieved with the additional loads.

As with the static load case, the mode] following errors for Joint 1 did not vary by
more than 0.1 degrees.
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7 Adaptive Control of the Shuttle RMS

7.1 Introduction

Because of the previous demonstrated capabilities of DMRAC, consideration was given
to its application to the NASA shuttle Remote Manipulator System (RMS). This system
experiences damped oscillations of the end effector after the motion control input by the
shuttle operator has been removed (7). It is desired to design a controller that will take
control of the RMS, after the operator releases the motion control joystick, and increase
the damping of the oscillations. Linear models have been developed for three manipulator
orientations expected to be encountered during normal payload handling [7]. This section
discusses work on a direct model reference adaptive controller design for the RMS based
on the adaptive algorithm discussed in Section 2.

7.2 Linear Plant and Feedforward

The three linear plants are 3-input, 3-output with 6 states. The plants all have a feedfor-
ward compensator H(s), since they are not ASPR. Three types of algorithm feedforward
were examined in the course of this work.

static:

H(s) = diag3{d11, d22, d33}
1st order:

H(s) = diag3{d11/(r;s + 1)}
2nd order:

H(s) = diag3{ds/[(r1iis + 1) * (r2i8 + 1)]}

The scalar feedforward provided the best results (bésed on work to date) and was used 7
for all presented simulations. It was found that, for the scalar feedforward, the combined
plants (plant 1,2 or 3 in parallel with feedforward) were all ASPR for:

0125 <d < 10

where H(s) was diag3{d,d,d}. That is, the closed loop system formed from the inverse
of H(s) in negative feedback with the respective plant, had all the characteristic roots in
the left half plane for:

~ 10<d! <80

After simulations were performed with many of the possible combinations of values within
this range, it was found that d = 0.25 provided the best results for all three orientations.

No ASPR analysis was performed for the 1st and 2nd order feedforwards and the po-
sition 1 plant. The stability of the adaptive algorithm for the dynamic feedforwards was
somewhat a function of the adaptive gains, T and T, for given feedforward time con-
stants and gains. Tuning for the dynamic feedforwards was difficult, and very little to
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no improvement over the uncontrolled system could be achieved. The dynamic feedfor-
ward compensator might possibly provide improved results with further work on the time
constants and gains. '

7.3 Reference Model

Originally, a reference model were developed for each position using a LQR design based
on the uncontrolled plant at the respective orientations. The model used the uncontrolled
plant’s B, C, and D matrices with the model A matrix formed as follows:

Am, = (4p; + By, * K;)

where K; is from the LQR design for the i-th orientatjon.

Satisfactory control of the plants could not be achieved by the adaptive algorithm using
these models. A new reference model was then developed using two dominant eigenvalues
from the original LQR model for position 1. The new model has a damping ratio of ¢ and
a natural frequency of 1.0 r/sec so that:

hm(s) =1/(s®+2¢s +1)
This new model was utilized as the reference for each plant output, that is:

Hn(s) = diag3{hm(s), hm(s), hm(s)}
Yn(s) = Hpn(s) * um(s)

7.4 Simulation Sequence

The sequence for simulation represented a 3.0 second perturbation followed by use of the
controller to dampen out oscillations.

The three plant outputs were:

Y1 = shoulder yaw
Y2 = shoulder pitch
Y3 = elbow pitch

The plant inputs were limited to 0.7 deg/sec..
In order to simulate the perturbation, the following control sequence was input to the
uncontrolled plant:
uyy = 070<t<1.5
vy = —-0715<t<3.0
U = ug = 0.
The resulting plant states at the end of this perturbation were the plant initial conditions

for all controller simulations. The plant outputs at the end of the perturbation were the
model initial condition (s). The model rate initial condition (s) were set to zero.
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7.5 Simulation Results

Figures 13 a,b,c show the position 1 outputs for the following parameters:

T = diag9(6000, 10,6000,1,1,1,1,1,1)

T = diag9(1,.000001, 1, 100, 100, 100, 100, 100, 100)
D = diag3(.25, .25, .25)

model damping = 0.15

Note that all controlled outputs decay faster than do the outputs with no control.

Figures 14 a,b,c show the position 2 outputs using the above position 2 controller
tuning parameters, and Figures 15 a,b,c show the position 1 outputs using controller
Parameters, tuned for position 2. For these cases the differences between the controlled
and uncontrolled responses were not remarkable.

These results and other experiments show that a satisfactory level of control can be
achieved by the MRAC with tuning tailored for the individual positions. Attempts to
develop one set of controller tuning parameters that would provide satisfactory control for
all three positions were not successful.

8 Conclusions and Recommendations

In summary, the DMRAC algorithm has been found to be an effective robotic control
algorithm in both simulation and on the actual robotic manipulator. Its performance was
robust with respect to static and dynamic load variations and also disturbances.

At present the DMRAC is being considered for all six joints of the actual PUMA and
further tuning with dynamic feedforward is begin considered for the shuttle RMS.
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Table 1: Parameter Values for 3 Joint Trajectory Tracking Runs

T ‘" | 20 40 40
(diag “Zn” | 140 20 200
component) 30 200 30
“un” | 140 200 200

T “eg” 30 30 40
(diag “m” | 200 30 400
component) 60 400 60

“um” | 200 400 400

joint 1 2 3

Model w, 10 10 10

¢ 1 1 1

Feed K, 6 6 6
Forward T 0.05 0.05 0.05
alpha a 0.02 0.02 0.02

Table 2: First Three Joint Tracking Test Trajectory

Knot || Joint Positions (deg) | Time
Point | 1 [ 2 3 (sec)
0 [ oT-5] 180 -
1 -90 | -90 90 6
2 0 0 180 8
3 0 |45 180 6

Table 3: Static Load Change Trajectory

Knot | Joint Positions (deg) | Time
Point | 1 | 2 3 (sec)
0 0 |-45 180 -

1 0 [-45 180 3
2 451 0 -0 10
3 0 |-45 180 10

Table 4: Dynamic Load Change Trajectory .

Knot | Joint Positions (deg) | Time
Point || 1 | 2 3 (sec)
[0 JoJ-45] 180 -
1 || 0|-45 180 3
2 45 | -90 90 10
3 | 0]-45 180 10
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Table 5: Tunable Parameters

| Parameters | Description | Values |
T 24 x 24 integral weighting matrix 576 :
T 24 x 24 proportional weighting matrix 576
Wy, Undamped natural frequency for Joint 1 model 6
G Damping ratio for Joint :+ model 6
a 6 x 6 diagonal plant derivative weighting matrix 6
K, DC gain of Joint ¢ supplementary feed-forward block 6
| © Time constant of Joint # supplementary feed-forward block 6
[ o | Total || 1182 ]
. Table 6;: Final Parameter Values
T “es” 20 40 22 02 02 0.2
(diag “cn,”" | 140 20 140 35 100 22
component) 14 02 14 02 14 0.2

T “eg” 20 60 25 02 02 02

um” | 140 160 110 14 14 14

(diag “Tm” | 140 20 150 35 140 25
component) 14 02 14 02 14 0.2
un” | 140 160 130 14 14 14

Joint , 1 2 3 4 5 6

Model Wy 4 4 4 7 7 7

¢ 1 1 1 1 1 1

Feed K, 6 6 6 6 6 6
Forward T 0.1 01 01 01 01 0.1
alpha a 0.0.35 0.02 0.02 0.01 0.01 0.01

Figure 1: PUMA 560 Coordinate Frame
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Figure 22 PUMA 560 in Stable Equilibrium

—

Figure 3: Shutdown Position
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Figure 10: Joint 3 Static Load Model Following Error
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NASA Goddard Space Flight Center
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1 Introduction

The Explorer Platform is a Modular Mission Spacecraft: it has several sub-
units that are designed to be replaced on orbit. The (snddard 5pace Flight
Center Robotics Lab undertook an experiment to evaluate various robotic
approaches to replacing one of the units; a large (approximately 1 meter by
1 meter by 0.5 meter) power box. The hardware (see figure 1} consists ol
a Robotics Research Corporation K-1607 (RRC) manipulator mounted cn
a large gantry robot, a Kraft handcontroller for teleoperation of the RR(',
a Lightweight Servicing Tool (LST) mounted on the RRC!, and an Explorer
Platform mockup (EP) with a removable box (MMS) that has fixtures that
mate with the LST. Sensors include a wrist wrench sensor on the RR(', and
Capaciflectors [Vranish91] mounted on the LST and the MMS. There are
also several cameras, but no machine vision is used. The control system for
the RRC is entirely written by Goddard [Leake91]; it consists of Ada code
on three Mulitbus I 386/387 CPU boards doing the real-time robot control.
and C on a 386 PC processing Capaciflector data. The gantry is not moved
during this experiment.

The task is the exchange of the MMS; it is removed and replaced. This
involves four basic steps: mating the LST to the MMS. demating the MMS
from the EP, mating the MMS to the EP, demating the L5T from the AR
Each of the mating steps must be preceeded by an alignment to bring the
mechanical fixtures within their capture range.

Two basic approaches to alignment are explored; teleoperation with the
operator viewing thru cameras, and Capaciflector based autonomyv. To eval-
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2 ALIGNMENT

uate the two alignment approaches, we ran several runs with each approach,
and recorded the final pose. Comparing this to the ideal alignment pose
gives accuracy and repeatability data. In addition, the wrenches exerted
during the mating tasks were recorded; this gives information on how the
alignment step affects the mating step.

There are also two approaches to mating; teleoperation, and impedance-
based autonomy. The wrench data taken during mating using these two
approaches is used to evaluate them.

Section 2 describes the alignment results, Section 3 describes the mating
results, and finally Section 4 gives some conclusions.

2 Alignment

The two alignment tasks are aligning the LST for mating with the MMS,
and aligning the MMS for mating with the EP. Two methods were used for
each task; teleoperation, and Capaciflector-based autonomy.

For teleoperation, we used the Langley rate control algorithm. Une experi-
enced operator performed all the runs. The Kraft hand-controller acts like
a 6 DOF joystick; the rate of the RRC tool frame is proportional to the
displacement of the Kraft from a reference frame. In a traditional joystick,
there is a centering spring force returning the joystick to the reference frame:
in the Langley algorithm, this centering force has a constant magnitude, not
proportional to the displacement. This allows wrench feedback to be added
to the centering force without operator confusion. On the RRC. there is
a Cartesian impedance algorithm using the wrench sensor, that makes the
RRC tool frame behave like a pure damper; it relaxes when any force is
applied. Thus if the tool is against a surface, and the operator pushes the
hand-controller into the surface, the hand-controller commands a constant
rate, which is turned into a constant force by the damper algorithm on the
RRC. At the same time, the wrench sensed by the RRC wrench sensor is fed
back to the motors on the hand-controller. Wrench feedback ratios of 1:1
can be achieved with this algorithm. Since the alignment task is primarily
free-space positioning, the wrench feedback was low for this task, to mask
noise and errors in the gravity model of the loads carried by the wrench
sensor. Three cameras were used during teleop; one on the LST (only used
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2 ALIGNMENT

for mating the LST to the MMS), one giving an overall view of the RRC'
and EP, and one giving a good view of the MMS mounted on the EP.

For Capaciflector-based autonomy, there are two Capaciflectors mounted on
the LST, and six on the MMS. Alignment is a 6 DOF task; this is easily
accomplished with the six sensors on the MMS. For the LST. there is no
way to place six sensors to get a full alignment. So a sequential approach
is used; first the two sensors are leveled against a surface, then they find an
edge, then they find a bump along the edge, etc. Each step in the sequence
can find two degrees of freedom; we used a 7 step sequence to help eliminate
errors.

For each task, a “perfect” goal pose was defined manually (using rulers and
direct vision to align the LST and MMS). Then 10 runs for each combination
of task and approach were made, recording the final pose for each run. The
accuracy is defined as the mean error between the “perfect” goal pose and
the 10 actual poses; the repeatability is the standard deviation of the same
error. For the MMS, there are not enough visual cues to allow the operator
to align the MMS with the EP without contact. So the MMS_TELEOP task
did both alignment and initial contact; the MMS_CAPACIFLECTOR task
did not contact. The following table sumnmarizes the results. and the scatter
plots in figures 2 thru 5 show the raw data.

time (sec) | translation (mm) | rotation (radians)
run accuracy | repeat | accuracy repeaf
LST_TELEOP 53 +- 10 7.30 5.29 1 0.02789 | 0.07483
LST_-CAPACIFLECTOR | 123 +- 0.5 5.69 | 0.45| 0.01883 [ 0.00096
MMS_TELEOP 42 +- 10 7.49 15.5 ] 0.01920 | 0.04911
MMS.CAPACIFLECTOR | 61 +- 20 2.88 11.7 | 0.01092 | 0.03554

For both tasks, teleoperation is significantly faster. The LST task shows
a 23% improvement in translation accuracy from teleop to Capaciflector,
and a 32% improvement in rotation accuracy. The repeatability is signif-
icantly better with the Capaciflector; a factor of 11 for translation. 77 for
rotation. For the MMS task, the accuracy shows a 61% improvement in
translation, and 43% improvement in rotation. The repeatability shows a
24% improvement in translation, and 27% in rotation. Remember that the
teleoperation MMS task used contact for the final alignment, while the Ca-
paciflector made no contact; the Capaciflector algorithm is more repeatable
than the mechanical contact!
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3 MATING

For the MMS, it often took 1 or 2 incorrect contacts before the final correct
contact was made.

For the LST, the operator felt teleoperation was more reliable, while for the
MMS, he felt the Capaciflector was more reliable.

3 Mating

Wrench data was logged for both LST and MMS mating, recording data
from just before contact until after full contact. The fixtures in both tasks
guarantee 6 DOF alignment. The LST is essentially rigid: the contact be-
tween the LST and the MMS fixture is basically a narrow cone, with a plate
and two posts at the top for roll alignment. The clearance between the LST
and the mating fixtures on the MMS is about 2 mm and 0.1 radians. The
contact between the MMS and the EP is at three points (before the screw
is fastened); there is no clearance, but the contacts are actually spherical.
so some misalignment is possible. No screws were tightened or latches fas-
tened, to simplify data analysis. Two methods were used for each mating
task; Cartesian impedance control, and telecperation. The LST mating was
then repeated using a more complex impedance control. For teleoperation,
one experienced operator performed all the runs. starting from the same
starting point as the teleop aligment task. For autonomy. the start pose
was representative of the final alignment pose using Capaciflectors. Thus
the differences include differences in starting alignment as well as mating

algorithm.

For teleoperation, we again use the Langley rate algorithm. The wrench
feedback and RRC damper gains are adjusted to give the best operator
feel, while maintaining stability. The best operator feel is achieved when
the joint stiffness is very low. If the joint stiffness is high, the Cartesian
impedance loop has too work very hard to overcome it. and this shows up
as instability at high wrench feedback gains. However, to use a low joint
stiffness, we must use gravity compensation torque. t¢ keep the arm from
sagging. Unfortunately, a design flaw in the RRC analog servo hardware
prevents us from using a torque command when carrying the MMS payload,
so we had to use relatively high joint stiffness for the MMS. We repeated the
LST runs using a softer joint servo with gravity compensation. The actual
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3 MATING

gains for each run are given in the appendix.

' The performance measures are the time from first contact to stable contact,
rms wrench error, and the maximum wrench. The Z axis is the mating
direction; wrench error in this direction is measured only after stable contact.
The following table summarizes the results: figures 6 thru 13 show the raw
wrench logs for a representative run.

run time rms wrench error max wrench

TX | TY | TZ | RX | RY | RZ | tran | rot
LST MATE_TELEOP 14.6 | 1.07 | 3.34 | 14.60 [ 0.95 [ 0.40 | 0.12 53.6 | 2.48
LST MATE_AUTO 6.0 | 1.58 | 1.58 | 22.907 | 165 [ 3.76 | 014 | 704 R.29
MMS_MATE_TELEOP 32.2 | 11.3 | 30.7| 556 [ 460|807 | 2.26 250.3 | 27.8
MMS MATE_AUTO 22 (38223380 n71 [nR3[1.77 | 0. 82.1 | 4.65
LSTMATESOFT_-TELEOP | 7.2 | 4.49 | 188 | 614 |0.67 | 1.26 1 0. 51.6 | 4.19
LST MATE_SOFT_AUTO 4.5 | 4.60 | 5.0L | Ih.7 [ 0.82 1 L.77 | 0. 1054 | 8.11

For both tasks, teleop was slower than autonomy.

For the LST task, teleop gave lower wrench errors. and lower maximuin
wrenches. This is attributed to the fact that the operator used vision o
refine the alignment as mating proceeded.

For the MMS task, there is a factor of at least 5 improvement in wrench
errors for autonomy; the off-insertion-axis portion can he attributed to the
more accurate and reliable Capaciflector alignment. while the on-insertion-
axis portion is due to the more stable mating algorithm.

Note that the LST_MATE run was slightly nnstable when fully mated, and
that MMS_ MATE_TELEOP typically made contact twice incorrectly hefore
finally seating.

The operator would always prefer to use the autonomous impedance algo-
rithm, not teleop. The control system is actually more complex for teleop.

The more complex gravity compensation control system gave faster times
and lower on-insertion-axis forces, but higher oft-msertion-axis wrench er-
rors. It was more stable than the non-gravity compensation system.
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4 CONCLUSIONS
4 Conclusions

For both tasks, the Capaciflector gave an improvement of at least 25% in
alignment accuracy and repeatability. For the LST task. the repeatability
improved by a factor of at least 11.

For the LST task, teleoperation alignment followed by teleoperation mat-
ing gave lower wrench errors, by a factor of about 2. For the MMS task.
Capaciflector alignment followed by autonomous mating gave lower wrench
errors by a factor of at least 5. These results are not conclusive: more work
needs to be done to distinguish between the effects of initial alignment and
mating algorithm.

We anticipate significant reductions in the wrench errors and maximum
wrenchs with future control system improvements. for both autonomy and
teleoperation.
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7 APPENDIX
7 appendix

LST-MATE_TELEOP uses teleoperation in the Langley mode, with the
following parameters:

Motion_Scale => (others => 0.1),
Wrench_Feedback => (Active => TRUE, Scale => (others => 0.25)),
Joint_Servo =>

(Joint_Servo_Label => ANALOG_DAMPING_NOGRAV.

Pos_Error_Action => CLIP,

ADN_Vel_Gain => (6.0, 6.0, 6.0, 6.0, 6.0, 4.0, 4.0)).
Cart_Impedance => (Active => TRUE,

Bias => (others => 0.0),

Spring => (others => 0.0),

Damper => (1000.0, 1000.0, 1000.0, 200.0, 200.0, 100.0))

LST MATE_AUTO uses Cartesian impedance control, with the following
parameters:

Joint_Servo =>

(Joint_Servo_Label => ANALOG_DAMPING_NOGRAV.

Pos_Exror_Action => CLIP,

ADN_Vel_Gain => (6.0, 6.0, 6.0, 6.0, 6.0, 4.0, 4.0)),
Cart_Impedance => (Active => TRUE,

Bias => (TZ => 40.0, others => 0.0),

Spring => (others => 0.0),

Damper => (4000.0, 4000.0, 4000.0, 1600.0. 1600.0. 400.0))

MMS.MATE_.TELEOP uses teleoperation in the Langley mode, with the
following parameters:

Motion_Scale => (others => 0.05),
Wrench_Feedback => (Active => TRUE, Scale => (others => 0.125)).
Joint_Servo =>

(Joint_Servo_Label => ANALOG_DAMPING_NOGRAV,

Pos_Error_Action => CLIP,

ADN_Vel_Gain => (6.0, 6.0, 6.0, 6.0, 6.0, 4.0, 4.0)),
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7 APPENDIX

Cart_Impedance => (Active => TRUE,
Bias => (others => 0.0),
Spring => (others => 0.0),
Damper => (4000.0, 4000.0, 4000.0, 800.0, 800.0, 800.0)),

MMS MATE_AUTO uses Cartesian impedance controi, with the following
parameters:

Joint_Servo =>
(Joint_Servo_Label => ANALOG_DAMPING_NOGRAV.
Pos_Error_Action => CLIP,
ADN_Vel_Gain => (6.0, 6.0, 6.0, 6.0, 6.0, 4.0, 4.0)).
Cart_Impedance => (Active => TRUE,
Bias => (TZ => 80.0, others => 0.0),
Spring => (others => 0.0),
Damper => (4000.0, 4000.0, 4000.0. 1600.0. 1600.0. 1600.0))

LST MATE_SOFT_TELEOQP uses teleoperation in the Langley mode, with
the following parameters:

Motion_Scale => (others => 0.2).
Wrench_Feedback => (Active => TRUE, Scale => (others => 0.5)),
Joint_Servo =>

(Joint_Servo_Label => PD_GRAV,

Pos_Error_Action => CLIP,

PDG_Stiffness => (9000.0, 3562.55, 2625.63. 2341.13. 341.75. 385.42. 80.

PDG_Damping => (900.0, 580.59, 318.80, 281.04, 33.40,
Cart_Impedance => (Active => TRUE,

Bias => (others => 0.0),

Spring => (others => 0.0),

Damper => (1000.(_)__', 1000.0, 1000.0. 100.0, 100.0. 100.0)).

LST_MATE_SOFT_AUTO uses Cartesian iinpedance control, with the fol-
lowing parameters:

Joint_Servo =>
(Joint_Servo_Label => PD_GRAV,

81
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7 APPENDIX

Pos_Erroxr_Action => CLIP,

PDG_Stiffness => (9000.0, 3562.55, 2625.63, 2341.13, 341.75, 385.42,

PDG_Damping => (900.0, 580.59, 318.80, 281.04., 33.40,
Cart_Impedance => (Active => TRUE,

Bias => (TZ => 40.0, others => 0.0),

Spring => (others => 0.0), -

Damper => (1000.0, 1000.0, 1000.0, 100.0. 100.0. 100.0)).
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ABSTRACT

A large-angle, flexible, multi-body, dynamic modeling capability was
developed to help validate analytical simulations of the dynamic motion
and control forces which occur while berthing of Space Station
Freedom to the Shuttle Orbiter during early assembly flights. The
paper describes the dynamics and control of the station, the attached
Shuttle Remote Manipulator System, and the Orbiter during a berthing
maneuver. Emphasis is placed on the modeling of the Shuttle Remote
Manipulator Sytem in the multi-body simulation. The influence of the
elastic behavior of the station and of the Remote Manipulator System
on the attitude control of the station/Orbiter system during the
maneuver is investigated.
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STUDY PURPOSE AND PROCEDURE

STUDY PURPOSE: Provide independent data to help JSC
validate Space Station Freedom Program on-orbit assembly
simulation analyses.

STUDY PROCEDURE: Perform time simulations of the berthing
of an intermediate-build configuration of Space Station
Freedom to the orbiter.

A dynamic simulation of the berthing process is fairly complex since it
involves the interaction of large, highly flexible components during a
large motion maneuver while in orbit, where the components are
subject to active control forces and gyroscopic, drag, and gravity
gradient forces and moments. The complexities of the Space Station
Freedom (SSF) assembly analytical simulator are such that it was
advisable to develop independently a comparable tool to help validate
the simulator. This paper is concerned with a description of a large-
angle, multi-body, dynamic modeling capability developed to help
validate the SSF program analytical berthing simulator which will be
used to analyze each assembly flight.

The berthing simulations are used to calculate the dynamic motion and
control forces that occur while berthing early build configurations of SSF
to the Orbiter during assembly flights when attitude control of the stack
resides with the station control systems. The sixth assembly flight is
the first flight that will use the station control systems rather than the
Orbiter Digital Auto Pilot to maintain the attitude of the stack. Berthing
during this sixth flight was selected as the validation simulation since
the control systems of both the station and the Shuttie Remote
Manipulator System (SRMS) are active during this maneuver.
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MOTIVATION FOR SELECTION OF THE
SIMULATION SCENARIOS

Wanted to simulate a SSF assembly sequence
which would exercise the:

—SSF RCS attitude command system

— SSF CMG atfitude and momentum
management sysiem

— Orbiter SRMS control system

— Orbiter SRMS brake system

—Orbiter SRMS flexible body

— SSF flexible body

—Environmental conditions during a typical orbit

=> Selected with JSC the berthing of SSF- Stage 5
to the Orbiter (MB-6 flight).

The simulation scenarios were selected to capture the critical
components of the space station assembly operation when attitude
control of the stack resides with the SSF. The specific features which
were to be exercised are outlined above. Since the MB-6 flight was the
first flight to capture all of these features, it was chosen by JSC and
LaRC to be the study scenario.
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SPACE STATION FREEDOM - STAGE 5

Solar Alpha Rotary Joint

TCS Radiator

Grapple Fixture
(7 Location (On Node)

Yl
RS = 1
ot .v.-“"'._ Ly V
STy | ()
i@ >~ Resource Node

CMGs

Attitude Sensor Location

RCS Jels

The figure shows the Space Station Freedom - Stage 5 configuration.
The location of the avionics platform containing sensors which provide
attitude and attitude rate information is indicated. The attitude can be
controlled by firing jets, located on the top and bottom of the inboard
station framework, at a constant force level of 25 Ibs per jet, or by a set
of four double-gimbaled CMGs, each with a capacity of 3500 ft-Ib-sec,
located on a platform close to the avionics platform. Also shown is the
resource node, a pressurized shell attached to the station framework
inboard of the alpha joint, to which a grapple fixture is mounted.
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SSF/ORBITER APPROXIMATE DIMENSIONS

FLIGHT MB-6: ORBITER BERTHED TO SC-5 STATION
(UNITS = FEET)

155 APPROXIMATE WEIGHTS
SSF (SC-5) 145,000 ibs

ORBITER 250,000 Ibs
(incl. payload)

RMS 1000 Ibs

The figure shows the relative size and location of the stage 5 station,
the Orbiter, and the extended SRMS at the beginning of the simulation.
At this assembly stage, the SSF is over 150 feet in length. It has a
weight of 145,000 Ibs and the Orbiter, with the lab module in the cargo
bay, has a weight of 250,000 Ibs. The SRMS has a weight of only
1,000 Ibs.
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TEA / BERTHING SIMULATION

ESTABLISH TEA

The scenario under investigation is the stage 5 assembly sequence
depicted in the Figure. For the purposes of this study, this scenario is
broken down into two simulations: 1) simulation of the Torque
Equilibrium Attitude (TEA) maneuver and 2) simulation of the berthing
of stage 5 to the orbiter.

Before the first simulation begins, the photovoltaic (PV) arrays are
feathered and the alpha joint is locked to minimize plume loads from the
Orbiter jets during the final approach of the Orbiter before grappling
occurs. The alpha joint remains locked during the entire berthing
maneuver. The Orbiter approaches the station along the direction
opposite the orbital velocity vector and flies in tandem with the station
maintaining a distance of about 30 feet from the V guides in the cargo
bay to the trunnion pins on the berthing adapter. The SRMS end
effector grapples the station by snaring the grapple fixture located on
the resource node. This is the start of the first simulation. The SRMS
joint brakes are applied and the RCS jets are fired to move the station
from a GG attitude to a computed Torque Equilibrium Attitude (TEA).
Once TEA has been established, the second simulation begins. The
brakes on the SRMS are released, the station RCS jets are inhibited
from firing, and the attitude of the stack is now maintained by the station
CMG momentum management system. Berthing is accomplished by
the SRMS joint motors which draw the station and the Orbiter together.
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ESTABLISHMENT OF INITIAL TORQUE
EQUILIBRIUM ATTITUDE (TEA)

Stack at GG Stack at initial TEA

The torque equilibrium attitude (TEA) is the average attitude which must
be held during an orbit so that the net angular momentum accumulated
over one orbit, in the presence of gravity gradient, aerodynamic and
orbital gyroscopic disturbances, is zero. The figure shows a schematic
of the stack configuration at Gravity Gradient (GG) and at the initial
TEA.
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FIRST SIMULATION:
ESTABLISH TORQUE EQUILIBRIUM ATTITUDE

Use station RCS jets to move stack from attitude at
grapple to a computed TEA.

— Station RCS control system active, responding to
commanded attitude.

— Brakes with friction modelled are applied to all six
SRMS joints.

— Flexible representation of the SRMS long booms.
—Flexible representation of SSF (36 mode model).

— Orbital mechanics including aerodynamic and
gravity gradient moments.

The specific components exercised during the simulation of TEA
maneuver are outlined here. The SSF Reaction Control System (RCS)

is used to maneuver the stack to its TEA. During this maneuver, the

SRMS brakes are applied. The SSF is modelled as a flexible body as

are the upper and lower long booms of the SRMS. Aerodynamic and

gravity gradients forces and torques are included.

104




2190 BERTHING

Stack at Initial TEA Stack at Final TEA

During the second simulation, the TEA changes since the inertia of the
stack changes as the station is berthed to the Orbiter. The change in
the TEA pitch angle during this simulation is shown in the Figure.
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SECOND SIMULATION:
USE SRMS TO BERTH STATION TO ORBITER

— Station CMG control system active.
— Flexible representation of the SRMS long booms.
— Flexible representation of SSF (13 mode model).

— Orbital mechanics including aerodynamic and
gravity gradient moments.

—Mass matrix and estimated TEA recomputed
every second.

— SRMS operational modes exercised:
 Automatic mode
« Manual Augmented mode
+ Position Hold mode

The specific components exercised during the simulation of the
berthing maneuver are outlined here. The SSF Control Moment Gyros
(CMGs) are used to maintain the attitude of the Orbiter/SRMS/station
stack. As in the TEA maneuver, the SSF and long booms of the
SRMS are modelled as flexible bodies and the aerodynamic and
gravity gradients forces and torques are included. The SRMS control
system is active and is used to command the SRMS to berth the
station to the Orbiter using Manual Augmented and Automatic Mode
maneuvers. The changes in the TEA are estimated using a mass
property estimator which computes the composite inertia of the stack
as a function of SRMS end effector position and attitude.
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SC-5 FE MODEL
PV Arrays Feathered

Number of Grid Points = 2442
Number of Elements = 2851

Number of Dynamic DOF
after component mode reduction = 781

Number of Modes < 5 Hz

181

Number of key modes selected
for simulation

36 (1st sim)
13 (2nd shm)

The original finite element model of SSF consisted of aimost 15,000
degrees of freedom (DOF). Atfter component mode reduction, the

number of DOF was reduced to 781. Mode shapes and frequencies up
to SHz were calculated.

The space station structural dynamics were represented during the TEA
simulation by a set of 36 natural modes which range in frequency from
0.1 Hz to close to five Hz. The modes were selected to provide an
accurate representation of the flexible response at the station sensor
location caused by forces applied at the RCS jet locations. The modes
were obtained for the model fixed at the grapple fixture point.
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SSF ATTITUDE CONTROLLER DESIGN

v " P

RCS

TEA + GAIN JEV
RCS ATTITUDE [-> SELECTH-SM RCS >
ESTIMATION CONTR SCALE LoaKe ssF

OR ATTITUDE
AERO & GG { >
DISTURBANCES 8SF/ el
ATTITUDE RATE

SAMS/
CMG CcMG sTS
TEA GAIN CMa
CMG ] ATTITUDE |- -osteen -3 pyn
ESTIMATION . CONTROL AW

A simplified block diagram of the RCS and CMG control systems is
shown. The attitude determination system (ADS), which measures the
attitude and feeds this information back to the controller, is assumed to
be accurate within the controller bandwidth so that a transfer function of
unity is assumed for the ADS for the current simulations. The control
system is designed for use in all configurations of the station covering a
large range of inertias during the 3-year assembly process. To
accommodate this wide range of system parameters, a mass estimator
is provided to determine the on-orbit inertias and to adjust the control
gains for acceptable performance. Normally the gains will not change
significantly for a given flight configuration since the inertia matrix will
remain nearly constant until the next assembly flight; however, during
the berthing process, the system inertia matrix is continuously changing
so that the gains are also continuously changing. A mass estimation
program based on knowledge of the SRMS end effector location has
been written to provide an updated system inertia matrix as berthing
progresses. There are two bending filters (low pass filters designed to
remove higher frequency components of the feedback position and rate
signals) in the control design.
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albow pitch joint

shoulder yaw joint

orbiter
longeron

The Shuttle Remote Manipulator Systemis a six-joint anthropomorphic
arm which was originally designed to de_ploy payloads weighing up to

operations. From this attachment point, the arm is comprised of two
single degree-of-freedom (DOF) shoulder joints, a 21 foot long upper
boom, a single DOF elbow joint, a 23 foot long lower boom, 3 single
DOF wrist joints and a Snare type end effector capable of mating with
a payload mounted grapple fixture.
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MOTOR SERVO CONTROLLER FOR EACH SRMS JOINT

7Y = joint angles
keyboeard
Inputs ¢ = motor angles
T = applied torque
hand M = measured
controller
commands CMD = oommandAod
RMS Joh joint gear RMS
software _ train and
A payload
dynamics
YM position Y
encoder |

Each of the six SRMS joints is comprised of a reversible dc drive motor,
a mechanical joint brake, an inductosyn tachometer, an epicyclic gear
train and an electro-optical encoder and servo compensation as shown.
The SRMS is telerobotically controlled from the aft cockpit of the Orbiter
by way of translational and rotational hand controllers and control panel
command inputs. Joint rate commands are sent from software
algorithms resident in the Orbiter General Purpose Computer (GPC) to
the joint servos by way of the Manipulator Control Interface Unit (MCIU)
(not shown). The joint gear train applies the required torque to the
SRMS/payload system. The encoders and tachometers provide
measurement of the joint position and rate, respectively.
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DETAILED SERVO MODEL
DRAPER RMS SIMULATION/ JULY 1988
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This a detailed block diagram of the servo system modelled in the
assembly simulator. The servo math model was adapted from an

existing high fidelity simulation tool of the SRMS called the DRS,
Draper RMS Simulation.

As shown, a digital joint rate command (in counts) is received from the
GPC by way of the MCIU. This input rate demand is compared with the
actual motor rate from a digital tachometer feedback to form an error
signal. This error is then converted to an analog voltage signal and
processed in through a trim integrator and a low pass filter. The
purpose of the integrator is to provide a high gain at low frequencies
needed to break motor and gear train stiction and to overcome small
errors. The output of these analog electronics are summed with
negative feedback of the analog tachometer signal. This continuous
part of the tachometer is run through a high pass filter which serves to
provide stability. In contrast, the purpose of the digital tachometer is to
improve tracking accuracy. The analog voltage signal is then sent to
the Motor Drive Amplifier (MDA) and a current limiter which results in
attenuation of the voltage applied to the joint motor. The resulting
motor rate is then passed to the gearbox to generate the required
output torque.

Nonlinear friction losses are modeled on both the motor or input side of
the gearbox and on the output or joint side of the gearbox. The output
friction models include both the joint friction and the gearbox friction.
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JOINT DRIVE-TRAIN
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Shown is a schematic of the SRMS joint drive-train. The optical
encoder is physically mounted on the joint side of the gearbox and the
tachometer is mounted on the motor side of the gearbox. The friction
and freeplay which occurs in the drive-train have been modelled in the
simulation.
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NONLINEAR SERVO MODELS

Gearbox Stiffness Joint Friction/Stiction
)} Tgearbox A%
K T
4
Tal..
< - ‘ > < >
/“ v “
' ¢ \
where, where,
T = gearbox transition torque (f1-lbsy Ay = ditterence in actual joint angle {deg)
By = gearbox transition angle (rad) te= oou!omb lorqutla lev’el ('::bs)
Kg = gearbox finear stiffness (ft-Ibs / rad) T = stiction torque leve! (f1-Ibs)
"the old hairbrush model”

The nonlinear gearbox model is represented by an asymptotic linear
compliance and a quadratic stiffness relation at fow torque levels. This

stiffness is computed as a function of the backlash angle of the gearbox
as shown.

For the joint friction/stiction model, the friction torque is computed as a
function of the joint angle as shown. When the actual joint angle is less
than a stiction (static friction) reference angle, friction torque acts like a
spring restraint. In this region, a steady torque produces a small
rotational displacement. When an applied torque is removed, the joint
returns to an equilibrium position. If the displacement exceeds the
stiction reference angle, the friction torque drops to a coulomb torque
level. While the joint rate remains positive, the friction torque is
constant. If the rate becomes negative, the friction reference angle is
reset and the model reverts to its spring-like behavior about the new

reference point. This is the so-called “old hairbrush” model used in the
DRS. '
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NONLINEAR SERVO MODELS (cont’'d)

Motor/brake Friction

A
H
L
A
3
Y i

e
-
el
3

where,

¢ = motor rate (rad/sec)

¢ = coulomb torque level (f-bs)
1g = stiction torque level (1-bs)

The SRMS motor/brake friction/stiction is modelled as shown. When
the joint is moving, the friction torque is equal to the coulomb (sliding)
friction value. When the joint is not moving and the torque is larger than
the stiction level, the friction torque is set to the stiction level. If the
torque is less than the stiction level, just enough stiction is applied to
the joint to make the net torque output zero.
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MUTLIBODY REPRESENTATION
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Nine bodies are used to model the complete multibody system as
shown. The nine bodies include the orbiter, the seven links of the
SRMS, and the SSF. Three components, the two long booms of the
SRMS and SSF, are modeled as flexible bodies. Eight joints are
defined to connect each of the bodies in the system. The swing-out
joint at the base of the SRMS and the connection between the end-
effector and payload are modeled as bracket (rigid) joints. The
remaining six joints are modeled as single degree-of-freedom revolute
joints, which accommodate the six degrees-of-freedom of the SRMS.
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SIMULATION ARCHITECTURE
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The detailed architecture of the computational tool is shown. It consists of four
major parts; multibody dynamics code DADS (Dynamic Analysis and Design
System), the SRMS controller, the SSF ACS, and the MAIN program. The
DADS code is used to generate equations of motion of the system, including the
SRMS arm, the orbiter, and SSF. Each of these modules has its own
integration routines and integrate its state equations at its respective integration
step sizes. In order to synchronize the simulation process of different sampling
rates, the MAIN routine was added to control the timing and program execution
flow.

For the SRMS controller, joint angles and rates from DADS, along with operator
command inputs, are fed into the SRMS command algorithm to compute joint
rate commands. The SRMS controller model calculates driving torques, based
on the joint rate commands, which are then applied back to DADS through
control elements. For the ACS, the DADS code provides the attitude and
attitude rate of the stack to the ACS. Along with the commanded attitude, the
ACS computes attitude errors and rate errors that are used to compute required
commanded torques to be applied to the system. At the same time, the mass
property estimator is used to estimate the inertia of the composite system. This
estimated information is used to compute proper gain scheduling in the ACS
and to update the commanded attitude. Depending on the type of actuator
used, the commanded torques are converted to either RCS forces or to CMG
torques which are fed back to DADS using control elements. Environmental
disturbances from aerodynamics moments and gravity gradient torques,
recomputed on the estimated inertia change, are also applied to the system
through control elements.
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SIMULATION RESULTS

All sims performed using an SGI 4D/440 workstation

ESTABLISH TORQUE EQUILIBRIUM ATTITUDE

36 mode representation of SSF
4 mode representation of SRMS
TEA was established in 20 minutes real-time

BERTHING

13 mode representation of SSF
4 mode respresentation of SRMS

Berthing to within 2 feet was completed in 14 minutes
real-time.

For the TEA maneuver, the time integration was performed with a time
step of 0.001 seconds and the computations took approximately 72
hours of dedicated CPU time on an SGI 4D/440 workstation. The
station structural dynamics were represented using 36 normal modes.
A comparison was made with a simulation using ten normal modes to
represent the station dynamics. The response differences were within:
the accuracy of the computation and thus the ten-mode model was
deemed to be sufficient in representing the dynamics of the station. A
conservative proportional damping level of 0.2 percent of critical
damping was assumed for each mode.

For the Berthing maneuver, the time integration was performed with a
time step of 0.002 seconds and the station dynamics were represented
using a 13 mode model. The maneuverwas completed in 14 minutes.
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ATTITUDE CHANGE DURING TEA MANEUVER
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The TEA maneuver required an attitude change from a gravity-gradient
position to an attitude orientation of pitch, yaw and roll of -22.1°, -7.4°
and 3°, respectively. The resulting attitude-change time history is
shown. The TEA of the stack was successfully established within 1200
seconds, a little more than a quarter of an hour.
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RCS JET FIRINGS DURING TEA MANEUVER
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The actual jet firing times for the upper and lower x-axis and z-axis jet
clusters are shown. The RCS commanded torque is realized through
the jet selection logic as firing pulses of approximately 0.2 to 1 second
in duration. The RCS jets are inhibited from fiing more often than once
every 33 seconds to reduce structural dynamic response.
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CHANGE IN POR MAGNITUDE DURING TEA MANEUVER

i

0.2 ! fi -
I i

TIME (3£C)

Shown is a plot of the relative magnitude of the position of the Point of
Resolution (POR) (located at the SRMS end-effector) with the brakes
engaged. The SRMS joints were slightly overloaded when the jets
were fired to establish TEA and two of the wrist joints exhibited some
brake slip during the first 750 seconds of the simulation. The largest
position change computed during the jet firings was less than one inch
and the resultant slip after the jet firings were completed was less than
0.2 inches. The total position change is a combination of brake slip,
arm flexibility and joint flexibility in the six-joint drive-trains.
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POR LOCATION FOR BERTHING SCENARIO
Orbiter Body Axis System (OBAS) Coordinates
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Results from the berthing simulation are shown. The SRMS POR is
commanded to move along a three-point berthing trajectory. From the
initial grapple point, position 1, the SRMS is commanded to move 4.5
feet in the x and z-axis directions and 2 inches in the y-axis direction
using an Operator Commanded Auto Sequence (OCAS) maneuver.
From position 2, the SRMS is immediately commanded to move 25 feet
vertically to position 3 using Manual Augmented Loaded mode z-axis
translational hand controller inputs. Position 3, which is two feet from a
full berthed position, is reached in approximately 800 sec. At this time,
the Position Hold function is automatically enabled by the SRMS
command algorithms to maintain its commanded position and attitude.
Very little residual vibratory motion is observed following completion of
the berthing maneuver.

This simulation was conducted using translational and rotational end-
effector rate limits of 0.14 ft/sec and 0.14 °/sec (coarse mode).
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ATTITUDE CHANGE DURING BERTHING MANEUVER
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The inertia of the stack, and thus the TEA, changes continuously during
the berthing maneuver. The instantaneous mass of the stack is
computed every second and used to modify the gains of the CMG
momentum management control system. This information is also used
to compute the current TEA which is subsequently applied to the CMG
control system as an updated commanded attitude change. The
change in attitude of the stack during the berthing maneuver is shown.
The final Pitch, Yaw and Roll attitude of the stack is designated.
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SIMULATION OBSERVATIONS

ESTABLISH TORQUE EQUILIBRIUM ATTITUDE

Minor SRMS brake slip occurs (continuous firing unacceptable).
Influence of structural response on control is small.

Structural response and loads are small.

RCS control functioned well.

BERTHING

CMGs saturate if maneuver starts with unblased CMGs.

SRMS Position Hold mode shows tendency toward Instability
(SRMS upgrades not implemented).

Influence of structural response on control is negligible.

Periodic update of stack inertia is required (trace of | matrix
changes by as much as 10% during berthing).

The following observations may be made about the simulated TEA and
berthing maneuvers. The SSF RCS successfully established a TEA for
the stack with only a small amount of SRMS brake slip. During the
berthing maneuver, the CMGs were able to track the changing TEA
while the orbiter and station were pulled together by the SRMS when
given an initial bias.

Although not shown, the Position Hold mode did exhibit a tendency for
instability when left on for an extended period of time. This may be
attributable to the known instability of Position Hold with massive
payloads. An enhancement to Position Hold mode along with two other
SRMS upgrades are presently being implemented by JSC to facilitate
assembly operations.

In both simulated maneuvers, the elastic behavior of the station and of
the SRMS was found to have only a minor influence on the attitude
control of the stack and the control loads caused only minor internal
structural loads and structural response.
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LaRC/MSFC Loosely Coupled Multibody
Spacecraft Controls Research Facility

Raymond C. Montgomery
NASA Langley Research Center
Hampton, Virginia

and

Dave Ghosh

Lockheeed Engineering and Sciences Company
Hampton, Virginia
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SPAS - 02 (IBSS, STS - 39)

SIMULATED PAYLOAD REDEFINITION

SPAS - 01 (STS - 7)
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NASA Langley Research Center
Hampton, Virginia
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