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FOREWORD

The Software Engineering Laboratory (SEL) is an organization sponsored by the National
Aeronautics and Space Administration/Goddard Space Flight Center (NASAJGSFC) and
created to investigate the effectiveness of software engineering technologies when applied
to the development of applications software. The SEL was created in 1976 and has three

primary organizational members:

NASA/GSFC, Software Engineering Branch

The University of Maryland, Department of Computer Science

Computer Sciences Corporation, Software Engineering Operation

The goals of the SEL are (1) to understand the software development process in the GSFC
environment; (2) to measure the effects of various methodologies, tools, and models on

this process; and (3) to identify and then to apply successful development practices. The
activities, findings, and recommendations of the SEL are recorded in the Software

Engineering Laboratory Series, a continuing series of reports that includes this document.

The SEL is accessible on the World Wide Web at

http://groucho.gsfc.nasa.gov/Code_550/SEL_hp.html

Single copies of this document may be obtained by writing to:

Software Engineering Branch
Code 552

Goddard Space Flight Center
Greenbelt, Maryland 20771

PRECEDING PAQE BLANK NOT FILMF.._
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The views and findings expressed

herein are those of the authors and

presenters and do not necessarily

represent the views, estimates, or

policies of the SEL. All material

herein is reprinted as submitted by

authors and presenters, who are solely

responsible for compliance with any

relevant copyright, patent, or other

proprietary restrictions.
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Changes and Challenges in the Software
Engineering Laboratory

Rose Pajerski

Software Engineering Branch, Code 552

NASA/Goddard Space Flight Center

Greenbelt, Maryland 20771
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Background

Since 1976, the Software Engineering Laboratory (SEL) has been dedicated to

understanding and improving the way in which one NASA organization, the Flight

Dynamics Division (FDD), develops, maintains, and manages complex flight dynamics

systems. The SEL is composed of three member organizations: NASA/GSFC, the

University of Maryland, and Computer Sciences Corporation. During the past 18 years,

the SEL's overall goal has remained the same: to improve the FDD's soitware products

and processes in a measured manner. This requires that each development and

maintenance effort be viewed, in part, as a SEL experiment which examines a specific

technology or builds a model of interest for use on subsequent efforts. The SEL has

undertaken many technology studies while developing operational support systems for

numerous NASA spacecraft missions.

Software Improvement Approach

The SEL's basic approach toward software process improvement is to first understand

and characterize the process and product as they exist to establish a local baseline. Only

then can new technologies be introduced and assessed (phase two) with regard to both

process changes and product impacts. Typically, several studies/assessments are in

progress at any one time, each with a duration of approximately 1-3 years. The third

phase of the SEL approach (packaging) synthesizes the results of the first two phases

and feeds them back into the cycle to assist soft'ware development on subsequent

projects. Packages include products such as process tailoring guidelines, training courses,

tools, and guidebooks. The SEL's process improvement approach has proven very

effective in the FDD, with the organization's software product showing substantial

improvements in error rates, reuse, and cycle time; and it has been recognized throughout

the so_vare engineering community. In 1994, the SEL received the IEEE Computer

Sociely Award for Software Process Achievement and a Federal Technology leadership

Award for its application of these innovative concepts in a production environment.

SEL Operational Changes

The SEL's development and maintenance environments differ somewhat in their

characteristics. On development efforts, the languages and processors used reflect a

SEW Proceedings 3 SEL-94-006



movement toward workstation-based systems: languages are FORTRAN (70%), Ada

(15%), and C (15%) spread over 65% mainframe systems and 35% workstation systems.

Maintenance efforts are dominated by FORTRAN with 85% usage, followed by Ada

(10%), with the remaining systems implemented in a variety of languages, such as

assembler and Pascal. Platforms of systems under maintenance are predominantly

mainframes (80%), with the remaining 20% maintained on workstation-based processors.

Based in part on these environmental factors, and on recent plans for changes in this

environment, several significant paradigm shifts occurred in the SEL's operation. This

has led to changes in three areas:

• Organizational goals

• Operations and development environments

• Resources

Change #1: Organizational Goals

From its inception, the SEL has focused on both increasing software reliability and

reducing life cycle costs. Over the past 8 years, the SEL has achieved measured gains in

both areas: reliability of delivered systems has increased threefold and current mission

support costs are half that of older systems. However, with "time to deploy" pressure

increasing, SEL goals now emphasize development time as well as cost. In response to

this, the FDD, with the SEL's support, is expanding development of high-reuse,

generalized systems to encompass more flight dynamics application areas. The SEL is

investigating a variety of joint team development processes as well as cataloguing and

assessing existing maintenance processes to identify potential time-savers.

Change #2: Operations and Development Environments

The change here---the transition from mainframes to workstations--has already been

discussed. In support of this trend, the SEL provides historical data on completed

system rehosting activities for management planning of subsequent efforts. Data

collection and measurement activities are also being revisited to determine whether these

procedures must be modified. In addition, new computer-aided software engineering

(CASE) tools are being investigated for use on the available workstations.

Change #3: Resources

From 1989 through 1994, resources increased by about 10% per year, enabling the SEL to

undertake several NASA-wide initiatives: developing guidebooks and assessment reports

on specialty topics such as measurement, NASA-wide software characteristics, domain

identification, and technology transfer activities. These experience exchanges facilitated

the spread of SEL concepts not only throughout NASA, but beyond, to other government

organizations and industry. However, resources for 1995 have been significantly reduced,

prompting a reevaluation of both internal and external efforts. The SEL has decided to

SEW Proceedings 4 S EL-94-006



focus external outreach efforts on similar domains within NASA and to investigate new

processes likely to provide direct cost benefits in the FDD production environment.

Impact and Observations

Given the above changes, what are the lessons?

• The first experience lesson is that new process technologies must be integrated within

the existing process framework. The SEL approach of understanding, assessing, and

packaging is effective at instilling large, as well as small, process changes because it

yields a fundamental understanding of process and product.

• Next, the move to workstations will create a tighter link between process tools,

measurement, and process analysis. This should assist SEL analysts in providing

more timely feedback to development groups.

• Last, the importance of understanding sol.are domains has been reemphasized in the

SEL's work. An ability to compare and contrast domains is critical for technology

transfer and tailoring guidance activities.

SEL-94-006
SEW Proceedings 5



SOFTWARE ENGINEERING

LABORATORY (SEL)

C649 003

Ct_900_

THE SEL FROM 1976 - 1994

• GOALS

- UNDERSTAND THE SOFTWARE PROCESS IN A PRODUCTION
ENVIRONMENT

- DETERMINE IMPACT OF AVAILABLE TECHNOLGIES

- INFUSE IDENTIFIED/REDEFINED METHODS INTO DEVELOPMENT
PROCESS

• APPROACH

- APPLY TECHNOLOGIES AND EXTRACT DETAILED DATA IN
PRODUCTION ENVIRONMENT (EXPERIMENT)

- MEASURE IMPACT (COST, QUALITY, DEVELOPMENT TIME,...)

- PACKAGE RESULTS (STANDARDS, PROCESSES,TRAINING...)
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SEL PROCESS IMPROVEMENT APPROACH

PACKAGING

. s oo os
ASSESSING • TAILOR PROCESSES

_9._

UNDERSTANDING

ILl
...I
13-

ILl

TIME

DETERMINE EFFECTIVE IMPROVEMENTS

• WILL JOINT TEAM APPROACHES HELP?
• WILL FORMAL METHODS IMPROVE RELIABILITY?
• WILL CASE CUT COST?

KNOW YOUR SOFTWARE BUSINESS

• WHAT ARE MY SOFTWARE CHARACTERISITICS?
• WHAT PROCESS DO I USE?
• WHAT ARE MY GOALS

SEL PRODUCTION ENVIRONMENT

SOFTWARE CHARACTERISTICS: SCIENTIFIC, GROUND BASED,
INTERACTIVE

LANGUAGE

DEVELOPMENT MAINTENANCE

70% FORTRAN 85% FORTRAN
15% Ada 10% Ada
15% C 5% OTHER

PROCESSORS 65% MAINFRAME
35% WORKSTATION

80% MAINFRAME

20% WORKSTATION

PER PROJECT: PER RELEASE:
DURATION 12-30 MONTHS 3-12 MONTHS

EFFORT 10-25 STAFF YEARS 1-5 STAFF YEARS
SIZE 100K-300K SLOC WIDE VARIATION

C649.00_
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1994 -- 1995 CHALLENGES

• ORGANIZATIONAL GOALS

• OPERATIONS AND DEVELOPMENT ENVIRONMENTS

• RESOURCES

C_9_7

CHANGE #1" ORGANIZATIONAL GOALS

C649 0_

PREVIOUS EMPHASIS

ON _
RELIABILITY & COST

CURRENT EMPHASIS
ON

COST & TIME TO DEUVER

• SEL RESPONSE

- EXPAND OBJECT-ORIENTED, GENERAUZED DEVELOPMENT TO
OTHER APPLICATIONS

- ASSESS JOINT DEVELOPMENT PROCESSES WITHIN CURRENT
SEL METHODOLOGY

- UNDERSTAND MAINTENANCE PROCESS/PRODUCT

I ,NTEG_TENEWPROCESSTECHNOLOG,ES
I...... WITHIN .EXISTING _FPAMEW_OR_K ...... ___
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CHANGE #2: OPERATIONS AND

DEVLOPMENT ENVIRON MENTS

C649.009

MAINFRAME
APPLICATIONS

WOR KSTATION
APPLICATIONS

• SEL RESPONSE

- PROVIDE MANAGEMENT SUPPORT FOR "REHOST VS NEW"

DECISIONS

- REVISIT MEASURES AND DATA COLLECTION MECHANISMS

- EXPAND COMPUTER-AIDED SOFTWARE ENGINEERING

(CASE) TECHNOLOGY STUDY

I POTENTIAL EXISTS FOR GREATER INTEGRATION IOF SEL ANALYSIS WITH DEVELOPMENT

CHANGE #3: RESOURCES

GROWING SUPPORT
FOR

EXTERNAL OUTREACH

(RESOURCES INCREASING)

FOCUS

ONINTERNAL NEEDS

(RESOURCES DECREASING)

• SEL RESPONSE

- USE OUR DETAILED PROCESS UNDERSTANDING TO SELECT

TECHNOLOGIES UKELY TO IMPACT COST

- CONTINUE DOMAIN IDENTIFICATION EFFORTS TO FIND "UKE"

DOMAINS FOR EXPERIENCE EXCHANGES

- PROMOTE "SEL-APPROACH" TO GSFC/NASA AREAS (PRIMARY)
AND OTHER ORGANIZATIONS

DOMAIN IS A KEY DRIVER FOR I
SEL EXTERNAL OUTREACH EFFORTS I

C649,0t0
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Domain Analysis for the Reuse of Software
Development Experiences1

V. R. Basili*, L. C. Briand**, W. M. Thomas*

* Department of Computer Science
University of Maryland

College Park, MD, 20742
USA

** CRIM

1801 McGill College Avenue
Montreal (Quebec), H3A 2N4

S
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1. Introduction

We need to be able to learn from past experiences so we can improve our software
processes and products. The Experience Factory is an organizational structure designed to
support and encourage the effective reuse of software experiences [Bas94]. This structure
consists of two organizations which separates project development concerns from

organizational concerns of experience packaging and learning. The experience factory
provides the processes and support for analyzing, packaging and improving the
organization's stored experience. The project organization is structured to reuse this stored
experience in its development efforts. However, a number of questions arise:

• What past experiences are relevant?

• Can they all be used (reused) on our current project?

• How do we take advantage of what has been learned in other parts of the
o gamation?

• How do we take advantage of experience in the world-at-large?

• Can someone else's best practices be used in our organization with confidence?

This paper describes approaches to help answer these questions. We propose both
quantitative and qualitative approaches for effectively reusing software development

experiences.

2. A Framework for Comprehensive Software Reuse

The ability to improve is based upon our ability to build representative models of the
software in our own organization. All experiences (processes, products, and other forms of

knowledge) can be modeled, packaged, and reused. However, an organization's software

This research was in part supported by NASA grant NSG-5123, NSF grant 01-5-24845, and CRIM
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experience models cannot necessarily be used by another organization with different
characteristics. For example, a particular cost model may work very well for small projects,

but not well at all for large projects. Such a model would still be useful to an organization
that develops both small and large projects, even though it could not be used on the
organization's large projects. To build a model useful for our current project, we must use
the experiences drawn from a representative set of projects similar to the characteristics of
the ctme_t project.

The Quality Improvement Paradigm (QIP)[Bas85,Bas94] is an approach for improving the
software process and product that is based upon measurement, packaging, and reuse of
recorded experience. As such, the QIP represents an improvement process that builds
models or packages of our past experiences and allows us to reuse those models/packages
by recognizing when these models are based upon similar contexts, e.g., project and
environmental characteristics, relative to our current project. Briefly, the six steps of the
QIP are:

1) Characterize the current project and environment

2) Set goals for successful performance and improvement

3) Choose processes and methods appropriate for the project

4) Execute the processes and the measurement plan to provide real-time feedback for
corrective action

5) Analyze the data to assess current practices, determine problem areas, and make
recommendations for future projects

6) Package the experience in a form suitable for reuse on subsequent projects

The QIP must allow the packaging of context-specific experience. That is, both the retrieval
(Steps 2 and 3) and storage (Step 6) steps need to provide the identification of the context
in which the experience is useful. Step 1 helps determine this context for the particular
project under study. When a project selects models, processes, etc., (step 3), it must
ensure that the chosen experience is suitable for the project. Thus the experience packaging
(step 6) must include information to allow future projects to determine whether the
experience is relevant for use in their context. The problem is that it is not always an easy
task to determine which experience is relevant to which project contexts. We would like to
reuse the packaged experience if the new project context is "similar" to the projects from
which the experience was obtained.

Basili and Rombach present a comprehensive framework for reuse-oriented software
development [BR91]. Their model for reuse-oriented software development is shown in
Figure 1. It includes a development process model, which is aimed at project development,
and a reuse process model, which enables the reuse of the organization's experiences. The
development process will identify a particular need (e.g., a cost model). The reuse process
model can then fred candidate reusable artifacts (e.g., candidate cost models) from the
experience base, selecting (and adapting if necessary) the one most suitable for the
particular project The artifacts may have originated internally (i.e., was developed entirely
from past projects in the organization, e.g., the recta-model approach to cost estimation
[BB81]), or externally (e.g., the COCOMO cost model [Boe81]). In any event, a
evaluation activity of the reuse process is what determines how well the candidate artifact
meets the needs specified by the development process.

Our focus in this paper is on the selection and evaluation of reusable artifacts. One
approach to do so is to determine "domains" in which a particular experience package may

SEW Proceedings 12 SEL-94-O06



be reusable. Then, by assessing the extent to which a project is a member of the domain,
one can determine whether a given experience package is suitable for that project.

Figure 1: Reuse Oriented Software Development model

3. Experience Domain Analysis

We will use experience domain analysis to refer to identifying domains for which reuse of

project experiences can be effective, i.e., identifying types of projects for which:

• Similar development or maintenance standards may be applied, e.g., systems for

which DoD-Std-2167 is applicable in NASA

Data and models for cost, schedule, and quality are comparable, e.g., projects for
which the productivity can meaningfully be compared within all the branches of
NASA

Once domains have been identified, common processes, standards and databases may be

shared with confidence by various software organizations, e.g., NASA branches within
broader organizational structures such as NASA centers. The problem can be viewed as the

SEL-94-006
SEW Proceedings 13



need to determine whether an experience package developed in one context is likely to be
effective when reused in a new, different context.

Let us introduce a basic set of def'mitions to clarify the concepts to be used:

Definition I: Domain Analysis Goals

The goal(s) of a domain analysis procedure is (are) to assess the feasibility of
reusing or sharing a set of software artifacts within or across organizations, e.g.,
can we use a cost model developed in another organization, based on a different set
of past projects than those of our development organization?

Definition 2: Domains

With respect to a particular domain analysis goal (i.e., a particular artifact to reuse),
domains are "types" of software development projects among which certain
common artifacts may be reused or shared.

Definition 3: Domain Characteristics and Characterization Functions

Domain characteristics represent characteristics that may determine whether or not

one or several artifacts can be reused or shared within or across organizations. The
characterization functions of domains are mappings of projects, described by
characteristics, into domains. For example, in a given organization, large Ada flight
simulators may represent a domain with respect to cost modeling and prediction. In
this case, the project characteristics involved in the domain characterization function

are the project size, the programming language, and the application domain.

It is important to note that for different reuse goals, there are different domains, and as

such, different domain characteristics and characterization functions. In this context, the
first step of domain analysis is to determine the kind(s) of artifacts one wants to reuse. As

an example, someone may want to reuse a cost model or a design inspection procedure
developed in a different development environment.

We present in Table 1 a general taxonomy of software artifacts that can conceivably be
reused (or shared) within or across organizations. It is important to note that the taxonomy
presented here encompasses more than just software products (the usual realm of domain
analysis). Also, one could further refine the taxonomy within each specific organization.

Certain kinds of artifacts are more likely to be reusable or sharable than others because they
naturally have a broader realm of application. For example, many high-level concepts are
universally applicable, e.g., tracking project progress across the development life cycle
through data collection helps monitor the schedule and resource consumption of the system
being developed. Other kinds of artifacts may have a somewhat more restricted realm of

application, e.g., a waterfall process model is applicable as long as the application domain
is well known and the solution space is reasonably understood. Also, some kinds of

artifact have a very narrow realm of application, e.g., artifacts related to application domain
specific programming languages and operating systems (e.g., a real-time UNIX variant for
real-time applications).

SEW Proceedings 14 SEL-94-006



Data/Models

Descriptive models
Predictive models

Cost models

Schedule models

Reliability growth models
Error models

Chan_e models

Qnzlity evaluation models
Lessons learned

Raw dam

Standards/Processes

Requirements

Specifications

Design
Coding

Teslin_

Inspections

Change management

Products

R, xluirements
S e,cifications

Architecture

Design
Code

Test plans/data

Table 1: Taxonomy of Reusable Software Artifacts

After establishing organizational goals for domain analysis, it is necessary to examine the
characteristics of the organization and the projects to help identify appropriate domains. For
example, if one wants to reuse a cost model for a new project, the following questions
become relevant:

• Are the products developed by the new project comparable to the ones on which the
cost model is based ?

• Is the development process similar?

• If not, are the differences taken into account in the model?

• Can the model be imported to this new environment?

The issue is now to determine if the new project belongs to the "same domain" as the

projects on which the cost model is built. In order to do so, the characteristics of these
projects need to be considered and differences across projects need to be analyzed.
Similarly, if one tries to reuse a design inspection process, the following questions are
relevant: is staff training sufficient on the new project? Do budget and time constraints
allow for the use of such inspections? Is the inspection process thorough enough for the

new project reliability requirements?

Table 2 shows a general taxonomy of potentially relevant project characteristics to consider
when reusing or sharing software artifacts. The characteristics are grouped according in
three broad classes, product, process, and personnel. The table is not intended to be a
complete description of all relevant project characteristics, but rather its intent is to provide
some guidance as to the characteristics that should be considered. In some environments
certain characteristics may not be relevant, and others that are not currently in this table will
be. Each organization needs to determine which ones are the most important.

SEL-94-006
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Product

Requirements stability
Concurrent Software

Memory constraints
Size

User interface complexity

Programming language(s)
Safety/Reliability

Lifetime requirements

Product quality

Process

Lifecycle/Process model
Process conformance

Project environment
Schedule constraints

Budget constraints

Productivity

Product reliability

Personnel

Motivation
F.,ducation

Experiencefrrainin_:

• Application Do_mairl
• Process

• Platform

• language

Dev. te__rnorganiT-qfion

Table 2: Potential Characteristics Affecting Reuse

In the following sections we discuss two techniques to support experience domain

analysis, one based on quantitative historical data, and the other based on qualitative expert
opinion. Both techniques will provide models that can be used to assess the risk of reusing
a particular experience package in a new context.

4. A Quantitative Approach

With sufficient historical data, one can use automated techniques to partition the set of
project contexts into domains relative to various levels of reuse effectiveness for a given
experience package. The goal of partitioning here is to maximize the internal consistency of
each partition with respect to the level of effectiveness. In other words, we want to group
projects according to common characteristics that have a visible and significant impact on
effectiveness.

Such partition algorithms are based on the multivariate analysis of historical data describing
the contexts in which the experience package was applied and the effectiveness of its use.

For example, Classification Trees [SP88] or Optimized Set Reduction [BBH93, BBT92]
are possible techniques. The measured effectiveness is the dependent variable and the
explanatory variables of the domain prediction model are derived from the collection of

project characteristics (Table 2) possibly influencing the reuse of the experience package.

As an example, suppose you want to know whether you can use the inspection
methodology I on project P. The necessary steps for answering that question are as
follows:

• Determine potentially relevant characteristics (or factors) for reusing/, e.g., project
size, personnel training, specification formality, etc.

• Determine the measure of effectiveness to be used, e.g., assume the rate of error

detection as the measure of effectiveness of L This is used as the dependent variable
by the modeling techniques mentioned above.

• Characterize P in terms of the relevant characteristics, e.g., the project is large and
the team had extensive training.

SEW Proceedings 16 SEL-94-006



• Gather data from the experience base characterizing past experience with I in terms

of the project characteristics and the actual effectiveness. For instance, we may

gather data about past inspections that have used methodology L

• Construct a domain prediction model with respect to I based on data gathered in the

previous step. Then, one can use the model to determine to which domain (i.e.,
partition) project P belongs. The expected effectiveness of I on project P is
computed based on the specific domain effectiveness distribution.

Table 3 shows, for each past project with experience with I (A, B, C, D, etc.), the recorded
effectiveness of I on the project, and a collection of characteristics relevant to the effective
reuse of I (Size, the amount of training, the formality of the specifications). The last row in
the table shows the question that need to be answered for the new project P: How effective

is I likely to be if it is applied to project P?

Pro ect Det. Rate KSLOC Training Formality,

35 Low Informal

10 High Formal
150 Medium Informal

40 High Formal

A

B

C

D

.°.

P

.60

.80

.50
.75

99
! I

20-30 Hi _h Formal

Table 3: Examples for a Quantitative Approach

From such a table, an example of domain characterization that might be constructed by

performing a partition of the set of past projects (more formally: a partition of the space
defined by the three project characteristics):

(KSLOC < 50) & (Training=High) => It(Detection Rate) = 75%

This logical implication indicates that for projects with less than 50 KSLOC and a high
level of training, the detection rate is expected to be 75 percent

When a decision boundary is to be used (e.g., if the level of reuse effectiveness is above

75% of the I's original effectiveness, one reuses I), an alternative form of model is more

adequate:

CKSLOC < 50) & (Training=High) => Probability(Detection Rate > 75%) = 0.9

Here the logical implication indicates that for relatively small projects (less than 50
KSLOC) where there is a high level of training, the detection rate with I is likely to be

greater than 75 percent.

To evaluate the reusability of some experience packages, a quantitative approach to domain

analysis is feasible, mathematically tractable, and automatable. Unfortunately, there are a
number of practical limitations to such an approach. It is not likely to be effective when:

• There is not sufficient data on past experience

• The effectiveness of muse is not easily measured

• There is significant uncertainty in the characterization of the new project.
In these cases we may wish to resort to a more heuristic, expert opinion based approach.

This is the topic of the next section.

SEL-94-006
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5. A Qualitative Approach

Given the practical limitations to the quantitative approach, a qualitative solution based on
expert opinion is needed. As with the quantitative solution, the basic assumption in this
approach is mat an experience package will be reusable (with similar effectiveness) in a

new context if the new context is "similar" to the old context. Rather than def'ming
"similarity" through analysis of historical data, the approach here is to capture and package
expert opinion as to what makes an artifact "similar." As we previously noted, what the
notion of similarity depends upon the reuse objective. For example, two projects may have
widely different cost characteristics (e.g., in the COCOMO classification, one being
organic and one embedded) but have very similar error characteristics.

When identifying domains without the support of objective data, one can use several
ordinal evaluation scales to determine to what extent a particular characteristic is relevant
and usable given a specific reuse goal. These ordinal scales help the analyst introduce some
rigor into the way the domain identification is conducted. We propose several evaluation

scales that appear to be of importance. The first one determines how relevant is a project
characteristic to the use of a given artifact, e.g., is requirements instability a characteristic
that can affect the usability of a cost model? A second scale captures the extent to which a
characteristic is measurable, e.g., can we measure requirement instability? Other scales can
be defined to capture the sensitivity of the metric capturing a domain characteristic, i.e.,
whether or not a significant variation of the characteristic always translates into a significant
variation of the metric, and the accuracy of the information collected about the domain
characteristics.

These evaluation scales should be used in this order: (1) determine whether the project
characteristic is relevant, (2) assess how well it can be measured, and (3) determine how
sensitive and accurate measurement is. If a characteristic is not relevant, then one need not

be concerned with whether and how it can be measured. We will define only a relevancy
evaluation scale and a measurability evaluation scale here. The two other scales are more
sophisticated and beyond the scope of this document.

The relevance scale is intended to indicate the degree to which a characteristic is important
with respect to the effective reuse of a particular artifact. The following ordinal scale can be
used for this purpose:

1: Not relevant, the characteristic should not affect the use of the artifact of interest in

any way, e.g., application domain should not have any effect on the use of code
inspections.

2: Relevant only under unusual circumstances, e.g., application domain specific
programming language generate the need for application domain specific coding
standards whereas, in the general case, the characteristic application domain does
not usually affect the usability of coding standards.

3" It is clearly a relevant characteristic but the artifact of interest can, to some extent,
be adjusted so it can be used despite differences in the value. For example, size has
an effect on the use of a cost model, i.e., very large projects show lower

productivity. Assume that an organization occasionally developing large scale
projects wants to reuse the cost model of an organization developing mostly
medium-size projects. In this case, the cost model may be calibrated for very large
projects. As another example, consider the Cleanroom process [D92]. If not
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4"

5"

enough failure data are available during the test phase, the Cleanroom process may
be used without its reliability modeling part.

It is clearly a relevant characteristic and if a project does not have the fight
characteristic value, the use of the considered artifact is likely to be inefficient. For

example, it may not be cost-effective to use specification standards that require
formal specifications in a straightforward data processing application domain.
Moreover, the artifact is likely to be difficult to tailor.

It is clearly a relevant characteristic and if a project does not have the fight
characteristic value, the use of the considered artifact is likely to generate a major

failure. For example, if the developed system requires real-time responses to events
occurring in its operational environment, requirement analysis and design

approaches from a non real-time development environment cannot be used.
Moreover, the artifact is likely to be very difficult to tailor.

There are other metrics that are of interest to one interested in the reusability of an artifact.

Some of the characteristics may be quite relevant but very difficult to measure. As such,
there may be increased risk in the assessment of the reusability of an artifact due to the
uncertainty (due to the difficulty in measurement) in the characterization. A measurability
scale for the characteristics can be def'med as follows:

1: There is no known measure of the characteristic, e.g., development team motivation
and morale are hard to measure.

2" There are only indirect measures of the characteristic available, e.g., state transition

diagram of a user interface can be measured to offer an approximate measure of
user interface complexity.

3: There are one or more direct measures of the characteristic, e.g., size can be

measured on a ratio scale, programming language on a nominal scale.

Two other issues have to be considered when a project characteristic is to be used to
differentiate domains. First, we cannot ensure that every significant variation of the

characteristic is going to be captured by the measurement, i.e., that the metric is sensitive
enough. As a consequence, it may be hard in some cases to tell whether or not two projects
are actually in the same domain. Second, a metric may be inherently inaccurate in capturing
a characteristic due to its associated data collection process. These two issues should

always be considered.

Table 4 shows an example in which we assess the relevance of a subset of the
characteristics listed in the taxonomy of domain analysis characteristics, i.e., the product
characteristics. Their relevance is considered for the reuse of testing standards, i.e.,

standards, processes, and procedures def'ming unit, system, and acceptance test.

Product [ RelevanceCharacteristic Score

SEL-94-006
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Unstable

Requirements
Concurrent

Software

Memory
Constraints

User Interface

Complexity
Reliability/Safety

Requirements
Long Lifetime

Requirements
Product

Size

Programming
language

Intermediate

Product Quality
Product

Reliability

3

4

3

4

5

3

4

4

3

Table 4: Product Characteristic Relevancy Scores for the Reuse of Testing Standards

The following paragraphs provide some justification for the relevancy scores assigned for
the reuse of testing standards. Detailed justification and explanations about scores for other
artifacts will be provided in a subsequent report.

• Unstable or partially undetermined requirements:

There should be a degree of stability achieved by the start of testing. However,
unstable requirements will have a great impact on test planning, and if there are

many changes occurring during the test phase, testing will be impacted. Some ways
to avoid some of these problems is to have more rigorous inspections, focusing on
identifying inconsistencies, and to carefully partition testing activities so that a
somewhat stable base is verified, and the impact of the instability is lessened Also,

with the large number of changes late in development, better support for regression
test is required. A score of 3 is assigned.

• Concurrent Software:

In the presence of RT constraints, in addition to verifying functional correctness, it
is also needed to verify the necessary performance characteristics of critical threads.

These performance requirements must be validated early to allow more options in
rectifying problems and to lessen the chance of cost and budget overruns if the
requirements are not being met. Also, it would be inefficient for a project that does

have such constraints to apply a process that includes early identification and testing
of critical threads. A score of 4 is assigned.

• Memory constraints:

As with real-time constraints, problems in meeting memory constraints should be
identified early. However, it is typically easier to verify memory use than
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pcrformanc._ characteristics. It is likely that a standard could be adapted to provide
for an earlier verification of the critical memory use. A score of 3 is assigned.

• User interface complexity:

A user interface with a large number of states requires significant verification effort.

Certain techniques that are well suited to a smaller number of states (e.g., to.st every
operation in every state) do not scale well to applications with large, complex
interfaces. A score of 4 is assigned.

• High Reliability/Safety Requirements:

In safety-critical software, co_ectness of the implementation is a primary concern.
Approaches such as formal verification, fault-tree analyses, and extensive testing
are often necessary. A score of 5 is assigned.

• Long Lifetime Requirements:

Testing should be more comprehensive for long-lived software. The goal is not
only to ensure current operational suitability, but to allow for operation long after
development. With the expectation of a number of changes over the product
lifetime, it becomes much more important that the delivered product be thoroughly
tested. For example, to ensure a better test coverage, procedures can be put in place

to require testing of all paths. A score of 3 is assigned.

• Size:

Certain techniques that are well suited to small applications do not scale well to

large applications. More automation and support is likely to be needed. For
example, exhaustive path-testing may be useful in smaller applications, but in large
applications it is not feasible due to the significant resources that would be required.
A score of 4 is assigned.

• Programming Language:

No impact.

• Product quality:

A lesser quality product may be subjected to additional verification procedm_ so as
to ensure a consistent level of quality prior to beginning a certain test activity. This
additional verification may not be as cost-effective for products that are known to be

of very high quality. For example, applying the same procedures designed for
verification of new code to reused software (known to be of high quality) is likely

to be less cost-effective. A score of 4 is assigned.

• Reliability:

Testing an unreliable product is a difficult task, as the unreliability may result in a
number of changes to correct errors late in development. If one knows that a lower

quality product is to be expected (through modeling or comparison with other
similar projects), procedures can be used to lessen their impact. For example, more

rigorous inspection procedures can be used, targeting the types of defects expected
to in the product. Also, additional support for regression testing can be used to help
re-integrate changed modules into a particular build. A score of 3 is assigned.

The table can be used in the following manner. For the experience package (e.g., testing

standard) of interest, one would examine the table to find which characteristics are of

particular importance. Then information about the context of use that characterizes the
reusable package in terms of these important characteristics should be obtained. The current
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project must also be characterized in the same way. These two characterizations can be
compared, and a subjective assessment of the risk of reusing the artifact in the context of
the new project can be made. The higher the score for a given characteristic on the

relevancy evaluation scale, the higher the risk of failure if project sharing or reusing
artifacts do not belong to the same domain, i.e., do not show similar values or do not
belong to identical categories with respect to a given relevant characteristic. In situations

where the risk is high, the reuse/sharing of artifacts will require careful risk management
and monitoring [1388]. Sometimes, in order to alleviate the likelihood of failure, the
shared/reused artifacts will have to be adapted and modified. Also, if projects appear to
belong to the same domain based on an indirect measure (see measurability scale) of the
project characteristics, risk can increase due to the resulting uncertainty.

The following example illustrates the approach. The IBM Cleanroom method was

considered by NASA/GSFC, code 550, for developing satellite flight dynamics software.

In the following paragraph, we give examples of characteristics (and their scores according
to the characteristic evaluation scale) that were actually considered before reusingCleam'oom.

• First, it was determined that not enough failure data (Reliability characteristic in

Table 2) were produced in this environment in order to build the reliability growth
models required by the Cleanroom method. As a consequence, reliability estimates

based on operational prof'des could not be used to build such models. So Reliability
gets a relevancy evaluation metric of 3 and a measurability evaluation metric score
of 3.

• There was, despite intensive training, a lack of confidence in the innovative

technologies involved in the Cleanroom method, in particular, regarding the
elimination of unit test (Personnel Motivation in Table 2: relevancy evaluation score

of 3, measurability evaluation score of 1). Therefore, once again, the process was
modified: unit test would be allowed ff the developer felt it was really necessary and
requested it. Interestingly, after gaining experience with the method, it was found
that unit test was not being requested, so this change was later removed. Also, there

were doubts about the capability of the Cleanroom method to scale up to large
projects. As such, the technique was first used on a small scale project (Product
Size in Table 2: relevancy evaluation score of 3, measurability evaluation score of
3).

• On the other hand, the use of FORTRAN (versus COBOL in IBM) was not
considered as an issue (Programming language in Table 2: relevancy evaluation
score of 1, measurability evaluation score of 3).

Once tables such as those shown in Table 4 have been defined for all reuse goals of interest
in a given organization, they can be used to help assess whether a software artifact can be

reused. For example, suppose that one wants to reuse design standards from other projects
on which they appeared to be particularly successful. The relevancy table for design
standards may tell us that characteristics such as size and programming language are not
very relevant, but that the level of concurrency and real-time in the system are extremely
important characteristics to consider.

Suppose that the set of projects where these design standards were assessed as effective

can be described as follows: stable requirements, heavy real-time and concurrent software,

no specifically tight memory constraints, and very long lifetime requirements (i.e., long
term maintenance). If the project(s) where these standards are to be reused present some

differences with respect to some of these important project characteristics, it is likely that
the design standards will require some level of tailoring in order to be reusable, if reusable
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at all. For example, tight memory constraints would generate the need to include in the
design standards some strategies to minimize the amount of memory used, e.g., standard
procedures to desallocate dynamic memory as soon as possible.

There are a number of weaknesses to this qualitative approach. Perhaps the most important
is that it does not adequately express the influence of a factor in a particular context, or, in
other words, the interactions between factors. For example, suppose a particular factor,
such as tight memory constraints, has an impact on the reusability of a testing methods
only in a particular context (e.g., large-scale projects). The table could tell us that tight
memory constraints is an important characteristic, but it would not convey the information
about the specific context in which it is important. In addition, the table does not quantify
the factor's influence on a ratio scale.

6. Conclusions

A wide variety of software experiences are available for reuse within and across most
organizations. These experiences may be of local validity (e.g., an error model from
NASAJGSFC Code 550), meaningful in a large organization (NASA), or of some value
across several development environments (e.g., the COCOMO cost model). However, it is
not always clear to what extent the experience package may be reused on a given project. In
this paper we described experience domain analysis as an approach to solve this problem.
We described two distinct approaches, one quantitative and one qualitative.

The quantitative approach is feasible; however, there are likely to be practical limitations to
the approach, primarily due to the difficulty in obtaining sufficient and adequate historical

data. The qualitative approach appears more practical; however, it has some drawbacks that
may limit its effectiveness. We axe working towards a solution that will combine the
formality of the quantitative approach with the subjective aspects of qualitative expert
opinion. Ideally, we could express rules, derived from expert opinion, which describe the
reusability of a package in much the same format as the patterns of the quantitative
approach. We are investigating the use of expert systems and fuzzy logic as a means for
capturing and representing expert opinion in such a format. Some of the issues with such
an approach being addressed include:

• How to acquire expertise?

• How to formalize and package the expert opinion so that it is potentially reusable by
other people?

• How to provide a means for dealing with the inherent uncertainty in the expert
knowledge?

• How can we check the consistency and completeness of the acquired knowledge?

• How can we combine several expert opinions?
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REUSING EXPERIENCES

The Problem

We need to be able to learn from past experiences so we can
improve our software processes and products

BUT

What past experiences are relevant?

Can they all be used (reused) on our current project?

How do we take advantage of what has been learned in other
parts of the organization?

How do we take advantage of experience in the world-at-large?

Can someone else's best practices be used in our organization
with confidence?

J
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f REUSING EXPERIENCES

The Quality Improvement Paradigm

The Quality Improvement Paradigm (QIP) represents an
improvement process that builds models/packages of our past
experiences and allows us to reuse those models/packages by
recognizing when these models are based upon similar
contexts, e.g., project and environmental characteristics, to our
current project

For example:

• We can use a cost model with confidence when it has been
generated by projects with similar characteristics

• We can use a method with confidence when it has been effective
on similar projects

REUSING EXPERIENCE

QIP Assumptions

The ability to improve is based upon our ability to build
representative models of the software in our own organization

All experiences (processes, products, and other forms of
knowledge) can be modeled, packaged, and reused

An organization's software experience models cannot necessarily
be used by another organization with different characteristics

To build a usable model, we mustfind a representative set of
projects similar to the characteristics of our current project
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REUSING EXPERIENCES

Potentially Reusable Experiences

Data/Models

Descriptive Models Predictive Models

(cost, schedule, reliability, error, change models)

Quality evaluation Models Lessons Learned

Raw Data

Standards/Processes

Requirements Specifications

Design Coding

Testing Inspections

Change Management

Products

Requirements Specifications

Architecture Design

Code Test Plans/Data

REUSING EXPERIENCES
Comprehensive Reuse Development Model

!ii iiiiiiii

(re-) Dackage ,,

i!IIiiiiliiiii
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f REUSING EXPERIENCES

Toward a Solution

We need a mechanism to help us recognize groups of similar
projects with respect to the experience we want to use (reuse)

We need to identify different software experience domains

Projects may be identified as =similar" to other projects ifwe can
learn from them with respect to the reuse of a given
experience with confidence

E.g., I might be able to use data from other experiences bases to
build a cost model if I can select the set of projects in that
experience base with similar characteristics to my own project

We need to develop a set of rules, based upon project
characteristics, that define software domains for particular
experience packages

f EXPERIENCE DOMAIN ANALYSIS

Potential Project Factors Affecting Reuse
• Product

Requirements stability Concurrent Software

Memory constraints Size

User interface complexity Programming languages(s)

Safety/Reliabilily requirements Lifetime requirements

Intermediate product quality Product reliability
• Process

Lifecycle/Process model Process conformance

Project environment Schedule constraints

Budget constraints Productivity
• Personnel

Motivation Education

Experience/training

(Application domain, Platform, Process)

Development team organization
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f
EXPERIENCE DOMAIN ANALYSIS

Definition

We use experience domain analysis to refer to identifying areas for
the reuse of experience, i.e., identifying groups of systems for
which:

similar development or maintenance standards may be
applied, e.g., systems for which DoD-Std-2167 is applicable
in NASA

data and models for cost, schedule, and quality are
comparable, e.g., systems for which the productivity can
meaningfully be compared within all the branches of NASA

Once domains have been identified, common processes, standards
and databases may be shared with confidence

by various software organizations, e.g., NASA branches

within broader organizational structures, e.g., NASA centers

J

EXPERIENCE DOMAIN ANALYSIS

Restating the Problem

Problem:

• Determine whether an experience package developed in one
context is likely to be effective when reused in a new, different
context

Potential Solutions:

• A quantitative approach

• A qualitative/heuristic approach

• Formalizing the heuristic approach

J
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f
EXPERIENCE DOMAIN ANALYSIS

A Quantitative Approach

Problem:

• Develop a quantitative approach for determining whether an
experience package, ep, developed in one context is likely to be
effective when reused in a new, different context

A Solution:

• Partition the set of project contexts into domains relative to

the effective use of an experience package, ep. This partition
forms a domain model with respect to the experience package
that is to be reused

• Construct domain models (using multivariate analysis of
historical data describing the contexts in which the ep was
applied). The measured effective use in those c_ntexts is the
dependent variable in the multivariate analysis

J

_L

EXPERIENCE DOMAIN ANALYSIS

A Quantitative Approach

• For an experience package ep, partition the set of projects PR
into domains D={di} relative to the effective use measure for ep

• For new project P and each domain din,calculate the expected
effectiveness of ep for project P as a function of the

• probabilil7 that P belongs to d_

• consistency of the domain d=

• recorded effectiveness distributions in the domains

PR Domain

_ Properties

• Characterization function
• Consistency
• Effectiveness distribution

J
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EXPERIENCE DOMAIN ANALYSIS

An Example

\

Suppose you want to know whether you can use the existing
inspection methodology on project P

Determine potential relevant factors

e.g., project size, personnel training, specification formality,
etc.

Determine the learning criterion

e.g., assume the rate of error detection as the measure of
effective use (the leaming criteria)

Characterize P in terms of the relevant factors, and gather
data from the experience base characterizing past experience
with inspections in terms of the factors and the actual
effectiveness

(Con't)

J

EXPERIENCE DOMAIN ANALYSIS

Example

Run the learning algorithm to determine the expected effective use

of inspections on project P; use an algorithm with interpretable
models that makes no assumptions on the form of the model, e.g.,
OSR

Project Det. rate KSLOC Training Formality ..o

A

B

C

D

,o,

P

.60

.80

.50

.75

?-)
• °

35 Low informal

10 High formal

150 Medium informal

40 High formal

20-30 High formal

Example Pattern:
(KSLOC < 50) & (Training=High) => Det. Rate > .70 J
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EXPERIENCE DOMAIN ANALYSIS

Limitations to Quantitative Analysis

To evaluate the reusability of some experience packages, a
quantitative approach to domain analysis is

• feasible

• mathematically tractable

• automatable

However, it is not likely to be effective when

• There is not sufficient data on past experience

• The effective use of an ep is not easily measured

• There is significant uncertainty in the characterization of the new
project

In these cases we may wish to resort to a more heuristic, expert
opinion based approach

J

EXPERIENCE DOMAIN ANALYSIS

A Qualitative Approach

Problem:

Develop a qualitative approach for determining whether an
experience package, ep, developed in one context is likely to be
effective when reused in a new, different context

Solution:

• Define some subjective metrics that will help experts determine
to what extent a particular characteristic is relevant and usable
when reusing a particular experience package, based upon their
opinion and experience.

• Build a table to associate the effect of these factors with various
experience packages

J
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EXPERIENCE DOMAIN ANALYSIS

Relevance Evaluation

Relevance: How relevant is the factor to the use of a particular
experience package, e.g., is requirements instability a factor
that can affect the usability of a cost model?

1. Not relevant, the factor should not affect the use of the ep in any
way, e.g., application domain should not affect use of inspections

2. Relevant only under unusual circumstances, e.g., application
domain doesn't usually affect the use of coding standards, except
when using an application domain specific programming language

3. Relevant factor but the ep can be adjusted, so it can be used
despite value differences, e.g., size has an effect on the use of a
cost model

4. Relevant factor and if a project does not have the right factor
value, the use of the ep is likely to be inefficient, e.g., not cost
effective to use specification standards that require formal
specifications in a simple data processing problem

5. Relevant factor and if a project does not have the right factor
value, the use of the ep is likely to generate a major failure,
e.g., if the project is real-time, requirements and design
approaches from a non-real time environment cannot be used

EXPERIENCE DOMAIN ANALYSIS

A Qualitative Approach

Relevance Metric: How relevant is the factor to the use of a
particular experience package?

Based upon the ordinal scale, the higher the score for a given
factor on the relevancy evaluation scale, the higher the risk of
failure if projects reusing experience packages do not belong to
the same domain

Other Sample Subjective Metrics:

Measurability: To what extent is the factor measurable, e.g., can we
measure requirements instability?

Sensitivity: Does a significant variation in the factor always translate
into a significant variation of the metric

Accuracy: What is the accuracy of the information collected about
the factor

J
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EXPERIENCE DOMAIN ANALYSIS

Formalizing the Qualitative Approach

Problems:

• How to acquire expertise?

• How to formalize and package the expert opinion so that it is
potentially reusable by other people?

• How to provide a means for dealing with the inherent uncertainty in
the expert knowledge. There are three types of uncertainty:

.• How can we check the consistency and completeness of the
acquired knowledge?

• How can we combine several expert opinions?

Solution:

We are studying an approach based upon expert systems and fuzzy
logic to try to answer these questions

f
EXPERIENCE DOMAIN ANALYSIS

Conclusion

We believe experience domain analysis is a fundamental problem
in software engineering, especially as related to learning and
improvement, as expressed in the Quali_y Improvement Paradigm

We are working on ways to perform experience domain analysis so
that software domains may be defined

not solely on the bases of local organizational (EF) partitioning

but according to the factors that characterize development
processes, technologies, products, constraints, goals, and
risks associated with the projects

If organizations can effectively share data, lessons learned and
best practice information, they can improve faster and further than
they could in isolation
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Abstract

This paper reports the preliminary results of a study of the software maintenance
process in the Flight Dynamics Division (FDD) of the National Aeronautics and Space
Administration/Goddard Space Flight Center (NASNGSFC). This study is being
conducted by the Software Engineering Laboratory (SEL), a research organization
sponsored by the Software Engineering Branch of the FDD, which investigates the
effectiveness of software engineering technologies when applied to the development
of applications software.

This software maintenance study began in October 1993 and is being conducted
using the Quality Improvement Paradigm (QIP), a process improvement strategy
based on three iterative steps: understanding, assessing, and packaging. The
preliminary results presented in this paper represent the outcome of the
understanding phase, during which SEL researchers characterized the maintenance
environment, product, and process.

Findings indicate that a combination of quantitative and qualitative analysis is
effective for studying the soltware maintenance process; that additional measures
should be collected for maintenance (as opposed to new development); and that
characteristics such as effort, error rate, and productivity are best considered on a
"release" basis rather than on a project basis. The research thus far has documented
some basic differences between new development and software maintenance. It lays
the foundation for further application of the QIP to investigate means of improving the
maintenance process and product in the FDD.

Computer Sciences Corporation
10110 Aerospace Road

Lanham-Seabrook, Maryland 20706
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Introduction

Goddard Space Flight Center (GSFC) manages
and controls NASA's Earth-orbiting scientific

satellites and also supports Space Shuttle
flights. For fulfilling both these complex mis-
sions, the Flight Dynamics Division (FDD)
developed and now maintains over 100 differ-
ent sottware systems, ranging in size from 10
thousand source lines of code (KSLOC) to
250 KSLOC, and totaling 4.5 million SLOC.
Of these systems, 85% are written in
FORTRAN, 10% in Ada, and 5% in other

languages. Most of the systems run on IBM
mainframe computers, but 10% run on PCs or
UNIX workstations.

The Software Engineering Laboratory (SEL)
has been researching and experimenting in the
FDD since 1976 with the goal of understand-

ing the software development process in this
environment; measuring the effect of soft-
ware engineering methodologies, tools, and
models on this process; and identifying and
applying successful practices (Reference l).
The SEL has developed an approach to proc-
ess improvement known as the Quality
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Improvement Paradigm (QIP) and has
established a supporting organizational struc-

ture, the Experience Factory, for maintaining
the experience base, which is a key element of
this work. These concepts, and their applica-
tion specifically in this study of software
maintenance axe described in detail in Sections

1 and 2 of this paper.

One of the key features of this research is the
combination of qualitative and quantitative
approaches used to characterize the current
practice of software maintenance in the FDD.
These methods affected the design of the

experience base developed for the study, by
influencing which maintenance products and
projects would be examined and which specific
measures would be collected. The structure of

the study is described in Section 3. Sections 4
and 5, respectively, elaborate on the qualita-
tive analysis of the maintenance process and
the quantitative analysis of the product and
process characteristics. Section 6 discusses
lessons learned and early recommendations
for process improvement, and Section 7 poses
questions that will guide future direction for
this research.

1. The Quality Improvement
Paradigm

The QIP is a three-step iterative process that
provides an organization with a framework
for continuously improving its methods of
doing business. These steps-understanding,

assessing, packaging-are shown in Figure 1.

The QIP begins with understanding, because
before an organization can begin planning for
improvement, it must thoroughly understand
its current processes, products, and environ-
mental characteristics. At the current time,
the FDD maintenance study is completing its
first pass through this step.

During the second phase of the maintenance
study, corresponding with the assessing step
of the QIP, improvement goals will be set,
experiments conducted, and their results
assessed. The experiments will test new
methods or tools that show promise of help-
ing this organization achieve its improvement
goals. If these experiments demonstrate
significant improvements in the process or

Figure 1. Quality Improvement Pmdigm

products, these lessons will be incorporated
into the overall FDD organization.

This third and final phase of the QIP, the

packaging step, requires significant invest-
ment to truly capitalize on the time and

money spent in the understanding and assess-
hag steps. It may require developing new
standards as well as implementing and fielding
comprehensive training in these new
standards.

After completing the packaging step,
researchers will baseline the new process by
returning to the understanding step, to verify
the positive effect of process evolution on
the system. Thus begins a new iteration of
the QIP.

1.1 The QIP and Software

Development Projects

The QIP has been used many times within the
SEL to investigate the potential of new tools
or processes on software development proj-
ects. In its more detailed application, the QIP
consists of six steps (Reference 2):

1. Characterize the current project and its
environment with respect to models and
measures. Begin by characterizing the
development project relative to the envi-

ronment. What kind of product is being
developed? How large is the project?
What is the schedule? How is the project
similar to and different from previous
projects? This is used to provide models
of similar experiences from similar
projects.

2. Set quantifiable goals for successful project
performance and improvement. Is the
goal to shorten cycle time, reduce errors,
achieve higher software reuse?
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3. Choose an appropriate process model and
supporting methods and tools for this

project. Choose processes for the project
that show promise of achieving the stated
goals based upon past experience with
projects of this type. Identify projects
with similar characteristics and similar

goals.

4. Execute the processes, construct the
products, collect and validate the pre-
scribed data, and analyze them to provide
real-time feedback for corrective action.

5. Analyze the data to evaluate the current
practices, determine problems, record
findings, and make recommendations for
future project improvements.

6. Package the experience as updated and
refined models and other forms of struc-

tured knowledge gained from this project
and prior projects. Save it in an experi-
ence basetobe reusedon futureprojects.

1.2 The QIP and Software

Maintenance

For maintenance, the implementation of the
QIP is slightly different, because past releases
of the same project provide additional experi-
ence. The underscored phrases below indicate
maintenance-specific foci of the QIP.

1. Characterize the current project release

and proposed set of modifications and its
environment.

2. Set quantifiable goals for successful project
performance and improvement and the

future evolution of this product. Remem-
ber that this release will soon be followed

by another release and yet another
release.

3. Choose an appropriateprocessmodel and

supporting methods and tools for this

projectbased on both domain classand

specificproductknowledge. When study-

ing maintenance, there is an advantage

over applying the QIP to new devel-

opment projectsbecause knowledge and
experienceareavailableaboutthisspecific

product.

4. Execute the processes, construct the
products, collect and validate the pre-
scribed data, and analyze them to provide
real-time feedback for corrective action,

including real-time preventive mainte-

nance on the current project.

5. Analyze the data to evaluate the current

practices and their effects on this product.
Characterize the current product, deter-
mine problems, record findings, and make
recommendations for this product and
future project improvements.

6. Package the experience as updated and
refined models and other forms of struc-

tured knowledge gained from this project
and prior projects. Save it in an experi-
ence base for future projects and the evo-

lution of this product.

2. The Experience Factory

The SEL researchers and database team act as

an experience factory for the software devel-
opers in the FDD (Reference 3). The experi-
ence factory organization is separate from the
project organization. It serves the project
organization by analyzing and synthesizing
knowledge into models that support the
improvement of software development (see
Figure 2). It does so by concentrating on the
analysis and packaging activities of the QIP,
while the project organization focuses on
developing the software. The project organi-
zation supplies process and product data to
the experience factory and carries out
experiments under the guidance of the experi-
ence factory team. The experience factory
collects and analyzes the data from the proj-
ect organization. It stores these data and

analyses in an experience database. It also
packages the best of these experiences into
products, guidelines, and models, which it
feeds back to the project organization to help
improve its process.

The experience factory for maintenance
operatesthe same as the experience factory
for development, with three differences:
First, the experience factory for maintenance
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Figure 2. The Experience Factory

must address releases. Second, analysis for

release feedback requires quicker response;
development life cycles are on the order of
18-24 months, whereas maintenance release

cycles are on the order of 6 months. Third,
soft, rare maintenance emphasizes product
evolul_on more than software development
does, so experience includes past experience
on the same project.

3. Building the Experience Base for
Software Maintenance

Because there are many similarities between
software development and software mainte-
nance, the SEL experience of software devel-
opment was used as a starting point for
understanding maintenance. The measure-
ment program for maintenance was modeled
on the measurement program that is used for
understanding software development. This
influenced both the goals that were set and
also the specific data that were identified for
collection. To characterize the process, data
were collected on maintenance effort distribu-

tion by activity, similar to the measures col-
lected for new development, with some
tailoring for maintenance-specific activities.
To characterize the products, data were col-
lected on a number of measures, including the

amount of code modified for a release and the

number of errors introduced by the mainte-
nance work. The specific measures are dis-
cussed m more detail below.

The study team consisted of a team leader
from NASA, three researchers from the Uni-

versity of Maryland, and one researcher from
Computer Sciences Corporation. The team
leader drew up the initial study plan contain-
ing the overall goals, the specific questions to
be answered, and the list of maintenance

measures to be collected for analysis. Data
were collected on eleven maintenance proj-
ects. In addition, researchers closely moni-
tored four of these projects and stayed in
close contact with the maintenance teams on

those projects. The entire study team met
regularly throughout the study to refine the

study plan and assess progress. These meet-
ings also resulted in some revisions to the
collected measures.

Following the lead of Lionel Briand, one of
the University of Maryland researchers, a
general qualitative analysis methodology was
adopted, tailored, and applied to the four
closely monitored maintenance projects
(Reference 4). This methodology provided an
objective but qualitative project characteriza-
tion that complemented the quantitative
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characterization that was provided by the

measurement data. By supplying the
researchers with a characterization of the

organization structures, processes, issues, and
risks of the maintenance environment, the
qualitative analysis also helped them refine
the data collection measures. In retum, the
quantitative data helped researchers to
understand the qualitative data. This qualita-
tive analysis methodology also provided a
process for determining the causal links
between maintenance problems, on the one
hand, and flaws m the maintenance process or
maintenance organization, on the other hand.
The following two sections describe the com-

bined qualitative and quantitative approach in
detail.

4. Six-Step Process to Qualitative

Understanding

The qualitative analysis methodology con-
sisted of six steps, depicted m Figure 3.
Researchers accomplished each step by
reviewing release documents and process
description documents, and also by inter-
viewing maintenance team members.

Steps 1 through 3 provided an understanding
of the maintenance organization and the
release process followed by the project. With

this information for several projects,
researchers were able to draw comparisons

between projects and to check each project
for adherence to maintenance policies.
Steps 4 through 6 provided the mechanism for
identifying where problems existed for each

project and for demonstrating flaws in the
maintenance organization or the maintenance
process (as followed by the project).

4.1 Understanding Steps (1-3)

Step 1 called for identifying the organiza-
tional entities involved in the maintenance

process. Researchers identified distinct teams,
their roles, and the information flows among
these teams. For example, for each project,
release approval passed from the configura-
tion control board to the maintenance team.

In Step 2, researchers identified the phases of
the release process and the major milestones

that bounded these phases. For example, the
change analysis phase culminated m the

Release Contents Review meeting, and the
solution analysis & design phase culminated

in the Release Design Review meeting.

Step 3 required identifying the activities
involved in each phase. Researchers selected
a list of generic maintenance activities and

Step 1 :

Identify
organizational

entities

Step 2:

identify
phases

Step 3:

Identify
activities

involved in
each phase

Step 4:

Select one or

rnore past
rei_Lse(s)for

Step 5:

Analyze e_e
problems e_at

occurred in
pastrelease(s)

Step S:
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frequency and
consequences

o_flaws in
pmzess and
orOanizalion

i i !

Understanding Steps Analysis Steps

Figure 3. Qualitative Approach to Understanding
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mapped them into the various phases identi-
fied in Step 2. In Step 3, researchers also iden-
tiffed the inputs and outputs for each phase.
For example, in one project, the solution
analysis & design phase activities included
release scheduling and planning, understanding
the requirements of changes, changing the
designs, some coding, and some quality assur-
ance. Inputs included the Release Contents
Review document; offline discussions among
maintainers, users, analysts, and testers; and
answers to formal questions submitted to
analysts. The outputs included the prelimi-
nary designs, test plans, prototypes, release
schedule, and size estimates.

4.2 Analysis Steps (4-6)

In Step 4, researchers chose a previous soft-
ware maintenance release for analysis.
Researchers took care to select a recent

release, so that the studied release reflected

the current process, and so that complete
release documentation was available. This

choice also made it more likely that the tech-
nical lead from the release would be accessible
for interviews.

In StepS, researchers studied the release
documentation and interviewed the appropri-

ate parties to define and analyze the problems
encountered in developing this release. For
each software change request in the release,
researchers determined the size of the change,
assessed the relative difficulty of the change,
and identified any errors or delays that
resulted from implementing this change
request. If errors or delays resulted from this
work, researchers then attempted to deter-
mine the maintenance process flaws (if any)
that caused these. For example, in one proj-

ect, a change request for a major enhance-
ment resulted in 11 subsequent errors,
substantial rework, and up to 1 month of lost
effort on the release. The errors stemmed

initially from incomplete or ambiguous
change requirements written by the users.
The maintainers designed the enhancement
based on these written requirements. The fact
that the requirements were deficient and that
design r evertheless proceeded on the
enhancement, was judged by researchers to
represent a maintenance process flaw. The

effect of this flaw, however, was then com-
pounded by a subsequent lack of communica-
tion between the users and maintainers. The

users neglected to attend the Release Contents
Review and then voiced no objections to the
design presented by the maintainers at the
Release Design Review. When later, at the
Release Acceptance Test Readiness Review,
the users finally objected to the implementa-
tion of the enhancement, much time had been
lost. This lack of communication revealed

either an unclear definition of release respon-
sibilities or a lack of adherence to the defined

responsibilities.

In Step 6, researchers assessed the frequency
and the consequences of flaws in the mainte-
nance process and organization as provided by
the data gathered in Step 5, and made recom-
mendations for improvements to the process.
For this study, the analysis led to three
recommendations: 1) provide guidelines for
content and format of change requests;
2) explicitly define the content of documents
and review materials; 3)enforce stricter

adherence to the maintenance process, espe-
cially attendance at review meetings and
review/approval of designs.

5. Quantitative Approach to

Understanding

In past studies of development projects,
tracking the developers" estimates of effort,
product size, and schedule has been useful, so
similar data were collected for maintenance
releases. For maintenance, however, the
schedule milestones are somewhat different

from development. Thus data were collected
on effort hours between release start, release
contents review, release design review, release

acceptance test readiness review, and release
operational readiness review. Researchers
monitored and attempted to model the effort

that programmers, testers, and managers
expend on a maintenance release by breaking
the effort down into types of software activ-
ity, such as coding, documenting, regression
testing, and acceptance testing. Additional
activities specific to (or more prominent in)
maintenance were included, such as impact

analysis, cost benefit analysis, and error isola-
tion time.
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The purpose of the quantitative approach was
to define and collect those measurements that

would most meaningfully characterize the
maintenance process and products. Analysis
of these data should establish a baseline model

of the current maintenance process that
answers the following questions:

1. What is the distribution of effort among
soRware activities during maintenance?

2. What are the characteristics of a main-
tenance release?

3. What are the characteristics of mainte-
nance errors?

4. What are the error rates and change
rates?

To achieve the maintenance study goal and to
answer these specific questions, the following
data were collected:

1. Effort by activity (i.e., impact analy-
sis/cost benefit analysis, isolation,

change design, code/unit test, inspec-
tion/certification/consulting, integration
test, acceptance test, regression test,
system documentation, user/other
documentation, other hours)

2. Effort by type of maintenance change
(i.e., adaptation, error correction,
enhancement)

3. Error and change data

- Time spent (i.e., effort to isolate,
effort to fix)

- Source of error (i.e., previous
change, code, design, requirements,
other)

- Class of error (i.e., initialization,
logic, ex'temal interface, internal
interface, computational, or other)

4. Release estimates and actuals (i.e.,
schedule, effort, number of lines of
code, number of modules)

5. Size of software under maintenance

(lines of code)

In January 1994, the SEL began collecting
data on the eleven target maintenance proj-
ects. A new soRware release estimates form
was created and introduced at this time. Two

existing data collection forms (a weekly effort

form and a soitware change request form) had
already been in use for some time within the

organization, and were already being used by
three of the eleven target projects. These
two existing forms continued to be collected,

but now were required for all eleven target
projects. In August 1994, following comple-
tion of some of the qualitative analysis and
after discussions with a wider circle of main-

tainers, the weekly effort form was revised to
capture effort by release and by change
request instead of merely by project. The
soitware activities list also was broadened.

The preliminary results of the quantitative
data analysis are summarized below.

5.1 Maintenance Effort

The average distribution of maintenance

effort by activities is presented in Figure 4.
The activities (listed above) have been

grouped into four categories (design, imple-
mentation, test, other). This figure repre-
sents the overall distribution based on total

effort expended on the eleven maintenance
projects from January through October 1994.
It includes both entire release cycles and some
partial release cycles. This distribution is
dominated by the six busiest projects, which
contributed 93% of the hours used in the cal-

culation of Figure 4. The distributions for the

individual projects vary significantly from
each other and also from this average distribu-
tion. When more data are available for com-

plete release cycles, there may be some
reduction in the variability of this distribution
among projects.

OTHER

24%
DESIGN

28%

TEST

19=/o IMPLEMENT

29%

Figure 4. Maintenance Effort Distribution
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Figure 5. Development Effort Distribution

The distribution of effort during the original
development was not available for many of

these projects. Figure 5, however, presents
the distribution of effort for the original soft-

ware development of eleven fairly typical
projects from this environment.

As illustrated by these two figures, design and
code (implement) activity constitute a larger
percentage of effort during maintenance than
during software development (57% versus
44%). This contrast reinforces the belief that
design and implementation are more costly in
maintenance than in development. There are

many possible reasons for this, for example,
the difficulty in isolating errors and the rela-
tively large overhead required to make small
code changes. One might expect that this
cost increase would be more pronounced for
error corrections than for enhancements,

because adding major enhancements is more
like doing new development work. The data
in the next section support this hypothesis,
showing greater productivity for enhance-
ments than for error corrections.

5.2 Release Characteristics

When programmers, testers, and managers
reported their time spent on maintenance
effort each week, they recorded their hours by
software activities. Prior to mid-August,

when weekly effort collection forms were
revised, they also classified their hours by the
type of change requests on which they worked

(i.e., adaptation, error correction, or
enhancement) and other hours (e.g., manage-
ment, meetings). This provided researchers
insight into the distribution of types of
changes requested and the amount of effort
each type requires.

Figure 6 presents the average distribution of
effort hours by type of change. These data
represent all the effort data for the eleven

target maintenance projects from January to
mid-August 1994. R includes both entire
release cycles and some partial release cycles.
This distribution is again dominated by the
same six busiest projects, which contributed
93% of the hours used in the calculation in

Figure 6. The distributions for the individual
projects vary significantly from each other
and also from this average distribution. For
example, effort spent on enhancements var-
ied from 51% to 89% among the six domi-

nant projects.

ADAPTATION

5%

OTHER CORRECTION
20%

14%

ENHANCEMENT

61%

Figure 6. Effort Distribution by
Type of Change

Figure 7 presents the distribution of change
requests by type. The data are limited to
completed releases from the last 2 years for
which complete change request data were
available. This amounted to nine releases

containing 83 change requests (4 adaptations,
37 enhancements, 42 error corrections). Only
five of the eleven maintenance projects under

study are represented. As more data from
complete releases become available, this dis-
tribution may change. Again there was much
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variability. The percentage of changes that
were enhancements in a release varied from

20% to 83%, excluding one release that con-
sisted entirely of error corrections.

ADAPTATION 5%

ERROR

CORRECTION ENHANCEMENT
45%

Figure 7. Changes By Type

These last two figures demonstrate that in the

FDD enhancements typically are larger than
error corrections and require more effort to
implement. This is shown by the fact that
although the number of enhancements was
slightly smaller than the number of error cor-

rections (45% versus 50%), the ratio of effort
spent on enhancements to effort spent on
error corrections was 4.3: 1.

The difference in size is even more dramatic
than the difference in effort. The
37 enhancements in these nine releases
accounted for 96.6% of the lines of code

added, changed, or deleted, whereas the 42

error corrections accounted for only 3.1%,
for a ratio of 31:1. By comparing the size
ratio (31:1) to the effort ratio (4.3:1), the

productivity (lines of code added, changed, or
deleted per hour) is about seven times greater
for enhancements than it is for error
corrections.

maintenance work. If these errors are caught
by the testers, they in turn generate additional
change requests which usually become part of
the same release delivery. These latter

changes are termed release indigenous
changes. In this study, an attempt was made
to separate these two categories of changes.
(The effort distribution in Figure 5, however,
includes effort on both operationally indige-
nous and release indigenous change requests.
Revised data collection since mid-August will
allow effort to be separated by change
request.)

The next two figures demonstrate the sources
of the errors in these nine releases, both

operationally indigenous and release indige-
nous. The 83 operationally indigenous
changes included 42 error corrections (see
Figure 8). Note that requirement specifica-
tion, code, and design each represent a signifi-
cant portion of the source of errors, 20% to
35% each. These nine releases also included

29 release indigenous change requests, all of
which were error corrections (see Figure 9).

REQUIREMENT

SPECIFICATION

18%

PREVIOUS

CHANGE

13%

OTHER
8%

Figure 8.

CODE 27%

DESIGN 34%

Operational Errors

5.3 Error Characteristics

The 83 change requests described above repre-
sent the original content of these nine

releases. These are all requests to change the
operational version of the software; in this

paper, these changes are referred to as opera-
tionally indigenous changes. During the
implementation of each release, however,

some errors usually are introduced by the

Note that requirement specification and
design represent much smaller portions of the
release indigenous errors than of the opera-
tionally indigenous errors. Previous change is
somewhat higher, and coding is much higher,
for release indigenous errors. The distribution
of errors found in release testing is similar to
the distribution of errors found during accep-
tance testing of new development projects.
This similarity suggests that release testing
and development acceptance testing both
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uncover similar kinds of errors with similar

degrees of success. On the other hand, soft-
ware operations seem to uncover a different
distribution of errors, suggesting that opera-
tions are more effective than these testing

processes at uncovering certain types of
errors, such as design errors, for example.

More study is needed to explain why testing
and operations should have such different
error detection distributions.

REQUIREMENT

SPECIFICATION

3%
PREVIOUS

CHANGE

17%

OTHER CODE
7% 63%

DESIGN

10%

Figure 9. Release Errors

5.4 Error and Change Rates

When the error rate was analyzed for opera-

tionally indigenous errors, errors were nor-
malized by both the size of the project
(SLOC) and the time period during which they
were detected. This adjustment was made for
the following reasons: R was expected that,
all other things being equal, a larger piece of
software would tend to have more errors than

a smaller piece of software, so errors/SLOC
would be a more meaningful measure of soft-

ware quality than raw errors. It was also sus-
pected that, all other things being equal, the
piece of software that had been exercised
operationally for a longer time probably
would have more errors uncovered. When

comparing error rates for many projects, this
dual normalization resulted in more uniform

error rates across projects, more so than when
either normalization was done separately, or

when no normalization was performed at all.

Error rate data were available for ten of the

eleven projects in this study, reaching back
2 years for most projects. Analysis of the
error rates for these ten projects over the last
2 years (less than 2 years for some of the
newer projects) resulted in a mean value of
11 errors per 100 KSLOC per year (minimum
5, maximum 32). Project size ranged from 42
to 263 KSLOC.

Release indigenous errors are those that are
introduced by the maintenance process. It
was expected that the more code that
modified in a release, the more errors were

likely to be introduced. Therefore release
indigenous errors were normalized by the
modified KSLOC in the original content of
the release. Modified KSLOC is the sum of

KSLOC added, changed, and deleted. For the
nine maintenance releases mentioned above,

the mean error rate for release indigenous
errors was 0.8 errors per modified KSLIX_
(minimum 0, maximum 6.9). Correcting the
release indigenous errors required more lines
of code to be added, changed, or deleted before
delivering the release. The overall ratio of
this additional modified code to the original
modified code for the nine was 2.5% [25 addi-
tional modified SLOC (minimum 0, maximum
172) per original modified KSLOC].

6. Lessons Learned

This study demonstrated the importance of
closely consulting with the software project
personnel (here maintainers) when carrying
out any software development study. Both
the researchers and the maintainers benefited

by the close working relationship on this
study. The researchers gamed a better under-
standing of the difficulties and peculiarities of
the maintenance process; the maintainers

gained some insights into the difficulties of
the data definition, collection, and analysis

process that leads to useful models.

The qualitative analysis that was done for four
of the maintenance projects in this study
helped ensure that the maintainers were inti-
mately involved in the baselining process.
This analysis also helped the researchers to
rethink and to begin to redefine the measure-
ment program. For example, weekly person-
nel effort data is now grouped by release and
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by software change, instead of merely by
project. Researchers have also redefined and
expanded the list of software activities to

which maintainers apportion their effort. In
addition, the qualitative analysis has suggested
the usefulness of reexamining error taxono-
mies, which the study team hopes to address
at a later date.

As the researchers studied the release process,
it became evident that there was a need to dif-
ferentiate between those errors that were
operationally indigenous and those errors

that were release indigenous. One obvious
reason was that reduction of release indige-
nous errors is an important improvement goal
for maintenance. A second reason is that

each of these error sets has something impor-
tant to say about the maintenance process. In
trying to resolve operationally indigenous
errors (and adaptations and enhancements),
maintainers sometimes introduce release
indigenous errors. When such errors are

introduced, both the original change request
and the change request for the resulting
release indigenous error must be examined to

learn how effective the maintenance process
is and how it might be improved.

Although the definitions given above for
these terms imply that the two error sets are

distinct, in practice, the actual error popula-
tions do not fit the definitions one hundred

percent. For example, the set that this study
termed the operationally indigenous error set
should include only those errors that were

introduced during the original development of
the software. In reality, this set may also
include a few errors that were introduced dur-

ing maintenance, but which were not
identified until the maintenance release

became operational. The release indigenous
error set should include only errors that were
introduced by the maintenance process. In
reality, this set may contain some errors that,
although caught by release testers, were in fact
residmg in the operational software and were
not new to the maintenance release. Despite
these imperfections, there was enough consis-
tency in each set to treat them separately.

In characterizing the size of a release, some
measure other than the total number of

changes is necessary, because some changes

(especially enhancements) tended to be more
complex and time consuming than others.
For this study, the total modified lines of code

(new SLOC + changed SLOC + deleted SLOC)
for all changes was used as the measure of
release size.

The release characterization demonstrated

that, on average, FDD releases are composed
of about an equal number of error corrections
and enhancements, but that the enhancements

require significantly more effort and far more
code. Comparing this effort and size data
between enhancements and error corrections

revealed that the productivity for enhance-
ments was approximately seven times greater
than for error corrections. Why this is so,
and whether it is good or bad, remains to be
seen. The characterization of maintenance

errors revealed surprisingly few errors attrib-
uted to requirement specifications or to
design. This deserves further investigation,
especially since the qualitative analysis sug-
gested that requirements deficiencies on soft-

ware change requests were a problem. The
preliminary characterization of error rates

resulted in two different ways to normalize
errors, one appropriate for operatioaally
indigenous errors and another appropriate for
release indigenous errors.

Qualitative analysis suggested that the FDD
needs to provide better guidelines for content
and format of change requests and release
documents. The FDD also needs to enforce

stricter adherence to the maintenance proc-

ess, especially attendance at review meetings.
The preliminary quantitative analysis pro-
vided many msights into FDD maintenance
but also spawned as many new questions. The
preliminary effort distributions indicated that
design and implementation require more
effort in maintenance than they do in new
development. Exactly why this is so is not
clear at this time.

7. Future Study of Software
Maintenance in the SEL

The combination of qualitative and quantita-

tive analysis methods has provided a compre-
hensive look at the software maintenance

process in the FDD. From this researchers
have made a good start at baselimng this
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process. Preliminary quantitative data analy-
sis is based on only nine complete mainte-
nance releases. More releases need to be
studied. Also baseline models need to be

extended to include an understanding of main-
tenance cost and cost estimation, plus a better

understanding of error rates. Beyond this,
future maintenance study activities need to

provide a more complete understanding of the
testing process and the inspection and certifi-
cation process. The impact of software
development practices on later soflxvare
maintenance also must be measured.

The FDD has recently embarked on a major
effort to port most of its soRware from IBM
mainframes to UNIX workstations. This

effort will result in a great many maintenance
change requests of the adaptation type. The
current study needs to analyze whether and
how it should adapt itself to make the most
use of the data that this transition will

generate.

Once the understanding phase of the current

study is completed, the assessing phase will
begin. Researchers will design and carry out
experiments through which they will be seek-
ing answers to these questions and others:

1. How might we know when a product has
outlived its usefulness?

2. What is the "right size" for a mainte-
nance release?

3. Can we predict the most error-prone
modifications, and if so how?

4. How can we more accurately estimate
the cost of software changes?

This application of the QIP has expanded the
SEL's understanding of the maintenance

process and product in this environment. Fur-
ther baselining, experimentation, and research
should lead to recommendations for

improvements to the maintenance process
that can be packaged and instituted in the
FDD.
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An Experience Factory: for. Maintenance

The QIP

(high level)

The QIP

(detailed

level)

• Characterize the project

• Set goals for the project performance

and improvement

• Choose processes for the project

• Evaluate the processes

• Analyze for future projects

• Package experience for experience

base

Development Maintenance

iteral_///_,oals Packaging [ [ itera_als Packaging_'g_ls Assessing Assessing

[ Understanding. I [l_/'g°als Understanding

• Characterize the release & the project

• Set goals for the project performance

and improvement and for future
evolution

• Choose processes for the project based

on product knowledge

• Evaluate the processes

• Analyze for this product & future

projects

• Package experience for experience

base and for the evolution of this

producl

Software Engineering LaboratoD
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An Experi en£e Fa.qtqr,  for-M-a/m  .n n_ c.e.

l_-ojcct
Organizatimt Experience Factory

I p_od_c_s,d=a....

_direct pro)ecU' [ Analysls [._

_rcleas¢ feedback L.,p-__-_.........

! _ pmducts, lessons wned, modcIs...

prolect/relcas¢chataclcnstics

_ m_els, baselines, _

I_ls, consuhing... ............................

Exlx_rience

Base Package

I Experience Faclory Organization is Ihe same for maintenance, except I

• Focus includes releases [

• Analysis for release feedback requires quicker response (release life cycle -6 months ) |

\_a, Software Engineering Laborator,

B u.i]:ding:-the=Experi'en e,: B a e=

Key First Step is Still Understanding

Use SEL Development Experience as a Basis for Studying Maintenance

Set Goals

- Characterize the maintenance process

- Characterize the maintenance products

Use Qualitative and Quantitative Analysis

- Qualitatively - Follow an organized approach to understanding

Work with maintainers and project leads

_, Process can vary across projects (process documents aren't always followed)

- Quantitalively - Establish a measurement program to build baselines

- Use quantitative data to understand the qualitative and use qualitative data to help define the

data to collect

Qualitative and Quantitative Components [are Critical to Maintenance Understanding

--_ Soltwam Englneedng Laborato G
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Qua Jlt_t_e: Approac:h to Understand ing_

I Stepsused independently I

on 4 different projects in |

. °ne_envir°nment ...................... [

Step 1:

Identify

Organizational

Entities
Step 2:

Identify

Phases

I step 3:

Identify
Activities

involved in

each phase

_ Software Engineering Laborator_

Step 4:

Select one or

more past
releases for

analysis

Step 5:

Analyze the

problems

that

occurred in

the releases

I

Step 6:

Establish

frequency
and

consequences
of flaws in

process and

organization

• Briand. et.
a[. ICSM "94

St ep_ I - 3:: Und:e rsmndOr.gapizatj:Qn_ a.ndl th¢:
Releas_ _: oc_ss:

• Step I - Identify organizational entities

- Identify distinct teams and their roles

- Characterize information flow between teams

eg. release approval passes from the configuration control board to the maintenance team

• Step 2 - Identify the phases of the release process

eg. preliminary release defmition...release design review...intcgration test

• Step 3 - Identify activities involved in each phase

- Define each phase in terms of inputs, outputs, and activities

eg. Design phase:

Input is Release Review Document,

Output is design, test plans and prototypes,

Activities are changing design, changing code, unil testing and integration testing

I Steps 1-3 Provide: ii

• Understanding of the process

• Point of comparison amongst projects

• Check of adherence to policies

_ Software Engineering IJboralor.
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St ps: 4 : 6:: I;den.tjry.P:r  l.em: Areas

• Step 4 - Choose a recent release for analysis

- Choose recent releases

- Choose releases with complete documentation

- Choose releases where the technical lead is still available for interview

• Step 5 - Analyze causes of problems

- For each change in a release use interviews and document review to:

, Determine the difficulty of the change

,, Determine the maintenance process flaws

,_ Determine what delays and errors were caused by the process flaws

eg. One change resulted in 11 errors.

Due to Incomplete requirements and Unclear definition of responsibilities.

Up to one month of effort lost.

• Step 6 - Establish frequency and consequences of flaws in the process and organization

- Provide suggestions for improvement based on Step 5 from multiple projects, e.g.

,_ Standard for content and format of change requirements needed

_>Stricter adherence to process needed

_>Document and review content needs explicit definition

_'_ Software Engineering Laborato_

Qu_a_ntj.t.ati e: Approac:h: t.o,U;nde sta._nd!ng;

Measurement program to establish baseline understanding of maintenance process and
product

Based on goal for the maintenance study generate questions such as

- What is effort distribution during maintenance?

- What are characteristics of maintenance releases?

- What are characteristics of maintenance errors?

- What are error and change rates?

- etc.

Measurement data includes

- Effort by activity

- Effort by type of maintenance change

- Error and change data

>> Time spent

, Source of errors

_, Class of errors

- Release estimates and actuals

- Size of software under maintenance

_ Software Englmmdng Laboratot5
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Understanding: Maintenance Effort-

Maintenance Effort Distribution * Development Effort Distribulion **

OTHER DESIGN OTHER DESIGN

24% 28% 26% 23%

TEST TEST

19% 30%

CODE

29%

CODE

21%

I Design and Code are a Larger Percentage of IActivity During Maintenance I
*Based on 11 projects I

** Based on l I diffcrenl projects I

Software Engineering Laboralor_

Effort Distribution by Type of Change* Changes by Typ[*

ADAPTATION ADAPTATION

5% 5%

OTHER

14% ENHANCEMENT

45%

/ CO_REC-nON

ENHANCEMENT

61% I "97% of c°de added and m°dified due t° [enhancement

IReleasesaremade°po'manysma"l_I '"_" Ichanges and large enhancements I:i *. s3 ch_g_0.9.:,_=

_ Soltware Engineering Laboratory

SEL-94-O06
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Error: C.b_a_r _a.e:t_ilstj¢:s:

Source of Errors

Operational Errors* Release Errors*

(Found during operational use) (Due to maintenance process)

REQUIREMEhrT REQUIREMENT

SPECIFICATION SPECIFICATION

18 CODE PREVIOUS 3%

27%

PREVIOUSCHANGE

CODE

OTHER DESIGN _ __ .... / 63%

)F.S1GN 10%34%

Software Engineering Laborator-,

Error- and (_hange Rates;

• Operational Error Rate

- 10 Errors / 100 KSLOC / year (5 rain., 32 max.)

• Release Error Rate (through acceptance testing)

- 0.8 Errors / Modified KSLOC (0 min., 6.9 max.)

• Change Rate

- 3.7% of code modified/release (0.1% rain., 11.7% max.)

I - Based on 9 releases I

- Modified KSLOC = 1000"s of New + Modified + Deleted LOC

- Project size ranges from 48 Io 227 KSLOC

_ Sofl_mre Engineering Laboralor_

SEW Proceedings
52 SEL-94-006



• Include the Maintainers in the Study

- Valuable to both groups

• Use the Qualitative Analysis to Help Define the Measurement Program

- We now collect effort by change

- We redefined our effort activities

- We need to reexamine our error taxonomies

• Distinguish Between Operational Errors and Errors During Releases

• Define a Measure for Release Size

- We use New LOC + Deleted LOC + Changed LOC

_ Software Engineering Laborator_

Studying Software Maintenance in the SEL

• Using Qualitative and Quantitative Understanding in Combination has been
Very Successful

• Future Maintenance Study Activities

- Baselining Activities Need to Continue to

>_Understand cost and cost estimation

_ Understand error rate

- UndcrstandingTesting and Inspections

- Understanding how Development Impacts Maintenance

- Understanding the Adaptation Process

- Experiment with Process Changes

• We would like to be able to

- know when a product has outlived its usefulness

- know the "right size" for a release

- predict the most error prone modifications

- estimate the cost for changes

- leverage our experience base to solve these quicker

Englneewtng Labo_tonSoftware
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Packaging Experience in the
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Abstract

As part of its award-winning software process improvement program, the
Software Engineering Laboratory (SEL) has developed an effective method for
packaging organizational best practices based on real project experience into
useful handbooks and training courses. This paper shares the SEL's
experience over the past 12 years creating and updating software process
handbooks and training courses. It provides cost models and guidelines for
successful experience packaging derived from SEL experience.

i

1. Introduction

The Software Engineering Laboratory (SEL) is a
partnership among NASA Goddard Space Flight
Center (GSFC), Computer Sciences Corporation
(CSC), and the University of Maryland; it has
received international recognition for its
achievement in continuous, measurable im-

provement in software products and processes.
The SEL supports the Flight Dynamics Division
(FDD) at GSFC, which builds software systems
for satellite ground support and spacecraft
attitude control.

The SEL has forged a process improvement
approach that identifies the goals of the organi-
zation, initiates process improvement initiatives
based on those goals, and measures the impact
of those initiatives on the products produced.
This approach is based on the concept of organ-
izational learning from project experience,
similar to the way that successful people learn
from their experience and apply new techniques
to the way they do their jobs. For example, once
an improved process or new technology has
been used successfully by a pilot project, it must
be shared with other projects to broaden its
impact. This expansion of process improve-
ments throughout the organization is

accomplished in the SEL through packaging.
Packaging is a structured mechanism for cap-
turing the best practices, the most effective tech-
nologies, and the lessons of past experience and
communicating that information throughout the
organization. By making improvements part of
the standard way of doing business, packaging

closes the process improvement loop.

Recent SEL experience shows the benefits of

packaging. In the late 1980s, the SEL began
experimenting with several software engineering
technologies, including object-oriented design,
the Ada language, and the Cleanroom methodol-
ogy. Around 1990, the SEL updated and
improved its methodology guidebooks and
developed new training courses. As a part of
this update, beneficial parts of each of the
experimental technologies were integrated into
the methodology along with process improve-
ments derived from best practices that had
evolved since the guidebooks were last revised.
Key product measurements from the 1990-1993
time period show dramatic across-the-board
improvements over baseline measurements
taken in the mid- to late 1980s: a three-fold
increase in software reuse that resulted in

significant cost and schedule savings, and a
75 percent decrease in software development
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errors. These improvements can be traced to
new tedaxiques--such as the high-reuse process
that grew out of the Ada/OOD experimentation
and the consistent use of soRware inspections
and code reviews that was introduced by the
Cleanroom methodology--which were high-
lighted and stressed m the new guidebooks and
training.

These standards are not just "shelfware;" a sur-

vey of the local software engineering staff indi-
cated that users find the guidebooks relevant and
easy to use. The survey results revealed that
95% of the software developers use the guide-
books, with software project leaders and manag-
ers using them most frequently. In addition,
SEL guidebooks have been cited by indusUy
publications, such as The Software Pract#ioner,
as excellent examples of practical software
engineering standards. The SEL's Manager's
Handbook has been used as a textbook for soft-

ware management courses at the University of
Maryland, the Johns Hopkins University, and
McGill University in Canada. The training
courses also have been well received. Course

evaluations consistently rate the SEL courses as
highly relevant and informative, with 90% of the
participants stating that the courses were well
worth the time they had invested.

This paper describes the SEL packaging proc-
ess--our approach to capturing and reusing
experience. We discuss the methods used to
synthesize experience into a standard software

engineering process and to effectively commu-
nicate that process to the software engineers.
We consider the needs of the audience; sources
of information; issues of package scope, content,
and format; and offer cost and schedule models
for packaging. Finally, we summarize some of
the key lessons learned and roles of thumb for
packaging experience.

2. Background

2. I SEL Process Improvement

Paradigm

The SEL's process improvement paradigm is
shown in Figure 1. The first and most important
step is understanding how an organization cur-
rently does business and what it values. This is
done by characterizing the products generated
and the process that is used to produce them. In
the second step, assessing, the organization sets
goals for improvement, and experiments with
process changes, such as a new technology, that
might help achieve its goals. This is done by
introducing a process change on pilot projects,
assessing its impact on the product, and refining
it if necessary before selecting it for use
throughout the organization. The final step is
packaging, where the successful new technolo-
gies and procedures are integrated into the
organization's standards and training program so
that all projects may benefit from the changes.

ITERATE

UNDERSTANDING

_.SSESSING

PACKAGING

Make improvements part o/your business

Determine effective improvements

Know your so/fware bus_ess

TIME -'_

Figure 1. SEL Process Improvement Paradigm
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Within the SEL, a group of researchers, analysts,
and support personnel (separate from software
developers) perform process improvement
activities. They collect and analyze software
project measurements to produce models and
standards for use by the projects. They design
and monitor experiments with new technologies
and modified procedures to determine their
applicability to the local environment and
refine/tailor them for optimum use in the FDD.
They package research results and local experi-
ence in process guidebooks, training courses,
and tools.

2.2 Experience Packaging

The SEL relies on its measurement program to
provide a view into actual product and process
characteristics. Similarly, it uses experiments to
gain additional insight into the effect of new or
modified techniques, tools, and processes on the
products. Based on this information, the SEL
identifies and captures the most appropriate
practices/technologies in "experience packages."
These packages are in the form of standards,
tools, and training that give practical guidance
on how to apply the new techniques in the con-
text of the local process. This guidance effec-
tively captures the results of the understanding

and assessment phases, packages them for
"reuse" by subsequent projects, and integrates
them into the routine software business. SEL

packages are always designed with the local
organization's needs in mind, but many have
found broader applicability outside the SEL
domain.

Packaging is performed by a team that is
independent from the development organization,
but whose members work closely with develop-
ment personnel. Packagers talk with developers
to learn about improvements made within the
projects while using the standard process in a
changing environment. They study project
documentation and data to verify their findings.
Using the current documented software devel-
opment process as a reference point, packagers
determine the evolved state of the practice based
on current project experiences and create new
baseline models. The packagers also integrate
beneficial new methods derived from SEL

experiments into the standard software devel-
opment process. Working in consult with the

project personnel who will use the materials, the
packagers synthesize all of this information into
an updated process. From there, they design the
optimal presentation of the information, develop
the package, and introduce it to the users
through organized deployment and delivery.

2.3 SEL Experience Packages

The SEL has developed a primary set of gnide-
books, training, and tools that document and

support the evolving local process. In addition
to these major packages, the SEL produces tech-
nology reports and interim packages. These
products support the assessing step of the proc-
ess improvement paradigm and have shorter life
spans and are less extensively distributed.
Technology reports record the results of SEL
studies with specific technologies and tech-
niques. They contain the recommendations and
rationale for including all or parts of the subject
technology in the standard local process or for
abandoning the technology or process change as
inappropriate for this environment. Interim
packages fill the gap when a new technology is
being assessed, while its applicability in the
environment has not been determined or suffi-

ciently refined for widespread local use. Some
interim packages have been incorporated into
later updates of the standard methodology, and
others have been entirely superseded.

2.3.1 Guidebooks

The SEL has produced a set of guidebooks that
defines the baseline development standard. The
guidebooks communicate the rationale for the
methods and offer guidance for applying them,
rather than specifying detailed procedures. We
have found that this level of detail allows each

project the flexibility to define project-specific
procedures as needed (based on those used by
previous similar projects) to meet the needs of
its current environment. Given that detailed

procedures change as improvements are intro-
duced and the organization evolves, segregating
procedures from the formal documentation miti-
gates the need for project waivers and continual
updates to the standards.

In addition to the baseline standards, several
specialized documents have been developed to
support tailored applications of the local process,
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such as implementing in a particular pro-
gramming language or using a tailored
methodology. We have learned that it is best to
document language-specific processes separately
from the baseline methodology; this allows them
to be modified as frequently as needed to keep
pace with rapidly changing technology.

Baseline Standards

• Manager's Handbook for Software Develop-
ment--Contams the models, guidelines, and
acceptable processes for managing the devel-

opment of flight dynamics systems. It pro-
vides specific guidance for using planning and
performance models to successfully manage
soRware engineering projects.

• Recommended Approach to Software Devel-
opment-Presents guidelines and standards for
developing soRware in the flight dynamics
environment Intended for developers and

technical managers of soflvcare development
projects, it describes the recommended prac-
tices for each phase of a software development
life cycle, including key activities, products,
measures, methods, and tools.

• Cost and Schedule Estimation Study Report--

Presents planning models for cost and sched-
ule estimation based on local project data.
The planning parameters are built into spread-
sheet tools for use by project managers and are
updated yearly based on ongoing analysis.

Tailored Standards

• Ada Developers' Supplement to the Recom-
mended Approach--Presents guidelines for

programmers and managers who are develop-
ing flight dynamics soRware in Ada. Intended
to be used in conjunction with the Recom-
mended Approach to Software Development, it
provides additional detail on reuse and object-
oriented analysis and design.

• C Style Guide--Presents the recommended
practices and coding style for programmers
using the C language in the flight dynamics
environment. The guidelines are based on
generally recommended software engineering
techniques, industry resources, and local con-
vention. It offers preferred solutions to C pro-
gramming issues and illustrates through
examples of C code.

• Cleanroom Process Handbook--Presents

guidelines for using the Cleanroom method-
ology in the flight dynamics environment. It
describes the Cleanroom life-cycle model and
the specific activities performed in each life-
cycle phase. It also addresses pertinent mana-
gerial issues and highlights the key differences
and similarities of the SEL Cleanroom process
and the standard development approach. This
handbook started out as an interim package
and later became a tailored standard after the

methodology matured in the local
environment.

Figure 2 shows the development history for sev-
eral SEL guidebooks. The Manager's Hand-
book and Recommended Approach were initially
developed in the early to mid-1980s and then
updated around 1990. The SEL developed a few
interim guidebooks, a Generalized Object-
Oriented Development (GOOD) Guide and an

Package Updates 1982 1984 1986 1988 1990 1992 1994

Manager'sHandbook

Recommended
ApproachSW Devel

GeneralizedOOD

AdaStyle Guide

CleanroomProcess
Handbook

Ada Supplement

C Style Guide

# .=
,_w • Intedm

,wA .......... . Updated

A
V

A
V

Figure 2. SEL Guidebook Development History
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Ada Style Guide to support experiments in the
late 1980s. The GOOD Guide eventually was
absorbed into the next update of the Recom-
mended Approach while the Ada Style Guide
was replaced by an evolved industry standard.

2.3.2 Training Courses

SEL training packages include several core
courses and a traming plan that documents the
goals of the training program, describes course

content, and recommends the training sequence
for project personnel. The core courses cover
the SEL organization, methodology, and process
improvement approach, and provide in-depth
training in the application area and software
development process. These courses are
updated as needed to reflect changing process
elements within the SEL All staff (managers,
developers, maintainers, testers) are expected to
participate in the core set of training classes.
Courses include:

• Orientation to the FDD--Onents the new-

comer to the local environment, applica-
tion/mission, organization, process
improvement approach, and methodology;
6 hours-lecture.

• Principles of Fhght Dynamics--Bridges the
gap between academic mathematics and
physics, and their application in flight
dynamics software systems; 30 hours-lectures
and homework exercises.

• Recommended Approach to Software Devel-
opment-Illustrates the use of and rationale
for applying the local software development
methodology (based on the guidebook dis-
cussed above); 24 hours-lectures and work-
shops.

• Task Leader/ATR Training--Demonstrates
how client and contractor project leaders work
together within the context of the contract to

successfully manage software projects;
12 hours-lectures, workshops, and interactive
exercises.

2.3.3 Tools

An important aspect of packaging is the infusion
of technology in the form of support tools for
use by project personnel. The SEL developed a

project management tool called the Software

Management Environment (SME) that puts local
experience at the fingertips of project managers.
The SME provides access to the SEL's database
of previous project information and baseline

process models. Usmg the SME, a manager can,
for example, compare the grog_da rate of source
programs or the error rate of the current project
against the models, or, using data from similar
projects in the database, the manager can predict
future trends on the current project. This tool
has helped institutionalize the SEL process,
because project managers can use it to gain
insight into their software projects.

3. Packaging Guidebooks and
Training

The SEL's current packaging process is based

on the fundamental understanding that the local
software engineers are the pnmary users of our
products. When developing guidebooks and
training courses, the SEL emphasizes user
involvement to ensure that the documented

process matches what is actually done, that

recommendations are based on agreed-upon t_ro-
cedures, and that the end product will be useful
to the software engineers.

This approach has evolved over the years, with
the SEL learning from some missteps along the
way. For example, the first issue of the SEL's

baseline standard, the Recommended Approach
to Software Development, was a classic case of
the "typical" approach (described below).
Originally conceived and published without

much input from local, practicing software engi-
neers, the standard was ill-received and almost

immediately recalled for revision. At that point,
early SEL "packagers" decided to take a new
approach, and just write down exactly how the
developers actually produce, test, and maintain
software in this environment. Their new docu-

ment, albeit rough, formed the basis of the cur-
rent Recommended Approach. This guidebook
has since been refmed based on the experience
packaging concepts discussed in this paper. At
its core is the concept that the users know best

how they do their jobs and what guidance they
need to support them in their work.
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3.1 Typical Industry Approach

The typical industry approach to defining proc-
ess often results in the creation of "shelfware,"

i.e., standards and procedures that aren't used
and wind up gathering dust on bookshelves

throughout an organization. This commonly
used process (shown in Figure 3) begins with
managers or quality assurance personnel creat-
ing a list of topics to be addressed based on an
external (industry) standard. The topics are then
divided up and distributed to people who have
expertise in the subject areas. These people do
their best to draft the standards and procedures

for their particular topic in their spare time--
because rarely are there resources or time
allocated to the effort--while also meeting their

regular project responsibilities. The draR stan-
dards are subsequently distributed to a small

group of reviewers and turned into "legalese" by
incorporating everyone's review comments.
They are then assembled by a coordinator, pub-
lished, and distributed to the developers. When
the standards are delivered, it may well be the
first time that most of the developers will have
seen them. They peruse them, often don't
understand them or recognize their relevance,
and so, they place them on the shelf, and con-
tinue following their current process.

3.2 SEL Approach

The SEL packaging process, illustrated in Figure
4, involves the users directly. Two separate

groups each play an important role in this proc-
ess: the packagers who document the process
and the software developers who are the users of
the process and the supporting packages. The

packagers, who are usually dedicated full time to
the effort, are responsible for gathering and dis-
tiring process information and then presenting it
in a useful form. The experienced developers
are one of their key sources for this information.
SEL packagers also consider information from
the SEL's metrics database and results from SEL

experiments when defining the updated process.
This information flow is depicted by the outer

loop in Figure 4.

The inside loop in Figure 4 represents the item-
rive method used to refine the software devel-

opment process and develop the package. Often,
as the preliminary step in a packaging effort,
project personnel are interviewed or invited to a
brainstorming session to gather information and

requests for package content. They explain to
the packagers how the process is being applied
in the current environment, they raise issues and
problem areas, and they offer suggested
improvements. Based on the identified strengths

TOPICS FOR
ST,*,I_

\
TOPIC I

f_ e-

Ill
SOFTWARE DEVELOPERS

®
PUBLISHED STANDARDS

Figure 3. Typical "Shelfware" Development Process
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• PROJECT EXPERIENCES
• CURRENT PROCESS
• PROPOSED IMPROVEMENTS

Quantitative
Data

• NEW TECHNOLOGY
• EXPERIMENT RESULTS

REVISED PROCESS &

SOFTWARE DEVELOPERS

11 GUIDEBOOKS• TRAINING

EXPERIENCE
PACKAGERS

Figure 4. SEL Package Development PrOCess

and weaknesses of current books and courses (if
available), packagers design and prototype new
packages using key developers as reviewers for
both content and usability.

We find that this approach results in accurate,
usable guidebooks and effective training
courses. The developers feel connected to the
products because they were involved in creating

them, and they appreciate the fact that they were
not burdened with producing them. The quality
of the package is top-notch because the team
that produced it was dedicated to the effort and
skilled in communication, information analysis,
and desktop publishing.

3.3 Packaging Activities

The basic activities in the experience packaging
process include:

• Information gathering and synthesis

• Package development

• Package deployment

These activities are looked at in detail in the

paragraphs that follow.

Information Gathering and Synthesis

Packagers first review any existing version of
the standard or guidebook that is to be updated
or, in the case of training, the information on
which the course will be based. In essence, they
apply step 1 of the process improvement para-
digm, understanding; they baseline the docu-
mentation that currently exists in the

environment. Packagers then apply step 2 of the
paradigm when they interview experienced

developers, maintainers, testers, and managers to
assess how closely the actual software engi-
neering practice maps to the documented proc-
ess. They determine where the process has
changed and how it has been tailored for differ-
ent situations, and they validate this information
by analyzing empirical data. Packagers also
review SEL study reports and experiment results
to identify new techniques that have been rec-
ommended for inclusion in the standard process.
Finally, all of the input is synthesized to define
the new process. Facilitated workshops are then
organized to clarify issues and to develop con-
sensus on the process content.
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Package Development

Once the content is decided, the focus shiRs to

designing the right package to communicate the
information. Users are interviewed to under-

stand their work habits and approaches to learn-
ing. They are asked to cite the strengths and
weaknesses of existing coursesand guidebooks.

This helpspackagerschoose the most effective

communication stylebased on theusers'prefer-
ences and to choose the most appropriate course
format for their audience and subject matter.

Although guidebooks and training courses have
the same goal of describing a process and the
rationale for applying it, they are fundamentally
differentcommunication media. Whereas

guidebooks providestandalonctextreferences,

successfultrainingcoursesleveragethecombi-
nationof written (visual) material and a human
instructor in an interactive setting. These two

types of packages require different production

processes.

Guidebooks

For guidebooks, the packagers begin by devel-
oping prototypes of key sections to get early
feedback from the users on the "look and feel"
of the document This is an extremely effective

way to validate and further refine the packagers'
understanding of the right level of detail and to
get feedback on different communication styles.
The text and layout of the guidebook are then
developed iteratively, allowing the users to
review both content and format. As the docu-

ment evolves, key developers serve as expert
reviewers. The packagers also solicit comments
from a broader group of reviewers in the final
stages of development, before deploying the
final product. The SEL has found that a typical
guidebook may go through 3-4 iterations before
it is ready for final review. Throughout the
review and feedback process, SEL packagers
carefully scrutinize and synthesize all review
comments to avoid inserting into the guidebooks

"special interest" language (e.g., individual pref-
erences or compliance "loopholes") and to guard
against writing in the obtuse style that oRen
results from mass review.

The SEL has discovered that this iterative proc-
ess results in user-friendly guidebooks that are

actually used. SEL guidebooks use graphics to
illustrate concepts and lead users to the informa-

tion they need. For example, the Manager's
Handbook uses an innovative graphic layout to
communicate measurement models, and the

Recommended Approach includes keywords,
notecards, icons, "chapter highlights," and a
detailed subject index. Both are designed as
references, rather than for one-time reading.

Training Courses

When developing training, the first step is set-

tmg goals for the course and identifying the pri-
mary audience. This is typically done in a
brainstorming session with personnel from the

development organization, where packagers
gather information about user needs. Packagers
then meet with the selected instructor(s) to
define the course outline and to choose the best

organization and apportioning of the information
into individual class sessions. Packagers work
with the instructor to determine the appropriate
level of interaction for the various classes based
on the material to be covered. We have found

workshops in which participants can practice
new techniques to be essential when teaching
new skills. Classroom brainstorming and role

playing exercises help students discover new
ways of thinking about familiar subjects, and
lectures are most useful for conveying new
information.

Course developers create a preliminary set of
training materials, including lecture slides, proj-
ect examples and handouts, and workshop exer-
cises. The course is then reviewed for content

and continuity. When the content is stable, the
slides are livened up with graphics and polished
to become a cohesive package that will hold the
participants' interest. At this point, a dry-run of
the course is held as a final review. This allows

the instructor to get comfortable with the mate-
rial and provides a forum for soliciting final
review comments before deployment.

Package Deployment

Deployment is a critical step in the packaging
process. If guidebooks are simply dropped on
people's desks or training courses are simply
announced, the packaging effort is likely to fail.
Software developers must read the books and
attend the courses for the information transfer to

take place. The SEL has found that a publicit).;
campaign is important The people need to
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know that a new guidebook or course is coming,
that it is new and different, that it will be useful
(we show examples), and that their colleagues
(we name them) contributed to it. Those who
were revolved in the package review already
have "bought in," so their marketing help is
solicited. Managers are invited to attend dry
runs of the training courses and to review guide-
books. This is an excellent way of getting their
input and support; managers are in the best
position to encourage their people to attend
training and to use the guidebooks. Briefings at
all-hands meetings and posters also work well to
call attention to a new package.

The SEL has found that guidebooks that are
closely followed by a related training course are
particularly effective for infusing process
change. The training course serves to get users
"into" the guidebook, demonstrating for them

how it can support their work. Training also
provides a forum where revised elements of the
process can be pointed out and clarified.
Accompanying workshops provide a safe envi-

ronment for getting hands-on experience with
new techniques.

3.4Investment in Packaging

In the SEL, we spend about 10% of the software
budget on process improvement activities, of
which a relatively small percentage is spent on
the packaging process described here. Over the
past 5 years, the SEL has spent 1.5% of the total
software budget on packaging: 1% on guide-
books and 0.5% on developing training courses.

During that time, we have tracked costs and
schedules for most of the packages that we have
produced. Our data show that it costs about

24 staff-hours per page to develop guidebooks
and 55 staff hours per hour of class time to
develop training courses. The effort expended
and the relative size of the guidebooks and
training courses are shown in Tables 1 and 2,
respectively. Please note that these numbers
reflect the effort spent by the packagers only;
none of the developers" time (which is relatively
small) is included here.

Table 1. SEL Guidebook Cost and Schedule Data

Guidebook Pages Effort Schedule
(staff-months) (months)

Manager' s Handbook 76 13.2 23

Recommended Approach 200 28.6 30

Ada Supplement 33 5.0 10

Software Measurement Guidebook 131 20.6 20

C Style Guide 89 3.7 4.5

Table 2. SEL Training Course Cost and Schedule Data

Course Class Hours Effort Schedule
(staff-months) (months)

Orientation 6 * 2

Task Leader/ATR Course 12 4.2 5

Recommended Approach 24 8.8 6

Principles of Flight Dynamics 30 * 7

• Effort data not available
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The calendar time required to develop a package
is harder to predict. For guidebooks, it appears
that the schedule is driven by the scope of the

material; the broader the subject, the longer it
will take. For training, schedule depends more

on the length of the course and the level of detail
presented. Our experience indicates that time to
develop generally depends on how new and dif-
ferent the material and/or the format is and how

difficult it is to capture the experience. For
example, capturing process information for the
Recommended Approach and Ada Supplement
took much longer than distilling information for
the C Style Guide, which addressed a single

product standard.

4. Lessons Learned

Over the past 12 years, the SEL has tried differ-
ent approaches to packaging the software proc-
ess. We have continually improved both our

packaging process and our products based on
user feedback and measured results. Some

guidelines follow for producing successful
guidebooks and training courses based on our
lessons learned.

Standards Should Reflect Local Experience

Standards should be based on the best practices

of what is actually done locally rather than what
an outside source says should be done. Devel-

opers and managers tend to ignore standards that
have little or no connection with their real world.

It's best to introduce the most promising new

methods and techniques from ongoing experi-
ments so that the guidebooks will be current
when released. Where possible, address the

problem areas identified by the developers dur-
ing the interviews and workshops.

It's important to clearly state what is expected to
be done and provide guidance for decision-

making and tailoring. Rarely will a methodol-
ogy be applied exactly as it is specified;
therefore tailoring guidance is extremely impor-
tant. Don't overload the guidebooks with
rationale. If the methodology is based on local

experience, the rationale will be evident to most
users. Training courses provide an opportunity
to elaborate on the methodology in an interactive

setting, and they are an excellent vehicle for

demonstrating its proper application using local

examples.

Design Packages for Ease of Use

Our interviews with developers indicate a typi-
cal usage pattern for SEL packages: developers
initially read a guidebook cover-to-cover or
attend a training course to get the whole story
and then they primarily use the guidebooks and
training materials as references during project
execution. Therefore, the packages are designed
with this type of use in mind. We have found
several key attributes that help usability:

• Keep documents small. It's best if they can fit
in a briefcase.

• Make information easy to locate. Use graph-
ics to guide the eye.

• Use clear direct language and local

terminology.

• Use graphs and pictures to clarify text.

• Provide a good, hierarchical index.

Treat Developers as Customers

Developers and managers are the primary users
of guidebooks and training courses. The prod-
ucts are intended to help them do their jobsbet-
ter. When soliciting their input to support a
packaging effort, we need to treat them as cus-
tome rs:

• Listen to them.

• Solicit their requirements.

• Build useful and usable products for them.

• Keep them involved in package development.

• Don't ask them to do the work. (They are

busy building soRware.)

Dedicate a Small, Highly Skilled Team to

the Packaging Effort

The packagers' job is to gather, distill, and
communicate information based on a thorough

understanding of the environment. This requires
additional skills that are not commonly found

among software developers. For example, peo-
ple skills are extremely important. Packagers
need to be good listeners and interviewers to
elicit information from people. They must be
able to analyze and synthesize information and
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then organize and present the resulting process
effectively. Desk-top publishing and technical

writing skills are also critical to the quality of
the final product.

We have found that a team of three people tends
to be optimum for developing packages. The
team is composed of

• A lead writer or course developer who has

experience in software engineering, but not
necessarily in the local domain,

• A domain or subject matter expert--usually a
manager or senior developer who has exten-
sive experience in the local domain (for
courses, this person may also be the
mstructo0;

• A publication specialist, who has expert

presentation, editing, and desktop publishing
skills.

Don't Get Bogged Down in Detail; Update

Packages Judiciously

Programmers get annoyed and confused when
they arc constantly receiving updates to the
standard process. The amount of maintenance
required to keep standards current depends on
the level of detail in them. We found that it is

best to avoid the detailed "how to" information;
instead, build in space for the process to evolve,

which is happening all the time in an improving
organization. Interim changes, such as updated
cost models and new techniques, can be inte-
grated into training courses and tools. For
example, the SEL updated the Recommended
Approach course twice in 18 months to reflect
change in the local process; whereas the guide-
book on which the course is based has been up-
dated only once in 6 years since its deployment
in its revised form.

Don't include experimental processes in the
standards until they have been tried and proven
beneficial in the local environment. In addition,
keep language-specific standards separate from
process information, because they tend to
change independently. Let the amount of
change in the organization, process, or environ-
mcnt drive when guidebooks and training
courses are updated, rather than a fixed time
interval.

5. Summary

For process improvements to be effectively
infused throughout an organization, they must be
packaged in a useful form. Effective standards,

guidebooks, and training courses cannot be pro-
duced by programmers in their "spare" time. It
takes a focused effort from a team of dedicated

people with the proper skills to capture, synthe-
size, and communicate the improved software
process. The SEL has demonstrated its com-

mitment to broad-based improvement by
investing both time and money in experience
packaging. As a result, we have produced the
high-quality guidebooks and training courses
described in this paper. The investment has paid
off--as it will for other organizations committed
to managing their software process. Today,
software developers in the SEL are building
software faster, better, and cheaper using many
techniques and methods that were considered
experimental only a few years ago.
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Closing the Loop on Improvement:
Packaging Experience

Sharon Waligora

Linda Landis Jerry Doland

Computer Sciences Corporation

Topics

=What is Experience Packaging?

raThe SEL Packaging Process

==Cost and Schedule

=Package Development Guidelines

_ Software Engineering Laboratory
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Where Does Packaging Fit In?

SEL Process Improvement Paradigm

_-- PACKA_NG

_ Software Engineering Laboratory
SEWllR4

What is Experience Packaging?

i

• Gather information L/" GUIDEBOOKS & STANDARDS

• Analyze experience _ - Mm'mger'# Hand_o_

• Tailor technology I'_ - RecommendedApproach

• Synthesize+

NEW BASELINE MODELS UPDATED PROCESS -

• Code reading and inspections

• Object-oriented design

I __P__" I • Romp_
• Domain analysis
• Limited structural testing

_ S oflw#we Engineering Laboratory
SEV_ 1_4 4
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SEL Guidebooks, Tools, and Training

Guidebooks Training

Baseline Packages:
Manager's Handbook
Recommended Approach to

Software Development
Guide to Cost Estimation

Tailored Packages:
Ada Supplement to

Recommended Approach
C Style Guide
Cleanroom Process Handbook

SEL Training Plan

Courses:

Orientation

Principles of Flight Dynamics

Recommended Approach
Task Leader/ATR

Tools

Software Management Environment
Automated data collection

_ Software Engineering Laboratory
SFW11/_4 5

Are SEL Packages Used?

Guidebooks

• Survey of 110 developers, maintainers, and managers

- 89% have used guidebooks

- 76% of project leaders and managers use guidebooks regularly

- 95% of developers found the guidebooks fairly easy to use and
understand

Training

• Course evaluations show

- 95% of participants found course content directly applicable to
their jobs

- Most participants felt training was valuable and worth their
time

_ Soltware Engine_ing Laboratory
Sk'W1 riD4
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Typical Shelfware DevelopmentTOPICS FOR

STANDARDS

RENEWERS

,I-_ R •

PUBLISHED STANDARDS

_ Software Engineering Laboratory

SEW11_4 7

SEL Experience Packaging Process

• PROJECT EXPERI"ENNCES ' _'J_ _J I n NEW TECHNOLOGY

• CURRENT PROCESS __ _ H " EXPERIMENT RESULTS I

J"v_OPOSEDnMPROVEMEN_I _

REVISED PROCESS & _"_

DRAFT PACKAGES _Ti_ib__
t.ml]_JK m

DEVELOPERS EXPERIENCE
PACKAGERS

: GUIDEBOOKSTRAINING

__ Saftware Engineering Laboratory
SEWII_ 8
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How Much Does a Package Cost?

• Cost models

- Guidebooks = 24 staff-hours per page

- Training = 55 staff-hours per class hour

• 1.5% of software budget is spent on packaging

- Approximately 1% on guidebooks

- Approximately 0.5 % on training courses

Guidebooks Trainin 9 Courses

staff- staff- class

months pages months hours

Manager's Handbook 13.0 76 Orientation Course 6

Recommended Approach 28.6 200 Principles of Flight Dynamics 30
to Software Development

Recommended Approach 8.8 24
Ada Supplement 5.0 33

Task Leader/ATR 4.2 12
C Style Guide 3.7 89

"data unavazlab_e

Note: Process improvement is 1¢</oof tofal SEL software budget

i_- Software Engineering Laboratory

SEWM_4

How Long Does it Take to Develop a Package?

• Time to develop is dependent on

- Novelty of material and format

- Availability of packagers

- Ease/difficulty of capturing experience data

Guidebooks Training Courses

301 _ 12L_ _

25 23

20 j 10

months 15 I months 8 6 7

10 6 5
10 4

5 2

C Ada Mgr Rec Orient TLJATR RA PFD
Style Suppl Hdbk App 6 hr 12 hr 24 hr 30 hr

Driven by scope of material Driven by length of course
and level of detail

,_t_' Software Engineering Laboratory

SEW11/94 lO
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Guidebooks Should Reflect Local Experience

• Document the best practices

- From local domain experiences (what is)

- Not from outside experts (not what should be )

• Introduce most promising new methods and
technologies from successful experiments

• Address problem areas identified by developers

• Clearly state what process/method is expected

• Provide guidance for decision-making and tailoring

• Do not overload with rationale

• Use training courses to expand, show good examples,
and to explain rationale

_j Software Engineering Laboratory
SEW_I,S4 11

Design Packages for Ease of Use

• Keep documents small

• Make information easy to locate (index,
icons, graphics)

• Present material clearly and directly

• Use local terminology

• Prototype to get early feedback on package
"look and feel"

l lf you can't find information and understand it, you can't use it. J

_ Software Engineering Laboratory
SEW11/94

12
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Treat Developers as Customers

• Developers are the users for guidebooks and
training

• Experienced developers are the key source of
information

• Treat developers as customers

- Listen to them

- Solicit requirements

-Build useful products

- Keep them involved in package development

- Don't ask them to do the work

_ Software Engineering Laboratory

SE'W_ 1/94 13

Dedicate a Small, Highly Skilled Team
to Packaging Effort

f
_ Software Engineering Laboratory

• Packagers gather, distill, and communicate information based on a
thorough understanding of the environment

• Packaging team

- Lead writer or course developer

- Domain or subject expert

- Publication specialist

• Packager expertise

- Software development experience

- Good interviewing and listening skills

- Strong interpersonal skills

- Able to analyze, synthesize, and
organize information

- Presentation skills

- Technical writing

- Desktop publishing

SEW11/94 14
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Update Packages Judiciously

• Guidebook maintenance depends on level of detail

- Avoid detailed "how-to" information

- Build in space for process to evolve

• Use training courses and tools to integrate interim

changes

- Cost model updates

- New technique guidelines

• Include experimental processes when proven locally

• Separate language standards/style from process

descriptions

• Update guidebooks when the organization, process, or
environment changes significantly

\_i Software Engineering Laboratory
SEW11/9_ 15

SEL Package Development History

Package Updates 1982 1984 1986 1988 1990 1992 1994

Manager's Handbook

Recommended

Approach SW Devel

Generalized OOD

Ada Style Guide

Cleanroom Process
Handbook

Ada Supplement

C Style Guide

A

A

V

A

W
• interim

.................... . UIxlated

A

_ Software Engineering Laboratory

V

A
V

@
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SEL Experience Packaging Closes the Loop

• PROJECT EXPERIENCES

• CURRENT PROCESS
• PROPOSED IMPROVEMENTS

REVISED PROCESS &

DRAFT PACKAGES

DEVELOPERS

I_ :"_"_"°'_* I
EXPERIMENT RESULTS

EXPERIENCE

1 PACKAGERS

r • GUIDEBOOKS I ___A

_ Software Engineering Laboratory
SEW11/94 17
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Process Maturity Progress at Motorola Cellular Systems Division

Ron Borgstahl

Mark Criscionc ....i_: -
Kim Dobson " j_

Allan Willey

Motorola Cellular Systems Division
Arlington Heights, IL ..,-.,

email: {borgstal I criscion I dobson Iwilley }@cig.mot.com

Introduction

This year the CellularSystems Division of Motor-
ola submitted an application to the IEEE Computer

Society for a Software Process Achievement

Award. We placed second overall, with the Award

going to our hosts, the Software Engineering Labo-
ratory. In our application for the award we made

public results of more than five years of effort we

have been undertaking to improve our software pro-
ceSseS.

Like many large software development

organizations, we have experienced our share of

customers who complain about product defects,
failure to meet schedule commitments, and our

inability to provide the software functionality they

are demanding. By early 1990, the staffhad come to

recognize that the software processes in place were

inadequate to meet our customer needs. Thus, in
1990 we began using the SEI Process Maturity

Model (PMM) and Humphrey's Managing the
Software Processl to help us define the

requirements for a more mature software process.

Our ultimate goals were (and still are) to improve:
- our customer's satisfaction,

- our product quality,

- our on-time delivery record, and

- our productivity.

In April of 1991, a team of SEI-trained assessors,
both from SEI and from across Motorola, assessed

our organization at Level 1. Then in late 1991 we

were presented with a classic example of "require-

ments creep" when the SEI announced their first
draft version Capability Maturity Model (CMM) 2

which was intended to replace the PMM. Careful
review lead us to conclude that we had no choice

but to adapt this more rigorous and detailed set of

process requirements. We found to our delight that

the software process architecture we developed,

which was implicit in IEEE Std 1074-1991 "Stan-

dard for Developing Software Life Cycle Pro-
cesses, "'3 was robust enough to meet the new CMM

requirements. What needed attention were the "pro-

cess specifications." These would have to be far
more detailed to assure conformance to the CMM

requirements. We had previously formed working

groups to write process specifications for all pro-
cesses, and now we began to identify the changes

needed to meet the new CMM requirements. Next,

we prioritized our efforts based on the CMM five-
level model.

In June of 1993, after months of implementing this

Software Process Improvement (SPI) Plan, we were

re-assessed formally (using the PMM) at Level 2.

More importantly, as more of our processes have

begun to conform to the CMM requirements, we

have begun to demonstrate significant measurable

improvement in delivered product quality and on-

time delivery, delivering more functionality to a

more-satisfied customer, as accompanying data will

support. Our data gathering activities have lagged
behind other process changes, and key process mea-

sures were not routinely made before 1992, but we

think that it is important to keep in mind that the

data presented covering the last six quarters effec-

tively represent results of process improvements

underway since early 1991.

To support the Nomination of the SPI team at CSD

a set of representative data was prepared. We pre-

sented data from a single product software develop-

merit group representing about three hundred

developers in our division. Since the submission of
this application we have continued our efforts, and
new data continues to demonstrate the benefits. We
will review all of the data we have available to us at

this time, which represents the time frame from the

first quarter of 1992 to the end of the second quarter
of 1994. Data from all projects completed by this

product group and released to customers in that

lime frame are included. Six charts will be pre-
sented.

Figure 1

This figure shows our progress made in achieving
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Process Maturity Progress at Motorola Cellular Systems Division

compliance with the requirements of the six Level

2 Key Process Areas (KPAs) named in the SEI

CMM, Requirements Management (RM), Project

Planning (laP), Project Tracking (PT),

Subcontractor Management (SM), Quality

Assurance (QA), and Configuration Management

(CM).

An internally-developed procedure is used to assess

compliance, and each developmem group conducts
quarterly intemal self-assessments. 4 The

assessment procedure focuses on key practices
described in the CMM, and compliance is

contingent upon evidence of the presence of each

key practice. The "percent compliance" described
in this Figure is therefore the mean percent

compliance of all of the key practices in each KPA
which are evident to the assessment team. Outside

team members from other development

organizatiom and from the software quality
assurance organization participate in these
assessments to assure more-uniform and rigorous

scoring.

The first round of these assessments was held in the

third quarter of 1992, and the results of that

assessment are compared to the current scores. The

entire development organization was assessed at

Level 2 using the PMM in June of 1993, but this

development group had not yet achieved complete

compliance with all of the requirements of the
CMM at that time. However, since then significant

progress has been made, and full implementation of
all the key practices described in each KPA is now
evident.

Figure 2

With the completion of our formal Serf-assessment
in June 1993, when we were rated at Level 2, the

entire organization has moved forward with an
initial assessment of our status with respect to the

key practices found in Level 3 KPAs using our self-

assessment procedure. The initial scores of this

development group am presented in this chart. The
initial c.xxmlusion one might draw from this chart is

that the group is far from compliant with the

requirements for Level 3. In view of our initial
scores on the Level 2 Key Process Areas, however,

we are confident that the group can be expected to

make rapid progress toward compliance. Combined

with the information presented in Figure 1, we can
see that the group is in full compliance with Level

2 KPAs, and working on improvements on the
Level 3 KPAs.

Figure 3

A customer survey is conducted regularly by an

independent market research firm using a

"Motorola Confidential Proprietary" survey

questionnaire. In constructing this survey

questionnaire "Key Drivers" have been identified

which represent our effort to measure what our
customers think is important. Each satisfaction

survey measures our performance on these Key

Drivers. Figure 3 compares our percent

improvement in this product group for the Key
Driverswhich are concerned with software, in

comparison to our performance in 1991. Since the

survey contents and results are confidential, we
have represented our progress by means of an

index, with year-end 1991 results being "1," and

year-end 1992 and 1993, and year-to-date 1994

being shown relative to that index quantity.

Figure 4

To explain Figure 4, some specific definitions are

required.

Customer Found Defects are those post-release

defects which are found by the customer. This does

not include post-release defects found by Motorola

internally, or defects of which customers have been
notified before these customers find them.

Each customer found defect is recorded based upon
the release in which it is found. A "window of

opportunity" to find defects exists for each
successive release. For a particular release, the first

opportunity to find and report defects occurs at the
time the first customer installs it. Defects in that

release can be found by customers up to the time the

last customer using that release retires it. Most
releases are in use about 12 to 18 months. When a

release is made in a particular quarter, and defects

are reported against that release, the number of
Customer Found Defects for all releases in that

quarter is incremented. Over time, if additional
defects against that release are reported, the

quarterly total of defects for releases in that quarter
is incremented. As releases are retired, since defects
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can no kruger be reported further against them, the

total defect count becomes fixed. Our experience,
like most software developers, is that most

Customer Found Defects ever found are reported in

the first quarter of use.

Delta KAELOC is the size of the added, deleted,

and modified source code expressed in thousands of

Assembly=Equivalent Lines of Code.This number
is calculated based on a factor specific to each

programming language used using the table

provided by Capers Jones of SPR, Inc.

Total KAELOC is the total size of the released

software expressed in thousands of Assembly-

Equivalent Lines of Code. This number is
calculated based on a factor specific to each

programming language used.

Figure 4 demonstrates that in this time period the
number of customer found defects has continued to

decline, and that our most-recent releases are

approaching 6 sigma quality.

Figure 5

Delay in delivery of promised software releases is a

key contributor to customer dissatisfaction. In all of

our product groups, release dates are forecast at the

time of "project initiation" when the release project
plan is approved and development begins. Figure 5

records for each release in a quarter how long after
the forecasted release date the actual release

occurred. Coincidentally, there has been one release

per quarter for this product for the last two years.

Figure 5 shows a step-function improvement
occurred in on-time deliveries between the releases

in the second and third quarters of 1992. This came

about primarily through better management

controls in project planning and project tracking.
Demonstrating that we are still a Level 2

organization, one release was delayed significantly

in the second quarter of 1993 because of a delay in

delivery of a vendor's code, and because some key

staff members were temporarily reassigned to

another project. In the fourth quarter of 1993

another release was delayed because of extended

negotiations with a key customer on feature content

for the release. This experience clearly highlights

why both subcontractor management, project

tracking, and requirements are key contributors to

customer satisfaction. A note of explanation about

the seeming lack of data for the first quarter of
1993. In fact, this release was exactly on time, thus

the delay was zero months.

Figure 6

More and more functionality is being demanded by

our customers, and with each new release we place

more functionality into the customer's hands.

Figure 6 demonstrates the extent to which the
mount of new code (Delta KAELOC, as defined in

the note to Figure 4) is growing at each release. In

data not presented here we have measured that our
productivity in terms of the number of lines of code

produced by each software engineer has more than
doubled in this time. Thus, while we have added

staff, the staff has continued to increase the amount

of code being delivered. The decline in the total
number of new lines of code evident in 1994 results

from the fact that this product development group is

in the midst of a major product upgrade this year

and only small, point releases have been made this

year while most work continues to focus on the

planned major upgrade to occur in the first quarter
of 1995.

Returning to a topic mentioned in the note to Figure

4 we want to reiterate that even though we have
increased the number of lines of code delivered

with each new release by seven-fold, we are still

seeing a significant decline in the number of
customer-found defects in these releases. Stated

simply, we are releasing more functionality to our

customers, with higher productivity, and with fewer
defects.

Summary

We believe that the key success elements are related
to our recognition that Software Process Improve-

ment (SPI) can and should be organized, planned,

managed, and measured as if it were a project to

develop a new process, analogous to a software

product. In summary, we believe that our process

improvements have come as the result of these key
elements:

use of a rigorous, detailed requirements set
(CMM),

use of a robust, yet flexible architecture (IEEE
1074),
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use of a SPI project, resourc_ and managed
like other work, to produce the specifications

and implement them, and
development of both imernal and external

goals, with metrics to support them.

We have achieved significant, measurable results as
a result of these efforts, and we want to share these

findings with a broad industry audience. Our efforts

may be viewed as unique in the sense that our
business is entirely commercial and we have no

customer pressu_ to adopt any particular paradigm

for improvement, yet we selected the SEI Process

Maturity Model and have successfully used the

requirements of this Model to drive software

process improvements. In a sense, we have
validated this Model for change, and used it to

substantially change our development processes

and the customer's view of our product.
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Presentation to:

Nineteenth Annual

Software Engineering Workshop

Allan Willey

Member, Technical Staff
Cellular Infrastructure Group

November 30, 1994

(_ MOTOROLA
Cellular Infrastructure Group

Topics

• Introduction

• Our Experiences

• Results

• Summary

• Lessons Learned
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_'-- (_/_) MO'I'OROLA ,
Cellular Infrastructure Group

Congratulations to the SEL!

• Winner of the IEEE Computer Society Software
Process Achievement Award for 1994

• Motorola's Cellular Systems Division (CSD) was
"First Runner Up"

• We are the "Avis" of Process Achievement this
year, and "trying harder."

ALW - Z

19m SEW
November30, 1_4 _

MOTOROLA
Cellular Infrasm_cture Group

Motorola Cellular
Systems Division (CSD)

• Approximately 1,000 in the R & D Division

• Four locations:

- Arlington Heights, IL, USA
- Cork, Ireland
- Tel Aviv, Israel

- Ft. Worth, TX (the fourth country)

• Data presented here is for the EMX 2500

Switch Software Development Group
(-300 staff)

_d.W - 3

t*_t,emb_ 30, 1_
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MOTOROLA

Cellular Infrastructure Group

CSD Key Events

• Motorola has a corporate software engineer-
ing goal to achieve SEI Level 3 by YE'95

• CSD had first SEI Self-assessment in Nov.'90

- Level 1 (are you surprised?)

• Second Self-assessment, June'93
- Level 2 (phew! Made it)

• Third Self-assessment scheduled next week

ALW- 4

19th SEW
November 30, 1994

MOTOROLA
Cellular InfrasmJcture Group

CSD Key Strategy
Decisions

1. Use SEI 5-level Model for "Requirements"

2. Use IEEE 1074 for the "Design"

3. Implement a "Process Improvement"
Project

ALW- $

19m SEW
November 30, 1994 i
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MOTOROLA
Cellular Infrastructure Group

Summary of Results

• Progressive improvements in
"Process Maturity"

• Continuous improvements in quality,
productivity, on-time delivery, and customer
satisfaction

• "Quantum leap" in the quality of work life

ALW- 6

19th SEW
November 30, 1994
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I FIGURE 2 - SEI CMM Level 3 - Key Process Area Compliatce (Self-Scored) l
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I FIGURE 4 - Software Quality (Defect Deflsit_) ]
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Lessons Learned

ALW - 7

• "Plan your work"--in this case Process
Improvement

• =Work your plan"-in this case the
Process Improvement Project Plan

• This Project has:
- Requirements Specifications
- Design Architecture
- Implementation Phases
- Verification and &Validation Phases

_30, 1994_
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The Personal Software Process:

Downscaling the factory?

Daniel M. Roy

Software Technology, Process and People (STPP)

20 Forest Rd. Bradford Woods, PA 15015

(412) 934 0943 E-maih dmr@sei.cmu.edu

(Visiting scientist, SEI)
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Abstract: It is argued that the next wave of software process improvement
(SPI) activities will be based on a People-centered paradigm. The most
promising such paradigm, Watts Humphrey's Personal Software Process
(PSP) is summarized and its advantages are listed. The concepts of the PSP
are shown to also fit a down-scaled version of Basili's experience factory. The
author's data and lessons leamed while practicing the PSP are presented
along with personal experience, observations and advice from the perspective
of a consultant and teacher for the Personal Software Process.

PRECED_t_G PAGE I_LAhlK NOT F_/IL.O
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1 Toward a People-centered SPI paradigm

The Capability Maturity Model (CMM) and CMM-based SPI paradigms have had a profound

impact on the organizational practices within the software industry [Herbsleb-94]. Other SPI

paradigms such as the experience factory have been demonstrating the value of experiment

based software improvement for over 15 years [IEEE-94]. In spite of these progress, we tech-

nologists, process advocates and other change agents still have to fight an entrenched and

pernicious resistance.

To better ascertain what to do about this, we must understand where we have been and where

we want to go next. As Basili puts it in [Basili-89]:

'We have evolved from focusing on the project, e.g. schedule and re-

source allocation concerns, to focusing on the product, e.g. reliability

and maintenance concerns, to focusing on the process, e.g. improved

methods and process models'

However, addressing the practitioner's resistance from healthy skepticism to outright obscu-

rantism is not a technical problem; it is a human concern. Perhaps accelerated progress re-

quires that we now continue the evolution by focusing on the People, e.g. individual education

and practices based on individual self improvement.

Major relatively new concepts such as the CMM or the experience factory are both intellectu-

ally satisfying and daunting to practice at the individual level. As a programmer, I may well un-

derstand the importance of the practices of the subcontract management KPA while at the

same time failing to relate to any of them in my individual work. As a reuse technologist, I may

be totally convinced that my company should operate as an experience factory while at the

same time having no idea how to incorporate the concepts in my day to day practice.

Conversely, I may be highly skeptical of 'their' SCEs, 'their' pilot project, and God knows what
other latest fad. I will remain unconvinced until 'they' show me that it will really work for me. I

may have heard good things about clean room, I may even have watched a convincing pre-

sentation at the Software Engineering Workshop about it. If I have never personally experi-

enced it, it will remain alien to me, something even vaguely frightening that I will keep resisting.

In the word of a most famous (and anonymous) Chinese proverb:

'1 hear and I forget, I see and I remember, I do and I understand'

A more personal and more practical approach to software improvement where the individual

practitioner learn by doing, may be needed to accelerate the transition of better engineering

practices throughout our organizations.
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2 The Personal Software Process

As students, we typically practice on toy problems in programming language classes. Our ad

hoc processes are sufficient to produce moderate size programs quickly and get a passing

grade. As programmers we quickly discover that these student practices do not scale up but

what can we do?. The product must be out the door if we want to work on the next one. There

is very little time to experiment with something unproven.

The personal software process was developed by Watts Humphrey to indoctrinate students

(in university and industry alike) in the use of large scale methods based on the CMM. To

quote Watts in [Humphrey-95], the PSP...

'... scales down industrial software practices to fit the needs of small scale

program development. It then walks you through a progressive sequence of

software processes that provide a sound foundation for large-scale software

development'

Using fairly simple and well proven engineering principles, the PSP student plans his work,

enacts a well defined process, building the product while gathering data, and performs a post

mortem that seeds the next improvement cycle. This personal approach to software improve-

ment offers the following advantages:

• By having to adhere to more disciplined practices, students learn a lot about
process, engineering, and software improvement. Most becomemotivatedto
learn even more about their field

• By gathering their own private data, students quickly build a significant
experience base which allow them to set new goals, perform the next
experiment and check the results against the goals

• Since the data is personal and private, PSP practitioners need no convincing
from anyone about the value of a process step or a technology. They know
whether it works for them or not based on their own quantitative results

• Armed with their own productivity and quality statistics, practitioners of the
PSP are better able to make commitments they can meet. They can also
better resist unreasonable commitment pressures

The PSP course leads the student to the gradual application of software engineering discipline

through a set of 10 assignments:

1. Average and standard deviation using linked list

2. Physical line counter

3. Object LOC counter (build on 2)

4. Linear regression using linked list (build on 1)

5. Standard distribution (integration by the method of Simpson)

6. Linear correlation (build on 5)
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7. Confidence intervals (build on 5 & 6)

8. Sorting a set of numbers in ascending order

9. Performing statistical fit tests on the above data

10.Computing muti-linear regression coefficients (by solving a system of linear
equations)

These simple exercises were found to have the following advantages:

• Simplicity without being trivial.

• Fostering reuse and good object oriented development practices

• Gradually building a small PSP support toolset

The PSP data shown on the transparencies was collected during Watts Humphrey's Spring 94

course for the Master of Software Engineering at CMU.
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3 Personal data, experience, and lessons learned

Several PSP reports have to be written as part of the course detailing:

• Evolution of size and time estimates accuracy

• Pareto charts and checklist for defects

• Defect injection and removal trends

• Cost per defect type and injection/removal phases

• Process development process for PSP reports

• Detailed process analysis such as A/F ratio

• Lessons learned

• Future steps

The large number of graphs could not be reproduced here or even shown during the talk.

Watts Humphrey's data analysis diskette (which can be obtained with the book [Humphrey-

95]) includes an optimum set of Excel templates and macros for PSP data analysis. I found it

very useful to track my progress and accelerate the routine of the post mortem analysis.

A central part of my talk dealt with the application of the concepts of experience factory to my

PSP results. The experience gathered can be summarized as follow:

• The accuracy of my time and size estimates improved from +-40% to +-20%
over the 10 assignments of the PSP.

• The PSP linear regression model helped me increase the accuracy of my
size estimates. The multi linear coefficients computed by program 10 offer
great potential to similarly increase the accuracy of my time estimates.

• The percentage of development time spent compiling decreased from 15%
to 5%.

• My productivity during the development phase remained at 20 LOC/hr.

• I made a humiliating number of syntax errors with a language I know well until
I truly inspected my code BEFORE compiling it.

• My error injection rate decreased from 180/kLOC to 30/kLOC and from 4
defect/hr to less than 1 defect/hr.

• From assignment 4 on, the sum of my code reuse and code developed for
reuse stayed at about 80%.

• Defect fix cost varied from 1 min/defect to 8 min/defect depending on phase
injected/removed.

• The process development process I enacted to develop a report
development process for my PSP experience reports was an overkill. But I
learned a lot trying that hard.

Building on this experience, I have applied the GQM paradigm to the definition of my next pro-

cess improvement steps:
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• Reduce my error injection rate to less than 20 defects/kLOC

• Improve my error detection processes

• Keep design and code inspection yields above 50%

• Keep formal pre-compile inspection yield above 80%

• Strive for zero compile error

• Improve my testing process to a yield over 50%

• Keep containing costs

• Keep personal and informal review rates above 200 LOC/hr

• Keep formal inspection rates above 100 LOC/hr

• Increase reuse

• Either assemble 80% of the software out of reusable components

• Or make reusable components out of at least 50% of the new code

• Formalize the experience gathered with the PSP by applying experience
factory concepts
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4 Teaching the PSP

SEI has already conducted one 'Train the trainer' course In Pittsburgh from October to Decem-

ber 1994. I taught the 2 lectures on design in that occasion. Besides the usual lessons learned

from our own lectures, I think all instructors agreed that:

• The PSP is not your usual "teach and run" course

• Serious commitment is necessary from both student and sponsor

• A qualified instructor is necessary to get long term results

The PSP is about behavioral change. It is not a typical lecture course. It is a 200 hr intensive

educational experience. The lectures are but the tip of the iceberg. The instructor must spend

a significant amount of time tutoring the student in the correct implementation of the organiza-

tion's process. The students don't just sit there either, they write working programs. These pro-

grams have to be reviewed and corrected. The process must be analyzed and feedback must

be given. The PSP is more like a complete training program (in the sense of the CMM level 2

KPA) and typically spans 20 weeks. Strong commitments are necessary:

• from the student to honestly work the exercises, improve his process, and to
finish the course

• from the sponsor to allow the time necessary for the lectures and for part of
the implementation of the programs (typically shared 50/50 between sponsor
and student)

Best resuts are seen when the sponsor treats the PSP assignment as any other (assuming

correct project tracking and oversight practices). This means that the student's assignments

are integral part of the workday and are part of his deliverables.

The PSP also requires a dedicated and qualified instructor with demonstrated programming

and software management experience. Based on historical data, the effort necessary to cor-

rectly teach the PSP is roughly:

• Lecture preparation: 2-4hrs/lecture

• Tutoring: 5-10 hrs/student

• Program & process analysis: 2-10 hrs/student

Anything less has a great chance of failing to make a lasting difference in the disciplined, qual-

ity-driven individual practices demonstrated in the PSP course.
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5 Conclusions

The PSP gives me the opportunity to improve the quality of the software I produce by offering

a framework for objective measurement and improvement of my practices. However, the ac-

curacy and the consistency of the data gathering process is paramount. Watts made this point

very clear throughout the course. Nevertheless, it took me quite a while to truly understand

why. I believe that a strict data inspection process should be enacted and particularly strongly

enforced at the beginning of a PSP course to ensure that all students start on the right foot. I

also believe that the postmortem phase should be expanded to include the systematic analysis

and archiving of lessons learned with the assignment at hand. I have modified my own PSP

accordingly.

I believe that the PSP is not only about scaling down the CMM. It can also be seen as a scaled

down experience factory. It is because the PSP encompasses such an elegant synthesis of

large scale methods that it will power the next wave of software practice improvement.

By practicing the PSP, I have learned a great deal about enacting, improving and even devel-

oping personal processes. I have carried the very simple principles of the PSP and the process

development methodology described in chapter 13 of [Humphrey-95] to other processes:

• The organization of my work day

• A consulting personal process

• A process to perform Rate Monotonic Analysis

• A family of processes to write papers and reports.

These have been very exciting first steps.
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Programming language class practices do not scale up

Corporate wide efforts encounter increasing resistance
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Softwwe Engineering Inslltute

The PSP assignments as experiments

Goal:

• Actual staff-hours will be within 20% of estimates
80% of the time.

Questions:

• How do I predict my effort now?
• How do I measure the actual effort?
• How do I track actual against estimates?
• What is the dispersion now?

• If I had a data base of these, I could get statistics

Metrics:

• Estimate in mn before, measure actuals during
• Compute linear regression and confidence intervals

from the data base. Accuracy is given by stats.

SEW Proceedings 103 SEL-94-006



Software Engineering Institute

ActuaISize Range

900
=

800
70O

600

500
0
._ 400

30O

20O

IO0

0

/ \\

-I- r t ) f

C"J ("') ":3" I.-¢3 ' _ P"" _ 0"3 C:_
,p._

Program Number

Max

Min

Avg

_ C=mme M=b_UrMm_

Software Engineering Instltutl

h.
O
h.

u3

Size Estimating Error Range

5O0

400

300

200

100

0

-100

1 2 3 4 5 6 7 8 9 10

Program Number

Class

Max

Min

SEW Proceedings 104 SEL-94-006



Software Engineering Institute

Time Estimating Accuracy- %

E rro r

400 !_i

200! _ _'_ /

-100 ±

1 2 3 4 5 6 7 8 9 10

Program Number

Class

Max

Min

Software Engineering Institute

Productivity Range

100

80

60 _._

o 40_
-- 30 . ._-_

2O_o11-_//' -

Program Number

Max

Min

Avg

SEW Proceedings 105 SEL-94-006



Software Engineering Instltule
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Ada PSP: Some experience artifacts

"1hear and I forget. I see and I remember, I do
and I understand "1

A lot of very useful process data:
• predicted and actual time per phase
• error classes and distribution
• linear regression models for size and cost estimates
• trend analysis graphs on all of the above
• post mortems and reports as experience base
• a deeper understanding of PSI that carries beyond

software development

A lot of new goals and ideas to try next
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Some of my next goals:

Reduce my total defect injection rate to less than 20 per
KLOC.

Optimize my set of inspection processes to reduce their
cost to less than 1 inspection staff-ran per SLOC while

keeping yield above 80%

Either build with reuse (at least 80% of total SLOC) or

build for reuse (at least 50% of the new code is reusable)

Revisit the PSP in the light of the CMM and ISO 9000-3

Recast the PSP in the experience factory mold

m

w

Cuneg,e _ Ue,,_m_

Software Engineering Institute

PSP: The experience workshop

Plan/Do Check/Act

Characterize I proiectJenvironme_Process Ana- I

project I charactenstJcs v_ lysis & design I

Review process
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ectl ]Base (PSP

[data base I I
Proj plans /& reports) J '

Formalize
Tailor
Generalize
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Do Post mortemj Data PIP revised_l I

estates
"_.___sons learned,components.

SEL-94-006
SEW Proceedings 109



So/tware Engineering Inst_ute

Conclusion

The PSP represents an elegant synthesis of proven concepts
(CMM, experience factory) scaled down to the individual level.

Preliminary PSP results are encouraging. Team data is needed.

Until now:

"We have evolved from focusing on the project, e.g.
schedule and resource allocation concerns, to
focusing on the product, e.g. reliability and
maintenance concerns, to focusing on the process,
e.g. improving methods and process models "_

Future progress may well hinge on focusing on the People.

15 L From"SoftwzLrcDevc_opmcn= APuadl_mforthcF=mr¢" Vet:mR Basiii. Proc t3thlnl'lComputcrSoftwarc&ApphcauonsCotffOrla_oFL, Scp89

Carnegie Mellon Unwersdy

Software Engineering Institute

PSP Status

The PSP was developed by Watts Humphrey

Several industrial organizations are now introducing
PSP methods (DEC, HP, TI) with encouraging results

SEI is offering train the trainer courses

Several universities are teaching the PSP (CMU, U. of
Mass., Howard U., Embry-Riddle U., McGill, and others)

The textbook "A Discipline for Software Engineering"
and support diskette are available from Addison
Wesley.
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Questions

For more information or off-line discussion contact:

Daniel Roy

20 Forest Rd

Bradford Woods PA 15015

(412) 934 0943

dmr@sei.cmu.edu
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Applying Program Comprehension Techniques to Improve

Software Inspections
Stan Rifkin, Master Systems Inc.

An Experiment to Assess the Cost-Benefits of Code Inspections in Large-Scale

Software Development

Harvey Siy, University of Maryland

A Process Improvement Model for Software Verification and Validation
Jack Callahan, NASA Independent Software Verification and Validation Facility
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Applying Program Comprehension Techniques to
Improve Software Inspections

Stan Rifkin
Master Systems Inc.

P.O. Box 8208
McLean, VA 22106
sr@seas.gwu.edu

Lionel Deimel
1408 Navahoe Dr.

Pittsburgh, PA 15228
bmtm05a@prodigy.com

Abstract: Software inspections are widely regarded as a cost-effective mechanism
for removing defects in software, though performing them does not always
reduce the number of customer-discovered defects. We present a case study in
which an attempt was made to reduce such defects through inspection training
that introduced program comprehension ideas. The training was designed to
address the problem of understanding the artifact being reviewed, as well as
other perceived deficiencies of the inspection process itself. Measures, both for-

mal and informal, suggest that explicit training in program understanding may
improve inspection effectiveness.

The software technical review is a widely -recommended mechanism for software defect removal.
Such reviews go by many names--inspections, Fagan-style inspections, code reviews, peer
reviews, formal reviews--and exhibit significant variations among organizations [Fagan, Freed-
man, Gilb]. All such review methods rely on the self-evident notion that software professionals

are likely to find defects in software if they actually look at the products they produce. A software
technical review is a meeting--along with its preparation--in which a group of software profes-
sionals (peers) does exactly that. Types of reviews are distinguished from one another by the

rules governing how that examination takes place and how it relates to the overall software
development or maintenance process. Impressive claims are made for the efficacy of reviews
[Humphrey].

What follows is a case study in which developers were given, along with traditional (and non-
traditional) instruction, explicit instruction in program comprehension concepts and techniques.
The case study suggests that software engineers often have poor strategies for understanding the
artifacts they are called upon to review and that providing training in comprehension skills can
improve their performance significantly.

A Training Opportunity

One of the authors (Rifkin) was engaged by a manufacturing firm that we will call Widget, Inc. 1
Widget management, having read the literature on software inspections, had expected the intro-
duction of this practice to produce a significant decline in customer-discovered defects. The
anticipated decline had not occurred, however, either in the number or percentage of defects
identified by customers.

1 The firm wishes to remain anonymous and does not want to divulge raw data on defects, which it
considers proprietary. The data in this paper are presented in a manner intended to respect those wishes.
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Previous engagements had investigated the common experience that, while the percentage of
defects discovered by testing prior to product release declines precipitously after the introduction
of inspections, customer-discovered defects show no significant decrease. This is not to say that
inspections are not useful or cost-effective. In large measure, however, they seem to identify
defects that might otherwise be found using a more expensive method--testing--rather than
reduce the overall number of defects in released software.

We had hypothesized that introducing inspections often had had little effect on reducing cus-
tomer-identified defects because, although reviewers were being thoroughly trained in the group
aspects of the inspection process, they were being given little guidance as to how to precisely
carry out their preparatory study of work products in the privacy of their own offices. It was
generally assumed that reviewers knew how to look for defects, any data to the contrary notwith-
standing. This hypothesis had led to the development of a training program on those previous
engagements that was intended to be more comprehensive, and this enhanced training was
brought to Widget. It incorporated an introduction to program comprehension based on the
Deimel and Naveda report from the Software Engineering Institute, "Reading Computer Pro-
grams: Instructor's Guide and Exercises" [Deimel90].

Wldget, Inc.

Widget is a large-scale manufacturing company. One particular section produces software for
engineering computations. There used to be two groups in this section, which we will call Group
2 and Group 3. Each group comprised about 30-35 software professionals who regularly per-
formed inspections. Group 2 had been trained in performing inspections by Michael Fagan
[Fagan], and Group 3 had received training from Tom Gilb [Gilb]. Group 2 had received training
about five years prior to our engagement, and Group 3 had received training about three years
prior. The two groups had developed a number of large FORTRAN programs, and their current
duties predominantly involved maintaining and enhancing those programs. Another unit, which
we will call Group 1, was about 18 months old. It, too, comprised 30-35 professionals, nearly all
of whom had worked previously in one of the two other groups. Group 1 maintained and en-
hanced a suite of computer-aided design and computer-aided manufacturing programs written

in FORTRAN, C, and several script languages. The source code of some of the programs had
been purchased. Staff turnover in all three groups was low.

The customers (users) of the software for which the section was responsible were Widget engi-
neers. Although these engineers were organized into a number of separate units, they constituted
a substantially homogeneous customer base for all three development groups. Each major
customer unit has one or two representatives responsible for collecting issues (including bugs
and desired features) and negotiating their resolution with the developers.

Some Group 1 members had received inspections training from Fagan and some from Gilb. This
difference in backgrounds and the perceived incompatibility of the Fagan and Gflb methods had
inhibited their use of inspections. Group I management sought to routinize inspections through
training that fostered a common understanding of inspections. After some discussion with that
management, however, reduction of customer-discovered defects became the dominant goal of
the proposed engagement It was necessary to define a single inspection process for Group 1, of
course; moreover the members of Group I were already "sold" on inspections and did not need
specific encouragement to perform them.

The Tralning Workshop

The normal Master Systems 1_2 day inspections training workshop was presented at Widget for

the members of Group 1, with half the group attending each of two offerings. The workshop fol-
lowed this syllabus:
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Day _ (full -day)

• DEFINITION OF INSPECTIONS, EXPECTED BENEFITS: Description of the "common"
software inspection process and its documented benefits.

• INTRODUCTION TO THE INSPECTION PROCESS: Details of the usual steps before,
during, and after an inspection defect collection meeting.

• INTRODUCTION TO READING COMPREHENSION: Discussion of how we come to

understand what we read and how that process can be made more effective.

• DEVELOPMENT OF THE INSPECTION PROCESS: What are the requirements for inspec-

tions? What is a process that will fulfill those requirements? Two types of work

products are chosen to be inspected.

In Between (outside work done by participants)

• CONTINUED DEVELOPMENT OF THE INSPECTION PROCESS: Participants, having

each been assigned to one of three groups, meet either to complete a full description of

the inspection process or to develop checklists for each of the two work product types.

• SELECTION AND STUDY OF ARTIFACTS: The groups responsible for composing

checklists select exisi_g artifacts for practice inspections. Each workshop participant
reviews one of these privately, in preparation for the inspections on Day 2.

Day 2 (half day)

• PRACTICE INSPECTIONS: Inspections of the selected artifacts allow participants to

practice taking the four r61es of producer, moderator, recorder, and reviewer using the
selected artifact.

• DEBRIEF: Discussion of what has been learned and how it can be applied on the job.

Days 1 and 2 were a week apart. Approximately two hours of the instruction time on Day 1 were

devoted to understanding programs. This material was to be applied during the In Between

time, when the artifacts selected were studied privately by each participant for approximately
two hours.

Much of the material on program comprehension was taken from or suggested by the report by

Deimel and Naveda. (The report makes a case for the importance of teaching program reading

skills, reviews the relevant literature, discusses how program reading can be taught, and iUus-

trates teaching suggestions using a substantial Ada program. It contains an extensive, annotated

bibliography.) The workshop introduced a simple model of program comprehension, discussed

comprehension goals for reading, and gave participants both general and specific strategies for

understanding programs. Instead of using Deimel's and Naveda's case study, actual artifacts

from Widget were used to illustrate comprehension issues, concerns, and principles.

An example of the material in the comprehension unit is a brief discussion of how we come to

understand what we read. We assume there exists an independent reality, the real world. We are

interested in a small portion of that reality that is our particular application area. We think of the

appl/cathm as an abstraction of the real world. Our job as systems developers is to translate the

features of that abstraction into the computer domain. There are thus two translations to be dealt

with, the first from the real world into application terms, and the second from the application

domain into computer terms. We come to understand these different domains (real world, appli-

cation, and computer) by constructing models of them, and then we test those models by having

a dialogue [Sch6n] with them in light of what we seek to accomplish (that is, compute). Reading

and understanding a program is a complex process of translating, interpreting, and hypothesis

testing among these (and possibly intermediate) domains.
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In addition to the introduction of program comprehension material, there are three aspects of our

form of inspection instruction that are distinctive that differ from "traditional" instruction, and

may therefore have had some influence on the effectiveness of instruction and the conduct of

inspections. First, we develop the process of inspection during the course, from the requirements

and design elicited there. We do not arrive with a prepared process.

Second, the participants develop their own checklists based on ones available in the public

domain that we supply. The partidpants usually develop two sets of checklists, one for each type

of artifact they decide is most important for them to inspect. Code and requirements are the typi-

cal choices. Again, we do not arrive with the final, "best" checklists.

Third, the workshop partidpants select the artifacts to be inspected, one artifact of each type. Our
advice is to select the oldest, most reliable artifacts that can be found. That way, finding defects

using the new inspections process impresses even the most skeptical participants.

Results

Because the training of Group I grew, in part, out of dissatisfaction with the number of defects

still found by customers, it was natural to examine customer defect reports for evidence of im-

provement. This was easily done, as written defect reports were received daily and were handled

in the same, standard manner for all three groups. Reported defects were classified as "critical,"
"serious," or "other." Critical defects were those that either crashed the system or prevented the

application from proceeding. Serious defects resulted in the production of wrong answers. All
less severe defects were classified as "other. "2

Of course, the software engineers trained in our two workshops took some time to begin apply-

ing the material presented. Moreover, only after inspected materials were released and in the

field for a time did they begin to generate customer defect reports. From a detailed analysis of

defect reports, it was determined that reports applying to software released by Group I made the

transition from being predominately about l_-workshop modules to referring to op_9__-

workshop-inspected modules approximately eight weeks after the training was completed. After

this time, post-workshop-inspected modules continued to predominate in the defect report

stream for Group 1. About 40 days after this time, defect reports were nearly exclusively about

software inspected after the training.

The transition between defect reports of pre- and post-workshop work products was short

because most customer-discovered defects relate to fixes or enhancements requested by the cus-

tomers themselves. Newly delivered code is checked immediately upon delivery by the cus-

tomers or their representatives, who want to make sure it works correctly.

In order to establish a baseline to characterize error reports before our training workshops could

exert any influence on behavior, we examined defect reports before and after the last workshop,

counting critical and serious defects only. According to our analysis, there was no change in the
pattern of Group 1 defects until about 10 working days 3 after the perceived inspection process

2 Each of the groups also classified the type of error, though each used a different scheme. Groups 2 and 3

created their own, different defect categories, and Group 1 was trained in orthogonal defect classification
[Chillarege]. The incompatibility of these defect taxonomies precluded drawing meaningful inferences about
the differences in the types of defects detected.

3 The data presented cover regular work days and exclude weekends and holidays, on which customer

representatives do not normally work. Note that the modules most heavily used at any given time depend
on the point in the product-development life cycle at which customers are working We did not try to
account for effects that might have been attributable to changing usage patterns, in part because, across the
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changeover point referred to above. Groups 2 and 3 showed essentially steady-state behavior

during this entire period, as one would expect. We therefore used the 10 days before the pattern

of reported Group I defects began to change as our baseline period. Reports of critical and seri-

ous defects for which each of the three groups was responsible were counted during this period,

and the average number of defects per day for each group was computed. Rather than present-

ing numbers of defects, we have expressed the data values as a percentage of the baseline average

for each group. This seemed a fair way to measure pre-workshop (baseline) performance because
(1) the groups were performing comparable tasks, (2) the groups had similar customer-identified

defect rates, and (3) all groups inspected some of their work products, but not all.
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Fig. 1. Number of poat nelease cxitical and serious defect reports of Groups

1-0 by day, expressed as percentage of baseline average.

1 11 21 31 41 51 61 71 81 91 101

Wock day nm=d_r

The actual number of critical and serious defect reports received daily for each of the three

groups was plotted for 110 days, beginning on the first day of the 10-day baseline period. These

data are shown in Figure 1. We could have gone back much further than 10 days, but there
would have been no change in the patterns seen. Plots by defect type (critical, serious, other)
reveal the same pattern as the plots shown.

As might be expected, the data for Groups 2 and 3 vary around 100%, roughly between 0 and 2.5

times the average number of reports in the baseline period per day. The Group 1 data, on the
other hand, are disKnctive, after the first 10 days.

The customer-reported defects come directly from reports submitted by customers. Figure 1

shows the (normalized to 100%) number of defects recorded on such reports each day. Although

the data do include multiple reports of the same defects, there are, in fact, few such duplications.

The users are closely-knit and generally decide together to submit defect reports. Group 3 dis-
puted the validity of several reports (that is, its members believed that no defect was indicated),

and these are not represented; on days on which all of the Group 3 defects were disputed there is

three groups, there is considerable parallelism among the dozen or so products undergoing user
development.
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a zero count. 4 Group 1, on the other hand, decided, as a matter of policy, that any customer-

reported defect/s a defect,/pso facto.

It would have been useful to have been able to collect and compare defect densities, error injec-

tion rates, productivity, and other statistical measures of cross-group differences and similarities.
No such measures were available, at least in part because none of the groups use an automated

configuration management system, which could track easily the actual changes in code. Also, the

lack of software configuration management made it impractical for us to ascertain the rate of

errors introduced while trying to fix bugs, which can be quite large. We observe, though, that

Groups 2 and 3 have been in existence longer than Group I and therefore may be more "mature"
in some sense.

Analysis

Figure I suggests dramatic improvement in the post-workshop performance of Group 1. During
the first 10 days, all three groups display the same up-and-down behavior of the number of

defects attributable to their work. (There is no reason to expect that the number of reports should

be constant from day-to-day.) In terms of absolute numbers, Group I was in the middle of the

pack, as it had been for the previous 18 months. Then, after the products that Group 1 produced

and inspected using the workshop methods begin to be released, there is a clear decrease in the

number of post-release defects, those discovered by users. As can be seen from the scale of Fig-

ure 1, the rate drops to about 10% of the baseline average. In other words, there was a 90%

reduction in the number of post-release defects per day discovered by users.
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Fig. 2. Number of post release critcial and serious defect
reports by Group I ('ItLfkin'3by day, as e_d as

percentage of baseline.
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4 A zero count occurs when the development group does not agree that the user has found an error. In
other words, there were no errors found for that day, even though some may have been reported.
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Figures 2-5 show individual curves for the three Groups. Figure 2 shows Group l's up-and-down
behavior during the first 10 days of this study, more characteristic of Groups 2 and 3. Then there

is a steady drop in the number of defects reported by users. Figure 3 illustrates this decrease
more clearly because of a vertical scale change resulting from showing only the data from the
eleventh day onward. Figure 4 shows Group 2"spost-release defect discovery history, and Figure
5, Group 3"s. Groups 2 and 3 serve as control groups here--they were doing nothing differ-
enfly---so there is no reason to expect their defect rates to show changes. Group 3 has a larger
variance than Group 2, and also has many more zero counts.
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Using the data available, we investigated two questions:

1. How does the decrease in the number of defects discovered post-release by users relate to the
cost to repair those defects? In other words, do users discover the really difficult and expensive-
to-fix defects, or do inspections catch them? We used effort, that is, time, to indicate cost. Repair
data came directly from the defect reports. All groups report the time they spend repairing each
defect. Figure 6 shows our findings: there is a significant reduction in the per-defect cost to repair
user-discovered, post-release defects from Group 1, but not from Groups 2 and 3. We infer from
this that Group 1 is either identifying expensive-to-repair defects before release or learning to
program better in the first place. No special pattern is apparent in the data for Groups 2 and 3.
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i' 0"i ! o-t'o,

Fig. 6. Repair time of defec_ by day, expressed as percentage of

baseline. Fagan & Glib = 100%.
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W_ day _

2. Does some other activity account for the difference in post-release defect discovery? We com-
pared over time the relative effectiveness of testing, inspections, and post-release discovery in
Figures 7-9. Times 1, 2, and 3 in these figures represent times just before inspection training, a
few months after training, and a year or two after training, respectively.

Fig. 7. Percentage of Group I CrR/fkln '') defects detected by mechanism over time.
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It is generally agreed that there are two ways to identify defects pre-release: reviews and testing.
As noted at the beginning of this paper, inspection is a form of software review. The literature on

the benefits of inspections commonly notes that the percentage of pre-release defects caught by
inspections (and without testing) evolves from 0% before implementing inspections, to 70-80%

after inspections are fully implemented; the remainder of pre-release defects being identified
through testing [Gilb]. That was also Widget's experience, as seen from the figures. The authors

are unaware of any literature about the impact of inspections specifically on post-release defects.

Fig. 8. Percentage of Group 2 ("Fagan") defects detected by mechanism over time.
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Figures 8 and 9 indicate that Groups 2 and 3 did not experience a decrease in the percentage of

defects discovered post-release by users, but, according to Figure 7, Group 1 did. In fact, accord-

ing to the figures, the decrease in Group l's post-release defect discovery was due, in large part,

to inspections.

Fig 9. Percentage of Group 3 ("Glib") defects detected by mechanism over time.
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Implications

Did Group 1 improve simply because we paid attention to it--the so-called Hawthorne effect?
We cannot say, but we have reason to doubt it. Like Groups 2 and 3, Group I knew it was being
trained. It did not know it was being studied, however, as all the data collection and analysis
were done after the fact from routine paperwork. Moreover, the Hawthorne effect presumably
wears off after a time, and we saw no such effect. Some authors even argue that there never was
a Hawthorne effect, that it was an artifact of the underlying Hawthorne site experiment and anal-
ysis [Jones].

The Widget experience suggests a number of inspections-related lessons or, at the very least,
some ideas to be further explored. To begin with, it suggests that we should not be complacent
about having discovered the ultimate form of group software review. Some writings, on inspec-

tions particularly, suggest fixed necessary and sufficient conditions required for effective reviews
[Fag-an]. Yet the nature of the defect classification used and the degree to which reviewers "own"
their own process---other distinctive features of the training given members of Group 1--may
play a significant r61e in making reviews useful. The primary lesson to be learned about inspec-
tions, however, is that, in the past, we may have paid too much attention to the global software
review process and too little attention to the conduct of an individual and perhaps weighty pro-
cess, namely the actual review of the software product.

What became obvious from the Widget experience was that individual software professionals
have widely differing, sometimes poorly conceived, comprehension strategies. We often heard
from workshop participants that, for the first time ever, they were able to say with some certainty
that they did or did not understand what they were reviewing.

Comprehension skills can be improved with training. (Ideally, comprehension skills should be
taught much earlier in their careers of software professionals [Deime185].) Better comprehension
skills among reviewers will likely facilitate development of a shared vision of what software
products should look like in order to be understood, a vision that should feed back into the soft-
ware process planning in a more effective way than merely following checklists. In fact, one
author (Rifkin) uses this realization by clients as a milestone to assure that they understand the

critical importance of comprehension: you cannot inspect what you cannot understand. Thus
arises a new entry criterion for inspections: inspectability---can I comprehend what you have
given me to review?

The apparent effectiveness of the inspection workshop is remarkable in light of the relatively
superficial treatment given to program comprehension ideas. We theorize, however, that the
material presented gave attendees a new way to think about programs and about what it means
to examine them. This re-orientation may have been sufficiently powerful in its own right that
the lack of supporting details was not a serious impediment to the development of improved
program comprehension skills. Along with the introduction to program comprehension, we
make the point repeatedly during training that this is just the beginning of a lifelong process of
learning of how to understand what you read. The extensive bibliography of Deimel and
Naveda suggests as much.

This study points to the importance of comprehension research in stark financial terms, as the
comprehension training seems to have led to the identification of significant software defects not
caught using a more simple-minded approach to software inspection. This research should con-

tinue, and the effect of program comprehension training on the identification of software defects
should be examined in greater detail. It would be interesting, for example, to see the effect of
providing only comprehension training to a group already performing inspections. (What would
happen if Group 2 or 3 were given a 2-3 hour comprehension workshop?)
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If indeed comprehension training improves performance during inspections, another interesting
question is what material is most effective to present and what material can be used later to
insure continuously improving inspection results.
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Abstract

This experiment (currently in progress) is designed to measure costs and benefits of different code inspection
methods. It is being performed with a real development team writing software for a commercial product. The

dependent variables for each code unit's inspection are the elapsed time and the number of defects detected.

We manipulate the method of inspection by randomly assigning reviewers, varying the number of reviewers and

the number of teams, and when using more than one team, randomly assigning author repair and non-repair of

detected defects between code inspections.

After collecting and analyzing the first 17% of the data, we have discovered several interesting facts about

reviewers, about the defects recorded during reviewer preparation and during the inspection collection meeting,

and about the repairs that are eventually made. (1) Only 17% of the defects that reviewers record in their

preparations are true defects that are later repaired. (2) Defects recorded at the inspection meetings fall into

three categories: 18% false positives requiring no author repair, 57% soft maintenance where the author makes

changes only for readability or code standard enforcement, and 25% true defects requiring repair. (3) The median
elapsed calendar time for code inspections is 10 working days - 8 working days before the collection meeting

and 2 after. (4) In the collection meetings, 31% of the defects discovered by reviewers during preparation are

suppressed. (5) Finally, 33% of the true defects recorded are discovered at the collection meetings and not during

any reviewer's preparation.
The results to date suggest that inspections with two sessions (two different teams) of two reviewers per session

(2sX2p) are the most effective. These two-session inspections may be performed with author repair or with no
author repair between the two sessions. We are finding that the two-session-two-person-wkh-repair (2sX2pR)

inspections are the most expensive, taking 15 working days of calendar time from the time the code is ready for

review until author repair is complete, whereas two-session-two-person-with-no-repair (2sX2pN) inspections take

only 10 working days, but find about 10% fewer defects.

* This work is supported in part by the National Aeronautics and Space Administration under grant NSG-

51P3. Mr. Siy was also partly supported by ATgflT's Summer Employment Program.
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1 Introduction

For almost twenty years, software inspections have been promoted as a cost-effective way to improve software

quality. Their expense is often justified by observing that the longer a defect remains in a system, the more

expensive it is to repair, and therefore the future cost of fixing defects is greater than the present cost of finding

them.

However, this reasoning is naive because inspection costs are significantly higher than many people realize. In

practice, large projects perform hundreds of inspections, each requiring five or more participants. Holding such a

large number of meetings can cause delays which may significantly lengthen the development interval (calendar

time to completion)} Since long development intervals risk substantial economic penalties, the hidden cost of

the current inspection process must be considered.

We hypothesize that different inspection approaches involve different tradeoffs between minimum interval
and maximum effectiveness. But until now there have been no empirical studies to evaluate these tradeoffs.

We have conducted such a study, and our results indicate that the choice of approach significantly affects the

cost-effectiveness of the inspection.

Below, we review the relevant research literature, describe the various inspection approaches we examined,

and present our experimental design, analysis, and conclusions.

1.1 Literature Review

To eliminate defects, many organizations use an iterative, three-step inspection procedure: Preparation, Collec-

tion, Repair[ 11] . First, a team of reviewers reads the artifact, detecting as many defects as possible. Next, these

newly discovered defects are collected, usually at a team meeting. They are then sent to the artifact's author for

repair. Under some conditions the entire process may be repeated one or more times.

Many articles have been written about inspections. Most, however, are case studies describing their successful
use [s, 9, 20, 17, 24, 12, 1] Few, critically analyze inspections or rigorously evaluate alternative approaches. We
believe that additional critical studies are necessary because the cost-effectiveness of inspections may well depend

on such variables as team size. number of inspection sessions, and the ratio of individual contributions versus

group efforts.

Team Size: Inspections are usually carried out by a team of four to six reviewers. Buck[ 2] provides data (from

an uncontrolled experiment) that showed no difference in the effectiveness of three, four, and five-person teams.
However. no studies have measured the effect of team size on inspection interval.

Single-Session vs. Multiple-Session Inspections: Traditionally, inspections are carried out in a single
session. Additional sessions occur only if the original artifact or the inspection itself is believed to be seriously

flawed. But some authors have argued that multiple session inspections might be more effective.

Tsai et al.[ is] developed the N-fold inspection process, in which N teams each carry out independent in-

spections of the entire artifact. The results of each inspection are collated by a single moderator, who removes

duplicate defect reports. N-fold inspections will find more defects than regular inspections as long as the teams

don't completely duplicate each other's work. However, they are far more expensive than a single team inspection.
Parnas and Weiss' active design reviews (ADR)[ 14] and Knight and Myers' phased inspections (PI)[ 13] are

also multipie-session inspection procedures. Each inspection is divided into several mini-inspections or "'phases".

ADR phases are independent, while PI phases are executed sequentially and all known defects are repaired after

each phase. Usually each phase is carried out by one or more reviewers concentrating on a single type of defect.
The authors believe that muhiple-session inspections will be much more effective than single-session inspec-

tions, but they do not show this empirically, nor do they consider any effects on inspection interval.

Group-centered vs. Individual-centered Inspections: It is widely believed that most defects are first

identified during the collection meeting as a result of group interaction [7] . Consequently, most research has

focused on streamlining the collection meeting by determining who should attend, what roles they should play,

how long the meeting should last, etc.

1 As developer's calendars fill up, it becomes increasingly dif_cult to schedule meetings. This pushes meeting dates farther and

farther into the future, increasing the development interval.
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On the other hand, several recent studies have concluded that most defects are actually found by individuals

prior to the collection meeting. Humphrey [10] claims that the percentage of defects first discovered at the

collection meeting ("meeting gain rate") averages about 25% In an industrial case study of 50 design inspections,

Votta [22] found far lower meeting gain rates (about 5%). Porter et. all 16] conducted a controlled experiment

in which graduate students in computer science inspected several requirements specifications. Their results show

meeting gain rates consistent with Votta's. They also show that these gains are offset by "meeting losses" (defects

first discovered during preparation but never reported at the collection meeting). Again, since this issue clearly

affects both the research and practice of inspections, concrete studies are needed.

1.2 Hypotheses

Inspection approaches are usually evaluated according to the number of defects they find. As a result, some

information is available about the effectiveness of different approaches, but very little about their costs. We

believe that cost is as important as effectiveness, and we hypothesize that different approaches have significantly

different tradeoffs between development interval and detection effectiveness. Specifically, we hypothesize that

• inspections with large teams have longer inspection intervals, but find no more defects than smaller teams;

• collection meetings do not significantly increase detection effectiveness;

• multiple-session inspections are more effective than single-session inspections, but significantly increase

inspection interval.

2 The Experiment

To evaluate these hypotheses we designed and are conducting a controlled experiment. Our purpose is to compare
the tradeoffs between minimum interval and maximum effectiveness of several inspection approaches.

2.1 Experimental Setting

We are currently running this experiment at AT&T on a project that is developing a compiler and environment

to support developers of the AT&:T's 5ESS ® telephone switching system. The finished system is expected to

contain 30K lines of C++ code, of which about 6K is reused.

All of the team's six members are experienced developers, and all have received training on inspections. The

project began coding during June, 1994, and will perform about I00 code inspections by the end of the year.

2.2 Operational Model

To test our hypotheses we must measure both the interval and the effectiveness of every inspection. We began

by constructing models for calculating inspection interval and estimating the number of defects in a code unit.

These models are depicted in Figure 1.

2.2.1 Modeling the Inspection Interval

The inspection process begins when a code unit is ready for inspection and ends when the author finishes repairing

the defects found in the code. The elapsed time between these events is called the inspection interval.

The length of this interval depends on the time spent working (preparing, attending collection meetings, and

repairing defects) and the time spent waiting (time during which the inspection does not progress due to process

dependencies, higher priority work, scheduling conflicts, etc).
In order to measure inspection interval and its various subintervals, we devised an inspection time model

based on visible inspection events [23] . Whenever one of these events occurs it is timestamped and the event's

participants are recorded. (In most cases this information is manually recorded on the forms described in Section

2.4.1.) These events occur, for example, when code is ready for inspection, or when a reviewer is finished with
his or her preparation. This information is entered into a database, and inspection intervals are reconstructed

by performing queries against the database.
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Figure 1: This figure depicts a simple model of the inspection process. The figure's lower panel summarizes the

inspection's time usage. Specifically, it shows the inspection's participants (an author and several reviewers), the

activities they perform (coding, preparation, collection, repair, and other), the interval devoted to each activity

(denoted by the shaded areas), and the total inspection interval (end of coding to completion of repair). It also

shows that in a large organization, inspections must compete with other processes for limited time and resources.

The upper portion of the figure shows when and to what extent inspections remove defects from the code.

2.2.2 Modeling the Defect Detection Ratio

One important measure of an inspection's effectiveness is its defect detection ratio - the number of defects found

during the inspection divided by the total number of defects in the code. Because we never know exactly how

many defects an artifact contains, it is impossible to make this measurement directly, and therefore we are forced

to approximate it.
We will use the following approaches to approximate the defect detection ratio.

• Observed detection ratio: We assume that total defect density is constant for all code units and that

we can compare the number of defects found per KNCSL. This is always available, bu_ very imprecise.

• Complete estimation of detection ratio: We track the code through testing and field deployment,

recording new defects as they are found. This is more precise, but is not available until well after the

project is completed.

2.3 Experimental Design

2.3.1 Variables

The experiment manipulates three independent variables:

1. the team size (one, two, or four members, in addition to the author),

2. the number of inspection sessions (one session or two sessions),

3. the coordination between passes (in two-session inspections the author may or may not repair known defects

between sessions).

The treatment distributions are shown in Table 1.

For each inspection we measured four dependent variables:

1. inspection intervals,

2. estimated defect detection ratio,

3. the percentage of defects first identified at the collection meeting (meeting gain rate),

4. the percentage of potential defects reported by an individual, but not recorded at the collection meeting

(meeting suppression rate).

We also capture repair statistics for every defect.
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Number of Sessions Totals

Team Size

1

4
Totals -g

With Repair
1

9
0

9

Without Repair
I l

0 ,_
1g

Table 1: This table gives the percentage of inspections allocated to each setting of the independent variables.

Note: Since we cannot apply capture-recapture estimates to the data from the one-session-one-person or two-

session-one-person-with-repair inspections, this data will be held out of the capture-recapture analysis.

2.3.2 Design

This experiment uses a 2"- x 3 partial factorial design to compare the interval and effectiveness of inspections with
different team sizes, number of inspection sessions, and coordination strategies. We chose a partial factorial design

because some treatment combinations were considered too expensive (e.g., two-session-four-person inspections

with and with no repair).

2.3.3 Threats to Internal Validity

Threats to internal validity are influences that can affect the dependent variable without the researcher's knowl-

edge. W'e considered three such influences: (1) selection effects, (2) maturation effects, and (3) instrumentation

effects.
Selection effects are due to natural variation in human performance. For example, if one-person inspections

are done only by highly experienced people, then their greater than average skill can be mistaken for a difference
in the effectiveness of the treatments. We limited this effect by randomly assigning team members for each

inspection. This way individual differences are spread across all treatments.
Maturation effects result from the participants' skills improving with experience. Again we randomly assigned

the treatment for each inspection to spread any performance improvements across all treatments.
Instrumentation effects are caused by code to be inspected, by differences in the data collection forms, or by

other experimental materials. In this study, one set of data collection forms was used for all treatments. Since

we could not control code quality or code size, we randomly assigned the treatment for each inspection.

2.3.4 Threats to External Validity

Threats to external validity are conditions that limit our ability to generalize the results of our experiment to in-

dustrial practice. We considered three sources of such threats: (1) experimental scale, (2) subject generalizability:

and (3) subject representativeness.
Experimental scale becomes a threat when the experimental setting or the materials are not representative

of industrial practice. We avoided this threat by conducting the experiment on a live software project.

A threat to subject generalizability may exist when the subject population is not drawn from the industrial

population. This is not a concern here because our subjects are software professionals.
Threats regarding subject representativeness arise when the subject population is not representative of the

industrial population. This may endanger our study because our subjects are members of a development team

and so are not a random sample of the entire development population.

2.3.5 Analysis Strategy

Once the data are collected we will analyze the combined effect of the independent variables on the dependent

variables to evaluate our principal hypothesis. Once the significant explanatory variables are discovered and their

magnitude estimated, we will examine subsets of the data to study our specific hypotheses.
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2.4 Experimental Instrumentation

We designed several instruments for this experiment: preparation and meeting forms, author repair forms, and

participant reference cards.

2.4.1 Data Collection Forms

We designed two data collection forms, one for preparation and another for the collection meeting.

The meeting form is filled in at the collection meeting. When completed, it gives the time during which the

meeting was held, and a page number, a line number, and an ID for each defect.
The preparation form is filled in during both preparation and collection. During preparation, the reviewer

records the times during which he or she reviewed, and the page and line number of each issue ("suspected"

defect). During the collection meeting the team will decide which of the reviewer's issues are, in fact, real defects.
At this time, real defects are recorded on the meeting form and given an ID. The reviewer then links this ID to

his or her preparation form.

2.4.2 Author Repair Forms

The author repair form captures information about each defect identified during the inspection. This information

includes Defect Disposition (no change required, repaired, deferred); Repair Effort (< lhr , <_ 4hr , _< 8hr, or

> 8hr ), Repair Locality (whether the repair was isolated to the inspected code unit), Repair Responsibility

(whether the repair required other developers to change their code), Related Defect Flag (whether the repair

triggered the detection of new defects), and Defect Characteristics (whether the defect required any change in the

code, was changed to improve readability or to conform to coding standards, was changed to correct violations

of requirements or design, or was changed to improve efficiency).
This information is used to discard certain defect reports from the analysis - i.e., those regarding defects that

required no changes to fix them or concerned coding style rather than incorrect functionality.

2.4.3 Participant Reference Cards

Each participant received a set of reference cards containing a concise description of the experimental procedures

and the responsibilities of the authors and reviewers.

2.5 Conducting the Experiment

To support the experiment, Mr. Harvey Sly, a doctoral student working with Dr. Porter at the University of

Maryland, joined the development team in the role of inspection quality engineer (IQE). The IQE is responsible

for tracking the experiment's progress, capturing and validating data, and observing all inspections. The IQE
also attends the development team's meetings, but has no development responsibilities.

When a code unit is ready for inspection, its author sends an inspection request to the IQE. The IQE then

randomly assigns a treatment (based on the treatment distributions given in Table 1 ) and randomly draws a
review team from the reviewer pool." These names are then given to the author, who schedules the collection

meeting.
Once the meeting is scheduled, the IQE puts together the team's inspection packets. 3 The IQE attends the

collection meeting to ensure that all the procedures have been correctly followed. After the collection meeting
he gives the preparation forms to the author, who then repairs the defects, fills out the author repair form, and

returns all forms to the IQE. After the forms are returned, the IQE interviews the author to validate the data.

3 Data and Analysis

Four sets of data are important for this study: the team defect summaries, the individual defect summaries, the
interval summaries, and the author repair summaries. This information is captured on the preparation, meeting,

and repair forms.

2We do not allow any single reviewer to be assigned to both teams in a two-session inspection.

3The inspection packet contains the code to be inspected, all required data collection forms and instructions, and a notice giving

the time and location of the collection meeting.
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The team defect summary forms show all the defects discovered by each team. This form is filled out by the

author during the collection meeting and is used to assess the effectiveness of each treatment. It is also used to
measure the added benefits of a second inspection session by comparing the meeting reports from both halves of

two-session inspections with no repair.
The individual defect summary forms show whether or not a reviewer discovered a particular defect. This

form is filled out during preparation to record all suspected defects. The data is gathered from the preparation

form and is compiled during the collection meeting when reviewers cross-reference their suspected defects with

those that are recorded on the meeting form. This information, together with the team summaries, is used to

calculate the capture-recapture estimates and to measure the benefits of collection meetings.
The interval summaries describe the amount of calendar time that was needed to complete the inspection

process. This information is used to compare the average inspection interval and the distribution of subintervals
for each treatment.

The author repair summaries characterize all the defects and provide information about the effort required

to repair them.

As of this writing, only 17% of the planned inspections have been completed. Consequently, we do not yet

have enough data to definitively evaluate our hypotheses. However, we can look at the apparent trends in our

preliminary data, explore the implications of this data for our hypotheses, and discuss how the resolution of these

hypotheses at the completion of the experiment will help us answer several open research questions.

3.1 Data Reduction

Data reduction is the manipulation of data after its collection. We have reduced our data in order to (i) remove

data that is not pertinent to our study, and to (2) adjust for systematic measurement errors.

3.1.1 Reducing the Defect Data

The preparation and meeting forms capture the set of issues that were raised during each inspection. In practice,

many of these issues, even if they went unrepaired, would not lead to incorrect system behavior, and they are

therefore of no interest to our analysis.

Based on information in the repair form and interviews with each author, we classified tile issues into one of

three categories:

• False Positives (issues for which no changes were made),

• Soft Maintenance (issues for which changes were made only to improve readability or enforce coding stan-

dards),

• True Defects (issues for which changes were made to fix requirements or design violations, or to improve

system efficiency).

Although defect classifications are usually made during the collection meeting, we feel that authors understand
the issues better after they have attempted to repair them, and are then better able to make more reliable

classifications.
The distribution of defect classifications for each treatment appears in Figure 2. Across all inspections, 18%

of the issues are False Positives, 57% involve Soft Maintenance, and 25% are True Defects.
We consider only True Defects in our analysis of estimated defect detection ratio (a dependent variable)4

3.1.2 Reducing the Interval Data

The preparation, meeting, and repair forms show the dates on which important inspection events occur. This

data is used to construct the inspection intervals (usually considered to be the calendar period between the

submission of an inspection request and the completion of all repairs).
We made two reductions to this data.

First, we observed that some authors did not repair defects immediately following the collection meeting.

Instead, they preferred to concentrate on other development activities, and fix the defects later, during slow work

4We observed that most of the soft maintenance issues are caused by conflicts between the coding style or conventions used by

different reviewers. In and of themselves, these are not true defects. We feel these issues might be more efficiently handled outside

of the inspection process with automated tools or standards.
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Figure 2: Disposition of Issues Recorded at the Collection Meeting. For each treatment, the stacked
barchart shows the percentage of the issues recorded at collection meetings that turn out to be false positives,

soft maintenance, or true defects. Across all treatments, only 25% of the issues are true defects.

Team Size

1

2

4

Totals

Number of Sessions Totals

0

5

1

6

2

With Repair Without Repair
3 2

2 4

0 0

5 6

5

11

1

17

Table 2: This table shows the number of observations we currently have for each treatment.

periods. To remove these cases from the analysis, we redefined the inspection interval to be the calendar period

between the submission of an inspection request and the completion of the collection meeting.
When these reductions are made, two-session inspections have two inspection subintervals - one for each

session. We equate the interval for such inspections with the longer of these two subintervals, since both of them

begin at the same time.
Next, we removed all nonworking days from the interval. Nonworking days are defined as (1) weekend days

during which no inspection activities occur, or (2) days during which the author is on vacation and no reviewer

performs any inspection activities.
We use the length of these reduced intervals in our analysis of the inspection interval.

Figure 3 is a boxplot s showing the number of working days from the issuance of the inspection request to the

collection meeting, from the collection meeting to the completion of repair, and the total. The total inspection
interval has a median of 10 working days, 8 before and 2 after the collection meeting.

3.2 Overview of Data

Table 2 shows the number of observations to date for each treatment. Figure 4 is a contrast plot showing the

interval and effectiveness of all inspections and for every setting of each independent variable. This information is

SLn this paper we have made extensive use of boxplots to represent prominent features of a distribution. Each set of data is

represented by a box, the height of which corresponds to the spread of the central 50_ of the data, with the upper and lower ends

of the box marking the upper and lower quartiles. The data median is denoted by a bold point within the box. The lengths of the

vertical dashed lines relative to the box indicate how stretched the tails of the distribution are; they extend to the standard range of

the data, defined as 1.5 times the inter-quartile range. The detached points are "outliers" lying beyond this range.[ 4]
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Figure 3: Premeeting Inspection Interval. These boxplots show all the interval data divided into two parts:

time before the meeting and time after the meeting. The total inspection time has a median of 10 days, 80% of

which is before the meeting.

used to determine the amount of the variation in the dependent variables that is explained by each independent

variable. We also show another variable, total number of reviewers (the number of reviewers per session multiplied

by the number of sessions). This variable provides information about the relative influence of team size vs. number

of sessions.

3.3 Analysis of Interval Data

Inspection interval is an important measure of cost. Figure 5 shows the inspection interval (premeeting only) by
treatment and for all treatments.

We draw several observations from this data. First, the interval of two-session-one-person inspections is no

longer than the interval of one-session-two-person inspections. Second, 2sX2pN inspections also have no longer

interval than lsX2p inspections.
The cost of serializing two inspection sessions is suggested by comparing 2sX2pN inspections with 2sX2pR

inspections. The 2sX2pR inspections have a 53% longer interval than the 2sX2pN inspections. This indicates

that any multiple session inspections that require repair after each session will significantly increase the inspection

interval.

The additional cost of multiple inspection sessions can be seen by comparing lsX2p inspections with 2sX2pN

inspections. The 2sX2pN interval is only slightly longer than the lsX2p interval. However, since the author must
be involved in each session, the interval is likely to grow as the number of sessions increases.

3.4 Analysis of Effectiveness Data

The benefit of inspections is that they find defects. This benefit will vary with the different inspection treatments.

Figure 6 shows the observed defect density for all inspections and for each treatment separately.

Several interesting trends appear in the preliminary data. First, lsX2p inspections are as effective as lsX4p

inspections. Second, 2sX2p inspections appear to be more effective than any one-session inspection, but 2sXlp
inspections are not more effective than lsX2p inspections. Finally, 2sX2pR inspections are more effective than

2sX2pN inspections.
The effectiveness of different team sizes is suggested by comparing lsX2p, lsX4p, and 2sxlpN inspections.

The low effectiveness of lsX4p inspections may indicate that current inspection teams are too large; however,

with only a single lsX4p inspection drawing any conclusions would be premature.
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Figure 4: Effectiveness and Interval by Independent Variables. The dashes in the far left column of the

first plot show the defect detection rates for all inspections. The dotted horizontal line marks the average defect
detection rate. The other four columns indicate factors that may influence this dependent variable. The plot

demonstrates the ability of each factor to explain variations in the dependent variable. For the Sessions factor,
the vertical locations of the symbols "1" and "2" are determined by averaging the defect detection rates for all

code inspection units having 1 or 2 sessions. The right plot shows similar information for inspection interval.

The additional effectiveness of multiple sessions is suggested by comparing lsX4p and 2sX2p and 2sXlp

inspections. This data indicates that it is more effective to use two teams of two persons each than to use a

single team of four persons. However, it appears that two teams of one person are not more effective than a

single team of two persons. Many multiple session methods rely on the assumption that several one person teams
can be more effective than a single large team. However, our results suggest that the performance of individual

reviewers must be increased if multiple session methods are to be effective.
The additional effectiveness due to serializing multiple sessions is suggested by comparing 2sX2pR against

2sX2pN inspections. While the data shows that 2sX2pR inspections are the more effective, the difference in
effectiveness between 2sX2pR and 2sX2pN inspections is small, about 2 defects per 300 NCSL.

3.5 Meeting Effects

During prepreparation, reviewers analyze the code units to discover defects. After all reviewers are finished

preparing, a collection meeting is held. These meetings are believed to serve at least two important functions:

(1) suppressing unimportant or incorrect defect reports, and (2) finding new defects. These meetings have a

significant effect on inspection performance.

Analysis of PreI aration Reports. One input to the collection meeting is the list of defects found by each

reviewer during his or her preparation. Figure 7 shows the percentage of defects reported by each reviewer that

are eventually determined to be true defects. Across all inspections, only 25% of all reports turn out to true

defects. This figure appears to be independent of inspection treatment.
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Figure 6: Observed Defect Density by Treatment. This plot shows the observed defect density for each
inspection treatment. Across all inspections, 32 defects were found per KNCSL.

Analysis of Suppression. It is generally assumed that collection meetings suppress unimportant or incorrect
defect reports, and that without these meetings, authors would have to process many spurious reports during

repair.
Figure 8 shows the suppression rates for all inspections. One trend in the preliminary data is that four-person

inspections consistently suppress more reports than any other treatment. (One-session-two-person inspections
show considerable variability.)

Analysis of Meeting Gains Another function of the collection meeting is to find new defects in addition to
those discovered by the individual reviewers. Defects that are are first discovered at the collection meeting are
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Figure 8: Meeting Suppresion Bate by Treatment. These boxplots show the suppression rate for each
reviewer by treatment. The suppression rate for a reviewer is defined as the number of defects detected during

preparation but not included in the collection meeting defect report, divided by the total number of defects

recorded by the reviewer in his/her preparation. Across all inspections, 31% of the preparation reports are

suppressed.

called meeting gains.
Figure 9 shows the meeting gain rates for all inspections. Across all inspections, 33% of all defects discovered

are meeting gains. The data suggests that lsX4p inspections have the lowest gain rates.
The effect of team size is suggested by comparing lsX4p inspections to all others. Although most of the

treatments show similar gain rates, one-session-four-person inspections appear to be the lowest. This may indicate
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Figure 9: Meeting Gain Rate by Treatment. These boxplots shows the meeting gain rates for all inspections
and for each treatment. The median rate was 33%.

that larger team size can be detrimental to effectiveness.
The data indicate that almost half of the defects reported during preparation turn out to be false posi-

tives. This suggests that much of the preparation effort is unproductive and that the development of improved

preparation techniques may significantly increase overall effectiveness.
Our observed gain rates are much higher than those reported by Votta[ 22] . Explanations include three possible

causes:

• Votta's study was concerned with design documents rather than code;

• the average team size for a design review is larger than for code inspections;

• design reviewers may prepare much more thoroughly since design defects have wider impact than code
defects.

4 Conclusions and Future Work

We are in the midst of a long term software inspection experiment based on all of the code units in a real 5ESS
software development product. We are assessing several inspections methods by randomly assigning different

team sizes, combinations of reviewers, numbers of inspection sessions, and author repair activities to each code

unit. To date we have completed 17 of the planned i00 inspections. We expect to finish the remaining 83

inspections by the end of 1994.
Preliminary results of our empirical study of the effectiveness of various software inspection methods challenge

certain long-held beliefs about the most efficient way to conduct inspections.

Judging from the percentage of defects discovered, we are finding that two-session-two-person (2sX2p) in-

spections appear to be the most effective. The difference in effectiveness between 2sX2p inspections and other
treatments also show that number of sessions and number of reviewers per session are important factors affecting

efficiency.
Two-session-two-person-with-repair (2sX2pl%) inspections seem to be slightly more effective than two-session-

two-person-with-no-repair (2sX2pN) inspections. However, repairing defects between sessions costs 5 extra work-

ing days of inspection interval.
We believe that when all the inspection data has been collected and analyzed, the answers to the following

questions about software inspections will emerge:
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1. Are some inspection methods significantly more effective than others?

2. What is the most efficient number of reviewers per inspection?

3. How many review sessions per inspection will give the best results?

4. Are multiple session inspections more cost beneficial than single session inspections?

5. Should author repair be done between review sessions?

Finally, we feel it is important that others attempt to replicate our work, and we are preparing materials to

facilitate this. Although we have rigorously defined our experiment and tried to remove the external threats to

validity, it is only through replication that we can be sure all of them have been addressed.
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Software

Inspection

Process

Preparation

mean = 10 days

Collection
mean = 2 hrs

• Many organizations use a three-step inspection process

• Interval - ready for inspection -> completion of repair
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Backgrou ndlMotivation

• Competing views

- number of sessions: single vs. multiple

- collection meetings: yes vs. no

- team size: large vs. small

- coordination of multiple sessions: parallel vs. sequential

• Empirical validation

• Costs are ignored
- interval is not normally considered an inspection cost

Hypotheses

• Inspections with larger teams have longer
inspection intervals; but do not find
significantly more defects.

• Collection meetings do not significantly
increase detection effectiveness.

• Multiple-session inspections are more
effective than single-session inspections, but
significantly increase inspection interval.
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Experimental Setting

• AT&T 5ESS

- 3000 software developers

- hierarchical organizational structure

• Legacy system
- 1982

- design lifetime 20 years

• Other

- ISO 9001 certified, SEI Level 2

- 5 MNCSL each in product and support tools

• Project

- compiler 30K new C++, 6K reused from prototype

- 6 software developers, plus 4 extra inspectors

Experiment Variables

• Independent

- number of reviewers per session (1, 2, 4)

- number of inspection sessions (1, 2)

-repair between multiple sessions (N, Y)

• Dependent

-inspection interval (working days)

-observed defect density (defects/KNCSL)

-meeting gain rate

- meeting suppression rate
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Experimental Design

Number of Sessions

Number of 1 2

Reviewers Repair No Repair

1 1/9 1/9 1/9

2 1/9 1/9 1/9

1/3 0 04

Totals 5/9 2/9 2/9

Totals

1/3

1/3

1/3

1

• 2 session, 4 person treatments too expensive

• 1 session, 4 person treatment is common practice

Experimental Validity

Internal

- selection (natural ability)

- maturation (learning)

-instrumentation (code quality)

External

-scale (project size)

-subject generalizability (experience)

-subject representativeness (random draw

from population)
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• 2sX2p treatments are the best

• 2sX2pR better than 2sX2pN by 35%

• Team size makes no difference for 1-session treatments
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• Overall median meeting gain rate is 0.3

• lsX4p has lowest meeting gain rate

Preliminary
Results:

Meeting
Gains By

Treatment

Results To Date

• 2sX2p are most effective inspection method.

• Repair between improves detection
effectiveness by 35 %; at a cost of 2
additional working days of interval.

• lsX2p are as effective as lsX4p but most
lsX4p defects are found at preparation.
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Next Steps

• What makes 2sX2p inspections more effective
than lsX2p?

• Why are the interval differences not more
pronounced?

• What are the cost-benefit tradeoffs of

meetingless inspections?
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Abstract

We describe ongoing work at the NASA Independent Verification and Validation

(IV&V) Facility to establish a process improvement model for software verification and

validation (V&V) organizations. This model, similar to those used by some software

development organizations, uses measurement-based techniques to identify problem

areas and introduce incremental improvements. We seek to replicate this model for

organizations involved in V&V on large-scale software development projects such as

EOS and Space Station. At the IV&V Facility, a university research group and V&V

conwactors are working together to collect metrics across projects in order to determine

the effectiveness of V&V and improve its application. Since V&V processes are

intimately tied to development processes, this paper also examines the repercussions for

development organizations in large-scale efforts.

1 Introduction

In effort to improve the quality of software products in safety-critical and high-risk projects, many

organizations employ verification and validation (V&V) techniques to detect and correct errors made

during the development process. Verification involves analyzing software products after each major

development stage to ensure that the product agrees with the specification established prior to that stage.

Validation involves ensuring that the products after each stage agree with the original specifications.

Although validation is traditionally performed only at later stages (i.e., testing) with respect to

requirements, we employ the broader definition.

A specific application of V&V can be characterized along three dimensions: orientation, scope, and

independence. First, V&V activities can focus on either the software development process or the products
produced by that process. Most V&V activities, however, perform a combination of both process-oriented

and product-oriented analysis. Second, the scope of V&V activities can range from being comprehensive

across all development phases, to being limited to specific subsystems and process stages. Finally, V&V

activities can be embedded within or independent of a development effort. Independence can vary over

levels of technical, managerial, and financial control [10].

Regardless of its organization, however, all V&V organizations are charged with detecting (and

sometimes correcting) errors in software products and processes as early as possible in the development

life-cycle. This implies that effective techniques must be employed that help find the most critical

[This work is supported by NASA Cooperative Agreement NCCW-0040 under the supervision of the

NASA Headquarters Office of Safety and Mission Assurance (Code Q) at the Independent Software

Verification and Validation (IV&V) Facility in Fairmont, West Virginia.
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problems in early phases. Clear correlation must be established between these early errors and their

consequences later in the development life-cycle. Otherwise, such problems can be dismissed as false

warnings or non-critieal.

This paper describes ongoing work at the NASA IV&V Facility to develop a process improvement model

for software V&V organizations. Our effort involves establishing a framework for iterative measurement

and ongoing improvement of a V&V organization's ability to fred critical errors early and more accurately
estimate costs and benefits of V&V. Although our model is still evolving, we are working with V&V

contractors to assess the effectiveness the approach on existing projects.

2 Related Work

There is a limited amount of empirical evidence on V&V in practice, but most of the research on V&V

has focused on (1) determining the cost effectiveness of V&V relative to the cost of the overall software

development effort; and (2) developing methods for identifying errors as early as possible in the software

development life-cycle. First, the cost effectiveness of V&V has been found to depend heavily on many

factors including project size, expected lifetime of the software, volatility of requirements, and the

expertise of development and V&V personnel. Secondly, even if these factors warrant the use of V&V, it

is most important to determine how much, when, and what types of V&V to apply in each project.
Effective methods for detecting critical errors must exist to enable an adequate appraisal of what the V&V

effort saved in a project [1].

One of the most comprehensive studies of V&V [2] concludes that V&V is highly cost effective if applied

early in the life-cycle of large, complex software projects. This study, conducted by NASA/JPL, consists

of a survey of over 80 papers and related projects that include both quantitative and qualitative

assessments of V&V cost effectiveness. The JPL study strongly suggests that many projects found V&V

to be cost effective because the cost to correct latent errors grows exponentially in later life-cycle phases.

According to several key papers in the JPL study [3,4,5], V&V can fred errors early and avoid the costs of
fixing latent errors. Overall, the JPL study suggests that V&V can pay for itself if started in the

requirements phase, but also that V&V can negatively impact a project if started late.

In addition, several papers examined in the JPL study conclude that V&V also has benefits such as

significantly reduced software maintenance costs [3,6,7]. These studies fred that V&V more than pays for

itself in projects with long lifetimes due not only to increased reliability but also to decreased maintenance

costs. They suggest that V&V increases external management and technical visibility that is essential in

long-term projects where personnel turnover is high and requirements are volatile.

Other research has focused on developing effective V&V methods for detecting errors. Many of these

methods are specific to software application domains, development processes, and specification

techniques. Some methods have proven nominally effective and even ineffective when applied incorrectly

[8,9]. For example, a formal verification of code is considered too costly in low-risk projects. Although a
formal verification would increase reliability, it would not be cost effective relative to the impact of errors.

In this case, the cost of finding the errors exceeds the cost of the error occurring plus the cost of t'Lxing the

problem. The high costs of formal verification, however, can be justified in some safety-critical

applications where the costs of failure can be catastrophic.

Finally, there are several reports that advocate the use of V&V based on case studies and expert opinion

[7,10]. For example, the NRC assessment of Space Shuttle flight software development [I0] strongly

advocates the continued use of V&V on Shuttle and other large NASA projects. The NRC committee

advises that independent V&V can be highly cost effective and useful in avoidance of catastrophic

incidents in large projects because it provides visibility into highly complex interactions (often informal)

between large numbers of contractors. Because of the informal nature of many of these interactions and
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the high turnover of personnel in large projects, an independent V&V contractor can provide continuity

over the long-term on large projects and provide management and technical visibility to the customer.

3 Process Improvement for V&V

We are engaged in establishing a process improvement model for V&V organizations at the NASA 1V&V

Facility [11]. Our objective is to establish criteria for measuring V&V activities, measure on-going V&V

projects, and suggest incremental improvements to both product analysis and a V&V process. Although

our collaborations are primarily with highly independent V&V groups, small V&V groups are also
involved within specific projects.

To accomplish our objective, we are building a process improvement model for V&V based on

measurement of products and processes from both development and V&V efforts. Our proposed model is

based on the NASA GSFC Software Engineering Lab's Process Improvement Paradigm that uses

measurement as the basis for determining the effectiveness of our efforts to introduce improvements into

V&V processes. In general, a process improvement model iterates over the following steps:

1. Measure the current process;

2. Analyze strengths and weaknesses;

3. Improve the process by developing and introducing new technologies to addresses weaknesses;

4. Measure the process to determine the effectiveness of the improvement;

5. Repeat steps 2, 3, 4.

Figure 1 depicts an overview of the V&V organization and research group in context of a development
process. The next sections describe the aspects of measurement in the V&V process improvement model:

cost effectiveness, trend analysis, and error detection.

3.1 Measuring Cost Effectiveness

What is the value of V&Vto a project? If V&V finds errors early in a project's life-cycle, what are these

worth in terms of cost avoidance to the project in the long-term? Several models of cost avoidance

estimation have been proposed in the literature [12,13], but they are very general and many assume that

errors are not caught by development until testing at the end of the development life-cycle. More

sophisticated models exist, but they are specialized with respect to development and V&V processes.

We propose a framework that can be customized for specitic projects to track the cost of fixing errors in

each life-cycle phase. The framework is based on existing cost estimation models and provides an

evolutionary approach to improving the accuracy of cost-savings estimates throughout the lifetime of a

project. This assumes that the development process is cyclic because it affords opportunities for repeated

phases on the same project. Fortunately, our experimental V&V projects have cyclic development

processes that consist of multiple releases over an extended maintenance phase. It is anticipated that the

projects will incur significant functional changes that must undergo cyclic development phases.

For example, if a number of major problems are uncovered during the first requirements analysis phase of

V&V, the cost savings can be estimated based on existing models within a wide confidence range [1]. In

the next iteration of the requirements phase, we can better estimate the cost savings based on knowledge

of costs to fix errors in previous iterations of phases for that project. This allows for increased accuracy of
estimates and confidence in V&V assessments.
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Figure 1: An overview of the V&V process improvement model

Part of our effort also involves factor analysis of V&V measurements to assess their impact on identifying

potential problems. A V&V analysis may find problems, but these problems may be of high, moderate, or
low impact. It is often difficult to assess the value of a technique at finding high-impact errors. More

research is needed to identify effective techniques and incorporate them in V&V processes.

3.2 Trend Analysis

Can V&Vhelp predict problems ? The status of a project is more than the analysis of its parts. While the

individual product errors may not be severe in a project, their cumulative effect can be serious. V&V

efforts will yield analysis in the form of metrics on development processes and products. These metrics

can be used by a V&V organization to predict trends that may result in schedule slippage, increased
errors, costs, and other composite effects. It is necessary for a V&V organization to spot process problems

early in the life-cycle and must have effective means to predict them. Our model relies on the cyclic

phases of development to allow us to identify trends in software processes based on the analysis of
correlation to find leading indicators in a project [14,15] that foreshadow potential problems. Once these

indicators are identified and validated, they can also increase the accuracy of estimates and confidence in

V&V assessments.

V&V has also been shown to have an influence on software reliability and maintenance. We are still

modifying existing models to incorporate the ability to estimate the impact of V&V on reliability and

maintainability. These qualifies, however, are very difficult to quantify and only meaningful in the

context of a project's goals. We axe still exploring ways of quantifying such qualities in our model so that

the full value of V&V on a project can be assessed.

As we identify improved V&V measurements and techniques, we will need to introducing new methods

into the V&'" life-cycle. Again, the cyclic nature of our associated projects allows for the incorporation of

changes at strategic points in the process. Like the SEL model, our on-going measurements will allow us

to assess the impact of such changes on the effectiveness of V&V.
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3.3 Error Detection

How much and what types of V&V are required on a project? It is necessary to improve the ability of

V&V to find problems in a software development project and focus analysis on the most critical aspects of

development products and processes. Our framework will analyze the success and failure of existing
V&V techniques to detect specific errors by auditing errors (i.e., V&V discrepancy reports) backward in

the V&V process. Auditing these problems should help identify gaps in the V&V processes. For example,

errors can be missed due to several problems in the V&V process including:

• Omission. The problem was caused by an error that could have been caught by the V&V process, but

was overlooked due to the lack of V&V personnel expertise or the difficulty in applying the analysis;

s Incompleteness. The problem could have been avoided via existing techniques but the lack of

information from the development process prevented its application;

• Lack of Resources. The problem could have been found but there was insufficient time or personnel
needed to fred it;

Lack of Capability. The problem was caused by an error that could not have been caught by the V&V

process because of the inadequacy of the methods and tools involved or the inherent complexity of the
error.

This is not a complete list of reasons why errors are missed, but they are typical of the way in which errors

can be classified in order to help improve detection of errors in earlier life-cycle phases. Analysis of

classified V&V errors can lead to discovery of common types of errors that may suggest new methods,

specifications, or processes.

4 Approach

The need to change V&V methods as part of an ongoing improvement program will impact the

development process. For this and other reasons, much debate has surrounded the need for V&V. Some

argue that it is more important to improve the quality of the development organization. It is beyond the

scope of this paper to completely sort out the arguments, but we see the two views as compatible. A V&V

should not simply assess the status of a development effo_ but also provide feedback for improvement of

the development process itself. In other words, V&V can act as a proc_s improvement organization for

development. The next sections describe our long-term strategy related to this view and our short-term
tasks for achieving this goal.

4.1 Long-Term: VerWmble Development Techniques

Initially, we are focusing on the ability of the V&V process to fmd problems effectively and not on

improving the capabilities of the software development process itself. However, because V&V and

develoPment are intimately related processes, we have developed a strategy for transferring improvements
to development processes based on the need for improvements in V&V.

Our long-term strategy is to demonstrate that changes to development are needed in cases where V&V is

unable to perform its task due to inappropriate or unavailable information from development. The goal of

process improvement on a development organization is to enable it to produce high-quality software, on

time, and within budget. This implies that the development effort is predictable and measurable.

Ultimately, this will lead to development techniques that are highly amenable to V&V activities. We have

labeled these verifiable development techniques (VDTs) to identify them as enabling effective V&V over
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other approaches. A verifiable development technique is comprised of many different phases that are

highly amenable to V&V. For example, the requirements for a safety-critical project might be expressed

in specification language that is amenable to formal analysis. In a VDT, such analysis is not simply a spot
check but coordinated with analyses performed in other phases.

4.2 Short-Term Tasks

Current research activities are focused on the short-term tasks to construct the V&V process improvement

framework. The framework is needed to form the basis of any future improvements m the area of V&V.

While it is true that V&V activities have been conducted on projects for many years, industry has yet to

define and document V&V processes involved with any degree of consistency. Working with real projects

using real project data gives our research effort the unique ability to defme a baseline set of processes that

can then be improved through use of a structured improvement process.

Many metrics, models, techniques and processes exist that can be incorporated into our framework. We

must identify those that currently exist and attempt to formulate the characteristics of new approaches.
Our short-term tasks related to our long-term vision include:

Metrics. We have identified some metrics that are highly effective in predicting the potential

occmrence of problems in software projects. We are paying particular attention to existing metric
"success" stories and studies. In addition, we are examining the "Hawthorne effect" in software

development that occurs when a V&V organization is employed. We are working with the NASA

Langley SEES effort to establish V&V baselines and compare experimental results of employing
V&V.

Processes. We are examining existing development processes and determining bow to map V&V

processes to them. In addition, we are examining V&V as related to non-standard development

processes, particularly in large-scale projects where requirements change dramatically during

development.

Classification. Because V&V cannot be applied uniformly across all phases and products due to

resource limitations, we are seeking means to classify software products according to their impact on

system failure. Such classification schemes will help tailor V&V Wocesses to direct their attention to

appropriate problems.

Testing. This traditional role of V&V cannot be totally ignored, but we plan to move "testing" to

earlier stages in the software development life-cycle. For instance, a "test" of the requirements

specifications can be posed as a challenge to be disputed by some analysis on the project

requirements. We are also exploring the possibility of evolving early tests into executable test suites.

Work in these areas will help establish the criteria for validating our framework employed on ongoing

projects. They are needed to establish means of assessing the cost estimates and error detection methods

at all phases of the development and V&V life-cycles.

4.3 Validation Through Application

The concept of "Strategic Alliances" formed between govemmenL industry and academia plays a critical

role in the process of validating research artifacts. The research strategy used at the IV&V Facility

consists of working relationships between research and select projects and organizations. Potential

prospects for collaboration are selected through initial discussions that focus on determining if there is
some mutual interest to serve as a basis for the collaboration. The ability to gain access to an independent

research organization that has the potential to improve processes and products without disrupting the
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normal schedule of project activities is usually a very attractive incentive to induce project cooperation. It

provides the project with research derived information and insight that would otherwise be absent. The

only cost to the activity, in return, is to supply the research organization with "real" project data that is
needed to corroborate their efforts.

Figure 1 also depicts the relationship described above. It describes the relationship between a developing

agent, an IV&V agent, a research agent, and a governing body. However, the process could work just as

well without an IV&V agent in which case research would interface directly with the developing
organization. Both cases are in effect at the Facility and seem to offer equal benefit.

For each project, software quality is achieved through process improvement. Ftrst, one must defme a

starting point or baseline. If improvement is to be made we must know where we are at. This, in the case

of the Facility is achieved by understanding the current practices of each of the selected projects or

activities and using it as a baseline. Second, there must be a method by which to measure the

improvements that are made. This can be accomplished using existing project metrics augmented by the

introduction of any research specific metrics that may be needed. Third, an organization is needed whose

focus is the introduction and measurement of new processes and products. This is the role played by the

research organization, Fourth, there must be a governing body that is responsible not only to fund the

improvement process, but to transform the results into usable products through establishment of policy,

standards, and guidelines that in turn can be shared throughout the industry.

In this model, research plays a crucial role. A developing agent seldom has time allocated to explore

potential improvement initiatives. Project cost and schedule matters are almost always take precedence

over evolving technology. Access to a research organization whose charter is technology improvement

allows advances to be made with a minimum amount of impact to the developing agent. Research in turn,

benefits from the real-time validation it rex_ives because results have been derived on real projects as

opposed to projections based on theory and classroom trials.

4.4 A Case Study: EOSDIS

One example of this type of collaboration is our on-going work with the EOSDIS IV&V contractor to

provide V&V process improvement on a long-term development project within NASA. The EOSDIS

project is well-suited because it is still in its earliest development phases and open to collaboration. It is a

large project with significant risks that can benefit from V&V because its development life-cycle is cyclic

due to staged releases of program functionality and anticipated upgrades. We view this has a unique

opportunity to introduce a process improvement model for V&V in order to ensure increasing confidence

in the face of functional enhancement and a long-term maintenance phase.

It is still too early in the EOSDIS effort for substantive measurements, but initial audits of discrepancy

reports generated by V&V suggest that a major obstacle is the lack of timely and appropriate products

from the development organizations supplied to the V&V contractor. For example, project schedules were
provided in Gantt chart form with little information about associated effort or context. Furthermore, the

time allotted to V&V to analyze the schedule did not allow the application of cost and schedule estimation

models. This limited the type and extent of V&V analysis on the development schedule.

The preliminary requirements analysis of the ECS portion of EOSDIS was completed at the end of

October 1994. Currently, we are in the process of performing cost avoidance estimates on the preliminary
requirements analysis and assessing the effectiveness of the analysis. The cost avoidance of errors found

in this early phase will be estimated based on available models and later compared with actual
performance. We will also produce confidence levels associated with these estimates.

There is also serious concern in the EOSDIS V&V effort over the fidelity project requirements and
designs. While several errors were found in the requirements, it is questionable whether or not they are in
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agreement with current design artifacts. The V&V contractor discovered this problem and the
development contractor is currendy fixing it before the startof the next V&V phase.

5 Summary

The NASA IV&V Facifity was established in 1994 as part of a larger effort within NASA to focus
attention on software issues. It currently houses efforts related to the Earth Observing System (EOS) and

Space Station projects. It also houses a university research team committed to measurement-based
research on actual V&V projects. This unique environment will create a testbed for new techniques in

software product and process analysis.

UllJmately, we hope to improve the quality of computer software and the organizations that develop or

help develop it. This paper does not seek to justify the use of V&V in projects but to (1) establish
guidelines for determining its effectiveness and (2) improve its practice. By basing our work on a sound
measurements program, we hope to frame V&V effectiveness within the context of its application. We

hope that our process improvement model for V&V can benefit both V&V and development efforts.

Many bamers still remain to conducting research on software development and V&V effocts. First, many
vendors are reluctant to provide measurements because it will expose them to criticism. Second, visibility
intoproprietary techniques and processes may harm their competitive advantage. Fmaily,measurements
provided by the measured project will always tend to be skewed optimistically. We are trying to address
these barriers through memorandums of understanding and other conwactual mechanisms.

On large software efforts, several agencies of the US government, including NASA, have invested heavily
m independent V&V as insurance against catastrophic errors. As development methods evolve, V&V
processes must also improve. Since V&V is a complementary process, its improvement will drive
improvements in development. We see the relationship as mutually beneficial in achieving high quality
software.

References

[i]

[2]

[3]

[4]

[5]

[6]

Lewis, R., Independent Verification and Validation: A Life Cycle Engineering Process for
Quality Software, John Wiley & Sons, New York, 1992.

The Cost-Effectiveness of Independent Software Verification and Validation, NASA Jet

Propulsion Laboratory, 1985.

Radatz, J., Analysis of IV&V Data, Final Technical Report, Rome Air Development Center,
March 1981.

Kosowski,E.,Perspectiveson SoftwareDevelopmentand Verification-Boeing757767 AFDS,

Proceedings of the IEEE/AIAA 5th Digital Avionics Systems Conference, IEEE, October 31 -

November 3, 1983, pp. 6.5.1 - 6.5.4.

Nicolai, R., Verification and Validation of IRAS On-Board Software, Proceedings of the

ESA/ESTEC Software Engineering Seminar, ESA-SP-199, October 11-14, 1983, pp. 221-226.

Daggett, P., M. Forshee, S. Forest, T. Fox-Daeke, G. Ingrain, and D. Papa, Handbook for
Evaluation and Life-Cycle Planning for Software, Volume IV, Test and Independent Verification
and Validation, ESD-TR-84-171 (IV), 1983.

SEW Proceedings 158
SEL-94-006



[7]

[8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

Sapp, J. and C. Southworth, Orlando I -- Final Report -- Panel B -- Independent Verification and

Validation (IV&V), Joint Logistics Commande_ JPCG-CRM-CSM Conference, October 1983.

McCran% F., What have we learned in the last 6 years -- measuring software development

technology, Proceedings of the 7th Annual Software Engineering Workshop, NASAJGSFC,
December 1982.

Brosius, D., Software Validation Study, SAMSO TR-73-99, 1973.

National Research Council, An Asssessment of Space Shuttle Flight Software Development

Processes, National Academy Press, Washington, D.C., 1993.

NASA Office of Safety and Mission Assmance, Proccedings of the Verification and Validation

Workshop, Morgantown, WV, December 1993.

Boelun, B., Software Engineering Economics, Prentice-Hall, Inc., Englewood Cliffs, N J, 1981.

Wolverton, R., Airborne Systems Software Acquisition Engineering Guidebook for Software Cost

Analysis and Estimating, ASD-TR-80-5025, Aeronautical Systems Division, 1980.

Dyson, P., K. Dyson and J. McGhan, Streamlined Integrated Software Metrics Approach
(SISMA) Guidebook, Software Productivity Solutions, Indiatlantic, FL, 1993.

Callahan, J., T. Zhou and R. Woods, Software Risk Management Through Independent
Verification and Validation, Proceedings of the 4th International Conference on Software

Quality, American Society for Quality Control Mclean, VA, October 305, 1994.

SEW Proceedings 159 SEL-94-O06



NASAN&VFeclmy

A Process Improvement Model for
Software Verification and Validation

John Callahan
George Sabolish

NASA Independent Software Verification and Vafidation Facility
West Virginia University

Fairmont, WV

l_h Annual NASA GSFC _ Engineering Workshop

NASAIV&VF_H_

Overview

• Introduction, Dimensions, Objectives

• Related work

• Process Improvement for V&V
- Cost Effectiveness

- Trend Analysis
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• Approach

- Long-term
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- Case study: EOSDIS
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NASA IV&V FOClIIty

Introduction - V&V

• Verification

- analyze output of development phases to ensure it
agrees with input specifications

- Are we building the product right?

• Validation

- output of each phase agrees with original specifications
(i.e., requirements)

- Are we building the right product?

• Includes many techniques
- formal methods

- testing

- inspections
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Dimensions of V&V

• Orientation

- products

- processes

• Scope
- comprehensive

- process limited

- product limited

• Independence
- technical

- managerial

- financial
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NASA IV&V Facility

V &V Objectives

• Find errors as early as possible

• Develop effect analysis methods

• Establish correlation between early errors
and potentially latent errors

Otherwise...V&V analysis can be refuted or
dismissed as non-critical by development

19th Annual NASA GSFC Sofllwa_ Engineering Workshop

NASA IV& V Fac_

Related Work

• Two types
- Cost avoidance models

- Analysis methods

Conclusion: V&V is cost effective if...

- started early

- on large, complex projects

Quantitative studies show

- Significant reduction in maintenance costs

- Effectiveness is dependent on many factors

- project size, requirements volatility, expertise ....

,) techniques used

lgth Annual NASA GSFC Software Engineering Workshop
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NASA IV& V Factllty

Related work (con't)

• V&V provides

• visibility into complex interactions between

vendors in large, complex projects

• continuity on large, complex projects in face
of personnel turnovers

Sources: NRC STS Assessment, JPL IV&V

study, Orlando I Report, Mitre V&V report,
Space Division Management Guide, Lewis
IV&V book, ...
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Process Improvement

• Objective: Improve V&V Processes

• Strategy: Apply SEL Process Improvement
Paradigm

- Measure the current process

- Anal_tT_ strengths & weaknesses

- Im_.__grg_£_the process through new technology & methods

- Measure the process to determine effectiveness of
change
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NASA IV&V FacBfy

So.ware Deve_pment

Gad=: Dev_op and Maintain QuJly Software

IV&V

Geah |ncrease So4tware Qua_

Apweach: Apply _oo_sand tochn¢lues

to catch errors as eady as

pos_ble and increase

soilware longevity

Standards

NASA OSMA
Goals: Develop NASA-wtde

l policies, guidelines, &

standards
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Aspects of V&V Measurement

• Cost Effectiveness

What is the value of V&V?

• Trend Analysis

Can V&V helD Dredict Droblems?

• Error Detection

How much and what tvD98 of VSV?
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NASA IV& V Facility

Cost Effectiveness

• What is the value of V&V to a project?

• Finding errors early in life-cycle

• Improve estimation of cost avoidance

O.A ,

19th Annmd NASA GSFC Software Engineerkng Workshop

NASA IV&V Faclllfy

Trend Analysis

• Can V&V predict problems?

• Assess the cummulative effect on

- schedule

- cost

- effort

- error trends

• Need factor analysis on current V&V to
determine effectiveness

• Improve predictive capabilities of V&V

19th Annual NASA GSFC So411vmm Englneerlng Wod(shop
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NASA IV&V Facility

Error Detection

• How much and what types of V&V?

• Audit errors backwards in process
- Omission

- Incompleteness

- Lack of Resources

- Lack of Capability

• Will improve detection methods

191h Annual NASA GSFC Soitware Englneedng Workshop

NASA IV& V Fac#lly

Approach

• V&V can act as process improvement
organization (i.e., provides feedback)

• V&V improvements will precipitate
development process changes

• Long-term: Verifiable Development
Techniques (VDTs)

• Short-term tasks
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NASA W&VFacillty

Long-Term: VDTs

• A verifiable development technique is

- repeatable

- measurable

- amrnenable to analysis

- coordinated

• Similar to process improvement goals

tgth Annual NASA GSFC Software Engineering Workshop

NASA IV&V Facility

Short-Term Tasks

• Metrics

• Processes

• Classification

• Testing

• Get involved in on-going projects

19th Annual NASA GSFC Software Engineering Workshop
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Case Study: EOSDIS IV&V

• Too early for substantive measurements

• Major obstacles

- timeliness of products

- lack of appropriate products

• Currently performing cost avoidance analysis
on preliminary requirements analysis

• Investigating disjoint requirements & design

• Improving access to artifacts

19th Anm_d NASA GSFC Software Engineering W_

NASA IV& V Faci#ly

ECS Analysis

• Requirements are structured via functional

levels (Level 0, Level 1, ...)

• Lack of functional threads

• Lack of consistency with scenarios

• Next requirements analysis may be
augmented with task thread analysis

t _h Annual NASA GSFC So11_m Eng_ W_ad_op
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NASA IV&V Fmclllty

Risk Analysis

• Based on GQM

• Continuously assess probability of meeting
project goals

• Risk = (1-uncertainty) x Importance of Goal

• Unknown metrics contribute to uncertainty

• ICSQ 94 paper

lCj_ Annual NASA GSFC Software Engineering Workshop

NASA IV& V FaCi#t),

Summary

• Many barriers remain
- exposure to criticism

- proprietary considerations

- skewed measurements

• NASA, DoD, others have invested heavily in
V&V

• Must improve practice of V&V

• Explore roles of V&V as development
improvement agent

Ig_h Annual NASA GSFC Software Engineering Workshop
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For more information...

• WWW server
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• Email

- callahan @cs.wvu.edu
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• USPS

- 100 University Drive

- Fairmont, WV 26554

• Phone

- 304-367-8215 (George)

- 304-367-8235 (Jack)

• Fax: 304-367-8203
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Leveraging Object-Oriented Development at Ames

Greg Wenneson and John ConneU
Software Engineering Process Group

Sterling Software at NASA Ames

ABSTRACT

This paper presents _som learned by the Software Engineering Process Gro_ (SEPG)
from results of supporting two projects at NASA Ames using an Object Oriented Ra_d
Prototyping (OORP) approach suptxrted by a full fealm_ visual development
environmcnL Supplemental Lessons Leamcxl from a large project in progress and a
requirements defmition are also incxaaxra_ The paper deanonstrateshow productivity
gains can be made by leveraging the developer with a rich development eavironment, ¢xrrect
and early requirements definition using rapid Im3totyping, and earlie_ and better effort
estimation and software sizing through object-oriented methods and metrics. Although the
individual elements of OO methods, RP apprm_ and OO meuics had been used on other
separate projects, the reported projects were the first integrated usage supported by a rich
development envirmment. Overall, the _ used was twice as productive (measured
by hours per O0 Unit) as a C++ development.

Combining Object Oriented (OO) methods with a Rapid Prototyping (RP) approach supported
by a rich development environment holds promise for highly productive development done right
the first time. This combined Object Oriented Rapid Prototyping (OORP) approach was used
on several projects at NASA Ames and measured over twice as productive as C++ productivity
metrics collected by Capers Jones of Software Productivity R_h. These projects were
supported by training, consulting and mentoring from the Software Engineering Process
Support Group (SEPG). Conclusions and lessons learned are presented here for two of the
projects now in production: NASA Science Intemet (NSI) Service Request (NSR) Tracking
System and SoftLib, a reusable software library management system, internally developed by
the SEPG.

SEPG Presence, Supported Methods and Approach

The Sterling SEPG acts as a software and process clearinghouse while providing no or low cost
engineering and software process, methods and consulting support for contract staff and NASA
scientists at Ames Research Center. The SEPG locates, adapts and champions new technology

and productivity improving methods primarily as a demand driven resource. We promote
several primary methods, approaches and tools which we support by providing training,
process guidebooks, consulting, tools and procurement assistance, analysis and design
assistance and project mentoring. When requested, we will approve methods and approaches if
they are def'med by published works and leveraged by available tools, but we prefer a more
proactive support presence. Our preferred methods and approaches are:

• The integration of Coad-Yourdon object-oriented analysis (OOA) and design
(OOD) methods with a rapid prototyping development approach

• O0 Software sizing metrics
• High-level visual-programming development environments.

The Coad/Yourdon (C-Y) methods were selected because they are moderately simple, easily

taught and provide consistent analysis and design representation. During this last year with
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newly published works by Booch, Yourdon and others, object methods are converging and
borrowing the best from each other. Thus Ivar Jacobson's Use Cases and other current
approaches are being incorporated into the methods we sup.port. We fred these methods and
approaches are scaleable for small and large project size in simple to complex problem domains.

The SEPG supported approach is to use C-Y OOA/OOD methods [1, 2] combined with the
formal Object Oriented Rapid Prototyping approach defined in the new Yourdon Press book by
that title [3]. This involves evolutionary development with ref'mements based on feed back from

customer hands-on experimentation during approximately one to two week iteration cycles. The
process model for this approach is shown in Figure 1. The identification of customers
(requirements owners), their level of involvement and their buy-in are obtained up-front. An
initial analysis and an OO model are produced in the fast few days of the project for early
project planning and then iterated concurrently with the prototype through many incremental
additions and refinements. Formal inspections of requirements and design specifications occur
at two or three points during this evolution:

• Before prototype development
• After user approval of prototype, before tuning
• Any other time the development team feels a need to resolve emerging design issues.

Documentation

Iteration

Specs

User Services Plan Attributes Tuning

Messages

Maintenance

Figure 1 Object-Oriented Rapid Prototyping (OORP) Process

We have been experimenting with some new OO sizing and estimating metrics at Ames. These
metrics are similar to those presented by Lorenz [4] but were actually derived as a modification
of Dreger's Function Point Analysis [5] adapted to OO methods. The OO Unit metrics were fast
published in a paper by Connell and Eller in 1992 [6]. OO Unit metrics for components
(classes/objects) and services (methods) are given OOU counts depending on the number of
attributes in the object. An object with 8 attributes is of average complexity and has an OOU
metric of 5. Each of the services would also count at 500Us. Services have different counts
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for add/modify/delete, output, computalionally intense, and system service but are clumped here
for simplicity. External Entities are the sources and sinks of a Source Sink Diagram which
defines the system boundaries. External entities receive counts dependent on the number of
interfaced objects in the system. Figure 2 provides guidelines for determining OO Unit metrics
counts.

OO Units provide an advantage over the Lorenz sizing metrics in that they allow for
differentiating object classes according to size, depending on the number of attributes, services,
complexity of services, and external interfaces. The differentiation scale is based on a similar
scale provided by Dreger and Capers Jones

Simple

< 7 Info Items

Average

7-14 Info Items

Complex

> 14 Info Items

Component

Service

External

Entity

300Us 500Us 800Us

400Us 500Us 600Us

< 3 Components

700Us

Figure 2

3-5 Components

10 OOUs

> 5 Components
15 OOUs

Object-Oriented Unit Metrics Matrix

Using the C-Y OOA/D methods and Cormell/Shafer rapid prototyping approaches, an early
estimate of total effort can be made from the initial analysis and OO model generated at project

startup. The OO unit metrics are counted from the w:fial model using the number and
complexity of the objects, services and external interfaces. The final delivered application
usually grows during prototype iteration to three times the size of the initial model. The
estimated times to develop the initial prototype and then the fully deployed application are
dependent upon the implementation language and environment. In our estimates, we used a
figure of 4 hours to implement an OO Unit, equivalent to the figure Dreger uses for Objective C
and Smalltalk. We reasoned that a powerful visual programming environment would be at least
as effective as ObjectiveC and Smalltalk. Our project's end results produced figures equal to or
better than that, 4 hours per OOU for one project and about 3 hours to deliver an OOU on the
other.

We recommend use of high level visual programming environments for development and
iteration of rapid prototypes. Ideally, a powerful development environment would provide
integrated capability to manipulate GUI, control, functionality and data management abstractions
at a higher level than coding in a 3GL. This is still the holy grail of development environments.
While waiting for that future momentous unveiling and heeding the current (Summer 1993) call
of requirements, we evaluated numerous vendors and selected Sybase's GainMomentum
product as a development environment which met selection requirements. GainMomentum
(here after referred to as Gain) provides object-oriented visual development tools for RDBMS
access, graphic user interface, and user defmed objects. Gain also has extensive function
libraries, a good debugging capability, and a 4GL scripting language (GEL - Gain Extension
Language) to augment visual development tools. Programming in C/C++ code is generally not
required. There is an instant context switch from edit to run mode and standalone run-time
executables can compiled when an application is complete to restrict user access. Gain was
available for Unix environments only, though recently a Windows version was released.
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For analysis and design modeling support we used the drawing and data dictionary capabilities
of Iconix's ObjectModeler for the Macintosh. Although ObjectModeler can generate code

templates, we ordy used the drawing capabilities of the tool. Consequently, the object models
and the tool's capabilities were not integrated into the developers' envtronment. One project
elected to use a Macintosh drawing tool with just as effective results.

For both projects, SEPG members acted as external consultants, trainers and mentors. Just in
time training was provided in C-Y OO methods, Rapid Prototyping, development tools and
management approaches. The SEPG also provided development tools during the early stages of
development so that development could get started on the right foot while project startup
procurements proceeded concurrently. During early stages of development, SEPG members
provided hands-on assistance with OOA and OOD modeling, prototype development, prototype
iteration and ref'mement methods, estimating, and planning support in conjunction with project
staff. When staff were completely comfortable with the methods, they assumed all development
activities from the SEPG.

The Projects' Specifics

Both the NSI and SoftLib projects were small and low risk. NSI planned for staff at 3 Full

Time Equivalents (FTEs) and the SoftLib project was planned at about 1 FTE. Due to
personnel and organizational changes, neither project reached their full planned staffing. The
NSI project was estimated to take 6 calendar months and the prototype was approved and
completed in 7 months. When the approved prototype was delivered, the users required further
work which was completed 4 months later. The SoftLib development was initially scheduled to
take 11 months and completed on schedule. With the organizational changes, we consider both
projects to have completed within projected time and costs. Project effort and metrics are
discussed in the next section.

Both of the projects used inexperienced staff assisted by SEPG consultants. The projects were
the staff's first introduction to object methods, rapid prototyping, full life cycle implementation,
advanced development environments, RDBMS and SQL.

The NSI project developed a new application to manage Intemet connectivity requests stemming
from world-wide NASA science projects. The development involved creation of two complex
data entry forms: the NSI Service Request (NSR) and the Request for Service (RFS). The
combination of these two vehicles and supporting data structures provides on-line entry of

customer profile and organization data, funding authorization, and Intemet service connectivity
requirements. The application replaced and integrated manual and ad hoc systems for several

groups, adds new functionality and provides the opportunity for further automation.

The SoftLib project re-engineered to modernize an existing reuse library management system.
The old system provided a character based front end to a database of metadata about software
components. Users had to grapple with the character mode interface to find reusable software
descriptions and then locate the actual software outside the domain of the library management
system. The new application provides a graphic X-Windows user interface to increased
capabilities. Combo-box list widgets now provide selectable keywords and other search

parameters. When users find interesting com. ponent descriptions in the hit list, the location is
presented and they can download the file using another window. The application also provides
interfaces to other applications such as a New Technology Database and other reusable libraries

including a NASA-wide BBS.
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In addition to the commonalty in development approach, inexperienced staff, estimating metrics
and visual development tools used, these two projects had certain other elements in common.
Both were in environments where users and developers did their work on networked
combinations of Macintosh and Sun workstations. The networks extended over many
Macintosh zones and Intemet domains within the Ames domains. Both applications required
intensive user interaction and an interface to an existing relational database.

There were also several differences between the projects in that SoftLib was developed using a
very new alpha/beta release of a truly object-oriented version of the Gain development
environment, while the NSI project used the current production release. Mentoring on SoftLib
was fairly smooth because the project was internal to the SEPG. The NSI project used multiple
and conflicting sources for consulting causing some confusion and lost time due to thrashing
back and forth between divergent approaches w information engineering versus object-oriented
rapid prototyping.

Perhaps one of the primary differences was in user's profiles and expectations. SoftLib
replaced a single text based system. The users, although from different application domains,
were familiar with a single interface. Whereas on NSI the users were from different functional
groups. There was no single application to replace; indeed, many users had evolved their own
applications using spreadsheets to support their work. Some of the replaced functionality was
being performed by data entry staff. The NSI authors felt that many of the users did not think
that they would be using the system.

Access and data security were issues for both projects. NSI's solution was at the network
administrator layer---disallow access outside project domains. SoftLib specifically needed to
allow access and file download capability throughout the Ames domains but not to outsiders.
The initial design was for security daemons, user accounts and client-server pairs for file
transfer. The access and security features were written in C due to apparent limitations of the
Gain environment. Very late in the development, the entire SoftLib security/file transfer
implementation was replaced with an Xmosaic shell with "allow" access capability for the Ames
domain and a separate Xmosaic window for file transfer. Distribution and installation
packaging were also replaced due to portability problems of executable code to heterogeneous
workstations. As a result, no software is required to be distributed to potential users and the
developer has greater control over enhancements and problem fixes. All SoftLib capabilities are
available (in the Ames domain) through the World Wide Web.

Results and Lessons Learned

The NSI NSR/RFS application is in production and being used. When the approved prototype
was delivered, the users were not happy and required 4 additional months of part time
development. Most of the users are actually on Macintoshes using MacX for X-Windows
emulation, although the system was mostly developed and demonstrated on a Sun workstation.
The result is that the delivered system is very different from what the users expected. The
system feels slow for this application on this network. Part of the problem appears due to

heavy server loading and the earlier version, reduced-capability of Gain data managers.
Macintosh client performance is less than half Sun workstation performance due to remapping

for MacX screen display. Also screen size and pixel density are very different, giving a
degraded look and feel on the Macintosh. NSI Macs are currently being upgraded with larger
screens and graphics accelerators. Because an earlier version of Gain was used on this project,
much additional GEL scripting was needed for database transaction management.
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The SoftLib application has recently gone into production (October 1994) after successful beta
testing in August and September. The performance is faster than NSI's application and quite
acceptable. It was developed in the newer Gain version and deployed on a different hosL As
with the NSI project, the SoftLib proto_tyl_, was primarily develo .l_..d and demonstrate, d on a Sun
workstation while many users ate on Macintoshes. However, with the SoftLlb applicatton, uae
Librarian is promoting the reuse library and is using the colorful, more capable interface as

advertising leverage to attract users.

These projects are characterized as successful because they went into production and are being
used. They completed within 20% of originally planned schedule and resources. The C-Y
OOA/D methods were introduced, learned and used in development. The initial C-Y object
class models and OO Unit metrics prodded an acceptable basis for project estimating and

planning. Data points were generated to calibrate the metrics methods. Connell/Shafer rapid
prototyping approaches were used to iteratively generate a hands-on requirements model the
users requested and then a deliverable product. A new object oriented development
environment was used to produce applications which are fairly easy to change. Preliminary
measurement of development time is about 3 hours per OO Unit for SoftLib and about 4
hrs/OOU for NSI. The NSI figures are higher due to the larger amount of GEL and SQL
written. These results are from inexperienced developers leveraged by visual development
environments. And we had fun!! !

We feel that an OO Unit is very similar to a Function Point as described by Dreger [5]. Dreger
(based on work by Capers Jones) provides a list of relative effectiveness of implementation
languages including 4GLs. However, Dreger only provides one single-figure productivity
metric---an average of 20 hours of COBOL development to produce one Function Point.
(Capers Jones [7] declines to give language-dependent single figure metrics. Jones prefers to
give high-low ranges for productivity, probably to prevent comparisons in papers like this.)
We generated single-figure productivity figures by taking the median of the productivity ranges

provided in Dreger's and Jones' figures. Since Jones' and Dreger's figures are given in
Function Points per staff month, we assumed 21 working days per month and 6 working hours
per day to normalize to hours per FP. From this, we show productivity figures for C (24
hours/FP), FORTRAN (20 hours/FP), C++ (15 hours/FP), Ada (14 hours/FP) and

ObjectiveC/Smalltalk (4 hours/FP).

We are not entirely comfortable with our single-figure interpretations of Jones figures. Jones'
collected metrics are from a wide range of project types and environments including MIS,

military, and system software among others. We feel that today's versions of the languages
would permit at least twice the productivity of our medians of Jones ranges. Using that
adjustment, C would be 12 hours/FP, C++ 8 hours/FP and Ada 7 hours/FP. These adjusted
figures are consistent with the high end of the productivity range Jones does provide for ..e_..h of
the languages. Following that, what our projects with inexperienced developers accomplished
in 3 and 4 hours still compares favorably to what Dreger/Jones data shows as 8 hours per
Function Point in a standard OO programming language such as C++ or 12 hours in a lower

level language such as C.

We feel our productivity could have been even better. We think about 10% of total effort on the
NSI project was spoilage due to conflicting advice provided by competing consultants from
different organizations. On both projects, productivity was lessened by the steep learning curve

of multiple elements (OOA/OOD, Gain, rapid prototyping, SOL andbasic developa_en h
experience). We estimate that overall on-the-job learning constimteo at least 3ovo o to

implementation cost on these two projects. On both pro.jects the majority of implementation
problems and effort expended were related to overcoming the data managers and database
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interface. On NSI, much GEL scripting was written to overcome the earlier version of data
managers. On SoftLib, the newer production release data managers are quite powerful, but
developers had to struggle with alpha versions and multiple Beta releases. All in all, we
estimate it took at least 20% additional development time for each project to overcome the
maturing data base interface.

Prototype size growth from initial OO model to delivered system was flat for SoftLib and about
2.5 for the NSI system. Both systems were estimated to grow to three times the OOU counts
from the initial OO model to the final system. The initial SoftLib model had an unrealistically
high OOU count because the graphic widgets were modeled as separate objects with services
rather than services of objects. A remodeling of the SoftLib initial OO model produced a 25%
lower OOU count with an actual growth of 0.5 to delivered system. The SoftLib growth was
incorrectly estimated because the SoftLib model was a detailed and almost complete model of an
existing application rather than an initial OO model of a future system. The actual hours needed
to complete SoftLib were also less than half that initially estimated, partially due to learning
from the NSI experiences.

Reuse was minimal due to the mismatched capabilities of the development environment versions
and the different application domains. The overall application framework and a few of the GUI
widgets were reused between the two projects. With a bit more care, several of the NSI object
classes (person, organization, etc.) might have been reused within SoftLib. Many of the NSI's
classes hold the possibility for future reuse in any resource management system.

In SoftLib, the Gain development environment allowed easy modification of the applications.
Because very little code is written outside the development environment, the production version
is still as flexible as the prototype was during iteration. The small amount of C code written to
provide SoftLib security and controlled fde transfer was easily replaced using the more portable
Xmosaic's file transfer and security features.

There was some learning transferred from one project to the other. The SoftLib developers
were able to make some use of NSI lessons learned. The different versions of Gain data

managers prevented more knowledge from being transportable. The SEPG members consulting
on the NSI project also consulted on the SoftLib project. That connection was lost as the
project team members assumed all responsibilities from the SEPG.

There were also some harder to measure productivity loss factors. The inexperienced developers
made some mistakes that more senior software engineers might have avoided. One side effect

of inexperienced prototypers was the hesitation to demonstrate a prototype that didn't appear
excellent. This resulted in fewer iterations and less frequent user feedback. User commitment

to requirements approval was difficult to obtain. On SoftLib there was one primary developer.
With better initial team building and work partitioning, communication would have improved
and the primary developer's workload lessened. Both projects had to pick between a less
capable GainMomentum version 2 or an in-development alpha/beta version 3. There were many
handicaps to overcome with either choice. Additionally, the inexperienced developers were not
always amenable to the mentoring available from the SEPG. This is because the application
was their first masterpiece and suggestions and proposed alternatives were often perceived as
criticism and therefore not weU received.

A major lesson learned from these two projects relative to the application of the ConneU/Shafer
rapid prototyping approach is that delivering a system (Macintosh) with a different look and feel
from the user approved system (Sun) diminishes much of the requirements stability gained from
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prototype iterations. In order to achieve requirements completeness, correctness, and exactness
through rapid prototyping, the following must occur:.

• real requirements must exist
• correct identification of user representatives in a development plan
• establishment of requirements ownership in a development plan
• user commitment to prototype review and approval as planned.

Execution of these basic rapid prototyping principles was flawed on both projects, resulting in
some user dissatisfaction. Experienced rapid prototypers know that successful rapid prototyping
is an evolving team-based process owned mutually by users and developers. The Space Station
Centrifuge project, for instance, proved that the OORP approach can be used to overcome group
dynamics or political fragmentation problems if users become sufficiently involved in prototype
iterations. On the Centrifuge project, solid requirements definition was achieved in 14 iterations
over a 10 week period with approval from 100 users. These users were in three different groups
(operations, controls, and human factors) each competing for system resources and
requirements implementation.

Good News

These projects were sized and scheduled using estimates derived from OO metrics applied for
the first time to real projects at Ames. A conservative factor of four hours per OO unit was used
for NSI project estimating. The actual productivity figure is just about that. On SoftLib, we
used 2 hours per OO unit based on an preliminary estimate of the NSI metrics and hopes for the
more mature version of Gain. Preliminary figures indicate a productivity figure at about 3 hours
per OO unit. With the results and the offsetting productivity losses mentioned above, we feel
the metrics have been initially validated and will continue to be used and refined. From
previous and concurrent experience with other prototyping tools, we feel the metrics can be
generalized for the entire class of visual-programming in very high level rapid prototyping tools
similar to GainMomentum. These kinds of tools are much faster than procedural languages
such as C and FORTRAN. They measure several times faster than OO languages such as C++,
and hold promise to be significantly faster than OO development environments such as
ObjectiveC and Smalltalk. On our projects, when such tools are combined with a formalized
approach to OORP, the development time (with inexperienced developers on first time projects)
has been measured at equal to any other approach we customarily use. If we adjust our
project's productivity's by the estimated losses for learning curve and tool problems, we have
an approach about twice as fast as the figures put forth by Dreger for ObjectiveC and Smalltalk

The OO paradigm is difficult for many developers to master. We have found at Ames that non-
complicated modeling methods assist developers in learning and users in understanding. Our
modeling activities provided an easy way to depict the initial requirements and explain them to
the user before the fast prototype was started. The model also acted as an alternate design
mechanism with the alternatives or not-yet-built components shown in a different color or
otherwise called out. The modeling activities paralleled or led the early development; however,

once the major components and inheritance were established, the modeling activity fell to a
lower priority. Subsequent metrics determination required the model to be updated and
reviewed--which should have been done concurrent with development.

The services provided by the SEPG proved to be valuable and particularly necessary for new
developers. The learning curve was too steep for the inexperienced staff to contemplate without
the training and on-project consulting provided by SEPG members. At Ames, the SEPG
advises, rather than controls, projects. This means that staff may always feel free to ignore
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SEPG advice. It has been found that staff are much more likely to heed the advice when h is
perceived as free help rather than criticism.

In the course of these two projects a happy accidental discovery was made: there need be no
difference between a good Coad/Yourdon OOD object class model and a good RDBMS schema.
A mapping can be done such that each object class on the OOD model maps to a table in the
database and all required database tables are modeled as object classes. This mapping is
possible because the Coad/Yourdon methods work very well for data oriented applications. The
methodology guidelines for identification of good object classes map well to normalized
RDBMS tables. This is not to say that these methods do not work well for other kinds of
applications. One of the most successful applications of OOA/OOD and OORP at Ames is the
development of real-time data acquisition software for the new 250,000 LOC Standardized
Unitary (wind tunnel) Data System.

Summary

The Rapid Prototyping approach combined with Object Oriented methods and leveraged by
visual programming development environments show solid promise to significantly improve
development productivity while generating the system the users request. Although the
productivity metrics are preliminary and based on a few data points, it appears possible to easily
exceed the productivity compared to creating an application with ObjectiveC or Smalltalk. The
projects' productivity measures about twice as effective compared to the high productivity range
of Dreger/Jones' C++ metrics. We have also shown it is possible for less seasoned engineers
using these approaches and assisted by skilled mentors to exceed the productivity of seasoned
developers using less effective techniques. We look foreword to measuring fully experienced
developers using these highly leveraged environments.

On future OORP projects, thereare some things we will do differently, as a result of these
projects. We will strive to make sure that we always deliver the system the users really
approved, and not slip in a new, unapproved look and feel for delivery! We will pay more
attention to psychological factors in dealing with inexperienced staff and uncommitted users.
We also need to keep our OO models in better synchronization with the development activity;
perhaps that can identify more intentional reuse opportunities. We will try to be more thorough
in assuring that original plans are carded through to ensure that users' needs are truthfully
identified and responsibilities met.

We would like to compare our metrics to other OO projectsindifferent domains and
environments. We used project data captured by Lorenz and Kidd [4] to do a rough comparison
to SmaUtalk and C++. Their averaged data indicates Smalltalk productivity of less than 1 hour
per OOU and a lower productivity for C++ at 3 hours per OOU. This three-to-one ratio is
consistent with the Jones and Dreger data. The Lorenz data are from only a few projects but

imply a higher productivity than our projects. However, as with the Jones data, we would need
more contextual information about developer experience, environment capability and accuracy
of the collected data to gauge the comparison and possibly the leveraging effect of different

methods on productivity.

There are some other things these projects have caused us to think about, but we have not as yet
come to any conclusions. We need to devise some more efficient means for providing expert
design guidance to projects so that guidance is heeded more consistently. We need object
oriented design and quality metrics in addition to sizing and estimating metrics. We also need
object reusability guidelines and metrics. Furthermore we wonder if it would improve
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application of SEPG services and better serve the customer if we withdrew SEPG support to a
project rather than compete as one of several consulting sources.
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OORP Process Model
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OO Unit Metrics Matrix
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4 CUs 5 CUs 6 CUs

< 3 Components 3-5 Components • 5 Components

7 CUs 10 CUs 15 CUs

• Object Complexity by Number of Attributes

• External I/F Complexity by Number of Objects

• Effort = OOUs X Hrs/OOU X 3 (Prototype Growth)
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Visual Development Tools
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Project Descriptions

NSI Service Request (NSR): Intemet Connections

• Manage, Track and Schedule Resouces

• Automate Manual and Separate Systems

• Potential 100+ users

SoftLib Library Management System

* Reusable Library Component Xwindow Interface

• Re-engineer Text Based System

• Ames-wide User Base
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Common Factors

• Both systems Small and Low Technical Risk

• Staff Inexperienced; Then Trained

• Introduced OO and RP

• Introduced New Development Tool
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• Users Spread Over LANs: Macs and Suns
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Results - NSI

Planned 6 mo.; Approved Delivered in 7 mo.

Initial Model -140 OOUs; Delivered -550 OOUs

• Estimated 4 hrs/OOU; Delivered ~4hr/OOU

Performance Not as Expected

Needed Much Additional SQL

Delivered Approved Prototype Not Used

4 More Months Development

• Problems Not Technical
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Results - SoftLib

• Planned 11 mos; Delivered in 11 mos.

• Initial 453 OOUs; Delivered ~ 450 OOUs

• Estimated 2 hrs/OOU; Delivered ~3hrs/OOU

• Some C Code; Replaced by xMosaic

• Newer Version of GainMomentum

• Some Structure and Widget Reuse

• System Performance Satisfactory!
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What Worked

• OO & RP Work Well

• OOU Metrics and Estimates Work

• Development Tool Leverages Productivity

• SEPG Assistance Critical to Success

• Productive Development Approach
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J Improvement Needs

• SEPG Advice Optional

• Steep Learning Curve: 30%

• NS110% Multiple Consultant Spoilage

• Following RP Approach

• Non-Technical Issues

- User Buy-In / Commitment

- Developer Ego

• Reuse Criteria
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i Learned

• Deliver what Users Approve ...

• Make sure Users knowledgeably Commit

• RP Can Help Overcome Scattered Users

• Tools Have Warts - Know Them!

• C-Y OOD Obj-Class Model like RDBMS Schema

• C-Y OOA/D Methods Simple and Powerful

• Promoted Methods Leverage Productivity

...... Leveraging OO Development at NASA Ames
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Abstract

Software development organizations, both commercial and governmental, are

undergoing rapid change spurred by developments in the computing industry. To

stay competitive, these organizations must adopt new technologies, skills, and prac-

tices quickly. Yet even for an organization with a well-developed set of software

engineering models and processes, transitioning to a new technology can be

expensive and risky. Current industry trends are leading away from traditional

mainframe environments and toward the workstation-based, open systems world.

This paper presents the experiences of software engineers on three recent projects

that pioneered open systems development for the National Aeronautics and Space

Administration's (NASA 's) Flight Dynamics Division of the Goddard Space Flight
Center (GSFC).

Introduction

How can an organization effectively accomplish

technology transition? Introducing a new tech-

nology into an organization requires an invest-
ment. But what is the nature and size of that

investment, and how long will it be before bene-

fits are realized? How can one quantitatively
define these benefits and measure the results?

Whatever the ultimate reward of the technology,

transition is a step into uncharted waters. Tech-

nology infusion requires managers to rethink the

way they approach the ordina_ project man-

agement challenges of developing effort esti-

mates, achieving planned productivity, and

dealing with evolving requirements.

The authors of this paper develop software sys-

tems under contract to the NASA/GSFC Flight
Dynamics Division (FDD). For more than two

decades, the FDD has successfully fielded soft-

ware systems to support NASA spacecraft

missions in a relatively stable mainframe/-

minicomputer environment. This stability has

allowed the FDD to optimize its software

development process. During the first half of the

1990s, the authors worked on three projects in
the forefront of the FDD's transition from its

legacy environment to a workstation-based open

systems environment. We discovered that our
established development process had to transition

as well, in unanticipated ways. Our experiences
in this transition and our lessons learned are

recorded here with some recommendations for

managing technology transitions.

A model commonly used for technology transfer

conceives of technology as moving from a pro-

ducer to a consumer organization. The transition

moves through the phases of early experimenta-

tion and exploration to technical maturity. The

projects discussed in this paper fall primarily

within the explorato_' phase, where work has

progressed from initial experiments to full-scale

development, but the technology is still used by a
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minority of the organization's staff. Marvin

Zelkowitz defined these phases in a paper pre-

sented at the 18th Annual Software Engineering

Workshop, 'SoRware Engineering Technology
Transfer: Understanding the Process."

This paper provides information on the software

development organization, then summarizes our
observations on each of the case study projects.

We then organize the lessons learned and rec-

ommend elements of a technology transition plan

and ways in which new technology projects

might be better managed.

The FDD Software

Development Organization

The FDD entered the transition with a mature

software development organization that included
the Software Engineering Laboratory. (SEL), a

research and process improvement group whose

mature measurement program, cost and schedule

estimation models, and management guidelines

support software development and technology
transfer in this environment.

The FDD had patterned its success on a basic

scientific method of gradual, continuous improve-

ment in software engineering technology in a

stable computing environment. Controlled inno-

vations were introduced to test new techniques

and tools. Studies usually were conducted

through pilot projects that applied the new tech-

nology under strict controls, with the results
evaluated against the organization's norms. The

FDD would then incorporate proven beneficial

technologies into the standard technology suite.

The FDD had made little investment in explor-

ing open systems technologies. The FDD's few

projects outside the mainframe environment were

considered out of the organization's mainstream.

Developers collected few statistics, and few

software engineering experiments were con-

ducted on these projects. When the computing

industry began to shift toward workstations, the

C language, and open systems concepts, the

FDD had little background in these technologies.

Since 1990, the FDD has been moving toward

workstation computing platforms and open sys-

tems technology, driven primarily by factors
external to the development organization. They
have done so w4thout the benefit or lead of SEL

experiments. Figure 1 illustrates the FDD's
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Figure 1. FDD Transition to Open Systems
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investment in new technology exploration and the

quickening pace of the transition. The case

studies discussed in this report are shown at the

bottom of the figure in their chronological
context.

The Case Study Projects

Table 1 provides an overview of the three case

study projects, listing the size and language,

operational computing environments, and devel-

opment tools. The projects were planned by

tailoring the domain-specific FDD cost and

schedule models. The tailoring allowed for some

training on specific new technologies. As work

progressed, plans were revised to reflect the

technology issues. Figure 2 summarizes the

development results compared to the plan.

Case Study 1: User Interface

Executive (UIX)

The FDD saw a need for a common framework
in the new environment. The FDD planned the

UIX as a common user interface and executive

framework for distributed mission support sys-
tems. The decision to base the user interface on

X/Motif was primarily driven by industry trends.

The aim was to create a configurable system to

be used by developers working in Ada, C, or

FORTRAN to build application programs that
shared a common set of interactive tools. The

application developers would not be required to
code in X/Motif or to use a GUI builder. The

UIX would allow application users to control

multiple, distributed processes in a platform-

transparent manner. Finally, the FDD required

that the UIX support existing hardware

Table 1. Case Study Project Characteristics

Project

Descriptors

Size in KSLOCs

and Language

!Platform and

Infrastructure

Software

Development

Tools

Case Study 1: UIX

65,000 C

• 386 and 486 PCs

• Santa Cruz Operation (SCO)
UNIX

• I-IP 9000/7xx series

workstations

• HP/UX

* External Data Representation

(XDR)

• X/Motif(X11R4, later R5)

• Intersolv PVCS version

control

• SCO Open Desktop toolset

Case Study 2: GSS

212,000 Ada

• Digital Equipment Corp.

(DEC) VAX 8820 (later Alpha

AXP/4000), open VIvlS

* 486 PCs

• SCO UNIX

• HP 900017xx series

workstations

• liP/UX 9.0.3 or higher

• DEC Configuration Manage-

ment System (CMS)

• DEC VAXSet Development
Yoolset

• DEC Ada Compiler Version
2.2

• Rational Software Corp.

VADSelfAda for 486 SCO,

HP/UX

Case Study 3: XTE AGSS

66,000 C

58,000 FORTRAN

9,000 User Interface Language

(UIL)

• Hewlett-Packard (HP) 7xx
workstations

• HP/UX

• X-terminal and VT2000

emulation

• X/Motif(Xl IR5)

• Builder Xcessory (X Window

GUI builder)

• t-[P full-screen editor

• t-IP desktop environment
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Figure 2. Planned Versus Actual Size and Schedule

(the IBM mainframes and Intel-386 PCs) to the

maximum extent possible.

Prototyping played a crTtical role. The ambi-

tious goals of the UIX project were all the more

challenging because it was the first to use open

systems technology, within the FDD. To learn

the technology, and refine the requirements, the

development team built a prototype that covered

all major facets of the proposed UIX. Develop-

ment and evaluation of the prototype ultimately

spanned a year and a half. In parallel with the

protot3"pe evaluation, the team began specifying

the content of the actual UIX. The prototyping

experience led to architectural and conceptual

changes in the specified product, including aban-

doning the goal of supporting the IBM main-

frame as an application host and deferring

implementation of distributed process control

until industry capabilities had further evolved.

Lack of a technical infrastructure and an

organizational transition plan caused difficul-

ties. Without a preestablished infrastructure

('tniddleware" such as a network file server), the

traditional separation of concerns between the

systems support and soRware development

organizations was blurred. It was sometimes

unclear whether responsibility for selecting an

infrastructure product lay with the project that

first needed the capability (in this case, the UIX)

or with the support organization that maintained

the FDD's institutional hardware resources.

Although cross-organizational groups addressed

these issues, the lack of an overall transition plan

led to misunderstandings and organizational

friction.

The FDD's traditional functional requirements

and specificatTons methodology was not

sufficient for establishing the infrastructure.

Software developers, especially those from

mainframe backgrounds, tend to take the exis-

tence of a computing system architecture for

granted, but this was not the case with the UIX.

The developers attempted to define the required

software infrastructure using data flow diagrams

and functional specifications, the method with
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which they were familiar. Unfortunately, their

limited knowledge of the technologies involved

and the immaturity, of available products mud-

died the development effort. One round of proto-

typing followed by one round of specification

development was not sufficient, nor was the

specification formalism conducive to iterative
refinement.

Prototyping experience led to technical learning

but not better planning. Although the prototyp-

ing experience clarified technical issues, it taught

the developers little about planning the develop-

ment project. They believed that the effort saved

by rapid protot)qging would offset the additional

effort needed to come up the learning curve on

the new technologies. In the actual project

experience, there was still a substantial learning

curve in spite of an overlap of development team

members with the prototyping team. (For

example, the complexi b' of X/Motif coding was

underestimated.) The prototyping team achieved

the organization's average productivity based on

historical data. However, productivity on the

actual UIX development was initially only half

daat of the proto_10e project, as the team faced

continued technical learning as well as the

documentation and inspection demands of a dis-

ciplined development methodolo_'. Further-
more, the final system was larger (by a factor of

about two) and more complex than indicated by

the prototyping

Case Study 2: Generalized
Support Software (GSS)

The GSS project transitioned the post-

integration development phase only. The GSS

is a multiapplication flight dynamics support

class librau, designed to interface with the UIX.

The GSS project was the FDD's first Aria lan-

guage software development project to make the

transition to the open systems workstation envi-

ronment. Unlike the other two case studies pre-

sented in this paper, the GSS was not developed

in an open systems environment. The GSS was

designed, coded, and integrated in the standard

development environment for Ada-based

software projects in the FDD, which was a DEC

VAX system (later, a DEC Alpha system). The

code was then ported to the SCO UNIX envi-

ronment on PCs for integration with the UIX to

create the operational system (an attitude

telemetry, simulator), with the UIX providing the

user interface services. Thus, the technological

"leap" taken by GSS was considerably smaller.

The infrastructure needed for a workstation-

based development was underestimated When

the GSS project started production in January

1993, the FDD did not have sufficient worksta-

tions and associated Ada development tools to

support a development the size of the GSS on

workstations. The GSS project was not budg-

eted to procure the workstations and tools needed

to develop the system totally in a workstation

environment. FDD management decided that the

most cost-effective approach would be to

develop the GSS software on the institutional

Ada development platform, a VAX 8820 mini-

computer, until the build integration test phase.
At that time, the software for the build would be

ported to the workstation environment.

A familiar development environment helped

control system growth. The growth in size of

the GSS is fairlv consistent with FDD projects

over the past 5 )'ears. The reasons for the rela-

tively limited gro_th compared to the other case
studies are

* GSS is developed in Ada, a language FDD

softnvare developers have been using for
almost a decade.

* The developers were familiar with the GSS

development environment and toolset, and

only the latter phases of the life cycle (build

integration through independent test) were

performed on the workstation platforms.

The GSS project comprised pure computational

applications software, not interactive software.

The GSS project did not have to deal with user-

system interface issues in the new open systems

environment. Because the UIX system provides

the GUI for GSS-based flight dynamics

applications, the GSS project was "shielded"
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from many of the technological hurdles and

learning curve relating to building GUIs on

workstation platforms. This experience suggests

that scientific application development is less
affected when moving to open systems platforms

than is user interface soRware development.

Case Study 3: X-Ray Timing

Explorer Attitude Ground Support
System (XTE AGSS)

The FDD faced a new requirement to deliver

software on workstations. On this project the

FDD developed mission attitude ground support

applications in an open systems workstation

environment. The FDD had developed these

types of applications before but only in an IBM

mainframe environment. The FDD was required

to deliver the applications to a separate GSFC

organization, the Mission Operations Division

(MOD), for integration into their operational

system. Such applications had previously been

installed and operated only within the FDD envi-

ronment. The MOD systems use a locally devel-

oped package called Transportable Payload

Operations Control Center (TPOCC) to provide
the client-server framework

Project planning was largely based on experi-

ence in the legacy environment. The project
planners estimated size (in lines of code) of the

applications based on previous FDD systems.

The planners determined they could reuse a large

amount of FORTRAN computational code being

developed concurrently on the mainframe. Since

XTE AGSS was a first-of-a-kind project, the

planners lacked good comparisons to help esti-
mate how the use of TPOCC and X/Motif

graphics would affect the size. A productivity
rate 20 percent lower than the FDD norm was

used to account for the new technology learning
curve.

The ,VIE development effort was significantly

underestimated As it turned out, the size of the

applications was underestimated by a factor of

three, primarily because

• Planners underestimated the size of the

TPOCC and graphics-related code.

• Reused code was larger than expected.

• Requirement changes added major new

functionality.

Productivity on the initial builds was considera-

bly lower than expected. The main causes of the

lowered productivity were underestimation of the
complexity of the new technology, the lack of

X/Motif expertise on the team, and skill mix

problems. Productivity increased in the later

builds as the team became more experienced

with the technology and as the skill mix

improved; some builds met or exceeded the FDD
norm.

The traditional methodology had to change to

incorporate iteration. Only about half the unit

designs had been completed by the time of criti-

cal design review. (FDD methodology called for

all unit designs to be complete at that point.)

This indicated trouble, but the developers and

their management did not realize the full extent

of the effort underestimation until the coding

phase. Then it became clear that they could not

complete the project according to the original

plans, and they had to renegotiate the delive_
schedule and add staff. The new schedule was

still highly compressed because of XTE mission

deadlines, forcing the developers into an iterative

approach of designing and coding build by

build. For the most part the iterative approach

worked well, though it made assessing progress
difficult.

Requirements instability exacerbated problems.

It is common in FDD development projects that
software requirements evolve during the course

of development. The XTE project encountered

challenging, though not unprecedented, require-

ments instability, partly because the FDD ana-

lysts thought of ways to make the software more

generic well aider design and implementation

were underway. System specifications were

changed on several occasions to serve the best

long-term interests of the FDD. The resulting

perturbations were far more severe than they

normally would have been because the project
was in technology transition.
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The development team needed immersion in the

technology to come up to speed. One of the

major challenges of the project was learning the

TPOCC system. This amounted to technology
transfer from the MOD to the FDD. The

TPOCC system is large and complicated, and the

XTE development team could find no single per-

son who was expert m all aspects of the system.

Early m the implementation phase, part of the

development team relocated to the MOD devel-

opment facility for 2 months. The relocation

was very useful for promoting communications,

though interaction was limited because the MOD

developers were busy with their own projects.

The early builds implemented the TPOCC rater-

faces and were kept relatively small to allow

quick feedback. To get a testable framework in

place, the team split the first build m two when it

turned out to be far larger than planned.

Unrecognized technological assumptions created

transition problems. The biggest problem

encountered with TPOCC was not in implement-

ing the application interfaces, but in installing
TPOCC in the FDD. Differences between the

MOD and the FDD computer environments and

system administration approaches became evi-

dent. For instance, the FDD used network user

accounts, with which TPOCC was not compati-

ble. Other problems developed when the MOD

moved to new releases of the HP operating sys-
tem and Motif before these versions were avail-

able to the FDD. In retrospect, the memoranda

of understanding between the FDD and the

MOD, which only addressed XTE AGSS release

dates, should have also specified TPOCC ver-

sion delivery dates, versions of system and sup-

port software to be used, and all applicable
standards.

Increasing personal interaction and emphasiz-

ing skill mix helped alleviate problems. After

the FDD tested the releases m-house, the plan

called for delivering them to the MOD for inte-

gration into the operational environment.

Because of all the unexpected problems

encountered thus far m the project, the FDD

development team decided to work with the

MOD developers informally to integrate the

system before formal delivery. The main prob-

lems found during informal integration and test-

ing were with installation instructions, not with
the software itself.

A final factor very important to the success of

the XTE AGSS was staffing. Once the true

magnitude of the development effort was under-

stood, project management committed highly

experienced and motivated individuals to the

team. They provided a good skill mix that

included both software development and appli-

cation domain knowledge and C and FORTRAN

experience. In spite of the pressures, this
commitment led to a very good team spirit and a

successful product.

Lessons Learned

The complexity of open systems was much

deeper than anticipated in all three case study

projects. The developers learned that "hadustry

standards" are often evolving or competing con-

ventions, that COTS products are marketed

before they are mature, and that mteroperability

does not always live up to advertised expecta-

tions. They discovered how much middleware it

really takes to make a distributed system work.

The organization realized how significant the

choice of hardware is to the viability of the final

system, how much hardware is needed to fully

support a distributed development effort, and

that the costs for support software and develop-
ment environments can rival or exceed the cost

of the hardware. They also had to find ways to

overcome comparmaentalization of open systems

knowledge in their own and in interfacing organ-

izations. We have grouped these lessons around

organizational, technological, and managerial
themes.

Organizational Lessons

Organizational transinon plan. A planned

transition for the entire organization, backed by

management commitment, is needed. The case

studies indicate that the FDD approached the

transition on a project-by-project basis, not only
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reducing coordination but also slowing the dis-

persion of knowledge. Management did attempt

to coordinate activities at the top levels of the

organization, but the staff on the individual proj-
ects received little information as to how their

project fit into the plan. As a consequence,

people focused almost exclusively on the chal-

lenges of using the new technology on their own

projects, with little incentive to share their expe-

riences with others in the organization.

Changing organizational roles. Changing tech-

nology can blur traditional roles, garble com-
munications, and cause friction. No doubt this is

part of what makes transition plans hard to cre-

ate in the first place. Effects of technology

change can ripple across organizations in ways

they cannot readily accommodate. The leaders
of the organization must define and communicate

a vision for doing business using the new tech-
nolog3.' and help the staff make organizational

changes stemming from it. Changing technology

does not necessarily mean business reengineer-

ing, but if the organization is making a major
technolog3 change it should carefully evaluate

the impact on its business model as well.

Outreach across organizatTonal boundaries.

Sharing experiences across project and depart-

ment boundaries is critical during technology

transition. "Department" here means any por-

tion of the organization that traditionally prac-

tices "_aformation hiding" from other portions.
The case studies show that information barriers

can e,,dst even at the lowest levels. Groups of 5

or 10 people down the hall from each other may

not share information even though they are
engaged in parallel transitions. This may seem

counterintuitive to anyone who has experienced

the "office grapevine," but people do not grasp

organizational plans through the grapevine. Per-

sonal contact works well for transferring detailed
knowledge when people have a focus and goals,

but it takes a special effort to find that focus.

Management must provide forums, whether

formal or informal, for sharing new technology
experiences in real time without 'turf" issues

tnterfering.

Disseminating lessons learned. The FDD has a

tradition of writing good history documents after

each project to capture lessons learned, but often

they come out too late to help the project plan-

ners who really need them. Also, if a procedure

for using them is not integral to the development

methodology, the lessons may sit on the shelf

unheeded. An organization should document

lessons learned at points in the development

process well before the project's end and should

make producing and using them part of the
development procedure. The lessons should be

disseminated in a way that will make them easy

to access (for example, in a cross-indexed on-line

library'). The goal should be to coalesce the les-

sons into an institutional knowledge base.

Technological Lessons

Cultivating market awareness. The competitive

marketplace drives the evolution of open tech-

nologies, so using them effectively requires culti-
vating and maintaining market awareness. An

organization coming from a stable mainframe

environment that does not emphasize compati-
bilib' with the world beyond the vendor may be a

'_losed shop," especially if that organization

produces a very specialized product (such as

space ground support systems). The case studies

suggest that the FDD was not prepared to deal

with rapid market evolution. In the past, the

organization usually had time to choose tech-

nologies carefully and experiment with "seed"

projects. This approach was not geared to the

pace of change the developers had to adopt to
accomplish the transition to open systems. The
transition forced a cultivation of market aware-

hess, which in turn requires applying the disci-
pline and resources to track all aspects of

industry evolution. Management must actively
encourage technical staff to follow market trends

and pursue continuing education.

Training for front-line workers. Beware of

unrealistic optimism on the part of both manag-

ers and technical staff regarding the ease with

which staff can master the new technologies.

The case studies revealed that people had a ten-
dency to think in terms of distinct skills to be
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learned, new, but similar to existing skills. In

reality, the myriad interrelationships of a new

suite of technologies, and the industry context in

which they are evolving, are very complex. Our

experience was that the amount of ramp-up time
needed to learn new technologies, from least to

most, was for UNIX, C, networking, and

X/Motif (most difficult to acquire even using a
GUI builder). When most of the team has to

learn all the technologies together, the time
invested is significant.

Technical compatibility. When a software

development shop first adopts open systems

technoio_:, it may expect to easily interface with

open systems in client and peer organizations.
This expectation was not realized in the case

study projects; "plug and play" is not yet the

norm. Incompatibilities result if the organization

does not have detailed knowledge of the tech-

nologies used by the interfacing organization.

Open systems invite cooperation but do not

guarantee compatibility. Interacting organiza-

tions should discuss and document their agree-

ments on issues such as standards, COTS

product versions, and configuration management

assumptions.

Retooling the infrastructure. Organizations

such as the FDD with long-standing stable com-

puting environments have usually developed

customized soft'are development toolsets and a

supporting infrastructure, when moving to a

new technology, problems that were previously

solved in the legacy environment may need to be
solved again because the infrastructure and tools

have changed. Even a technically mature organ-

ization may be unprepared for the extent to

which it must develop new approaches to basic

software engineering problems that it thought it

had solved long ago. A mature organization may

be at a disadvantage because of a high comfort

level with its proven techniques.

System engineering. In all three cases studied,

the transition to open systems caused the

developers to shift from a purely software engi-

neering viewpoint to more of a system

engineering perspective. In the absence of a

stable technical infrastructure, the developers
had to devote considerable time and effort to

understanding engineering topics for which their

previous project experiences had not prepared

them. Both hardware and software components

had to be treated more or less equally. Emphasis
shifted from crafting systems from lines of code

to selecting and integrating the right combination

of hardware and software components, when no
established computing infrastructure exists,

developers must perform systems engineering

analysis at the start of the project to plan for and

procure sufficient resources.

Project Management Lessons

Realistic expectations. Project managers cannot

expect to achieve all the goals during a technol-

ogy transition that the organization achieved in

the stable technology. Aiming for these goals

can lead to over-commimaents and compromise

the success of the transition. The project man-

ager must be strategically aggressive but tacti-

cally conservative, and careful when making
commilxnents.

Accurate effort estimation. Technology transi-

tion requires investment. The SEL Manager's

Handbook, source of the FDD's project estimate

models, recommends applying an additional

effort multiplier of 2.3 when a project type and

the technical environment are new to the organi-

zation. Had the case study projects followed this

guidance, the UIX and XTE AGSS projects
would have started with much more realistic

effort estimates. The GSS project, which did not

involve the same degree of transition as the other

two, came closer to the standard model, and the

effort multiplier may not have applied to it.

Staffing and slall mix. The manager in the leg-

acy environment faces a particularly difficult

staffing and training issue. The case study proj-

ects used 'hot" technology, but because the

FDD's existing technology was mainframe

based, it did not tend to attract and retain people

with expertise in new technologies. Those

recruits who did have open systems experience

generally were not experienced in either
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application development or in the FDD's legacy

systems and problem domain.

Training for technical managers. One problem
with this technology transition was that the

technical managers and senior technical people

were reared in an older technology. The case

studies show a tacit assumption that project

managers would somehow "pick up" the open

systems concepts sufficiently to competently

plan and manage these projects. In fact, when

project planners lack an understanding of the

technology their team is using, they may not
understand the real issues and cannot make good

planning decisions. Open systems approaches
bring significantly different problem-solving

tools and techniques. Technical managers need

training and hands-on experience. They need to

know what they are up against when setting

schedules and budgets.

Role of prototyping. Although useful for
avoiding disaster, prototyping is not in itself a

sufficient basis for project planning. A proto-

type does not confer organizational learning.
Even a second-time use of a technology may not

uncover all the possible pitfalls. Organizations
have to assimilate information until they reach

the point of "intuition."

Methodology. Methodology requirements ori-

ented toward the routine design problem may

actually impede learning, because they assume

the problem-solving technology is already well
understood. For example, the requirement that

all unit designs be completed before any units are

coded makes it impossible to feed lessons learned
about the new environment into the design proc-

ess. Although progress is harder to measure,

iteration promotes learning the new environment.

When introducing new technologies, a more

appropriate approach may be to develop the
system framework first and the application func-

tionalitT later. The project can then be broken
into numerous small builds and progress and

expended effort assessed after each build. The

development plan should be readjusted accord-

ingly. To gait integration experience in the new
environment, functionali_' should be slipped

from early to later builds rather than delaying

delivery of early builds.

Software metrics. Metrics are critical to under-

standing the new technology. However, meas-

urement programs established for the old

technology may not be adequate for the new.
Predictors based on source lines of code may not

be meaningful when using GUI builders, code

generators, and COTS packages.

Conclusions and
Recommendations

A technology transitTon plan. While it is not our

purpose to develop a model for technology

transition planning, our observations do suggest
issues that a transition plan should address.

Table 2 presents our suggestions from the per-

spective of a fairly large organization with a
mature and stable, but dated, technology infra-

structure. (The ordering of topics does not imply

a procedural sequence.)

Climbing the hills of technology infusion.

Adopting a new technology is like climbing a hill

representing the cost of the transition. Few

computing professionals and managers are

expert at estimating the height of the hill and the

rate of progress over it. Yet as Figure 3 shows,

the increasing pace of change brings whole

ranges of hills to climb. The FDD, having suc-

cessfully applied the SEL process improvement

concepts in a stable environment, was unpre-

pared for the rapid pace of the transition to open

systems. Perhaps the FDD, with its stable envi-

ronment and funding, had become accustomed to

investigating technologies at its own pace. In the

current technological environment, however, we

may not have the luxury, to control which tech-

nology hills we will climb or when.

Can we learn to adopt technologies faster and

more efficiently? A common element in these
case studies is a failure to realize that technology

transition alters the essence of the design prob-

lem. The literature on the design process distin-

guishes between routine design and variant, or
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innovative, design. In routine design, both the

problem domain and the problem-solving process

are well understood, and the main issue is

accommodating an established solution to proj-

ect-specific needs. But in variant design, while

the problem domain may still be wcU tmderstood,

the problem-solving process is not. Approaching

the variant design problem as if it were just a

more difficult instance of the routine problem, to

which slightly adjusted models and procedures

can be applied, leads to problems.

Improving management models for "'emerging

technology" projects. Variant design problems

can be expected whenever new technologies are

adopted. The software industry needs to sys-

tematize its knowledge of them. Project

planners must understand when the organization

is going through a transition that fundamentally

changes the problem-solving process so they can

approach it the fight way. Of course, the

problem is compounded by the fact that technol-

ogy drives organizational structures; as industry

Table 2. Recommended Content of Transition Plan

Topic Conmum_

How mature is the technology?. Look at the hardware/software solutions being adopted by other
organizations. Attend trade shows and conf--. Challenge the assumption that your organi-
zation is unique in its needs or functions. Be proactive in defining business direction in terms of
new technologies.

Hardware/ Challenge the assumption that existing equipment must be retained for cost-effectiveness. The

software tradeoffs cost of software development and development environments may outweigh equipment cost.

Pilot projects Define realistic goals for pilot projects; avoid developing products best left to industry (such as
distributed operating systems). Concentrate on using new technology to bolster the organiza-
tion's traditional sWengths. Keep initial transition projects small.

Personal contact Expedite personal contact across department boundaries. Establish mechanisms such as cross-

department working groups, but avoid too much sla'ucture. Allow teams flexibility to discover
what areas need focus and how to work together.

Methodology An iterative approach promotes learning. Use numerous small builds to gain integration experi-
ence in the new environment. Slip fuactionality rather than delay delivery. Challenge
methodology requirements focused on the routine design problem.
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Where are we on Infusion Hill?

Where are we going and when will we get there?

cost ? ?

B _

old technology

time V

Figure 3. The Hills of Technology Infusion

retools, organizations discover possibilities that

prompt them to reexamine their missions.

Although this exploration can be guided only in
broad outline, the need to steer projects through
these uncharted waters remains.

New Directions for the FDD

Despite transition problems, the software devel-

oped by the projects we studied appears to be of

good technical quality. The XTE systems were

proved reliable in testing and are being reused by

other projects for upcoming missions. New proj-

ects are using the UIX and the GSS in their

designs. The FDD itself is embarking on full-

scale conversion to a distributed system, porting

or replacing up to 6 million lines of legacy sot_-
ware. A stable infrastructure for open systems is

beginning to evolve within the FDD, improving

prospects for success.

Moving a large organization from a mainframe

legacy to a new environment of open systems is a

complex technology transition problem. The
transition involves much more than a simple

switch of tools and techniques. Transitions that
cause sudden shifts from routine to variant

design problems are likely to become more
common in the future. Our challenge is to apply

organizational learning techniques in staying

abreast of industry developments, and to effec-

tively incorporate them in our experience base.
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Lessons Learned in Transitioning to an
Open Systems Environment

Dillard Boland
Dave Green

Warren Steger

Purpose and Method

[] Problem: Transition to a new technology requires investment
before benefits are realized -- how can we plan and manage
efficient transitions in the midst of rapid industry evolution?

[] Method: Study three projects in the GSFC Flight Dynamics
Division (FDD) moving from a mainframe environment to
"open systems" workstation technology

[] Goal: Improve our understanding of technology transition
and identify lessons learned

f'lPe.,
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Background: The FDD Software
Development Organization

[] Through the SEL process, the FDD has achieved a track
record of continuous improvement in reuse, error rates,
and other software characteristics

I-I Stable development environment: IBM mainframe with
FORTRAN, and DEC VAX with Ada

[] Focused SEL experiments: OO, Ada, Cleanroom, IV&V,
resources usage

[] Computing environment held relatively constant while
process and products evolved

f'd,'lP'
tB_ItB

Background: Transition of the FDD to
Open Systems

[]

[]

[]

liP0"
w_

FDD/SEL achievements were within the context of
stable mainframe and VAX computing environments

Now FDD is moving toward open systems

• Workstation computing platforms, industry
standards, and conventions

• Use widely available COTS products; emphasize
portability and interoperability

• Goals are economic and technical: less vendor

dominance, more competing solutions, "more
bang for the buck"

How will this dramatic change in computing
environment affect our products and processes?
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Background:
Open Systems

Transition of the FDD to

m

Tectmodogy Exploration
70-

sod
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The Case Study Projects

UIX PC (SOD UNIX), HP 65,000 C Mul_application user
interface system

GSS DEC Alpha, HP 212,000 Ada Multiapplication attitude

support components

X'rE AGSS HP 150,000 C Mission attitude ground
(two..b_.m) and FORTRAN support applications

Planned using SEL models based on local mainframe and VAX experience

with adjustments for new technology

SEW Proceedings 205 S EL-94-006



Case Study Projects: Comparision of
Results
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Compare to slim growth In 20% to 40% range and schedule growth In 5% to 35% range

on recent maintenance and VAX c_v_opmm_l projects

Case Study I -- UIX

[] We wanted to develop a common user interface and
executive framework for interactive, distributed mission

support systems

[] We did the logical thing: up-front prototyping

• Led to necessary architectural and conceptual changes

• Not a good basis for project planning: final system is
much larger and more complex than prototype indicated

[] Lack of a preestablished system architecure ("middleware")
proved to be a significant technical and organizational
stumbling block

[] The project was refocused on the user interface and
extended: wait for industry middleware to evolve before
attacking distributed executive

i_fr
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Case Study 2 -- GSS

[]

[]

[]

[]

We wanted a class library of flight dynamics capabilities
from which we could build our systems; we prototyped it
along with the UIX

We wanted to transition Ada development to workstation
environment, but have not been able to except for
integration and test phases

We discovered that matching development toolset
capabilities available on DEC/Alpha/Open VMS is not yet
cost effective on our target platforms

Current plan is to phase in development tools as market
forces drive the costs of Ada development systems down
(this is already happening)

Case Study 3- XTE AGSS

[] We needed to integrate with client/sewer software developed by
another group at GSFC, and to provide our first interactive X/Motif
system for mission support (UIX was not ready)

[] We assumed we could achieve our current norms: compressed
development schedules and reusable software

[] We severely underestimated the complexity and functionality
required to meet these goals in a new environment

[] We underestimated the difficulties of interfacing with other group's
software (same "open" technologies, but environment differences
such as COTS products at different version levels)

[] Technology transfer facilitated by relocating developers to the
other organization's site to infuse their technology, and by
adopting highly iterative implementation approach

Pff
taJt,, ,o0_,0
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Lessons Learned: Organizational

[]

[]

[3

A coordinated organizational transition plan, with
management commitment, is essential

Changing technology can blur traditional roles,
garble communications, and cause friction,
because the "old ways" do not always adapt well to
new technology

The organization must find ways to cooperate and
share lessons learned across departmental
boundaries; technology transition is not the time
for information hiding!

Lessons Learned: Technological

[]

[]

[]

[]

Open systems and rapid industry change demand
we cultivate market awareness to replace our
"closed shop" outlook

Open systems invite cooperation but do not
ensure compatibility: stress coordination and
communication

Early training is important for both the technical
managers and the frontline workers

Problems previously solved in legacy environment
(e.g., CM, reuse) often must be solved again in the
new environment

fff
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Lessons Learned: Project Management

[]

[]

[]

[]

Open systems require open minds: awareness of market
trends, continuous organizational learning, structured
feedback of lessons learned

Use prototyping to avoid disaster but not as a basis for
project planning

Don't expect to achieve the goals of a technologically mature
organization while you are transitioning

We need a better management model for "emerging
technology" projects

rrr

Conclusions and Recommendations

[] We need scientific data about technology transitions: The
industry needs to honestly appraise successes and failures
and learn from them

[] Our existing SEL models are not adequate for technology
transitions: Upgrade them

[] Open systems concepts and decreasing hardware costs
force a systems (not just software) engineering approach

[] Personal contact is the most effective means of information
sharing on technology transition - need an institutional
mechanism

[] We must plan for continuously infusing technology and
commit resources to that end
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[]

The Hills of Technology Infusion

In a rapidly evolving industry and an open marketplace, we
must learn better skills for evaluating and adopting new

technologies

cost

old technology

time

Where are we on Infusion Hill?
Where are we going and when will we get there?

New Directions for the FDD

[] XTE AGSS subsystems are being reused for upcoming
missions

[] EOSTGSS project just completed PDR

• Up-front emphasis on system engineering

• Using UIX as part of infrastructure

[] Flight Dynamics Distributed System

• Port or replace the 6 million SLOC of our mainframe
and VAX legacy

• Will use GSS and UIX

• Infrastructure is now coming into place
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Lessons Learned in Deploying Software Estimation
Technology and Tools

/i

Nikki Panlilio-Yap and Danny Ho
/ :_ "i, .IBM Canada Ltd. .j

Abstract

Developing a software product involves
estimating various project parameters. This
is typically done in the planning stages of the

project when there is much uncertainty and
very little information. Coming up with
accurate estimates of effort, cost, schedule,
and reliability is a critical problem faced by

all software project managers. The use of
estimation models and commercially available

tools in conjunction with the best bottom-up
estimates of software-development experts

enhances the ability of a product develop-

ment group to derive reasonable estimates of

important project parameters.

This paper describes the experience of the
IBM* Software Solutions (SWS) Toronto

Laboratory in selecting software estimation
models and tools and deploying their use to

the laboratory's product development groups.
It introduces the SLIM* and COSTAR* pro-

ducts, the software estimation tools selected

for deployment to the product areas, and dis-
cusses the rationale for their selection. The

paper also describes the mechanisms used for
technology injection and tool deployment,
and concludes with a discussion of important
lessons learned in the technology and tool

insertion process.

1.0 Introduction

Developing a software product involves
estimating project parameters such as effort,
cost, duration, and reliability. Estimates are
crucial to developing the project schedule and

allocating the necessary staff and resources.

Estimating is typically done in the planning
stages of the project when there is much
uncertainty and very little information.
Nonetheless, estimation is very important to

software development since it forms the basis

for project planning and management. It is a
cross life-cycle discipline that applies to all

phases of the development life cycle. During
the course of running the project, constant
re-estimation is vital to assess the risks at

various stages of the project. In some situ-

• IBM, AS/#O0, OS12, AIX and BookManager are registered trademarks of International Business Machines Cor-

poration.
* SLIM is a registered trademark of Quantitative Software Management, Inc.

• COSTAR is a trademark of Softstar Systems.

Nikki Panlilio-Yap is on a leave of absence from IBM Canada Ltd. and can be reached at Loral Federal Systems, 6600

Rockledge Drive, Bethesda, Maryland 20817, U.S.A. Her e-mail address is nikki@lfs.loral.com on lnternet.

Danny Ho can be reached at IBM Canada Ltd., 844 Don Mills Road, North York, Ontario M3C 1V7, Canada. His

e-mail address is danho(_torolab2.vnet.ibm.com on Internet.
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ations, the estimates have to be revised and

the project has to be rescheduled.

This paper captures the experience of the
IBM SWS Toronto Laboratory in deploying

software estimation technology and tools, and
summarizes the key lessons learned.

2.0 Estimation Technology

and Tools Deployment

The deployment of software estimation
technology and tools in the IBM SWS
Toronto Laboratory [ 10] consisted of three
major stages as illustrated in Figure 1.
Activities associated with each stage are
shown; each stage is described in the fol-

lowing subsections.

2.1 Understanding - The Early Stage

The Software Engineering Institute (SEI)
self-assessment conducted by the IBM SWS
Toronto Laboratory in 1991 revealed a crit-
ical need for software estimation techniques

and tools. Probably the best tools for esti-
mation are those that use models based on

historical data from one's own organization
or environment [I, 4]. In the absence of an

internally developed tool based on historical
data from the IBM SWS Toronto Laboratory
or from similar IBM laboratories that

develop multiple software products across
multiple hardware platforms, it is logical and
practical to use one or more commercially
available estimation tools. Some of these

tools have underlying models based on thou-
sands of software development projects from

industry. These tools typically use input on
the size of the product to be developed,
project constraints, characteristics of the

development team, complexity of the
product, and characteristics of the develop-
ment environment.

The Tool Evaluation and Introduction

Process described in Ho [7] was adopted in

conducting pilots and early experiments.
Once several promising tools and vendors
had been selected, the vendors were requested
to send detailed information or demon-
stration diskettes of the tools for evaluation.

Pilot experiments with some software-
development projects were also conducted by

obtaining trial licenses or borrowing tools
available at other IBM Canada Ltd. sites.

2.1.1 Criteria Used in Tool Selection

Several criteria were used to evaluate soft-

ware estimation tools. Required basic fea-
tures include the ability to:

• Give accurate estimates

• Perform automatic recalculation when-

ever some parameters are altered
• Break down the estimates into different

phases of the development life-cycle

• Support different software sizing
methods.

Some desirable and advanced features are the

ability to:

• Track project actual data
• Conduct re-estimation if needed

• Perform what-if analysis to experiment
with different parameters

• Be extensible to include user-specific

parameters
• Be adaptable to user-specific develop-

ment environments.

2.2 Installation - Making the
Selected Models and Tools Available
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Understanding Gather preliminary information

Obtain trial license

Conduct pilots
Perform technical assessment and evaluation

Installation Recommend methodology and tool

Oemo tool: I-1, group, public forums

Educate users through technical exchange

Provide consulting to interested parties

Adoption Provide broad-based education

Make tool available through

Software Lending Library

Common LAN

Capture information and experience in

Experience Warehouse
Provide lab-wide consulting service

Figure I. Stages of Software Estimation Technology and Tools Deployment

2.2.1 The Selected Models and Tools

The final decision in the choice of software

estimation techniques and tools depended on

the results of the pilot experiments. Both the

SLIM and COSTAR products satisfied the

basic requirements and possessed some desir-
able features for good software estimation

tools. Both tools produced good pilot

results.

The amount and complexity of input

required for these tools is not nearly as cum-
bersome as that required for some other com-

mercially available tools. In addition, the

underlying theory of the SLIM and
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COCOMO models is well-known and pub-

lished in the public domain. Two models
were adopted because neither one gave 100%
accurate estimates. The use of more than

one model may make up for some of the

shortcomings of each one.

2.2.1.1 The COCOMO Model and the
COSTAR Tool: The COnstructive COst

MOdel [5] is a mathematical model that esti-
mates the duration, statTmg level, and cost of
software projects. The model makes use of

the effort equation as its fundamental calcu-
lation, using lines-of-code (LOC) as its fun-
damental input.

Effort = K I x KDSI K_

where

Effort is in staff-months.
K, and K2 are constants whose values are

dependent upon the mode of develop-
ment.
KDSI is kilo -delivered source
instructions.

The effort equation is refined by multipliers
from product, computer, personnel, and
project parameters. The calculated effort also
forms the basis for estimating the project

duration and staffing.

The COSTAR tool, a DOS-based esti-

mation product by Softstar Systems [8, 15],
implements COCOMO. COSTAR 3.0 is
currently deployed in the laboratory. Esti-
mates are provided for the intermediate and
detailed models, and estimation can be per-
formed in a structured manner using subcom-

ponents. The output consists of a
development summary and a variety of

reports.

2.2.1.2 The SLIM Model and Tool: The

Software Life-cycle Model (SLIM) is a

metrics-based estimation model developed by
Putnam [I 1, 12], using validated data from
over 3000 projects from industry. The
projects are stratified into nine application

categories ranging from microcode to busi-
ness systems. The category into which most
of the IBM SWS Toronto Laboratory pro-
ducts fall is system software.

The following gives the key equation for
the SLIM model.

1

___)T 4ESLOC = PP x ( x YT

where

ESLOC is executable source lines-of-
code.

PY is effort in person-years.
Y is duration in years.
b is a special skills factor that is a func-

tion of system size.
PP is a productivity parameter that trans-
lates into the productivity index (PI).

The formula is used to establish a cost-

and-time schedule for development of a
system of certain size. The productivity

parameter can be baselined through historical

project data and mapped through a trans-
lation table to the productivity index (PI).
PI is a macro measure of the total develop-
ment environment. It possesses different
averages and deviations for different applica-
tion categories.

The SLIM tool is a software product that

embodies the SLIM model. It was developed
by Quantitative Software Management, Inc.
(QSM). The tool can be customized to a
specific organization through calibration
using historical data. It automates the calcu-
lation of the optimum solution based on
project assumptions and constraints. It also
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has a rich set of what-if capabilities for the
assessment of time, effort, and cost risks. A

more detailed description of the tool and its

capabilities can be found in [6], [9], [13],

and [14].

2.2.2 Demonstrations and Technical

Exchange Sessions

During the course of injecting software
estimation techniques and tools, the SLIM
and COSTAR products were demonstrated
on different occasions:

• To individuals in one-on-one sessions

• To development teams in group sessions

• In public forums such as conferences and
tools expositions.

2.2.3 Limited Consulting

In addition to the demonstrations and

technical exchange sessions, in-depth con-

suiting was offered to a number of projects

whose personnel showed commitment to
learning and using the selected software esti-

mation techniques and tools. We sat down
with project managers, planners, and other

key project personnel, and walked them
through the software estimation process with
the aid of the selected tools. We also pro-

vided analysis and interpretation of the esti-

mates and tips on their use.

2.3 Adoption - Expanding the User
Base

2.3.1 Broad-Based Education

To increase the penetration of software
estimation techniques and tools within the
laboratory, we developed a two-day course.

Its objectives were to:

• Teach the underlying theories of the
SLIM and COCOMO models

• Provide in-depth training on the SI.IM
and COSTAR tools

• Provide hands-on experimentation with
the tools.

2.3.2 Tool Availability

One of the most important tasks in

deploying promising tools is to make them
available throughout the laboratory. The
target users for the SLIM and COSTAR
tools are primarily planners, project man-

agers, and team leaders.

Since the majority of the laboratory com-

munity is LAN-connected, the Toronto Lab
Common LAN [7] is used to make the tools
generally available. The Common LAN is

basically a collection of OS/2' file servers,
AIX* file servers, and end-user OS/2 and
AIX workstations, connected by multiple

token rings. A license control mechanism
limits the number of users concurrently

accessing the tools to the maximum license
count. The mechanism also provides a

means to electronically invoke the tools in a

more automated manner, as opposed to tra-
ditional manual software distribution.

The Software Lending Library is a central
location used to distribute the tools to
non-LAN users. A user who signs out a

software package is given two weeks to exper-
iment with the software. When the software

is returned to the library, an online survey is
sent to the user to gather feedback on the
tool.

2.3.3 Information Availability

Availability of tools must be accompanied

by availability of tool information and ease of
access to the information. Tool information

is accessible from:

• The Laboratory Experience Warehouse

(EW) -- the Toronto Laboratory's
version of an Experience Base used to
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store some forms of packaged experience

as described in the Experience Factory

concept proposed by Basili and his col-
leagues [2, 3]. It is a central repository
for a wealth of information useful to the

software development community. Its
tool section consists of four matrices col-

lecting information on tools under evalu-
ation, under pilot (unsupported),

supported (by the Tools Support
Group), and rejected (not promoted).
The tools within each matrix are grouped

by development life-cycle, and the tool
documents can be accessed through

BookManager* hypertext links. The
information includes some general

description of the tool, formal evaluation
report, and user feedback.
The Window on the World (WOW)

utility is an online utility to retrieve infor-
mation for quick reference. Information
for supported tools is kept on WOW.
This includes general description, opera-
tion, licensing constraints, installation,
environment constraints, invocation

mechanism, support, and license agree-
ment.

The Software Lending Library was

described in the previous section. Avail-
able information includes tool

description, user feedback, mechanism for

requesting the tool center of competence
to contact the user and provide con-

suiting, and manuals of the tools acces-
sible through the Common LAN.

2.3.4 Lab-Wide Consulting

As more and more project groups demon-
strated a need, we made software estimation

consulting services available to the laborato-
ry's development community. Because of
resource constraints at the laboratory level,

most consulting was provided to the project
groups through project personnel who had
been trained on the use of the software esti-

mation techniques and tools. This allowed

the project groups to develop their own local

experts. It also allowed us to provide service
to more development project groups.

2.4 Level of Deployment

Five sessions of the Software Estimation
and Tools course have been offered to the

laboratory. Over 70 laboratory personnel
covering all major sub-business areas of the
laboratory have been educated on the use of
the software estimation tools. Several

projects from each sub-business area have
experimented with or used the SLIM and
COSTAR tools. Client contacts have been

established within and outside the laboratory.

Five of the seven products submitted by the
laboratory to the Market-Driven Quality

(MDQ) Assessment in 1993 stated that they
used estimation models and tools as their ini-

tiatives to improve their overall estimation

process and the accuracy of their project esti-
mates.

3.0 Key Lessons Learned

The experience we have described is based
on over three years of solid work. The
process we have followed can be applied in
general to the deployment of other tech-

niques and tools. Following are the key
lessons learned from this experience.

3.1 Technology Injection Takes Time

Deploying state-of-the-art technology and
tools takes time. Table 1 shows the elapsed

time for each stage of deployment and the
effort required on the part of the technology
champions for each stage shown in Figure 1.
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Table 1. Time and Effort for Technology
Injection

Deployment Time Effort

Stage (months) (PMs)

Understanding 7 7

Installation 12 14

Adoption 18 21

(On- (0.2

going) PM/mo)

It took 37 calendar months and 42 person-

months (PMs) of effort on the part of the

champions to inject the technology and tools

to the point where only 0.2 person-months

per month is now required to maintain the

level of deployment.

Users have to overcome many barriers to

become knowledgeable in the field. In addi-

tion to learning the methodologies and tools,

they have to learn about accessing the tools

through the LAN or installing the tools (if

not LAN connected). In some situations,

users may have to configure, install, or

upgrade certain components of the operating

system and learn about it prior to using the
tools. These are overhead tasks the users

must face before any true benefit in adopting

the methodologies and tools can be realized.

3.2 Management Commitment Is
Essential

Long-term management commitment is

essential to the successful deployment of

technology and tools hitherto foreign to an

organization. Management support is critical

for both the consultants and the client organ-
izations in terms of time and resource allo-

cation to tackle the overhead tasks,

education, cost of software and hardware, etc.

3.3 Champions Must Be Pro-active
and Proficient

The technology champions must be in a

position to give advice, provide consultation,

and offer assistance. They must be able to

conduct thorough analyses of project esti-

mates, and point out both the strengths and

weaknesses of the methodologies and tools to
their clients.

3.4 Easy Access to Tools and

Information Facilitates Deployment

The Toronto Lab Common LAN facili-

tates license sharing and tool invocation.

There is a cost-saving benefit since acquisi-

tion of individual copies of software for each

end user is avoided. Furthermore, end users

are relieved from the burden of tools upgrade
and maintenance.

It is important to document tool informa-

tion, formal tool evaluation results, pilot

results and user feedback, and to keep these

documents up-to-date. The use of online

surveys captures valuable tools experience
that will benefit the other users within the

laboratory and will help in defining the

strategy for software estimation techniques
and tools in the future.

3.5 Increasing the Laboratory
Community's Awareness Promotes

Buy-ln

Demonstrations and technical exchange

sessions are useful for introducing new tech-

nology and tools to the laboratory. These

occasions have given some people an
increased awareness in the area of software
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estimation and allowed others to gain in-

depth technical knowledge.

3.6 Broad-Based Customized

Education Is Effective

Broad-based customized education is

highly effective and rewarding. We strongly
encourage the same infrastructure in
deploying technology and tools in other
areas. It saves the organization money.

Course participants typically get more value
from a course taught by local experts using

real development data collected within the
laboratory on more than one model and tool,

compared to one taught by a tool vendor.
Vendor courses tend to teach limited theory
and axe confined to their product offering.

3.7 Historical Data Collection is

Crucial

The collection of historical data is critical

to process improvement. There is a crucial
need to continuously capture historical data

on in-process project parameters. The esti-
mated and actual values of the schedule,
resource allocation, defects, etc. should be

collected to improve the quality of subse-

quent estimation. Having this data is critical
for calibrating commercially available esti-
mation tools and tuning them to the develop-

ment environment.

3.8 Understanding How Data Will

Be Used is Essential

Many software developers resist capturing
estimates and the actual values of project

parameters They are afraid of how the
numbers or measures will be used or misused

by management or other groups. It is irnpor-

tant to make them understand that the col-

lected data will help managers identify strong

points and bottlenecks, and help them set
realistic goals for future software development

projects.

4.0 Future Directions

Although the SLIM and COSTAR tools
have been successfully deployed, much work
still remains. In addition to the technology

injection techniques discussed in the earlier
sections (for example, demonstrations, lec-

tures), users group meetings should be con-
ducted periodically to update the users on the
latest developments or breakthroughs. The

group meetings will also provide opportu-
nities for the users to exchange ideas and

experience.

Another area that requires immediate
attention is the technical assessment, evalu-

ation, and recommendation of size estimation

techniques and tools. Size estimates are crit-
ical inputs to software estimation models and
tools. Other related activities that comple-

ment estimation are tracking and project

management. The feasibility of integrating
software estimation tools with project man-

agement tools should also be investigated.

As product development groups switch
from the traditional approaches to object-
oriented development, the models for soft-
ware estimation are expected to change

accordingly. It is unclear at this moment
how well the existing software estimation

models apply to object-oriented software

development.
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AGENDA

• Introduction

• Stages of Deployment

• Level of Deployment

• Key Lessons Learned

• Future Directions
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DESCRIPTION OF ORGANIZATION

• Sub-businesses:

-- Application Development Technology Center

-- Database Technology

• Number of projects/products: close to 50

• Number of people: approx 1300 (approx 1000 developers)

• Skill Mix: OS/2, AI×, OS/400, VM

• SEI assessment in 1991 revealed a critical need for software

estimation techniques and tools

• Joint effort by Software Engineering Process Group, and

Tools and Technology Group to assess, evaluate, recommend

and deploy

IBM SWS "Toronto Laboratory November 30, 1994
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SOFTWARE ESTIMATION

Estimate duration, effort, cost and reliability of software develop-

ment, based on product size

Why is software estimation important?

• Crucial to project schedule and staff/resource allocation

• Uncertainty of project parameters in planning stages

• Cross life-cycle discipline which applies to all phases of soft-

ware development

• Vital to assess parameters at various stages of the project

and re-estimate if necessary

IBM SWS Toronto Laboratory November 30, 1994
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SOFTWARE ESTIMATION

Why use estimation models?

• Form basis for disciplined planning

• Calibrate to experience

• Allow sensitivity and what-if analysis

• Provide insights in productivity and quality improvement

• Validate bottom-up estimates

Models are not perfect, so use more than one

IBM SWS Toronto Laboratory November 30, 1994
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STAGES OF DEPLOYMENT

Understanding - The Early Stage

Installation - Making the Selected Tools Available

Adoption - Expanding the User Base

IBM SWS Toroflto Laboratory November 30, 1994
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UNDERSTANDING - THE EARLY STAGE

• Gather preliminary information

-- Literature search

-- Detailed information or demonstration diskette from

vendors

• Obtain trial license

• Conduct pilots

• Perform technical assessment and evaluation

IBM SWS Toronto Laboratory November 30, 1994
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INSTALLATION - MAKING THE SELECTED TOOLS AVAILABLE

• Recommend the selected models and tools (SLIM and

COSTAR) based on results of pilot experiments

-- Level of input required

-- Comparison with project actual data
-- User satisfaction

• Demonstrations and technical exchange sessions
-- One-on-one

-- Group
-- Public forum

• Direct project involvement- provide consultation and advise
on:

-- Model and tool usage
-- Tool calibration

IBM SWS Toronto Laboratory November 30, 1994
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ADOPTION - EXPANDING THE USER BASE

• Broad-based education: two-day course

-- Teach underlying theories

-- Provide in-depth training on the selected tools

-- Provide hands-on experimentation with the tools

• Lab-wide consulting

• Tool and information availability

-- Experience Warehouse

-- Software Lending Library
-- Common LAN

IBM SWS Toronto Laboratory November 30, 1994

IBM CANADA LTD.
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LEVEL OF DEPLOYMENT

• Offered 5 Software Estimation and Tools courses

• Trained over 70 laboratory personnel

• 5 of 7 products submitted for Market-Driven Quality Assess-
ment in 1993 have used estimation models/tools

• Established client contacts within and outside the laboratory

IBM SWS Toronto Laboratory November 30, 1994
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KEY LESSONS LEARNED

Deploying state-of-the-art technology and tools takes time

Table 1. Time and Effort for Technology Injection

Deployment Stage Time i Effort

i (months) i (PMs)

Understanding 7 7

Installation 12 14

Adoption 18 21

(On-going) (0.2

PM/mo)

IBM SWS Toronto Laboratory November 30. 1994
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KEY LESSONS LEARNED

Management commitment is essential

• Need long-term management commitment of time and
resources

Champions must be pro-active and proficient

• Must be in a position to give advice, provide consultation,
and offer assistance

IBM SWS Toronto Laboratory November 30, 1994
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KEY LESSONS LEARNED

Easy access to tools and information facilitates deployment

• !_AN facilitates license sharing, tool invocation, tool upgrade
and maintenance

• Online surveys capture valuable tools experience

• Access to tool information, formal tool evaluation results, pilot

results, and user feedback help others in defining strategy

Increasing the laboratory community's awareness promotes
buy-in

• Demonstrations and technical exchange sessions are useful

for introducing new technology and tools

IBM SWS "toronto Laboratory November 30, 1994
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KEY LESSONS LEARNED

Broad-based customized education is highly effective

• Create local focal points in the product areas

• Deploy more than one theory and tool

• Tailor course to suit local development environment
• Reduce cost

Collection of historical data is crucial to process improvement

• Improve the quality of subsequent estimation

• Calibrate commercially available tools and tune them to the

development environment

IBM SWS Toronto Laboratory November 30, 1994
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KEY LESSONS LEARNED

Understanding how collected data will be used is essential

• Reduce developers" resistance to capturing estimates and
actual values of project parameters

• Help managers identify strong points and bottlenecks

• Help set realistic goals for future projects

IBM SWS Toronto Laboralory November 30, 1994

IBM CANADA LTD.
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FUTURE DIRECTIONS

• User group meetings

-- Update users on latest developments

-- Provide opportunities for exchange of ideas and experi-
ence

• Size estimation and project tracking - new areas to investi-
gate

• Software sizing, estimation, project tracking and management
tools should be integrated

• Tools that truly exploit LAN

-- Client-server computing model

-- Using servers as repository for both data and software

-- Utilize remote LAN data services

• Object-oriented software development - how well do these
models fit?

IBM SWS Toronto Laboratory November 30, 1994
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Formal specification and analysis of requirements continues to gain support as a method

for producing more reliable software. However, the introduction of formal methods to a large

software project is difficult, due in part to the unfamiliarity of the specification languages

and the lack of graphics. This paper reports results of an investigation into the effectiveness

of formal methods as an aid to the requirements analysis of critical, system-level fault-

protection software on a spacecraft currently under development. Our experience indicates

that formal specification and analysis can enhance the accuracy of the requirements and add

assurance prior to design development in this domain.

The work described here is part of a larger, NASA-funded research project whose purpose

is to use formal-methods techniques to improve the quality of software in space applications

[2]. The demonstration project described here is part of the effort to evaluate experimen-

tally the effectiveness of supplementing traditional engineering approaches to requirements

specification with the more rigorous specification and analysis available with formal methods.

The approach taken in this investigation was to:

1. Select the application domain. The primary criteria were, first, to select portions of the

requirements of an large, embedded software project currently under development, and,

secondly, to select mission-critical software, meaning that its failure could jeopardize

the spacecraft system or mission.

The selected applications were the requirements for portions of the Cassini spacecraft's

system-level fault-protection software. This on-board software autonomously detects

and responds to faults that occur during operations. About 85 pages of documented

requirements describing the software that commands the spacecraft to a known safe

"First author's mailing address is Dept. of Computer Science, Iowa State University, Ames, IA 50011.
tSecond author's mailing address is Space Station Systems Division, NEC Corporation, 4035 Ikebe-cho,

Midori-ku, Yokohama 226, Japan. This work was performed while the author was a visiting researcher at
Jet Propulsion Laboratory, Pasadena, CA 91109.
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state and a software executive that manages the fault protection were involved in the

study. System-level fault protection was targeted as a domain which merited the extra

assurance possible with formal specification and analysis.

. Model the selected applications using object-oriented diagrams. The object-oriented

modeling tool used in this work was Paradigm Plus, an implementation of OMT, the

Object Modeling Technique [6] 1. This effort built on earlier work in this research

project in which OMT diagrams were found to be a useful complement to formal

specification in a reverse-engineering application [1]. Our work differs in that we applied

OMT to software currently in the process of being developed, with formal proofs as

well as formal specifications being created.

. Develop formal specifications. The formal specification language used in this study

was that of PVS, the Prototype Verification System [8]. PVS is an integrated environ-

ment for developing and analyzing formal specifications including support tools and a

theorem prover.

o Prove required properties. We determined properties that must hold for the target

software to be hazard-free and function correctly, specified them in PVS as lemmas

(claims), and proved or disproved them using the interactive theorem-prover.

. Feedback results to the Project. Because we were analyzing requirements that were

still being updated, part of our task was to keep current with the changes and to

provide timely feedback to the Project as they resolved the remaining requirements

issues and began design development.

The experiment described here produced 25 pages of PVS specifications and 15 pages of

OMT diagrams. 37 lemmas were specified. Of these, 21 were proven to be true and 3 were

disproven. An additional 13 lemmas were stated but not proven. Five of these unproven

lemmas were obviously true from the formal specifications; four were out of the scope of

our application; and four remain to be proven. The lemmas that were proved were claims

or challenges which must be true if the specifications are accurate and the requirements are

hazard-free.

The lemmas were divided into three categories: requirements-met, safety, and liveness

properties. Requirements-met lemmas traced the documented requirements to the formal

specifications. For example, a documented requirement "If a response can be initiated by

more than one monitor, each monitor shall include an enable/disable mechanism" led to

a lemma demonstrating that the specifications satisfied this requirement. We proved or

disproved 10 such requirements-met lemmas.

Safety properties were "shall-not" claims, which can be stated informally as "nothing

bad ever happens [9]." Examples are, "The software shall not activate any response that

is not requested by a monitor" and "The response shall not change the instrument's status

during a critical sequence of commands." We were able to prove 7 such safety properties,

adding assurance that the software did not introduce hazards into the system.

1Paradigm Plus is a registered trademark of Protosoft, Inc.
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Liveness properties described the positive aspects of the correct behavior of the software:

"something good eventually happens [9]." Examples are, "If a response has the highest

priority among the candidates and does not finish in the current cycle, it will be active in

the next cycle" and "If the response occurs during a non-critical sequence of commands,

then the instrument is turned on." We proved 7 such liveness properties, adding assurance

that no hidden assumptions were required for the software to function correctly.

The results obtained from the specification and analysis (including proofs) of the require-

ments were of two types: issues found in the requirements and an evaluation of the process
itself.

A total of 37 issues were found in the requirements. These were categorized as follows:

Undocumented assumptions: 11. The formalization of the requirements revealed sev-

eral assumptions that were not explicit in the documentation. An example of such an

assumption is, "if the spacecraft is in a critical attitude, then the software is executing

a critical sequence of commands." Frequently, these assumptions involved interface

issues between software modules or subsystems, historically a frequent source of errors

that persist until system testing [4]. In almost every case, the hidden assumption was

currently correct. However, several assumptions merited documentation, especially

since future changes can invalidate current assumptions.

Inadequate requirements for off-nominal or boundary cases: 10. These issues usually

involved unlikely scenarios in which a pre-condition could be false. We often had to

consult spacecraft engineers to know whether such boundary cases were credible. For

example, the case in which several monitors with the same priority level detect faults

in the same cycle was not described. By concretely specifying the possibility of off-

nominal scenarios, the formal analysis can contribute added robustness to the system.

Traceability and inconsistency: 9. These issues included lack of traceability between

the high-level requirements and low-level requirements, as well as inconsistency between

the software requirements and the design of subsystems. Many of these issues were

significant in that they could affect both the logic and the correctness of the formal

specifications. An example is that although the high-level requirements assume that

multiple detections of faults occuring within the response time of the first fault detected

are symptoms of the original fault, the lower-level requirements (correctly) cancel a

lower-priority fault response to handle a higher-priority response.

• Imprecise terminology: 6. These were documentation issues, frequently involving syn-

onyms or related terms. The definition of types in PVS enforced their resolution.

Logical error: 1. The logical error involved the handling of a request for service from a

monitor in the case that a higher-priority request occurred. The question as to whether

such a request could face starvation was first raised during the initial close reading.

The formalization of the issue as a lemma which could be disproven provided insight

and certainty.

The evaluation of the process we used to specify and analyze the requirements led us to
three conclusions:
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Using object-oriented models. For the target applications, object-oriented modeling

offered several advantages as an initial step in developing formal specifications. First,

the object-oriented modeling defined the boundaries and interfaces of the embedded

software applications at the level of abstraction chosen as appropriate by the specifiers.

In addition, the modeling offered a quick way to gain multiple perspectives on the

requirements. Finally, the graphical diagrams served as a frame upon which to base

the subsequent formed specification and guided the steps of its development. Since

the elements of the diagrammatic model often mapped in a straightforward way to

elements of the formal specifications, this reduced the effort involved in producing an

initial formal specification. We also found that the object-oriented models did not

always represent the "why," of the requirements, i.e., the underlying intent or strategy

of the software. In contrast, the formal specification often clearly revealed the intent

of the requirements.

Using formal methods for requirements analysis. Unlike earlier work in this research

project on software in which the requirements were very mature and stable and the

formal specification entailed reverse engineering (Space Shuttle's Jet Select Subsystem),

the work on Cassini's fault-protection subsystem analyzed requirements at a much

earlier phase of development. Consequently, the requirements that we analyzed were

known to be in flux, with several key issues still being worked (e.g., timing details,

number of priority levels). A negative effect of the lack of stability was that time was

spent staying current with changes. A positive effect was that issues identified during

our analysis could be readily fed back into the development process before the design

was frozen.

We were concerned as to whether it was a waste of time to formally specify requirements

while they were still likely to change. Certainly, there was inefficiency in rewriting

specifications to conform to changes that occurred during the experiment. However,

based on our experience with this trial project, the formal specification of unstable

requirements had the following advantages:

• Laid the foundation for future work.

• Allowed rapid review of proposed changes and alternatives.

• Clarified requirements issues still being worked by elevating undocumented con-

cerns to clear, objective dilemmas.

• Complemented the lower-level FMEA (Failure Modes and Effects Analysis) al-

ready being perfomed on the software, by providing higher-level verification of

system properties.

• Added confidence in the adequacy of the requirements that had been analyzed

using formal methods.

Rushby's recent study of formal methods for airborne systems reached the similar but

even stronger conclusion that formal methods can be most effectively applied early in

the lifecycle [7].
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. Using formal methods for safety-critical software. For a safety analysis it is important

to ensure that a hazardous situation does not occur, as well as that the correct behavior

does occur [5]. Fault Tree Analysis, which backtracks from a hazard to its possible

causes, is one method used for this kind of hazards analysis [3]. However, unlike formal

methods of specification and proof, Fault Tree Analysis is an informal method which

in practice permits ambiguous or inadequate descriptions.

Formal methods helped us find hazardous scenarios by forcing us to show every con-

dition and prompting us to define new, undocumented assumptions. The process of

developing formal specifications and proofs led us to think about the full range of cases,

some of which were unanticipated.

In conclusion, one of the goals of the larger research project within which this inves-

tigation was performed is to evaluate the effectiveness and practicality of formal methods

for enhancing the development process and the reliability of the end product. Our main

contributions to this work in the Cassini demonstration project have been:

• Applying formal methods to the software requirements analysis of a project currently

under development,

• Using object-oriented diagrams to guide the formal specification of software require-

ments,

• Formally specifying and proving a set of properties essential for the correct and hazard-

free behavior of the software, and

• Demonstrating that formal methods can be used to specify and analyze an application

involving critical software.
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_J[J[ll Introduction

• Task is part of NASA RTOP to demonstrate

Formal Methods techniques and their

applicability to critical NASA software systems.

(RTOP: Research Technical Objectives and
Plans)

• Formal Methods (FM) refer to the use of

techniques and tools based on formal logic and
mathematics to specify and verify systems,
software, and hardware.

_perle._e F.q_rt
RRL YA

1
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 mom Approach

Step 1: Select Application

>> Criteria: ° Software requirements

• Currently under development

(critical software failure could

jeopardize system or mission)

- Selection: • Requirements for portions of Cassini

spacecraft's system-level fault protection
software

Autonomous detection, isolation, and

recovery from on-board faults required

Exp_ience Repor_

RRL NA

2

CDS Fault Protection

CDS Interfaces to SFP-2

TKB 6/15/94

CDEA

9 9

System

Fault
Protection

1 Telemetry
2 Uplink
3 Time Services
11 Memory Loading

and SSR dual
recording

4&5
CDS Fault
Protection

-I_ CDS
Bus

._ Engineering
Subsystems 1

instruments ]
6 State Monitor and Control
7 Commanding
8 S/C Intercommunication RT

Reception
9 S/C Intercommunication RT

Transmission
10 Dual recording ((rom both PSAs to

both SSRs)
CDS Critical Design Review

12-73
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 mlll Approach (continued)

• Safe State Response

>>Mission-phase dependent

>>Commands safe attitude, minimizes power usage,
cancels non-essential activities, reconfigures
hardware

• Fault Recovery Executive

)> Selects which request to service

_>Preemptive priority scheme

_>Special cases complicate requirements

.JlOk
Exp_ie_e Report

RRL _GA

3

CDS Fault Protection

SFP Model (Conceptual)
"CDS"

,f; CDSEXECUT, IME .._i:_i ...................... E_

/f CDS SERVICES

//" SFP f SFP MANAGER SFP SEQUENCING MACHIN
' COMPONENT

s=op s_PRESPO.s_s(vM.l IIII

Uplink Command 'prioritization'_ 1 2 3 4 5 .-. 18 II1:1
Handling t

S/C Time SE

Telemetry Interfaces
1o CDS z

SSR Services i

1553B Temp. S_

CFP Control

Disable,,

TKB 6/15/94

Ground and Spacecraft enables
J ,, []

CDS Critical Design Review 12-71
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-JPL CDS System Fault Protection Monitor and Response Tree

 mmB Approach (continued)

• Step 2: Model with Object-Oriented Diagrams

>>Builds on earlier RTOP work [Cheng and
Auernheimer, 93]

_>Object Modeling Technique (OMT) tool [Rumbaugh,
et. al., 91], Paradigm Plus(_) [Protosoft]

• Step 3: Develop formal specifications

>>OMT diagrams guided specification

>>Formal specification language was that of PVS
(Prototype Verification System) [Shanker, Owre,
Rushby, 93]

F_r ienee Rel_rr t

I_L YA
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1) CAS-3-331 dated Jan.28 says that only cancelled responses have their requests cleared,
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S/C Sating Response Event Trace
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Instruments
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_mffll Approach (continued)

• Step 4: Prove required properties

7>Specify properties in PVS as claims to be proven

>>Prove/disprove claims using interactive theorem
prover

• Step 5: Feedback results to Cassini Project

Lp_i_n_ ReFort

KR/YA

2_

5
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 .lll Results

Experience Report

6

• Summary: 15 pages of OMT diagrams

25 pages of PVS specifications

37 properties specified as claims

• 24 proven/disproven

• 5 true from specifications

• 4 out of scope

• 4 remain to prove

• Two types of results:

_ Issues found in documented requirements

_ Evaluation of process

IIIFBB Results: Issues Found

JPL
Ex p_-fience Report
RRL YA

7

• 3 categories of claims specified and proven

)_ "Requirements-met"

• Demonstrate that formal specifications accurately
represent key requirements

• Example: ``If a response can be initiated by more than
one monitor, each monitor shall include an enable/
disable mechanism."

• 10 proven/disproven, adding assurance that
specifications are correct

>7Safety properties

• "Shall-not" claims that "nothing bad ever happens"
[Wing, 90]

• Example: "The response shall not change the
instrument's status during a critical sequence of
commands."
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 'BS Results: Issues Found (continued)

Expe_ence ReTort
RR/YA

$

>>Safety properties (continued)

• 7 proven, adding assurance that software does not
introduce hazards into system

• Example: "The response shall not change the
instrument's status during a critical sequence of
commands."

>>Liveness properties

• Describe correct behavior:. "something good eventually
happens" [Wing, 90]

• Example: "If a response has the highest priority among
the candidates and does not finish in the current cycle,
it will be active in the next cycle."

• 7 proven/disproven, adding assurance that no hidden
assumptions required for correct behavior

saf: THEORY

% Example below is excerpted from saf theory.

% Spacecraft saflng commands the AACS to homebase mode, thereby
% stopping delta-v's and desacs

BEG:N

aacs mode: TYPE = {homebase, detumble}
attz_ude: TYPE

cdsinternalrequest: VAR bool

crlticalattltude: VAR bool

prev_aacsmode: VAR aacsmode

aacs_stop_fnc (critical attitude, cds internal request, prey aacs mode):aacs mode . - - - - -
IF c_i=ical attitude

THEN IF _ds internal request

THEN prey aacs mode

ELSE homebase -
ENDIT

ELSE homebase

ENDIF

% Lemma asserts that if Spacecraft Safing is requested via a CDS internal

% request while the spacecraft is in a critical attitude, then no change is
% commanded to the AACS. Otherwise, the AACS is commanded to homebase.

aacs_saflng_reqmet_l: LEMMA

(crl:acal_a_titude AND cds_internal request)

OR (aacs stop fnc(critioal attltude7 cds internal request, prev aacsmode)= homebase) -- -- --

END saf

SEW Proceedings 244
SEL-94-006



 illl Results: Issues Found (continued)

.JILL
Experience Report

RRL, YA

9

37 issues found:

>>Undocumented assumptions: 11

• Example: "If the spacecraft is in a critical attitude, then
the software is executing a critical sequence of
commands."

• Frequently involved interface issues, historically a
source of errors that persist until integration and
system testing [Lutz, 93]

• Assumptions almost always currently correct, but

future design changes could invalidate them.

>> Inadequate requirements for off-nominal or boundary
cases: 10

• Example: Requirements for case in which several
monitors with same priority level detect faults in same
cycle were not described

 MJFli Results: Issues Found (continued)

>>Inadequate requirements for off-nominal or boundary

cases (continued)

• Involved unlikely scenarios in which pre-condition
could be false

• Concretely specifying possible cases builds in
robustness

>>Traceability and inconsistency: 9

• Example: High-level requirements assume that
detected faults occurring during response time of initial

fault are symptoms of initial fault; low-level
requirements (correctly) cancel lower-priority response

• Formal specification forced resolution of discrepancies

Expe1"ience Report

RRI., YA

10
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_'8$1 Results: Issues Found (continued)

_ Imprecise terminology: 6

• Example: "Stop" and "cancel" sometimes synonymous;
sometimes not

• Automatic type checking enforced precision

_ Logical error: 1

• Example: can a request for service face starvation due
to higher-priority requests?

• Formalizing question as lemma which could be
disproven provided insight and certainty

.JILL
Ex Iv,_'Tience Report
RIXL, YA

_7_94

11

_MiFB Results: Process Evaluation

RI_.L, YA

12

• Benefits of combining Object-Oriented Models
and Formal Methods

_>Frames the problem

_>Basis for technical discussion

_>Road map

• Mapping of elements
• Reduced effort

_ Complementary roles

• OMT: informal

multiple perspectives
communicates key elements

• PVS: formal

unambiguous specification
analysis of completeness
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imlll Results: Process Evaluation
(continued)

>>OO model did not represent the "why" of the

requirements (underlying intent or strategy) as clearly
as the formal specifications

• Using Formal Methods for requirements
analysis

>>Requirements were not yet stable

)>Waste of time to formally specify?

• Time consuming to stay current

• Interactive process

.Jill
Experience Repor_

RRI. YA

23

imlll Results: Process Evaluation
(continued)

.EOL
E.xperiea_eRe1_ort
RRI_ YA

14

>>Advantages of formal specification of unstable
requirements

• Laid foundation

• Rapid review of proposed changes

• Clarified issues being worked: undocumented
concerns elevated to clear, objective dilemmas

• Complemented lower-level FMEAs (Failure Modes and
Effects Analyses)

• Added confidence in adequacy of requirements
analyzed using formal methods

• Issues identified fed back and resolved early in
development
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 |11! Results: Process Evaluation

(continued)

Using Formal Methods for safety-critical
software

_>FM helped find hazardous situations

>) Forced analysis of full range of cases, some
unanticipated

>>Prompted definition of undocumented assumptions,
some of which are not always true

>>Proofs of safety properties ensured that some unsafe
states do not occur

.nok
_perirnce Report
RRL, YA

15

 '011 Conclusion

• Contributions of this work:

>) Applied FM to software requirements of project
currently in development

)> Used object-oriented diagrams to guide formal
specifications of requirements

)) Formally specified and proved some properties
essential for correct and hazard-free behavior

>_Demonstrated use of FM in safety-critical application

.JILL
Expen_.moe Report

RRL, YA

16
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EXPERIMENTAL CONTROL IN SOFTWARE RELIABILITY CERTIFICATION

Carmen J. Trammell and Jesse H. Poore

Software Quality Research Laboratory
University of Tennessee

J

There is growing interest in
software "certification," i.e., confirmation

that software has performed satisfactorily
under a defined certification protocol.
Regulatory agencies, customers, and
prospective reusers all want assurance that
a deemed product standard has been met.

In other industries, products are
typically certified under protocols in which
random samples of the product are drawn,
tests characteristic of operational use are
applied, analytical or statistical inferences

are made, and products meeting a standard
are "certified" as fit for use. A warranty
statement is often issued upon satisfactory
completion of a certification protocol.

The statistical principles that
underlie such product protocols have long
been advocated by Mills and colleagues
[1,2,3,4] and Musa and colleagues [5,6,7]

as the basis for software reliability
certification. The terminology used by
Mills and Musa differs slightly, but their
ideas are similarly drawn from scientific
approaches to product certification in
mature engineering disciplines. The
terminology of Mills will be used in this
paper.

"Statistical testing" was conceived
by Mills and has been advanced by his
colleagues at IBM, Software Engineering
Technology Inc., and the University of
Tennessee. In statistical testing,

(1) expected operational use is represented
in a usage model of the software,

(2) test cases are randomly generated from
the usage model,

(3) test cases are executed in an
environment that simulates the

operational environment, and

(4) failure data are interpreted according to
mathematical and statistical models.

Methods for the construction of usage
models (8,9) and the interpretation of
failure data (10) have been given. Usage
models are developed before testing, and
interpretation of failure data occurs after
testing. Proper experimental control during
testing is critical to the integrity of the
protocol, however, and has not previously
been addressed.

This paper outlines specific
engineering practices that must be used to

preserve the validity of the statistical
certification testing protocol. The
assumptions associated with a statistical
experiment are given, and their implications
for statistical testing of software are
described. The ideas in this paper have
evolved from experience xn fifteen
Cleanroom projects conducted in the
Software Quality Research Laboratory at
the University of Tennessee.

The Slippery Slope

It was a typical day in the testing
phase of a software development project at
ACME Software.

Jane had been testing for hours, and her
mind was drifting. She took a break.
When she returned and ran the next test

case, she noticed something unexpected,
but she knew this unexpected event had to
have been happening all along. She
realized she had been too tired to observe it

when it first occurred. She didn't know
when it had first shown up.

John and Mar)/" were both running test
cases. John saw a screen event and
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thought it was expected behavior. Mary
saw the same event and recorded it as

unexpected behavior.

Joe suddenly realized that there was an
error in his part of the code, and he was
anxious to fix it. He waited until testers
had stopped for the day, made the change,
and recompiled. The testers would
continue their work the next day using his
new version. He knew he had made the

change and recompiled properly, so there
was no need to bother the test team about
this.

Michael looked over the stack of test cases
and saw that they varied greatly in length.
He knew that they had been randomly
generatea_ so he assumed that they were all
equally usable test cases. He rifled through
the stack and picked the shortest ones so he
could run the most cases in the least time.

Deborah was a new hire assigned to take
the place of a certification engineer who left
the company abruptly. She worked with
the experienced engineer for a day, and
then started testing on her own. She
couldn't really read the spec to check the
details of correct output, so she decided to
just use her best judgment and not bother
the others unless she was really confused.

Bill had an extremely long test case. In the
middle of the test case, the prescribed
events led him back to the Main Menu.

Ordinarily, a test case would end at this
point, but this case called for a second
major scenario. Bill decided the case was
unreasonably long, and counted the second
major scenario as a new test case.

These very common events are
threats to the integrity of a statistical

approach to software testing. Statistical
software testing, as a scientific endeavor in
the real world, inevitably requires some
compromises in methodological purity, and
it is important to understand the nature of
the slippery slope. The assumptions
underlying a statistical experiment must be

understood, the practical threats to
experimental integrity must be recognized,
and a strategy for experimental control must
be employed.

Software Testing as a Statistical
Experiment

In statistical certification testing,
software testing is viewed as a statistical
experiment. A subset of all possible uses
of the software is generated, and
performance on the subset is used as a
basis for conclusions about general
operational reliability. In standard
experimental parlance, a "sample" is used
to draw conclusions about a "population."
Figure 1 shows the parallel between a
classical statistical experiment and statistical
software testing. Under a testing protocol
that is faithful to the principles of applied
statistics, a scientifically valid statement can
be made about the expected operational
performance of the software based on its

test performance.

The premise that must be accepted
as a starting point in this analogy is that it is
not possible to test all ways in which
software may be used. This is apparently
not a premise that can be assumed as
obvious. In a discussion of software

testing with the top software manager in a
large aerospace corporation, the
infeasibility of testing all possible usage
scenarios was cited as the motivation for

statistical testing. "But we have to test
every possible use of the software," he
said. "The kind of software we develop
could cause deaths if it is not tested

completely."

Software with an unbounded input
sequence length has a theoretically infinite
number of possible usage scenarios. For
software with only two user inputs, A and
B, the possible scenarios of use are A, B,
AA, AB, BB, BA, AAA, AAB, ABA,
BAA, and so on. Software with a bounded

but large input sequence length has a finite

2
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Statistical Experiment

co_rrect [ ] valid

sele _ lization

Statistical Software Testing

generation of [ conclusions from

test cases [ testing to field
I

@
Figure 1. Software Testing as a Statistical Experiment

but astronomical number of possible usage
scenarios.

The functional testing community
measures test coverage in terms of function

coverage. But testing every function is not
the same as testing every combination of
functions. And testing every combination
of functions is not the same as testing every

possible sequence of functions.

The structural testing community
measures test coverage in terms of code

coverage. But testing every line of code is
not the same as testing every path. And
testing every path is not the same as testing
every possible sequence of paths.

There is really no question about
whether all possible scenarios of use will
be tested. They will not. The only
questions are how the population of uses
will be characterized, and how a subset of
test cases will be drawn. A random sample

of test cases from a properly characterized

population, if applied to the software with
proper experimental control, will allow
scientific generalization of conclusions
from testing to operational use. Any other
set of test cases, no matter how

thoughtfully constructed, will not.

Assumptions in a Statistical
Experiment

In a statistical experiment, a well-
defined procedure is performed under
specified conditions, and produces one of
two or more possible outcomes. Each
performance of the procedure is called a
"trial" of the experiment. The outcome data
from successive trials of the experiment can
be used to estimate the probability of each
of the outcomes. Figure 2 portrays the
general structure of a statistical experiment.

Several assumptions underlie the
validity of inferences from a statistical
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Theoretical View
(the undoable and

unknowable)

Population

The true occurrence

rate of outcomes in the
population...

Practical View
(the experiment)

Random Sample

...can be estimated

from the observed
occurrence rate of
outcomes in a sample

Figure 2. Structure of a Statistical Experiment

experiment, however. The assumptions are
as follows.

(1) Each trial is performed under the same
conditions.

(2) There is one outcome per trial.

(3) All outcomes are possible in each trial.

(4) Trials are independent.

The implications of these assumptions
for the testing protocol must be understood.
Proper experimental control in statistical
certification testing is essential to the
validity of the claims that result.

Meeting the Assumptions of a
Statistical Experiment in Statistical
Testing of Software

In statistical testing, a wial is ordinarily
considered to be a test case. A test case

generated from the usage model is a
complete usage scenario beginning with
some appropriate initial event (e.g.,
invocation, switchhook up, power on) and
ending with some appropriate final event
(e.g., termination, switchhook down,
power off). Other definitions of a trial are
possible, however, such as a single
transaction or some other set of
transactions. The certifier defines a trial in

a manner that is appropriate for the
application, and must do so in conjunction
with the form of generalization the certifier
wants to make about the population.

A statistical test case results in one

outcome from a specified set of possible
outcomes. The possible outcomes of a test
case, for example, may be defined as
{success, failure}. Under another design,
the possible outcomes might be {success,
cosmetic failure, serious nonblocking
failure, blocking failure, crash}. Another
design still may entail outcomes of {0
failures, 1 failure, 2 failures .... 10 or more

4
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failures }. The challenges in experimental
control grow with the complexity of the
design since more granular judgments are
required.

Regardless of the design of the
statistical experiment---i.e., the definition
of a trial and the specified set of possible
outcomes---the foregoing assumptions
about a statistical experiment must be met in
the way trials are conducted and evaluated.

The implications of each of the
foregoing assumptions is considered next.
In the following discussion, a trial will be
regarded as a test case that has been

randomly generated from the usage model,
and the possible outcomes of the test case
will be regarded as success and failure.

Assumption 1: Each trial is performed
under the same conditions.

What "conditions" are relevant to the
conduct of a test case? The entities
associated with a test case are, at a
minimum,

° the software,

• the input,

• the system environment,

the basis for evaluation of
performance, and

• the tester (human or automated).

The software and the basis for evaluation of

performance are entities that can be held
constant; the input, the system environment
and the tester are not amenable to complete
control.

Software. The software used in

testing will not change unless it is
deliberately modified and recompiled. If it
is changed in any way, the statistical
experiment must begin anew. One may not

amass data over several versions of

software and treat them as a simple
statistical experiment. Such data may be
applied to reliability growth models that
predict growth as a function of performance
history and changes in the software, but
may not be used to estimate parameters of a
specific version of the software. Testing of
each version of the software is a separate
statistical experiment.

Input. To the extent that input varies
with classes of usage---e.g., novice vs.
expert, literary vs. mathematical subject
matter, new vs. mature database---separate
statistical experiments may be desirable.
Otherwise, input (regardless of its origin in
the system under test or another source)

may be directly incorporated in the usage
model structure and randomized via the

usage probability distribution (e.g.,
percentage access of short and long files).
The latter strategy effectively removes input
from the set of conditions to which

Assumption 1 applies by making it part of
the trial rather than part of the background.
This strategy also eliminates the distortion
that could result from tester bias toward the

shortest test cases, the "'easiest" ones, the

most subjectively interesting ones, etc.

System Environment. The system
environment is perhaps the most illusive of
the conditions to be controlled. Variability
of background will be a feature of the real
operational environment, however, so the
experimental task is to simulate a test
environment with variability that is typical
of the actual environment. Concurrent

activity, system load, interrupt schedules,
etc., make for a constantly changing
background. Again, key variables may be
directly incorporated in the usage model
structure and randomized via the usage
probability distribution.

Basis for Evaluation. The basis for
evaluation of a test case may be the
specification, an independent "oracle," or
both. It is not uncommon for a

specification to change at any stage of

5
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development, including testing. Consistent
evaluation criteria must be applied within a

testing experiment, however. Behavior that
is regarded as correct (or incorrect) in one
test case must be evaluated the same way in

any other test case applied to that version of
the software.

Tester. A given human tester may
vary in the way he or she conducts and
evaluates test cases, and the performance of

any two testers may vary. Training,
alertness, motivation, perception, and any
number of other variables may affect the

performance of human testers. While
complete control over these factors is
impossible, most of the variability can be
eliminated through

coordination of all test activities by a
chief certification engineer,

• thorough tester training,

explicit policies about test materials,
session length, and data collection,

documented guidance about issues on
which the "test script" is not explicit,

periodic "recalibration" of testers
through paired performance of test
cases with the chief certification

engineer, and

timely communication among testing
team members with regard to
observations and decisions that may

affect test judgment.

Assumption 2: There is one outcome per
trial

If the specified set of outcomes (i.e.,
elementary events) is {success, failure},
then the outcome of a test case is either one

success or one failure; it is not both, not
two successes, and not two (or more)

failures. A success is a test case in which
the software performs correctly on all

inputs in the test case; otherwise, the test
case is counted as a failure.

In the strictest sense, then, counting of
successes and failures is a simple matter.
The number of successes plus the number

of failures equals the number of test cases
IMn.

The implication of one-outcome-per-
trial is that a test case must be counted as a

failure as soon as a failure on any input
occurs. This is an unpopular policy,
however, because a minor but unavoidable
failure that occurs early in every test case
will drive the measured reliability of the
version to zero even though the software
does most everything correctly.

An organization using statistical
certification testing must develop a testing

policy that accommodates the assumption
of one-outcome-per-trial, yet allows testing
to proceed in the presence of minor
failures. Policy options may be politically
difficult (e.g., counting every failure, with
the result that status reports show declining
reliability) or scientifically suspect (e.g.,
not counting recurrences of a failure, such
that a correct fix and independence of
failures must be assumed). Policies each
have their advantages and disadvantages.

A reasoned policy must be reached and
used, however, so that the implications for

the integrity of the statistical experiment are
understood.

Assumption 3: All outcomes are possible in
each trial.

All possible scenarios of usage must
be candidates for selection in each trial,

such that all the ways the software could
succeed and all the ways it could fail are

potentially observable.

In addition, this assumption implies

that testing must not proceed in the
presence of "blocking" failures. If an input
is unreachable due to a blocking failure that
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is "not counted" upon recurrence, then
success or failure that would result from the

input cannot be observed. The detection of
a blocking failure is grounds for stopping

the testing process and creating a new
version of the software.

Assumption 4: Trials are independent.

Trials are independent if the outcome
of one trial has absolutely no connection
with the probability of the outcome of any
subsequent trial. For software, trials (i.e.,
test cases) are independent if the success or
failure of one test case has no bearing on
the success or failure of any subsequent test
case.

It may be argued that this assumption
cannot be met since programs build up state
information over successive runs. Since

state data is the encapsulation of input
history, the input in one trial may result in a
change in state, and the new state may
increase the probability of exposing a
program defect---i.e., producing a failure---
in a subsequent trial.

The only certain way to avoid

dependency between failures is to fix each
fault and corresponding state data after a
failure, and restart testing with the new
version of the software.

Alternatively, it may be possible to
either avoid or randomize state data. Two

types of state information exist: internal
variables and external files. Internal
variables exist for the duration of an
execution. A test case that ends in

termination, therefore, will not carry over
internal state data to the next run. External

files persist from one execution to the next,
of course, but it is often not necessary to

use them in sequential runs; their use may
be randomized. Test cases of word

processing software, for example, may
randomly access one of a number of files
(e.g., no file; short and long files; narrative
and equation-filled files; etc.) according to
an expected usage distribution.

Regression testing is a common
violation of the assumption of independent

trials. If previously used test cases are run
on a new version of the software, they
should not be counted as new trials.

Independence of trials in statistical
software testing is defensible, but requires
a deliberate strategy---either fixing failures
as they are found, avoiding the carryover of
state data, or randomizing state data

according to an expected usage distribution.

The Slippery Slope Revisited

ACME Software improved control
over its software testing process by
establishing a documented testing protocol
and training the project team. Things were
ch'fferent in the next project.

Before testing began, the testing team
reviewed the specification, the test script,
and other reference materials in detail. The
group executed the first several test cases

together, with each person taking a turn as
the tester. The group reconvened at several
points in testing for brief "recalibration"
sessions. John and Mary's evaluations of
test cases were much more consistent this

time.

As prescribed by the protocol, Jane took a
short break after each testing hour to review
her annotations on the test script, update the

chief certification engineer on her progress,
and confer with other testers. She was
much more alert and attentive to detail as a
result.

Joe now understood that the product

reliability claim would only be valid if
engineering changes were made in a
controlled way. Everyone understood that
any deviation from the protocol was to be
discussed by the team so that the impact on
the integrity of the testing process could be
determined

7
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Michael and Bill both now understood the

"selection bias" that could result from
picking and choosing among test cases, •
subdividing test cases, or otherwise altering
the randomly generated sample of test
cases. They now executed test cases in the
order in which the test cases were •

generated

Testers recorded all choices and

observations as notes on the test script. •
Anyone with points of uncertainty---such
as new hires---could later go over the
specifics with the chief certification
engineer to ensure the correctness of •
evaluations.

The Engineering Practice of
Statistical Reliability Certification

If test team members are aware of the

threats to experimental integrity, they can •
approach the innumerable decisions that
must be made during testing with an eye
toward preserving the validity of results.
Recommendations for control over the •

testing process in the foregoing discussion
are summarized here.

Test Preparation

Define a test case as a usage scenario
that is a longer period than the
software can retain internal state data

(e.g., invocation-to-termination).

Randomize external state data via the

usage probability distribution.

Define the system environment(s), and
either establish different usage models
for different environments or sustain

the conditions in a given environment
throughout testing.

Train test staff to ensure a common

understanding of all test materials and
policies, and monitor performance to
prevent "drift."

Test Case Execution and Evaluation

Hold the specification and independent
oracle constant for each version of the
software that is tested.

Assign each test case one outcome
from the specified set of possible
outcomes.

Run test cases in the order in which

they are generated. Do not pick and
choose.

If previously used test cases are rerun
on a new version, they should be
performed for peace-of-mind only and
not counted as new random trials.

If a "blocking" failure occurs, stop and
create a new version.

If a failure occurs which could

conceivably cause a subsequent
failure, stop and create a new version.

Schedule regular communication
between test team members for

discussion of matters that may affect
test judgment.

Surviving the Compromises of
Everyday Practice

A sound testing strategy may be
compromised in practice if the rationale for
the strategy is not well understood, is not
embodied in a documented process, or is
not practiced as documented. Indeed, "the
difference between theory and practice in
practice is greater than the difference
between theory and practice in theory."

The threats to validity in certification
testing can largely be controlled through
understanding the assumptions in a
statistical experiment, establishing explicit
policies to meet them, and monitoring
adherence to the policies in practice. Such
experimental control is necessary to sound
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footing on the slippery slope of applied
science.
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EXPERIMENTAL CONTROL IN

SOFTWARE RELIABILITY CERTIFICATION

17th Annual Software Engineering Workshop

NASA/Goddard Space Flight Center

Carmen Trammell

University of Tennessee

UNIV. OF TENN. SOFTWARE ENGINEERING FOCUS:

ADVANCES IN CLEANROOM PRACTICE

• Software Quality Research Laboratory

• Fifteen Cleanroom projects since 1988

• Student employees, high turnover

• Statistical testing (Mills and Musa) is used

SEW Proceedings 258
SEL-94-006



SOFTWARE TESTING AS A

STATISTICAL EXPERIMENT

Statistical Experiment

__/y

Software Testing

_tiOgenerationo.f l [ conclusions fT6°fm

test c_s_ng to field

SYMPTOMS OF POOR TESTING PROCESS CONTROL

• Delayed observation of failures

• Conflicting evaluations by testers

• Picking and choosing among test cases

• Unauthorized engineering changes

• Lack of communication by new testers
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STRUCTURE OF A STATISTICAL EXPERIMENT

Theoretical View

(the undoable Population

and unknowable_/_,, ..... ._k,^ ,_;_,_ _ _ T;etrurr_encerate

............... _ outcomes o! alluaals)ofoutcomes,in

_ _ the population.

Practical View

(the experiment) Random Sample

@-@
...can be

estimated from
the observed

occurrence rate

of outcomes in a

sample

ASSUMPTIONS IN A STATISTICAL EXPERIMENT

(1) Each trial is performed under the same conditions.

(2) There is one outcome per trial.

(3) All outcomes are possible in each trial.

(4) Trials are independent.
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ASSUMPTION (1)

Each trial is performed under the same conditions.

• the software

• the input

• the system environment

• the basis for evaluation of performance

• the tester (human or automated)

ASSUMPTION (2)

There is one outcome per trial.

the set of possible outcomes must be specified, e.g.,
- { success, failure}

- {no failures, minor failure, serious failure, crash}
- {0 failures, 1 failure, ...n or more failures}

recurrences of failures: to count or not to count?
counting recurrences results in reports of declining reliability

- not counting recurrences requires judgments about independence of failures
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ASSUMPTION (3)

All outcomes are possible in each trial.

all usage scenarios must be candidates for selection in
each trial

the outcome of each scenario must be observable...

testing cannot proceed in the presence of blocking
failures

ASSUMPTION (4)

Trials are independent.

• test cases must exceed the retention of internal state data

• external state data should be randomized

• regression tests must not be counted as new random trials
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LESSONS LEARNED ARE EMBODIED IN

THE CURRENT PROTOCOL

Test Preparation

• Define a test case as a usage scenario that is a longer period

than the software can retain internal state data (e.g.,
invocation-to-termination).

• Randomize external state data via the usage probability
distribution.

• Define the system environment(s), and either establish different
usage models for different environments or sustain the conditions

in a given environment throughout testing.

• Train test staff to ensure a common understanding of all test

materials and policies, and monitor performance to prevent
"drift."

LESSONS LEARNED ARE EMBODIED IN

THE CURRENT PROTOCOL

Test Case Execution and Evaluation

• Run test cases in the order in which they are generated.

• Hold the specification and oracle constant for each version

• Assign each test case one outcome from the set of possible
outcomes.

• If test cases are rerun, do not count them as new trials.

• If a "blocking" failure occurs, stop and create a new version.
If an observed failure could cause a subsequent failure, stop and
create a new version.

• Schedule regular communication for discussion of matters that

may affect test judgment

SEW Proceedings 263 SEL-94-006



SEW Proceedings 264 SEL-94-006



N95- 31249

/ ,,..J _ /
/

GENERALIZED IMPLEMENTATION

OF

SOFTWARE SAFETY POLICIES t

John C. Knight

knight @ virginia, edu

Kevin G. Wika

wika @ virginia, edu

Department of Computer Science

University of Virginia

Charlottesville, VA 22903

(804) 924-7605

An Abstract Submitted to:

Nineteenth Annual Software Engineering Workshop

Software Engineering Laboratory

Goddard Space Flight Center

Greenbelt, MD

t. Supported in part by the National Science Foundation under grant number CCR-9213427 and in
part by NASA under grant number NAGI-1123-FDR

SEW Proceedings

PRECEDING PA(_E E_.,o.I'_;_i'_O'r _=_,:_._:;i:.:':

265
SEL-94-O06



Generalized Implementation of Software Safety Policies
'l

Introduction

As part of a research program in the engineering of software for safety-critical sys-

tems, we are performing two case studies. The first case study, which is well underway, is

a safety-critical medical application. The second, which is just starting, is a digital control

system for a nuclear research reactor. Our goal is to use these case studies to permit us to

obtain a better understanding of the issues facing developers of safety-critical systems, and

to provide a vehicle for the assessment of research ideas.

The case studies are not based on the analysis of existing software development by

others. Instead, we are attempting to create software for new and novel systems in a process

that ultimately will involve all phases of the software lifecycle. In this abstract, we summa-

rize our results to date in a small part of this project, namely the determination and classi-

fication of policies related to software safety that must be enforced to ensure safe operation.

We hypothesize that this classification will permit a general approach to the implementation

of a policy enforcement mechanism.

The Problem

The functionality demanded by modern applications, including safety-critical

applications, frequently leads to software that is very large and complex. Functionality

requirements have increased because of the many benefits of computer-based control and

the availability of inexpensive yet powerful computing hardware. Hardware performance

limits that formerly restricted software complexity are rarely reached because of the

remarkable hardware performance now available.

Unfortunately, significant software defects tend to remain in such systems after

deployment despite extensive effort on the part of the developers [2,6]. Building these sys-

tems to perform as desired is very difficult for a number of reasons. Even the best software

development processes cannot ensure that faults are avoided completely during develop-

ment. Similarly, fault detection techniques are imperfect. Research has shown, for example,

that testing as an approach to verification cannot demonstrate sufficient levels of depend-

ability because of the sheer number of tests that are required [ 1].

Even building very small, simple software systems that achieve the extreme

dependability necessary for safety-critical applications has proven to be very challenging.

Formal techniques have made substantial progress and have been applied to real systems

in a number of cases, but their application to large, complex systems remains mostly

impractical. The complexity of large systems involving characteristics such as real-time

operation and distributed processing is likely to preclude any significant assurance that the

systems meet desired dependability goals if traditional techniques are used in traditional

ways.

A central question that arises is how to deal with a software system that is on the

one hand safety critical and on the other hand large and complex, i.e., so large and complex

as to preclude a complete attack on the problem of showing dependability using even the

best available techniques. We outline an approach to this problem that we are pursuing in
the next section.

SEW Proceedings 266 SEL-94-006



Generalized Implementation of Software Safety Policies

Technical Approach

An approach that has been tried in many safety-critical systems is to isolate the

problem of ensuring safe operation so that a small part of the software, often termed a ker-

nel, is responsible. This is the approach we are following but we are attempting to develop

a general, comprehensive approach to the problem by exploiting an analogy with security
kernels.

Security kernels are used to enforce access-control policies in classified information

systems. The idea of trying to exploit this technique to implement safety rather than secu-

rity, i.e., the concept of a more general safety kernel, was proposed by Rushby [5,7], among

others. The idea that Rushby suggested is different from other architectures described as

safety kernels because certain essential safety policies are enforced regardless of the

actions of the application software. This is in direct analogy with security kernels that

enforce access control with a similar degree of generality. Other safety-kernel architectures

that have been developed tend to provide a set of services that enforce required safety pol-

icies, if used appropriately by the application. This is a critical distinction.

The safety-kernel idea is of value if it is able to enforce a suitably large subset of

the required safety policies. A major benefit would be gained if this safety-kernel approach

could be implemented in a reusable manner, i.e., in such a way that the same safety kernel

implementation could be used in a variety of applications. To evaluate the safety-kernel

idea, assess its utility, and try to get some insight into generality that might be possible in

an implementation we have analyzed the two case studies at our disposal. We report our
results in the next section.

Empirical Results

We began this study by identifying the safety policies required by each application.

We then examined the two sets to ascertain whether general classes of policies existed and

whether the policies were similar in the two cases after application-dependent parameters

were removed. We begin this section by summarizing the important details of the two appli-

cations and list examples of the safety policies they require. We then discuss the resulting

structure of the policies and its implication on implementation and generality.

Magnetic Stereotaxis System

The first case study that we are engaged in is the Magnetic Stereotaxis System

(MSS). This is an investigational device for performing human neurosurgery being devel-

oped in a joint effort between the Department of Physics at the University of Virginia and

the Department of Neurosurgery at the University of Iowa [3,4]. The device operates by

manipulating a small permanent magnet (known as a "seed") within the brain using an

externally applied magnetic field. The patient is positioned at the center of six supercon-

ducting electromagnets. Under the direction of the computer, power supplies and current

controllers regulate the electric current in the electromagnets thereby producing the mag-

netic field that acts on the seed. Along each axis perpendicular to the patient's body, an X-

Ray source and camera produce fluoroscopic images for tracking the seed. By varying the

magnitude and gradient of the external field, the seed can be moved along a non-linear path

and positioned at a site requiring therapy, e.g., a tumor.
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When the MSS is in operation, there are a large number of events that could lead to

patient injury. The complete set is determined by a hazard analysis including the use of

techniques such as system fault-tree analysis. Events that could lead to patient injury

include failure of current controllers, X-Ray overdose, incorrect calculation of currents for

a seed movement, and failure to respond promptly to an increase in seed velocity. Each of

these could be the result of numerous different faults, and, in fact, the software could either

initiate or prevent many of these failures. Such failures can be prevented irrespective of

their cause and irrespective of the state of the equipment if safety policies such as the fol-

lowing (stated here informally) are enforced:

• If the seed moves faster than 2.0 mm/sec, the coil currents must be set to zero.

• If the vision system cannot locate the seed while it is being moved, the coil cur-
rents must be set to zero.

similar

• The currents must be within 5.0 A of the value predicted by the coil control model.

• The current requested of a controller must be in the range -100 A to +100 A.

• Before moving the seed, a reversal check must be executed to ensure that the

requested currents provide the desired direction within 5 degrees.

• An X-Ray device must be "off" for 0.2 sec before an "on" command is executed.

• The total X-Ray dose during an operation must be less than 100 millirem.

In the MSS system, a total of 42 safety policies have been identified. They are all

in complexity and breadth to these examples.

University of Virginia Reactor

The target of the second case study is the nuclear research reactor currently operated

by the University of Virginia. It is a 2 MW thermal, concrete-walled pool reactor. It was

originally constructed in 1959 as a 1 MW system, and it was upgraded to 2 MW in 1973.

Though only a research reactor rather than a power reactor, the issues raised are significant

and can be related easily to the problems faced by full-scale reactor systems.

The system operates using 20 to 25 plate-type fuel assemblies placed on a rectan-

gular grid plate. There are three scramable control rods, and one non-scramable regulating

rod that can be put in automatic mode. The primary process variables that are measured are:

1) Gross output, by movable fission chamber; 2) Neutron flux, by ion chamber; 3) Start-up

neutron flux and period, by BF 3 counter; 4) Core inlet and outlet temperatures, by thermo-

couples; 5) Primary system flow, by pressure gauge; 6) Control and regulating rod posi-

tions, by potentiometer; 7) Gross gamma-ray dose, by ion chamber; 8) Various limit set

switches to monitor pool level, etc.

As with the MSS, there are a large number of events that could lead to a reactor acci-

dent with the potential to cause extensive damage. Some examples of events that could

result in hazards include uncontrolled withdrawal of the reactor control rods, loss of water

in the reactor pool, failure of a coolant pump, and high radiation levels outside of the reactor

pool. Again as with the MSS, such failures can be prevented irrespective of their cause if

safety policies such as the following (again stated informally) are enforced:
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• The control rods must not be withdrawn at a rate faster than 1.5 mm/sec.

• When control parameters are adjusted, the state of the reactor must respond to

reflect the control settings.

• The position of the regulating rod must be adjusted at least once per second based

on the power output of the reactor.

If any of the following conditions is true, the control rods must be scrammed:

• A safety channel indicates a power greater than 125% of maximum power.

• The flow in the primary cooling system is below 3,400 liters/min (900 gals/min).

• The reactor inlet water temperature exceeds 105 ° F.

• The pool level falls below 19 ft. 3 1/4 in.

• The radiation at the reactor face exceeds 2 mR/hr.

A preliminary identification of the safety policies in this application revealed a total

of 43 safety policies. As detailed requirements analysis proceeds, this number is likely to
rise.

Once the initial sets of safety policies had been identified for the two applications,

we focused on identifying common characteristics both within and between the two appli-

cations that might permit a logical organization of the two sets of safety policies. We were

seeking insight into what might be a general case in order to permit us to begin consider-

ation of a general, reusable, safety kernel. After examining a variety of possibilities, the

characteristic that permitted the most complete and systematic classification of the policies

was based on the origin and derivation of the safety policies.

Safety policies such as the examples above result from the system safety analysis,

and specify safety requirements that must be met by the various system components. In a

system safety analysis, a set of mishaps are identified along with hazards that could cause

the particular mishap. Each hazard is in turn placed at the root of a system fault tree and the

failure conditions that could result in the hazard are analyzed. The exact form of a fault tree

depends on the hazard being considered and the details of the particular application. How-

ever, we have identified a canonical fault-tree pattern for computer-controlled devices, and

we have been able to classify failure conditions according to their location and purpose

with respect to the canonical fault tree. We are thus able to classify safety policies according

to which type of condition the policy addresses, and this has yielded the following general

categories of policies:

System operation

Device failure

Software error

Software input

Sensor input

Operator error

Device operation

Device input from software

Failure response

Operator input to the software

Configuration or application data

Operator information
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Subsequent re-analysis of the two complete sets of safety policies from our two case

studies has shown that the various policies fit into the taxonomy very well. Thus, although

the applications are very different, their requirements for safe operation are remarkably

similar in basic form and differ to a large extent only in application-specific detail. Though

important, these details can be viewed as parameters that can be used to tailor a general

implementation strategy, i.e., a general-purpose safety kernel operating in a manner analo-
gous to a security kernel.

A safety kernel prototype is being developed that will enforce policies from the first

six categories of policies identified above. These are policies that originate near the top of

the canonical fault tree discussed above. They have been selected for enforcement because

they are most closely associated with the operation of the application devices. It is the

devices that actually cause a mishap, so it makes sense to enforce safety policies that are

directly related to devices. Policies from the other classes were omitted because the benefits

were not as great and the pragmatic issues of quality assurance, cost, and functional perfor-

mance would be adversely affected by enforcing policies from these classes.

Conclusions

Based on the two systems we have been studying, it appears to be the case that a

great deal of structure exists in the safety policies that have to be enforced. Given this sit-

uation, there seems to be a strong possibility that a reusable safety kernel operating inde-

pendently of the application in a manner analogous to the operation of a security kernel can

be built. Such a kernel would permit execution-time enforcement of selected safety policies
for systems too complex to verify by traditional means.
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THE PROBLEM WE FACE

Software Is Large And Complex In Many Safety-critical Systems:

Dependable?

- Cost-effective?

Huge Subsystems, E.g. System Services, Windowing, The Application, Etc.

How Do We Build Safety-critical Software That Is:
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NAIVE SYSTEM ARCHITECTURE

Application
Software

Application Devices

Redundant
Hardware

• Keep It Simple, S*****
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# REALISTIC APPLICATION ARCHITECTURE

Application Application Application

Windowing Windowing Windowing
System System System

Operating Operating Operating
System System System

Application Devices

Network

• Diverse Hardware, Network, High-performance Displays

• Extensive, Diverse And Unreliable Software, Perhaps Off-the-shelf
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SAFETY REQUIREMENTS AND SAFETY POLICIES _'_

Power Failure
Operator Error
Sensor Failure

Equipment Failure
Data Error

Software Failure - - - _.

SOFTWARE

Correct Operation

• Safety Requirements Can Often Be Expressed As Safety Policies

• Safety Policies -- Policies That "Software" Must Enforce To Avoid Hazard

Policies Such As The Following (From A Nuclear Reactor):

If the flow in the primary cooling system is below 3,400 liters/
minute, a scram must occur.

The source range must be indicating at least 2 counts�second

before a safety rod can be withdrawn.

How Do We Ensure Enforcement Of Safety Policies?

_ UVA
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SECURITY KERNEL CONCEPT

• Concept Is That Security Kernel Controls Access To All Information

• Kernel Enforces A Set Of Security Policies Irrespective Of Application
Software' s Actions:

Information
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A::_t_:°n •_ SECURITY Data

• Might A Similar Approach Work For Safety (Rushby, 1989)?
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SAFETY KERNEL CONCEPT

Concept Is That Safety Kernel Controls Access To All Devices

Kernel Enforces A Set Of Safety Policies Irrespective Of Application Software's
Actions:

_ Device Commands q

i. SAFETY

• A Similar Approach Appears To Work For Safety
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SAFETY KERNEL

Application Software

System Software

Hardware

1 I

+;, Application Software i_

Safety Kernel 1--!_

I System Software IHardware

Devices Devices

• Policy Enforcement Given To Smallest, Simplest Kernel Possible

• Kernel Controls Access To All Devices Thereby Controlling Effect Of Software

• Policy Enforcement:

- Certain Important Policies Entirely Enforced By Kernel

Enforcement Support For Other Policies
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f_ "TRADITIONAL" KERNEL vs. SAFETY KERNEL "_

Safety Policy
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f CASE STUDY - MAGNETIC STEREOTAXIS SYSTEM
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SOME OF THE MSS SAFETY POLICIES

If the seed moves faster than 2.0 mm/sec., the coil currents must
be set to zero.

The coil currents must be within 5.0 amps of the predicted value.

The coil current requested by the application must be within the

range -100 amps to 100 amps.

An X-ray source must be "off" for 0.2 seconds before an "on"
command is executed.

The total X-ray dose during an operation must be less than 100
millirem.

Before moving the seed, a reversal check must be executed on the

requested currents to compare the predicted force with the
desired force.

And so on .....
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CASE STUDY - UVA RESEARCH REACTOR

Cooling
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Swimming
Pool

Experiments

Control

Console

I
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/"- SOME OF THE REACTOR SAFETY POLICIES -_

The control rods must not be withdrawn at a rate faster than 1.5
mm/sec.

The position of the regulating control rod must be adjusted at

least once per second based on the power of the reactor.

The control rods must be scrammed if a safety channel indicates

a power level greater than 125% of the authorized maximum.

The control rods must be scrammed if the pool water level falls
below 19' 3.25".

The control rods must be scrammed if the inlet water temperature

exceeds 105 ° F

And so on .....
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Hazard

Analysis

SAFETY POLICY DEVELOPMENT

Fault Tree

Analysis

Failure Modes &

Effects Analysis

Specification

Other

Analysis
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TAXONOMY - GENERAL SAFETY POLICIES

Case Study
One - MSS

Case StudyTwo - UVAR

General

Safety Policies
Policy

Taxonomy
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EXAMPLE - DEVICE FAILURE DETECTION

Kernel Aware
Of Device Failure

Device Signals Environment
Failure Assertion Fails

No Command No "Heartbeat"
Response Received

Captures Essential Content Of "All" Device Failure Detection Policies

Parameterized Implementation In Reusable Safety Kernel

Follows From Generalized System Fault Trees
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CONCLUSIONS

• Systems Are Getting Very Complex:

- Simple Software Structures Unrealistic

Users Need "Gee Whiz" Features

• No Hope Of Verifying Everything Required:

Far Too Much Software

Off-the-shelf (Untrusted) Software Might Be Included

• Safety Kernel Analogy With Security Kernel Seems Viable

• Safety Policies Examined From Two Very Different AppLications:

Taxonomy Suggested By Similarity Of Policies

General System Fault Tree Patterns

• General-purpose Safety Kernel For Variety Of Applications:

- Seems Feasible

- Significant Technical Issues In Implementation

- Prototype Kernel Being Developed - Will Be Applied To Two Case Studies
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Sum mary: This paper presents a quantitative comparison of corrective and perfective

software maintenance activities. The comparison utilizes basic data collected throughout

the maintenance process. The data collected are extensive and allow the impact of both

types of maintenance to be quantitatively evaluated and compared. Basic statistical

techniques test relationships between and among process and product data. The results

show interesting similarities and important differences in both process and product
characteristics.

1. INTRODUCTION

Most large software systems have long lifetimes during which the software undergoes significant

change. Software maintenance is defined as the set of activities performed to change a software product

after the software product is delivered to the customer (Pressman, 1987). These activities, plus the tools

and methods used to maintain software are referred to as the maintenance process. Changes to existing

software include adding functionality to the software, correcting defects discovered in the software

system, adapting the software to changes in the environment, and changing the software to support future

maintenance or operation. The variety of changes made to software and the fact that most maintenance

personnel were not involved in the development effort add significantly to the difficulties encountered

while performing software maintenance.

In recent years the software process (including both development and maintenance) has received a

great deal of attention (Humphrey et al., 1987) (Humphrey, 1989) (Bollinger et al., 1991) because the

process used to develop and maintain software significantly impacts the cost, quality and timeliness of

software products. The impact is so significant that software process improvement is seen as the most

important approach to software product improvement (Humphrey, 1989).
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While software development typically refers to the creation of new software, software maintenance

is performed for a variety of reasons. The four types of software maintenance activities are:

1. Corrective - changes made to correct defects in software

2. Adaptive - changes needed to adapt existing software to a changing environment

3. Perfective - enhancements to software which provide additional functionality or modify existing

functionality

4. Preventative - changes which improve future maintainability, reliability or support future

enhancements

The tasks employed during maintenance are very similar to those applied during development:

specify, design, code, and test. Thus, the first step in maintenance is to obtain a written specification

of the functionality to be added. The written specification is given by changes and additions to the

documentation specifying the functionality of the existing software. In principle the written specification

is given completely and is never changed during the ensuing maintenance effort. In practice, however,

these specifications are corrected and refined throughout the maintenance process. The changing of

functional specifications during maintenance and development is referred to as requirements volatility.

Requirements volatility has been cited as the leading problem in a field study of software managers

(Thayer et al., 1982). Changing requirements adversely affects the design, coding and testing of

software. An acute need exists to quantitatively assess the maintenance process and the impact of

requirements volatility on both the maintenance process and the software product.

The focus of this paper is a comparison of corrective and perfective maintenance activities driven

by changes to the specification documents of existing software. This comparison attempts to answer

three general questions:

1. What similarities exist between corrective and perfective maintenance characteristics?

2. What differences exist between corrective and perfective maintenance characteristics?

3. What do these similarities and differences suggest about the nature of perfective and corrective

maintenance?

This paper describes a portion of the results of a three-year study conducted at a large commercial

software organization to assess the maintenance process and the impact of requirements volatility on the
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maintenance process. The portion of the assessment described here illustrates similarities and differences

between corrective maintenance and perfective maintenance.

While this paper describes the results obtained within a single large organization, the results may be

used by other organizations. These results indicate organizations should manage corrective and

perfective maintenance differently.

The remainder of this paper is divided into two sections. Section 2 presents analysis results in five

distinct areas. Section 3 outlines conclusions and the direction of future work.

2. ASSESSMENT RESULTS

Five significant results are described in the following subsections. Each subsection discusses the

focus of the analysis, the data used in the analysis, and the statistical results. A maximum P-value of

0.05 and the minimum R2 value of 0.75 were established as criteria for asserting relationships existed.

This maximum P-value represents a 5% chance of mistakenly assuming a relationship exists. The

minimum R 2 can be viewed as explaining 75%of the variability of the predicted variable.

2.1 CORRECTIVE AND PERFECTIVE SIMILARITIES

2.1.1 PRODUCTIVITY

Software maintenance productivity is of particular interest when examining corrective and perfective

maintenance activities. We compared the productivity of both types of activities using corrective and

perfective activity measures. Productivity is measured in SLOCs (source lines of code) per day and

changed SLOCs per day.

Our initial examination showed only a 5.6% difference in productivity, with perfective maintenance

being slightly more productive. Requirements volatility, tracked by specification changes occurring

during design, code, and test, showed only an 8.5% difference. Again, perfective maintenance

productivity was slightly higher.

The Mann-Whitney test, which statistically tests the differences in the sample means, was applied

in order to test the hypothesis that corrective and perfective maintenance items are similar. The Mann-
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Whitney test produced a P-value of 0.9833 which is not less than the previously established maximum

P-value of 0.05. The P-value of 0.9833 supports acceptance of the hypothesis that the productivities of

corrective items and perfective items are not statistically different.

2.1.2 SIGNIFICANT IMPACT ON PRODUCTIVITY

The previous section strongly supports the assertion that productivity of corrective maintenance and

perfective maintenance is not statistically different. However, we noted differences between corrective

and perfective product impact, as shown in Table 1. Perfective maintenance impact is greater in terms

of SLOCs changed and modules changed than corrective maintenance. SLOCs changed per module

appear similar. We investigated which of these three factors influenced productivity the most. We found

the most significant factor influencing productiviy is SLOCs per module.

CORRECTIVE CORRECTIVE PERFECTIVE PERFECTIVE

TOTAL MODULES TOTAL MODULES

SLOCS CHGD SLOCS CHGD

MEAN 33.1905 1.7541 150.8511 3.0459

STD DEV 55.3804 1.7763 517.6439 3.6676

MEDIAN 10.5000 1.0000 23.5000 2.0000

Table 1. Basic Statistics for Corrective and Perfective Characteristics

SLOCS per MODULE

CORRECTIVE

PRODUCTIVITY

0.951

PERFECTIVE

PRODUCTIVITY

0.788

Table 2. Linear Correlations of Product Impact vs Productivity

Table 2 gives the linear correlations for productivity with SLOCs changed per module for both

corrective and perfective maintenance. The linear correlations for corrective and perfective are both
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above the 0.75 threshold. These correlations suggest corrective and perfective maintenance productivity

are significantly influenced by the distribution of change across modules.

4.2 CORRECTIVE AND PERFECTIVE DIFFERENCES

4.2.1 PRODUCT IMPACT

This section describes the significant differences between corrective and perfective maintenance. The

characteristics compared include size of the change (measured in SLOCS), implementation

effort(measured in person days), and distribution of change(measured in modules changed). We again

applied the Mann-Whitney test, testing the hypothesis that the size and distribution of change are similar

for both types of maintenance.

The results of the Mann-Whitney tests for modules changed and size of change produced P-values

of 0.0170 and 0.0012, both significantly less than the maximum P-value of 0.05. These P-values support

rejection of the hypotheses that modules changed and size for corrective maintenance are similar to

corresponding measures for perfective maintenance. Thus, there are more lines of code, and are more

modules changed for perfective maintenance than for corrective maintenance.

4.2.2 PRODUCT IMPACT ON QUALITY

Thus far, analysis has focused on corrective and perfective characteristics within the maintenance

process, prior to delivery to the customer. This subsection examines the product impact of corrective

and perfective maintenance activities on software quality.

We obtained defect data gathered prior to delivery and following product delivery. These defects

have different levels of severity and are of great importance to the customer. Defect data (pre-delivery

and post-delivery) and product impact data were analyzed using rank correlations to determine,

statistically, their relationships.
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CORRECTIVE CHANGED

SLOCs

PERFECTIVE CHANGED

SLOCs

PRE-DELIVERY DEFECTS

POST-DELIVERY

DEFECTS

0.3214 0.9702

0.2143 0.8884

Table 3. Rank Correlations of Defects And Changed SLOCs

Table 3 presents the rank correlations between the corrective and perfective changed SLOCs and the

number of pre-delivery and post-delivery defects detected. The number of perfective changed SLOCs

has a much stronger positive correlation to both types of defects than the number of corrective changed

SLOCs. These results suggest that as the number of perfective changed SLOCs increases, the number

of pre-delivery and post-delivery defects also increases.

4.2.3 PROCESS IMPACT ON QUALITY

This subsection investigates the impact of productivity on the number of pre-delivery and post-

delivery defects. This is an important area because the customer is not only interested in software

maintenance being performed in a cost-effective, timely fashion, but also in the quality of the delivered

software. In order to investigate the relationship between corrective and perfective productivity, rank

correlations will again be used.

PRE-DELIVERY DEFECTS

POST-DELIVERY

DEFECTS

CORRECTIVE

PRODUCTIVITY

- 0.8214

-0.8214

PERFECTIVE

PRODUCTIVITY

0.4545

0.5775

Table 4. Rank Correlations of Defects and Productivity

Table 4 presents rank correlations between productivity and quality for corrective and perfective

maintenance. Perfective productivity has weak correlation with the number of pre-delivery and post-
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delivery defects detected, while corrective productivity has a very strong negative correlation with the

number of pre-delivery and post-delivery defects detected. This implies that as corrective maintenance

productivity increases, the number of defects increases.

3. CONCLUSIONS

The results of this investigation suggest several interesting, and perhaps provocative, characteristics

of software maintenance. Viewing the similarities, differences, and statistical relationships between

perfective and corrective maintenance confirms a previously advanced "rule of thumb", questions another

such rule, and leads to the proposal of a new rule.

Requirements volatility analysis led to the discovery of some important differences between perfective

and corrective. The size of change and distribution of change to the product differed significantly

between perfective and corrective maintenance; perfective maintenance resulted in larger and more

distributed change to the software product than corrective maintenance. However, productivity did not

show a significant statistical difference because the average change per software module remained

roughly the same for both types of maintenance. These results confirm the old rule: the more local the

change to the software product, the easier the maintenarze effort.

Analysis of the impact of perfective and corrective maintenance on the quality of the delivered

software product provides two interesting results. First, strong positive rank correlation exists between

the impact of perfective maintenance and the number of post-delivery defects detected in the software.

This correlation suggests that as the impact of perfective maintenance increases the number of post-

delivery defects also increases. Second, a strong negative correlation exists between the impact of

corrective maintenance productivity and the number of pre-delivery and post-delivery defects. This

correlation suggests that as the impact of corrective maintenance increases the number of post-delivery

defects decreases. This result questions an old rule: fixing errors inserts new errors into software.

Our results suggest a new rule: as the impact of changes to the software product caused by

corrections to the requirements document increase, the number of pre-delivery and post-delivery defects

decreases. Obviously a realistic limit to this rule exists. The number of pre-delivery and post-delivery

defects could not be eliminated by maximizing the impact of corrective maintenance.
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These results illustrate two additional points. First, neither the size of the change nor the distribution

of the change, taken individually, influence productivity. It is the combination of these factors which

significantly impact the productivity of both perfective and corrective maintenance activities. Second,

perfective and corrective maintenance differ significantly in both the impact on the software product and

the impact on the number of defects. These two types of maintenance differ to the extent that they

should be managed and assessed separately.
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Introduction

Focus

- assessment of corrective and perfective maintenance activities

driven by changes to the specification documents

Purpose

- quantitative comparison of maintenance process and product
impact

Process Terminology

• Items

- Upgrade
- Corrective

• Specification Changes (SCs)

- Upgrade
- Corrective

• Miscellaneous terms

- SLOCs

- Modules
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Data Collection

WHAT •

- Process and product data

- Corrective and perfective maintenance data

HOW:

- Item, specification change, and computer program change
numbers

- Validation performed by multiple groups

WHERE:

- Storage in a single, central, tightly controlled database

SIMILARITIES: PRODUCTIVITY

Corrective Items vs. Perfective Items

- Basic statistics showed only a 5.6% difference in SLOCS per

person day

Corrective SCs vs. Perfective SCs

- Basic statistics showed only a 8.5% difference in SLOCS per

person day

Mann-Whitney Test showed no statistical difference in productivities
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SIMILARITIES: SIGNIFICANT FACTOR

CORRECTIVE ITEM PERFECTIVE

SLOCS per PERSON ITEM SLOCS per
DAY PERSON DAY

SLOCS per Module _ 0.951 0.788

I

• Coorelations of corrective items and perfective items with SLOCs
per module

DIFFERENCES: SIGNIFICANT FACTOR

CORRECTIVE

CHANGED SLOCs

PRE-DELIVERY 0.3214
DEFECTS

POST- DELl VERY 0.2143
DEFECTS

PERFECTIVE

CHANGED

SLOCs

0.9702

0.8884

• Corrective changed SLOCs show weak coorelation to pre-delivery
and post-delivery defects

• Perfective changed SLOCs show significant coorelation to pre-
delivery and post-delivery defects
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DIFFERENCES: PRODUCTIVITY/DEFECT

RELATIONSHIP

PRE-DELIVERY

DEFECTS

POST-DELIVERY

DEFECTS

CORRECTIVE

PRODUCTIVITY

- 0.8214

- 0.8214

PERFECTIVE

PRODUCTIVITY

0.4545

0.5775

Productivity of perfective maintenance shows weak coorelation with

both pre-delivery defects and post-delivery defects

Productivity of corrective maintenance shows a negative coorelation

with both pre-delivery and post-delivery defects

Conclusions

• Productivity similar

• Change per module similar

• Process and product impact on quality differ
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Abstract

The design complexity of a software system may be

characterized within a refinement level (e.g., data flow

among modules), or between refinement levels (e.g.,

traceability between the specification and the design).

We analyzed an existing set of data from NASA's Soft-

ware Engineering Laboratory to test whether changing

software modules with high design complexity requires

more personnel effort than changing modules with low

design complexity. By analyzing variables singly, we

identified strong correlations between software design

complexity and change effort for error corrections per-

formed during the maintenance phase. By analyzing

variables in combination, we found patterns which iden-

tify modules in which error corrections were costly to

perform during the acceptance test phase.

1 Introduction

Software systems seldom remain unchanged after their

initial development and delivery. A system may be ex-

tended to fulfill new specifications or may be repaired

to remove faults. These changes, as well as many oth-

ers, are performed during a period of time called the

maintenance phase.

Some authors see software design complexity as a

highly important factor affecting the costs of software

development and maintenance [Rom87, CA88]. We

performed a study to test the hypothesis that changes to

modules with high software design complexity require

*At the time this study was performed, Epping was a student in

the Department of Computer Science, University of Kaiserslautern.

more personnel effort than changes to modules with low

complexity. We define software design complexity in

terms of several different factors, and test the hypothesis

by investigating how the complexity factors affect the

costs of changing the software.

If we can determine the impact of the complexity fac-

tors on maintenance effort, we can develop guidelines

which will help reduce the costs of maintenance by rec-

ognizing troublesome situations early. In response to

these situations, the developers may decide to reduce

the software design complexity of the systems them-

selves, to develop tools that support maintenance of

complex modules, to write documentation that helps the

developers manage the complexity better, or simply to
re-allocate resources to reflect the situation. Our results

might even be used to justify an expensive, controlled

experiment to test the hypothesis more rigorously.

In the case study presented here, we used an existing

set of data to investigate the impact of software design

complexity on the effort required to implement changes

during the acceptance test and maintenance phases. We

studied two FORTRAN systems from NASA's Software

Engineering Laboratory (SEL). The independent vari-

ables of the design complexity included a mapping to

the specification, global data bindings, and control flow

relationships. The dependent variables on maintainabil-

ity were gathered by the SEL and include the necessary

effort for isolating and implementing changes.

This paper extends work first presented in [Epp94].

Section 2 gives the design of the case study, Section 3

discusses our complexity and effort metrics, and Sec-

tion 4 explains the context of the study. Section 5

states the results for the maintenance and acceptance
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test data, and sketches related work. Finally, Section 6

summarizes lessons for the SEL. the researchers, and

the software-engineering community.

2 Designing the Study

This study, which was motivated in part by [Rom87], be-

gan by refining the original hypothesis into two, closely

related hypotheses:

Hypothesis 1: Changing modules that implement

many specifications requires more effort than changing

modules that implement few specifications.

Hypothesis 2: Changing modules that are tightly

coupled to each other via data and control-flow rela-

tionships requires more effort than changing modules

that are loosely coupled to each other.

2.1 Design

The case study to test our hypotheses was designed us-

ing the Goal/Question/Metric Paradigm [BW84, BR88].

Our G/Q/M goal was to analyze two FORTRAN systems

for the purpose of characterizing them with respect to

the influence of design complexity on the maintainabil-

ity of modules, from the point of view of the researchers

within the context of the SEL. We analyzed vertical de-

sign complexity (traceability to specifications) and hor-

izontal design complexity (coupling among modules).

We defined maintainability in terms of change isolation

effort, change implementation effort, and the number of

modules changed (locality of the change). Using these

definitions, we refined the goal into a set of questions,

and in turn refined the questions into a set of metrics.

Figure 1 diagrams the relationship of the goal and the

following sets of questions and metrics.

Goal

Q1 Q2.1 Q2.3 Q2.5 Q2.2 Q2.4 Q2.6

MI M2, M3, M4, M5, M6, M7, M8, M9

Figure 1 : Goal, questions, and metrics

QI: What are the characteristics of the software sys-

tems, the environment, the processes followed, and

the personnel? Answers are given in Section 4.

Q2.1/2.2: Is the vertical/horizontal design complexity

of modules affected by changes with high isolation

effort greater than modules affected by changes
with low effort?

Q2.3/2.4: Is the vertical/horizontal design complexity

of modules affected by changes with high imple-

mentation effort greater than modules affected by

changes with low effort?

Q2.5/2.6: Is the vertical/horizontal design complexity

of modules affected by changes that touched a large

number of modules greater than modules affected

by changes that touched few modules?

Answers to questions Q2.x will be developed using

the following design complexity and change effort met-
tics, which are discussed in detail in Section 3:

MI: The number of specifications a module fulfills,

either directly or indirectly.

M2: Number of common blocks used in a module.

M3: Number of global variables visible in a module.

M4: Number of global variables used in a module.

M5: Ratio of used:visible global variables.

M6: Number of potential data bindings in a module.

MT: Number of used data bindings in a module.

MS: Measure of fan-in for a module.

M9: Measure of fan-out for a module.

M10:

Mll:

M12:

Isolation effort per module per change.

Implementation effort per module per change.

Number of modules affected by a change.

2.2 Available data

Although we would like to assume that all changes are

similar in size, this may not be so for enhancements,

which range from trivial to extensive. However, we

can assume similarity in the size of changes for error
corrections.

Table 1 shows the count of data points from the ac-

ceptance test and maintenance phases (error corrections

are a subset of all changes). Although our original
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Phase

Change types
Error Corrections All Changes

Acceptance test 302 508

Maintenance 17 33

Table 1 : Data points according to category

goal was to focus on maintenance changes, the limited

data encouraged us to include acceptance-test changes.

However, interpretation of that data is difficult owing to

the different environments, as discussed in Section 4.

2.3 Analysis and threats to validity

The study tests our hypotheses by checking for rela-

tionships between the independent variables concerning

software design complexity and the dependent variables

concerning change isolation effort, change implemen-

tation effort, and number of modules changed. The ap-

propriate statistical approach for univariate analysis is a

correlation analysis. As will be explained in Section 3,

both the isolation and implementation effort metrics lie

on an ordinal scale, so we must use a correlation tech-

nique which does not require ratio or interval-scale data.

We planned to compute Spearman rank-correlation co-

efficients with respect to single complexity measures of

the modules and the maintainability measures.

Based on the notion that a combination of indepen-

dent variables might better explain high change effort

than only a single variable, we planned to analyze

multiple variables in combination using a machine-

learning technique called Optimized Set Reduction

(OSR) [BTH93, BBH93]. OSR finds patterns in the

independent (explanatory) variables which reliably pre-

dict values of a single dependent variable. The OSR

approach is insensitive to the scale of the data, but re-

quires a large data set, ideally several hundred points.

We planned to apply the OSR technique to the full data

vectors; i.e., consider all explanatory variables together.

If we can find strong correlations between design

complexity values and change effort values, or can find

patterns of large design complexity values that reliably

predict which modules are expensive to change, we will

have confirmed our hypotheses for this data set.

There were at least two threats to internal validity.

First, the nature of a case study meant that we were not

able to control or even measure the factors that influ-

enced the SEL personnel during their day-to-day activi-

ties. Second, individual differences may be responsible

for some variation (i.e., noise) in the data.

One significant threat to external validity is the spe-

cialization of the software-system design used by the

SEL. These results may not be applicable to other FOR-

TRAN systems.

3 Complexity and Maintainability

Curtis refines the concept of software complexity into

algorithmic and psychological complexity [Cur80]. Al-

gorithmic (or computational) complexity characterizes

the run-time performance of an algorithm. Psychologi-

cal complexity affects the performance of programmers

trying to understand or modify a code module. We mea-

sured two aspects of psychological complexity, namely

the vertical design complexity (the relationship between

specifications and modules) and the horizontal design

complexity (the relationship between modules). A mod-

ule is a file with a single subroutine. These relationships

are illustrated in Figure 2.

>..,

X

E
O

¢>

:>

Spec SI 1
A

imple-

ments

calls

•<------ Horizontal complexity

Figure 2: Vertical and horizontal design complexity

3.1 Vertical complexity: the relationship be-

tween specifications and modules

The vertical complexity of a module x is the number of

specifications the module helps implement. To measure

vertical complexity, we count how many specifications

a module implements directly (mentioned in the doc-

umentation) or indirectly (invoked by another module

that implements the specification directly or indirectly).

An example is shown in Figure 2, where module x helps

implement specificatmn SI directly and calls module y,

meaning that module y helps implement S 1 indirectly.

SEW Proceedings 299 SEL-94-006



3.2 Horizontal complexity: the relationship

between modules

The horizontal complexity of a module z is character-

ized by the number of connections between that module

and other modules. An example is shown in Figure 2,

where module g writes data into a global variable g, that

is read in turn by module z. We analyzed the source

code to gather data for the following metrics:

• Number of COMMON blocks which are referenced

in a module.

• Number of visible global variables; i.e., the vari-
ables defined in the referenced COMMON blocks.

• Number of used global variables; i.e., the visible

global variables that were also used in the code.

• Ratio of used global variables to visible global
variables.

For modules p and q, and a variable z within the

static scope of both p and q, a potential data bind-

ing is defined as an ordered triple (p, q, z) [HB85].

Again using p, q, and z, a used data binding is a

potential data binding where p and q either read a

value from or assign a value to z [HB85].

• The fan-in measure of a module is the number of
other modules which call the module.

• The fan-out measure of a module is the number of
other modules which the module calls.

3.3 Maintainability

Maintainability is an abstract concept that cannot be

assessed directly but may be defined using attributes of

the software that can be measured. We use change effort

as our metric for maintainability.

Changes. The SEL distinguishes between three types

of changes. An error correction repairs faults in the

software. An enhancement implements changes for ex-

tended specifications. An adaptation makes provisions

for alterations in the system's environment. For us, the

error corrections were of primary interest.

4

Effort data, The analyses presented here are based

on a four-step model of the change activity that guides

data collection. In step one, the developers/maintainers

become aware of the need for a change. Step two in-

volves isolating the modules to be changed. In step

three, they plan and implement the change. Finally,

in step four they test the changed code. The change
effort data that was available to us were limited to the

following, routinely collected items [Nat91 b]:

• Isolation effort: the effort to determine which mod-

ules must be changed (step two).

• Implementation effort: the effort to plan, imple-

ment, and test the change (steps three and four)

• Locality: the number of components affected by a

change.

Effort expended during the maintenance phase is col-

lected as a point on an ordinal scale, namely "less than

one hour," "one hour to one day," "one day to one week,"

"one week to one month," and "greater than one month?'

Effort expended during the acceptance test phase is col-

lected using the ordinal scale of "less than one hour,"

"one hour to one day;' "one day to three days" and

"more than three days?'

4 Context of the Study

The study was conducted on two projects developed

by the Flight Dynamics Division (FDD) of NASA's

Goddard Space Flight Center. Data about the FDD's

projects are gathered by the Software Engineering Lab-

oratory (SEL), a cooperative effort of NASA's FDD,

Computer Sciences Corporation, and the University of

Maryland. The SEL was founded and began collecting

data about the FDD's development activities in 1976.

Data collection from maintenance activities began in

1988 [RUV92].

4.1 FDD Staff

The staffwho performed the changes were familiar with

both the application domain (ground-support software

for satellites), which were similar for both systems, and

the solution domain (FORTRAN), which was identical for

both systems.
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4.2 Activities in the acceptance test phase

During the acceptance test phase, the original devel-

opers exercise the system to detect failures and repair

faults as needed [Nat91a]. Enhancements and adapta-

tions may also be made to the software during this phase

owing to new requirements.

4.3 Activities in the maintenance phase

During the maintenance phase, a team of software en-

gineers who were not the original developers tests the

software using simulators and modifies the systems as

needed [Nat91a]. These engineers are experts in their

application domain, but not necessarily highly familiar

with the software systems. The maintenance phase es-

sentially ends when satellites are launched; in any case,

no data are collected following the launch.

4.4 The software systems

Project 1 and Project 2 (names have been changed) are

ground-support software systems that were coded in

FORTRAN. Both were single-mission systems. 1 Their

sizes were approximately 130 and 180 KSLOC (car-

riage returns). These systems determine the exact po-

sition of a satellite with respect to other planetary bod-

ies using data sent by the satellite. The systems do

not run continuously, they are not subject to real-time

constraints, and they are not required to meet highly

stringent reliability requirements. For both projects,

the software architecture and document standards are

highly similar and specific to the FDD environment.

4.4.1 Specifics of Project 1

Project 1 consists of 582 modules. Of those, 23 modules

are assembler modules, with a range of 6-3100 SLOC

(carriage returns). The other 559 modules are FORTRAN

modules (range 2-3200 SLOC). The system consists of

15 subsystems.

Changes in acceptance test. The developers pro-

cessed 179 change requests during acceptance testing.

Those change requests directly affected 163 unique

modules, but owing to multiple changes to the same

A single-mission system is expected to cost 2% of development

costs per year in maintenance until ;t is taken out of service, while

a multi-mission system is expected to cost 10% [PS93].

modules, there were 306 changes to code modules. Of

the 163 changed modules, 32 modules were not avail-

able to us, or were assembler modules that were not

analyzed. Therefore 48 changes to individual modules

and 33 change requests total could not be analyzed.

Project 1 was in development (design, code, and test

activities) for approximately 28 calendar months. Of

those 28 months, the acceptance test phase lasted ap-

proximately 5 months.

Changes in maintenance. The single maintainer pro-

cessed 15 change requests during maintenance. Of

those, 5 were corrections, 9 were enhancements and

1 was an adaptation. Those change requests directly

affected 28 unique modules, but because of multiple

changes to the same modules, there were 37 changes to
code modules. The assembler modules were not con-

sidered (5 change requests, 2 modules).

The maintenance phase for Project 1 began in 1988.

Because of launch delays, it lasted about 33 months.

The level of effort was extremely low for much of that

time.

4.4.2 Specifics of Project 2

Project 2 consists of 816 modules. Of those, 31 mod-

ules are assembler modules (range 6-7300 SLOC). In

addition to the 747 FORTRAN modules (range 3-2800

SLOC), there are 38 data files (range 9--400 SLOC).

The system consists of 30 subsystems.

Changes in acceptance test. The developers pro-

cessed 413 change requests during acceptance testing.

Those change requests directly affected 346 unique

modules, but because of multiple changes to the same

modules, there were 850 changes to code modules. Of

the 346 changed modules, 119 modules were not avail-
able to us, or were assembler modules which were not

analyzed. Therefore 238 changes to individual modules

and 136 change requests total could not be analyzed.

Project 2 was also in development for approximately

28 calendar months. Of those 28 months, the acceptance

test phase lasted approximately 7 months.

Changes in maintenance. The four maintainers pro-

cessed 25 change requests during maintenance. Of

those, 12 were corrections, 12 were enhancements, and

1 was an adaptation. Those change requests directly
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affected 55 unique modules, but because of multiple

changes to the same modules, there were 67 changes to

code modules. Fortunately for our analysis, the assem-

bler modules were not changed.

The maintenance phase for Project 2 began in 1988

and lasted about 19 months.

5 Results

After discussing some problems with the data, we

present results from analyzing the maintenance and ac-

ceptance test data and sketch results from related work.

resolved this difficulty by using an average for each

change, namely the average of the complexity measures

that were collected from the modules affected by that

change. All analyses therefore are focused on changes

rather than modules. However, by averaging, we re-

duced the range in complexity values, possibly losing

significant differences.

Finally, we concluded that significant differences in

effort were hidden by the ordinal scale of the effort

data. For example, a maintenance change that required

9 hours of implementation effort is quite different from

one that required 39 hours, but both are classified iden-

tically as "one day to one week."

5.1 Data difficulties

We encountered some difficulties while trying to collect

the data for the metrics defined in Section 2. In all

fairness to the SEL, their data-collection forms were

not designed to support such a detailed investigation,

and we could not change data collection after the fact,

so some problems were to be expected.

First, collecting data for metric MI depended both

on the modularity of the specification and the traceabil-

ity of the specifcation to the code. At one extreme of

modularity, the whole project can be seen as one single

specification, while at the other extreme, every condi-

tion such as "x > 0'" can be also seen as a specification.

We began by using the system description document, in

which a system is divided into 40-70 subspecifications.

Even with this coarse level of modularity, it was not pos-

sible to map the modules to the subspecifications with

any hope of accuracy because there was no document

containing this information. We resolved this difficulty

by simplifying the problem. Because the subsystems

(Projects 1 and 2 had 15 and 30, respectively) were eas-

ily identifiable both in the requirements document and

in the code, we essentially labeled each subsystem a

"specification." Then we traced modules back to sub-

systems by analyzing the calling structure of the code.

The change effort data presented a second problem.

In the SEL environment, a change activity occurs in re-

sponse to a change request, and may affect many mod-

ules. The effort data are collected for each change

activity, but no data for the change effort per module

are collected. Because it is impossible to determine

from the data how much change effort was expended

on individual modules, we could not obtain values for

metrics MIO, MI I, and MI2 as originally planned. We

5.2 Results from the maintenance data

5.2.1 Vertical complexity measures

First we tested hypothesis 1 using maintenance data,

subject to the caveats discussed in Section 5.1.

Data collection process. We built a prototype tool

that extracted the module calling trees from the FOR-

TRAN code for each subsystem. This information told

us which modules were part of a particular subsystem.

While collecting these data, we found that not all of the

modules changed are executable modules, and therefore

are not in the call tree. Measures of change effort were

obtained by querying the SEL database [Nat90] and by

examining the data-collection forms completed by the

maintainers after making the changes.

Results from univariate analyses. For Project 1, 19

modules that were changed were found in the call tree.

Of those 19 executable modules, only 3 supported mul-

tiple subsystems; i.e., helped implement more than one

specification. For Project 2, 32 modules that were

changed were found in the call tree. Of those 32 ex-

ecutable modules, only 1 supported multiple subsys-

tems. This left us with 4 data points for changed mod-

ules which supported multiple subsystems. None of the

4 modules participated in changes with above-average

isolation or implementation effort.

Results from multivariate analyses. The OSR tech-

nique requires a large set of data to be effective. Because
the maintenance data set was too small to be used, we

have no multivariate results.
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Interpretation. We could not support hypothesis 1;

the answer to questions 2.1, 2.3, and 2.5 was "not for

these data." Although our analysis found many mod-

ules that supported more than one subsystem, few of

those modules were changed. We later learned that

many of the modules which are widely reused are util-

ity functions or so-called "institutional software." This

term refers to modules that are reused repeatedly from

project to project and are rarely changed.

We also learned that subsystems are designed mostly

in isolation from one another, with the result that mod-

ules are not reused wide!y across subsystems. Although

our definition of a "specification" was arguably too

coarse, we could not refine the traceability further with-

out a detailed familiarity with the systems.

An interesting result was that for Project 1, 12 of the

19 changed executable modules were from a single sub-

system. No comparable, frequently changed subsystem

was identified in Project 2, although the changes were

clustered in 5 of the 30 subsystems.

5.2.2 Horizontal complexity measures

Next we tested hypothesis 2 using maintenance data.

Data collection process. We built a prototype tool

which counted the use of common blocks and common-

block variables in the FORTRAN code, and reused the

calling-tree information from the analysis of vertical

complexity for the measures of fan-in and fan-out. After

loading all the resulting data into a database system,

it computed the necessary' complexity values. Recall

that module complexity values were averaged on a per

change basis as explained in Section 5.1. Effort data
were obtained as discussed in Section 5.2.1.

Results from univariate analyses. Figure 3 uses data

about error corrections from the maintenance phase to

plot isolation effort against the average number of used

common blocks (metric M2) in the modules affected by

each change. This figure shows a trend towards higher

effort when the average number of common blocks is

also high. Thus encouraged, we computed correlations

for the change data from the maintenance phase.

Table 2 shows the Spearman rank-correlation coeffi-

cient values for the relationships between all indepen-

dent and dependent variables for all changes during

maintenance: Table 3 shows only the coefficient values

for error corrections. The correlations were computed

5
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Figure 3: Data for error corrections in maintenance

as explained in Section 2.3. An approximation of the

.05 cutoff (a 5% chance of obtaining the numbers by

chance) is given in both tables to help judge the signifi-

cance of the results.

Results from multivariate analyses. As mentioned

previously, we had too few data points to apply OSR to
the maintenance data.

Interpretation. When considering all changes during

maintenance, all measures of global variables corre-

lated positively (some significantly) with isolation ef-

fort. The counts of used globals and actual data bindings

showed the most significant correlation of all measures;

in an absolute sense the correlation is weak (approxi-

mately 0.60). These results support the idea that global

variables make a program difficult to understand, al-

though this conjecture was not supported by [LZ84]

(see also Section 5.4). We found no significant correla-

tion between complexity measures and implementation

effort, nor between complexity measures and the num-

ber of modules changed. The measures of control-flow

complexity were not helpful. To summarize the results

for all changes, we can support hypothesis 2 in some

respects: the answer to question 2.2 (isolation effort) is

a qualified yes for some of the measures, but the an-

swer to questions 2.4 (implementation effort) and 2.6

(locality) is "not for these data."

When considering just the error corrections during

maintenance, the measures of global variables correlate

positively and much more strongly with the isolation

effort than previously. Both the counts of used globals

SEW Proceedings 303 SEL-94-O06



Dependent variables

(averages per change)

Independent variables
Modules

changed

Isolation Implem'n
effo_ effo_

.415 .088

.575 .207

.628 .228

Y34 .303

.528 .193

_99 .214

-.268 -.010

.322 .181

M2: Common blocks -.376

M3: Visible global vars -.303

M4: Used globals vars -.198

M5: Ratio used:visible globals .105

M6: Potential data bindings -.330

M7: Used data bindings -.294

M8: Fan-in .067

M9" Fan-out -.363

N = 33, critical r (.05) t approximation = .343

Table 2: Spearman rank-correlation coefficients for all changes during maintenance

Dependent variables

(averages per change)

Independent variables
Modules

changed

Isolation Implem'n
effo_ effo_

.738 .403

.785 .511

.799 .511

.619 .493

.770 .511

.813 .511

-.406 -.208

.610 .545

M2: Common blocks -.169

M3: Visible global vats -.143

M4: Used global vats .000

M5: Ratio used:visible globals .164

M6: Potential data bindings -.214

M7: Used data bindings -. 102
M8: Fan-in -.096

M9: Fan-out -.143

N = 17, critical r (.05) t approximation = .482

Table 3: Spearman rank-correlation coefficients for error corrections during maintenance
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and actual data bindings again showed the most signifi-

cant correlations, in this case fairly strong in an absolute

sense (approximately 0.80). We also found correlations

with implementation effort; some were significant but

again weak in an absolute sense (approximately 0.50).

Fan-out correlated positively weakly with both mea-
sures of effort. No measures correlated with the number

of affected modules. To summarize the results for the

error corrections, we can support hypothesis 2 strongly;

the answers to questions 2.2, 2.4, and 2.6 are a reason-

able yes, a weak yes, and another "not for these data."

Finally, we found it interesting that the number of

changed modules frequently correlated negatively, al-

though weakly, with the complexity values. We are

unable to explain this result.

5.3 Results from the acceptance test data

As mentioned earlier, we extended the scope of the

study to include data from the acceptance test phase.

The results must be interpreted carefully, because the

measures of the source code were computed using the

code as it existed at the end of the maintenance phase.

A version of the code from the end of the acceptance

test phase was not available.

5.3.1 Vertical complexity measures

Due to the problems discussed in Sections 5.1 and 5.2.1,

we did not test hypothesis 1 using acceptance test data.

5.3.2 Horizontal complexity measures

Finally, we tested hypothesis 2 using the acceptance test
data.

Data collection process. The measures M2 to M9

were computed from the source code as of the end of the

maintenance phase. Again, module complexity values

were averaged on a per change basis as explained in

Section 5.1. Measures of change effort were obtained

by querying the SEL database [Nat90].

Results of univariate analyses. Figure 4 uses data

about error corrections from the acceptance test phase

to plot the isolation effort against the average num-
ber of common blocks in the modules affected by each

change. Plots of isolation and implementation effort

3

0 0 ; /o ,'5 ;o
Average number of common blocks

Figure 4: Data for error corrections in acceptance test

against other independent variables were similarly ran-

dom, which discouraged us from computing univariate

correlations.

Results of multivariate analyses. Because we had

data for several hundred changes in the acceptance

test phase, we were able to apply the OSR tech-

nique [BTH93, BBH93]. Based on the results achieved

when working with the maintenance data, we restricted

the data set to the error corrections. All analyses took

the approach of trying to identify whether the error cor-

rections (changes) would be inexpensive or expensive,

where inexpensive was defined as requiring one day

or less (the lower two values on the ordinal scale) and

expensive was defined as requiring more than one day

(the upper two values). The technique found reliable

patterns when using isolation effort as the dependent

variable, but found no reliable results when using im-

plementation effort or locality as the dependent variable.

All results are expressed as OSR patterns. Patterns

provide interpretable models where the impact of each

predicate can be easily evaluated [BTH93]. An OSR

pattern is a set of one or more predicates, where pred-

icates have the form (EVi E EVclass,3), meaning that

a particular explanatory (independent) variable EVi be-

longs to part of its value domain, i.e., EVclassij. Taken

as a whole, the pattern predicts whether the value of the

dependent variable will be in the high-cost or the low-

cost class. For each pattern, we state the reliability of

the prediction (a measure of pattern accuracy), and the

significance level of the reliability (whether the pattern

is based on a sufficiently large set of data to be trusted).

The OSR technique found reliable and significant pat-
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terns which predict low and high isolation effort. We

present patterns which had high reliability values (> 0.8)

and low reliability significance values (< 0.05).

Pattern L1:

Fan-in _: 26-100% AND

fan-out E 0-50% _ low

(reliability 0.85, rel. sig. 0.011 )

Pattern L1 suggests that modules with medium to

high tan-in values and low fan-out values were easy

to change (predicts low isolation effort). This pattern

may indicate leaf modules (such as library, subroutines)

which are called frequently but call few other modules.

Pattern L2:

Used var E 0-12% OR

used db E 0-11% ::z, low

(reliability' 0.92, tel. sig. 0.001)

Pattern L2 suggests that modules with low numbers

of used variables or low numbers of used data bindings

were easy to change (predicts low isolation effort).

Pattern H 1:

Fan-in ¢ 8-26% AND

(used db 6 20-100% OR

used var _ 20-100%) _ high

(reliability 1.00. rel. sig. 0.000)

Pattern Hl suggests that ifa module is called by a rel-

atively low number of other modules, and additionally

has many' used data bindings or many used variables,

then that module was expensive to change (predicts high

isolation effort).

Pattern H2:

Ratio used:visible E 63-100% AND

(vis var E 34-100% OR

used db E 30-100%) _ high

(reliability 1.00, rel. sig. 0.001)

Pattern H2 suggests that if a module has a high ratio

of used to visible global variables, and additionally has

many visible variables or many used data bindings, then

that module was expensive to change (predicts high

isolation effort).

Pattern H3:

Fan-out E 42-100%

AND used db E 59-100% _ high

(reliability 1.00, rel. sig. 0.007)

Pattern H3 suggests that modules which call many

other modules and have many data bindings to other

modules were expensive to change (predicts high isola-

tion effort).

Interpretation. The univariate analyses were not

helpful, but the OSR analysis identified some patterns

that reliably characterize modules which participated

in error corrections with both low and high isolation

effort. All of the patterns support hypothesis 2. We

have not established a causal relationship between the

patterns and isolation effort, no statistical analysis tech-

nique does so, but we have identified a set of patterns

that may be suitable for further investigation.

5.4 Results from related studies

We summarize the results of previous studies and ex-

periments that analyzed the effects of design complexity

on various dependent variables. Note that comparisons

with related work are dangerous owing to different def-

initions of both independent and dependent variables.

Lohse and Zweben [LZ84] ran a controlled exper-

iment to examine the effects of data coupling (data

flow among modules) via global variables versus formal

parameters, in the context of performing maintenance

changes (enhancements) to two software systems. The

primary dependent variable was the time required to

implement the enhancement. They found no significant

differences attributable to the use of global variables

versus formal parameters.

Card et al. [CCA86] performed a case study on five

SEL FORTRAN systems to examine the impact of var-

ious design practices on the dependent variables fault

rate and cost in the context of development. They found

no correlation with the percentage of referenced vari-

ables in COMMON blocks but a positive correlation

with the number of descendants (fan-out). The percent-

age of unreferenced variables from COMMON blocks

correlated with faults, but not with cost.

Rombach [Rom87] ran a controlled experiment to

examine the effects of various programming-language

constructs on isolation effort, implementation effort,

and locality in the context of performing mainte-

nance changes (enhancements) to two software systems.

Complexity was measured in terms of information flow,

which includes both data bindings and control flow be-
tween modules. He found a correlation of both isola-

tion effort and locality with external complexity, but no
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correlation of implementation effort with external com-

plexity. Our results support his with respect to isolation

and implementation effort, but not locality.

Card and Agresti [CA88] performed a case study on

SEL FORTRAN systems to test for a relationship between

a combined complexity measure and either productivity

(lines of code delivered per unit of time) or fault rate in

the context of development. Their combined measure

of local complexity (e.g., cyclomatic complexity) and

structural complexity (e.g., module fan-out) correlated

well with productivity and number of faults. Because

their study does not separate local (internal) complexity

from structural (external) complexity, we cannot com-

pare results.

6 Conclusion and Lessons Learned

The data from the two SEL systems support our hypoth-

esis 2, so we can answer in the affirmative that horizontal

design complexity appears to affect maintenance effort

(isolation effort for error corrections). However, we

have only demonstrated a possible relationship. We

cannot establish causation using a case study.

Next we summarize the results of the study in terms

of what the SEL can learn, what we learned, and what

the software-engineering community can learn. Our

analyses, which we primarily see as pointers for further

investigation, found a number of relationships between

software design complexity and maintenance effort that

might help the SEL predict maintenance effort. Uni-

variate analysis showed that the metrics "used globals"

and "used data bindings" correlated strongly with the
isolation effort for error corrections performed during

the maintenance phase. Data for other metrics relat-

ing to the definition and use of global variables also
correlated with isolation effort, but much less strongly

with implementation effort. The measure of fan-out

was also somewhat helpful in explaining high isolation

effort. Multivariate analysis of acceptance test data us-

ing OSR found a number of patterns which were strong

indicators of both low and high isolation effort in this

data set. Future studies could be performed using other

SEL systems to test whether the relationships and pat-
terns which we found hold for more than just the two

systems that we analyzed.

We gained a better understanding of the data required

for thoroughly testing our hypotheses. First, to measure

vertical complexity, both the modularity of the specifi-

cation and its traceability to the code must be addressed.

To solve the latter problem, a traceability matrix could

be constructed in which the rows represent individual

code modules and the columns represent units of the

specification. A mark in the matrix means that the

module of that row implements the unit of specification

of that column. To build such a matrix, the modularity

of the specification is critical, but beyond the scope of

this paper. Second, to measure the effort required for a

change, we need to collect the isolation and implementa-

tion effort on a per-module basis whenever possible. A

minor change to the SEL's data-collection forms could

be to collect an estimate of the percentage of the total

effort required by each module. However, some effort,

such as the effort to test the changed modules together,

cannot be allocated to individual modules. Third, the

simplest and most helpful change to the SEL's data col-

lection forms (from our point of view) would be the use

of a ratio scale such as days or hours for collecting effort

data instead of the ordinal scales currently in use. This

would allow us to distinguish more precisely between

different changes as well as to compare effort data be-

tween the maintenance and acceptance test phases.

Finally, we believe that an empirical investigation

such as this one uncovers more challenging questions

than it answers. Future work might include replicat-

ing our stud5' by analyzing the designs of other SEL

software systems or systems from other software devel-

opment organizations. Our data might also be used as a

basis for planning and running a controlled experiment

such as the one discussed in [Rom87] to test our hy-

potheses more rigorously. In a controlled experiment,

programmers (subjects) might implement changes of
similar sizes in modules that have low, medium, and

high software design complexities. This would allow

the researchers to control for many effects as well as

to measure the effort required on a per-module basis to

implement changes. Such an experiment would offer

stronger evidence for refuting or accepting our hypothe-

ses than any case study.
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Overview

• Problem and hypotheses

• Vertical and horizontal design complexity

• Study design, independent and dependent variables

• Results for maintenance data

• Results for acceptance test data

• Conclusions and lessons learned
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Problem and hypotheses

It is generally believed that software design complexity affects error rate,
change effort etc.

Supporting studies include: Card et al., TSE 86; Rombach, TSE 87;
Card & Agresti, JSS 88; Briand et al., CSM 93.

We used existing SEL data to test two related hypotheses:

Hypothesis 1 Module implements many specifications (vertical complexity)
maintenance effort will be high

Hypothesis 2: Module is tightly coupled to others (horizontal complexity)
maintenance effort will be high

S'I-rI-KL
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Design: variables

• Independent variables (newly gathered):

- Vertical design complexity (1 measure)
Number of specifications which a module implements (in)directly

• Problems: modularity of the specification and traceability to code
- Horizontal design complexity (8 measures)

• Number of COMMON blocks referenced in a module ....

• Minor problem: limited to static metrics derived from the code

Dependent variables (existing data):

- Maintainability (3 measures)
, Isolation effort, Implementation effort, Number of modules changed
• Problems: collected per change, not per module; ordinal scale for effort

S'FI'I-KL 5/9
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Results for error corrections in maintenance

Unable to test hypothesis 1 (vertical complexity).

Results for hypothesis 2 (horizontal complexity) using 17 data points:

• Significant and strong correlations found with isolation effort

Example: 0.785 for count of visible global variables (.05 cutoff: .482)

• Significant but weak correlations found with implementation effort

Example: 0.511 for count of visible global variables (.05 cutoff: .482)

• No significant correlations found with locality

Example: -.303 for count of visible global variables (.05 cutoff: .482)

sI-rI-KL 6/9

Results for error corrections in acceptance test

Unable to test hypothesis 1 (vertical complexity).

Results for hypothesis 2 (horizontal complexity) using 302 data points:

• Analyzed variables in combination using Optimized Set Reduction (OSR)

• Found reliable patterns for complexity values which predict isolation effort:

- Fan-in in 26-100% of value range AND fan-out in 0-50% _ low iso. eft.
(Reliability 0.85, reliability significance 0.011 )

- Fan-out in 42-100% AND used data bindings in 59-100% _ high iso. eft.
(Reliability 1.00, reliability significance 0.007)

S_ 7/9
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Related work

Lohse & Zweben 1984 (JSS):

Controlled experiment to compare coupling via globals vs. formal parameters.
Results showed no significant difference; is not directly comparable.

Card et al. 1986 (TSE):

Case study of influence of software design practices on cost and fault rate.
Fan-out was highly influential; the influence was not as large in our study.

Rombach 1987 (TSE):

Controlled experiment to analyze influence of complexity on maint, effort.
Isolation effort affected more than impl'n effort; supported by our study.

Card & Agresti 1988 (JSS):

Case study of influence of complexity on productivity and fault rate.
Different definition of complexity makes comparison impossible.

STTI-KL 8/9

Conclusions and lessons learned

• Cannot test Hypothesis 1 (vertical complexity) using existing SEL data.

• Can support Hypothesis 2 (horizontal complexity) using existing SEL data:

- Univariate analysis of horizontal complexity measures (i.e., coupling)
identified modules that are likely to cause changes to be expensive.

- OSR identified patterns in complexity (coupling) data likely to increase
isolation effort, but found no reliable patterns for implementation effort.

• Lessons for the SEL:

- Correlations and patterns help predict maintenance effort.

- We are not confident enough to recommend complexity (coupling) limits.
- Need effort data drawn from a ratio scale ("days").

STTI°KL 9/9
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ABSTRACT

This paper presents findings of baselining activities being performed to characterize
software practices within the National Aeronautics and Space Administration. It
describes how such baseline findings might be used to focus software process

improvement activities. Finally, based on the findings to date, it presents specific
recommendations in focusing future NASA software process improvement efforts.
NOTE: The findings presented in this paper are based on data gathered and
analyzed to date. As such, the quantitative data presented in this paper are

preliminary in nature.

BACKGROUND

The NASA Software Engineering Program was established by the Office of Safety and Mission
Assurance (Code Q) at NASA Headquarters in 1991 to focus on the increasingly large and
important role of software within NASA. The primary goal of this program is to establish and
implement a mechanism through which long-term, evolutionary software process improvement is
instilled throughout the Agency.

NASA's Software Engineering Program embraces a three-phase approach to continuous software

process improvement. The first and most crucial phase is Understanding. In this phase, an
organization baselines its current software practices by characterizing the software product (e.g.,
size, cost, error rates) and the software processes (e.g., standards used, lifecycle followed,

methodologies employed). During the Understanding phase, models are developed that
characterize the organization's software development or maintenance process. Models are
mathematical relationships that can be used to predict cost, schedule, defects, etc. Examples are the

relationships between effort, code size, and productivity or the relationship between schedule
duration and staff months. This in-depth understanding of software practices is gained within the
context of a specific software domain and must precede any proposed change. In the second phase,
Assessing, a software improvement goal is identified. Based on the specific local organizational
goal, a process change is introduced and its impact to the software process and product is measured
and analyzed. The results of the Assessing phase are then compared back to the baseline developed
during the Understanding phase. In the third phase, Packaging, experiences gained and lessons
learned are packaged and infused back into the organization for use on ongoing and subsequent
projects. Forms of packaging typically include standards, tools, training, etc. This three-phase
software process improvement approach (Figure 1) is iterative and continuous.

The importance of the Understanding phase cannot be emphasized enough. Before an organization
can introduce a change, it must first establish a baseline with which to compare the measured results
of the change. This baseline must be domain-specific and the software goals of the organization
must be clearly understood. Continual baselining is necessary not only because people, technology,
and activities change, but also because identifying, designing, implementing, and measuring any
change requires an in-depth understanding and monitoring of the particular process on which the
change is focused. This implies that understanding and change are closely coupled, necessarily
iterative, and never-ending. Continual, ongoing understanding and incremental change underlie any

process improvement activity.
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Figure 1 ThreePhase Approachto Software Process Improvement

This paper addresses the Understanding phase, that is, the baselining of NASA software. Since the
baselining activities focus on a global organizational level, that is, NASA as a whole, the difference
between applying the process improvement approach at the global level rather than at a local
organizational level must first be addressed.

SOFTWARE PROCESS IMPROVEMENT AT A GLOBAL LEVEL

The steps in the software process improvement approach are applied differently at the global and
local organizational levels. Figure 2 illustrates the differences between the local and global

approaches. The Understanding phase is predominantly the same at both levels; basic
characteristics of software process and product are captured. At a local level, models are also
developed, e.g., cost and reliability models, to help engineer the process on ongoing and future
projects. At a global organizational level, models can only be very general relationships, such as the
percentage of application software in each of the identified software domains of an organization.
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Developmodels(e.g.,applicationdomins

Figure2 Localversus Global Software Process Improvement Approach

It is in the Assessing phase where most differences occur. At the local level, the Assessing phase is
experimental in nature. Specific technologies are introduced to try to attain some local goal (e.g.,
inspections might be introduced to reduce error rates). The results of these experiments are then
compared to the baseline from the Understanding phase to determine what impact the change has
had. At a global level, the Assessing phase is analytical rather than experimental. Process changes
are identified and the effects of the change(s) are analyzed and evaluated. Recommendations are
then made at an organizational level. For example, a potential process change is identified such as
code reuse. Analysis and evaluation of the effects of increased reuse in an organization is
accomplished by determining which software domains would benefit from reuse, measuring via
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survey the amount of reuse that currently takes place in those domains, and projecting the potential
development time and cost savings that could be achieved by instituting a focused reuse program.
Finally, specific recommendations are developed for the organization that stimulate the local

implementation of code reuse.

The third phase, Packaging, is also similar at both levels. Changes that result in identified
improvements are packaged and infused back into the organization's process. There are
differences in the types of packages produced at both levels. At the local level packages might
include experience-driven standards, guidebooks, training, and tools. Packages at the global level
might include a high level training plan or a policy requiring software process improvement
activities for various software domains and organizational levels. The global approach is intended
to stimulate local implementations so each individual organization can attain its local goals and

improve its products and processes. NASA will benefit, as a whole, as local benefits are attained in
software organizations throughout the Agency.

BASELINING NASA'S SOFTWARE

As the critical first step toward continual software process improvement, NASA has recently begun
the Understanding phase and has baselined its software products and processes. The Mission
Operations and Data Systems Directorate (Code 500) at the Goddard Space Flight Center (GSFC)
was first characterized to prototype and refine the steps necessary to construct such a baseline

[Reference 1]. With the experiences gained during the Code 500 efforts, a single NASA Field
Center, GSFC, was then baselined [Reference 2]. Lessons learned were again factored into the pro-

cess and, finally, NASA as a whole was baselined to determine current Agency software practices.
Since the NASA-wide data collection and analysis are not yet complete, this paper presents findings
to date. The final NASA baseline, the Profile of Software at the National Aeronautics and Space
Administration, is nearly complete and is targeted for completion in early 1995 [Reference 3].

During fiscal year 1993 (FY93), NASA software and software engineering practices were examined
to gain a basic understanding of the Agency's software products and processes. The objective of
the NASA baseline was to understand the Agency's software and software processes. There is no

intent to judge right or wrong; it merely presents a snapshot in time of software within NASA. The
baseline includes all software developed or maintained by NASA civil servants or under contract to
NASA. It does not include commercial-off-the-shelf (COTS) software such as operating systems,
network software, or database management systems. It also does not include COTS application

packages such as word processing packages, spreadsheet software, graphics packages, or other
similar tools hosted on workstations and personal computers.

To produce the baseline, software product and process data were gathered from seven NASA Field
Centers I and the Jet Propulsion Laboratory. Data and insight gathering were performed using four

approaches:

(1) Surveys administered in person to a representative set of civil servants and

support contractors from across the NASA community

(2) Roundtable discussions consisting of a structured group interview process

(3) One-on-one interviews with management and technical personnel

(4) Reviews of organizational and project data (e.g., budgets, policies, software
process development documentation)

Reference 4 provides additional details on the baselining approach.

1Data were collected from the following NASA Field Centers: Ames Research Center, GSFC, Johnson Space Center,
Kennedy Space Center, Langley Research Center, Lewis Research Center, and Marshall Space Flight Center
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The remainder of this paper focuses on the findings of the NASA baseline and how they might be
used. The baseline will help NASA management understand the scope and extent of software work
within the Agency. It will also assist managers in focusing future resources to improve NASA's

software products and processes. The baseline can also be assessed to identify candidate areas for
improvement. As the baseline f'mdings are presented, examples are given as to how they might be
used. Finally, recommendations are proposed for focusing future process improvement efforts.

NASA'S SOFTWARE PRODUCT BASELINE

This section presents results from the analyses performed on the product data gathered throughout
the NASA Centers. This section summarizes a selected set of the software product baseline data

that can be found in the draft Profile of Software at the National Aeronautics and Space
Administration [Reference 3]. Examples of additional software product data detailed in the docu-
ment include the amount of operational software per NASA Field Center, the size of the software
domains at the Centers, allocation of resources to the life-cycle phases, and other measures.

The software product baseline characterizes the attributes of the software itself. This paper
addresses several questions pertaining to NASA's software product:

• What classes of software exist?
• How much software exists?
• How much of NASA's resources are invested in software?

• What languages are used?

These product characteristics are discussed below.

SOFTWARE CLASSES

Six classes (domains) of software were identified throughout NASA. It was necessary to define
separate software domains within NASA, since the development and maintenance practices, the
management approach, and the purposes of the software in various domains are distinctly different.
Hence the software improvement goals for varying domains are generally different The definitions
of the six NASA software domains are given below.

• Flight�embedded -- embedded software for on-board spacecraft or aircraft or ground
command and control applications (e.g., robotics)

• Mission ground support -- software usually not embedded; operates on the ground in
preparation for or in direct support of space and aircraft flight missions (e.g., flight dynamics,
control center, command processing software, and software for crew or controller training)

• General support -- software that supports the development of flight and ground
operational software (e.g., engineering models, simulations, engineering analyses,
prototypes, wind tunnel analyses, test aids, and tools)

• Science analysis -- software used for science product generation, processing and

handling of ancillary data, science data archiving, and general science analysis

• Research -- software supporting various studies in software, systems, engineering,
management, and/or assurance (e.g., software tools, prototyping, models, environments,

and new techniques)

• Administrative information resources management (IRM) -- software supporting
adminisWative applications (e.g., personnel, payroll, and benefits software)

Figure 3 shows the distribution of these domains for operational software. Mission ground sup-
port and administrative/lRM software were found to be the largest and most prevalent software do-
mains within NASA, accounting for over 60 percent of all NASA software. General support soft-
ware was the next largest software domain, accounting for almost 20 percent of NASA software.

The science analysis, research, and flight/embedded software domains were much smaller in size.
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Figure 3 - Operational Software by Domain

How might such baseline information be used? The largest domains could indicate where software

improvement efforts might most effectively be applied.

SOFTWARE QUANTITIES

During the baseline period, about 200 million source lines of code (SLOC) were in operational use.
During that same period, NASA developed about 6 million SLOC (MSLOC). In terms of lines of

operational code, almost 122 million SLOC within NASA is mission ground support (70 MSLOC)
software and administrative/IRM (52 MSLOC) software. As mentioned in the previous section,

focusing an effective software improvement program in these software domains has the potential of
reaping enormous cost benefits. This type of data can be used to assist NASA management in
seeing where they should focus their resources to improve software products and processes.

SOFTWARE RESOURCES

Figures 4 and 5 show the amount of resources invested in software in dollars and manpower, re-
spectively. As these figures indicate, NASA has a significant investment in software. More than $1
billion of NASA's total $14 billion budget is spent on the development and maintenance of soft-
ware (Figure 4). Most of NASA's software budget is spent on contractors, nearly 80 percent of
NASA's software work is contracted out to industry. Software staffing accounted for more than 10

percent of NASA's total work force (Figure 5). This includes all civil servants and conU'actors who
spend the majority of their time managing, developing, verifying, maintaining, and/or assuring
software. These data can be used to help senior managers at NASA to understand the scope and
extent of NASA's investment of manpower and budget in software.

$1 billion
software

costs

Figure4- Software VersusTotal Costs

Softwarepersonnel
8,300

Figure 5- Software Versus Total Staffing
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SOFTWARE LANGUAGES

Figure 6 compares the preferences in software languages being used in current development efforts
across NASA with those used in existing software now being maintained. Several trends are

apparent. FORTRAN usage has remained relatively constant. Usage of both Cobol and other
languages (e.g., Assembler, Jovial, Pascal), has decreased significantly, presumably replaced by the
large increase in C/C ++ usage. The usage of both C/C ++ and Ada have increased dramatically.
This implies that there is a significant trend toward C/C ++ across NASA. Another trend is the lack
of substantial movement toward Ada despite a decade of attention within NASA and advocacy from

the Department of Defense. Although Ada use has increased, the magnitude of the increase is small
compared to the intensity of past advocacy. It appears that Ada is not "catching on" within NASA
culture and that C/C +* are becoming the languages of choice.

i 24 m , i ,

<1 _
Operationalsoftware []
Underdevelopment []

Figure 6. Language Preferences and Trends

Data such as the language preferences and trends might be used to focus training activities, not only
toward language training, but also toward methodologies appropriate to specific languages.

NASA'S SOFTWARE PROCESS BASELINE

This section presents results from the analyses performed on the process data gathered throughout
the NASA Centers. It summarizes a selected set of the software process baseline data that can be
found in Reference 3. Examples of additional software process data detailed in the document
include management experience, documentation standards, development tools, training, and other

processes.

The software process baseline characterizes the attributes of the software practices. This paper
addresses several questions pertaining to NASA's software process:

• What software standards are used and are helpful?

• How are requirements managed?.
• How much and what type of reuse occurs?
• What are the Agency's practices with respect to software metrics (measures)?
• what development methodologies are used?

These process characteristics are discussed below.

SOFTWARE STANDARDS

A software standard refers to any mutually agreed upon specification for a software product or a

software process within a software development or maintenance project. Examples of software
standards related to software products are coding standards, language standards, and error rate

specifications. Examples of software standards related to software processes are specifications of
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software development standards, software configuration standards, and software methodologies.
Almost all the written, baselined software standards within NASA are in the form of software

development standards. This is a type of process standard that consists of one or more of the
following: software life-cycle phases and their activities, software review requirements, and
document format and content requirements. Though software standards exist at various levels
within NASA organizations, there is relative little usage of software standards by NASA personnel.
On the contrary, standards usage is widespread among NASA's support contractors, which is

significant considering that they are responsible for nearly 80 percent of NASA's software work.

One resounding sentiment throughout the Agency was that the most used and useful software
standards are typically defined at the project level. Software standards defined and imposed from

higher organizational levels were widely ignored. Another observation supported by the process
data was that the awareness of software standards baselined at higher organizational levels was

relatively low. In fact, there was a clear trend that indicated that the higher up in the organizational
chain the standard is baselined, the less likely the project software staff know of its existence.

When software standards do exist, they do not enjoy a high level of use and do not appear to be

used by the majority within an organization. This observation appeared to be true at all
organizational levels. However, when software standards are used, they are generally perceived as
helpful. So even though software standards do not have an overall high level of use, those that do
use them generally perceive them to be helpful. Finally, even when software standards exist and are
used, they are not enforced by the organizational level at which they are baselined.

This information can be used to provide specific focus in developing and facilitating the effective
use of software standards within the Agency.

REQUIREMENTS MANAGEMENT

Software requirements represent an agreement between NASA and its contractors as to what will be
produced and how it will perform. These "agreements" form the basis for the software size,
schedule, budget, and staffing levels. If the software req::_rcments are not clearly defined before the
onset of design, schedule slips, code growth, and cost overruns are often the result. Management of
software requirements is especially important for NASA civil servants since over 80 percent of the
software projects at NASA are developed or maintained by conlractors.

A widespread finding throughout NASA was that unstable requirements were perceived as the
major cause of software schedule slips, cost overruns, and code size growth problems. Unstable
requirements were interpreted to mean not only changing requirements, but also missing and/or
misinterpreted requirements. A related finding was that most of the NASA engineers and managers
surveyed claimed that software requirements were generally not stable by the onset of preliminary
design.

SOFTWARE REUSE

Software reuse is the establishment, population, and use of a repository of well-defined, thoroughly
tested software artifacts. Software artifacts that can be reused include not only code, but software
requirements specifications, designs, test plans, documentation standards, etc.

Throughout NASA, most focus on reuse is at the code level. On average, about 15 percent of code
is reused from one project to another, however, there is considerable variance in reuse levels
between Centers. The level of reuse was also observed to widely vary between projects within a

given Field Center. In NASA overall, there was little in the way of defined approaches for handling
software reuse.

SOFTWARE MEASUREMENT

Software measures are quantitative data that specify a set of characteristics about the software
product or its processes. Software measures can be used to aid in the management of software
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projects, help in the estimation of new projects, define and model an organization's software
characteristics, and guide improvements of software and its processes.

The collection and utilization of software measures varied from non-existent to a few robust

programs. Overall, relatively few NASA organizations collected software measures. Of those
organizations surveyed that did collect software measures, less than half used the data to analyze
and provide information back to the project. Overall, there was little evidence of the collection and
use of measures throughout NASA.

DEVELOPMENT METHODOLOGIES

Figure 7 shows the relative awareness, training, and usage of several software development
methodologies. Since structured analysis and Computer-Aided Software Engineering (CASE)
tools have been around for a long time, it is not surprising that they are well known and widely
used. There is a lot of awareness about object-oriented technologies, but usage is moderate. Some

newer technologies, e.g., Cleanroom, are much less known and used. With the exception of CASE,
one can also see a rather close link between the level of training and the level of usage. CASE is not

a surprising exception since, as with other tools, people tend to jump in and use them rather than
take courses or delve through documentation. One might surmise by the link with training and

usage that NASA may be investing in "just in time" training.

StructuredAnalysis CASE Object-oriented InformationHidim FormalMethods Cleanroom

I'_ I _I //'/.I

I [] Awareness[] TraJning[] Use

Figure 7. Development Methodologies

APPLYING THE FINDINGS

As previously indicated, the NASA baseline can be used to identify candidate areas for improve-
ment and to develop specific recommendations for implementation of software improvement within
NASA. These software improvement recommendations must not consist of rigid NASA-wide
requirements imposed from above onto NASA projects. Rather, the software improvement
recommendations at the higher levels of organization within NASA need to be top level policy and
funding assistance, designed to stimulate and facilitate the development of local implementations of
software improvement methods. If the goal is to bring software improvement into the projects, the
projects must be given proper incentives and allowed to tailor software improvement implementation
to their specific goals and domains. The following are two examples of how the NASA software
baseline findings could be assessed and utilized.

Software Reuse
Recall that, on average, about 15 percent of the code is reused from one project to another.
Throughout NASA, there is little or no emphasis on reusing anything but code. Overall,
there are few defined approaches to reuse and only a few NASA organizations utilize
software reuse as part of their software development process.

There are some NASA organizations who focus on more than just the reuse of code (e.g.,
reuse of code and architecture). These organizations have seen 75 to 80 percent reductions
in both the time and cost to develop software. NASA might be able to leverage these few

robust programs to assist the adoption of software reuse by other NASA organizations.
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Applying proven NASA-developed solutions to the same software domains of other NASA
organizations will give a much higher probability for success within the NASA culture.

Software Measurement
Recall that there is little evidence of collection and use of software measures throughout
NASA. Collection and use ranged from non-existent to a few robust programs.

Software measurement is critical for project management and for the success of any

software process improvement effort. Without measurement, change and improvement
cannot be demonstrated. Here also, NASA might be able to leverage the few robust

measurement programs to assist in the adoption of measurement by other NASA

organizations. As in the case of reuse, applying domain-consistent, NASA-developed
solutions to projects has the best chance for acceptance in the NASA culture.

In both examples, NASA and Center level policies could be put in place to encourage the reuse and
software measurement programs by the projects. The existing positive examples of projects using
reuse and software measurement could be packaged in a way that could be useful for other projects.
In some cases, appropriate NASA and Center funding assistance could be applied to get the

programs started. The projects themselves should then be responsible for setting their own project-
specific goals, tailoring the packaged software improvement processes, and implementing them in a

way that contributes positively to their projects.

Other baseline findings can be examined to extract similar observations and to make
recommendations for improvement. In analyzing the baseline, software domains and organizational
levels must be considered. First, consider software domains. Examining reuse in domains that

perform repeated tasks, e.g., mission ground support software, would probably be more beneficial
than examining reuse in the area of research software where most software is one-of-a-kind.
Similarly, research software might not require much in the area of software measurement. When
analyzing the baseline, identifying areas for improvement, applying the findings, and implementing
changes, software domains must be considered.

Organizational levels also play a key role in analyzing and applying the findings. Higher organiza-
tional levels (e.g., NASA and Center level) should focus on encouraging local implementations via

policy and funding assistance. Local projects should determine their own goals and devise an
implementation of the software improvement area that fits their experience and domains.

RECOMMENDATIONS

Based on the findings to date, some recommendations can be made. First, since a significant

portion of NASA's resources (both manpower and budget) is spent on software, each NASA
Center and significant software organization should establish a software baseline.

Second, since project level standards are the most used and useful, NASA should focus on project
and domain level standards, NOT on NASA-level standards.

Finally, NASA should assess the existing baseline to identify areas for software improvement.
Based on the assessment, recommendations should be developed. At the very least, these

recommendations should focus on software reuse and software measurement.

SUMMARY

This initial baseline of NASA software provides the answers to basic questions about NASA's

software practices. It can provide insight for NASA to focus on potential areas of improvement. It
also provides a snapshot in time to be used for future comparisons as changes are introduced and
NASA's software process evolves.
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This baseline is a first step toward continual software process improvement. It also must be the
first of many baselines. As the Agency's process evolves, this baseline must be reexamined and

updated to accurately characterize NASA's software practices at that point in time. Maintaining a
baseline is critical to retain an ongoing understanding of NASA's software process and products.
Without such understanding, improvements cannot be identified and continual software process
improvement cannot be attained.
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ACRONYMS AND ABBREVIA_ONS

CASE

Code 500

Code Q

COTS

FY93

GSFC

IRM

MSLOC

NASA

SAIC

SLOC

Computer-Aided Software Engineering

Mission Operations and Data Systems Directorate (at GSFC)

Office of Safety and Mission Assurance (at NASA/Headquarters)

commercial-off-the-shelf

fiscal year 1993

Goddard Space Flight Center

Information Resources Management

million source lines of code

National Aeronautics and Space Administration

Science Applications International Corporation

source lines of code
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Profile of Software
Engineering Within NASA

Craig C. Sinclair, SAIC
Kellyann Jeletic, NASA/GSFC

19th Annual Software Engineering Workshop
12/1/94

GOALS

Overall Goal:

° Apply Software Engineering Laboratory (SEL) software
process improvement approach to NASA as a whole

* Instill continual software process improvement throughout
NASA

• Build specific recommendations for software process
improvement within NASA

Study Goal:

• Establish the basefine of software and software engineering
practices throughout NASA

Profile of Software Engineering Within NASA
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PURPOSE OF THE BASELINE

• To help NASA management understand the scope and
extent of the software work within NASA

• To assist NASA management to see where they should
focus future $$$ to improve software products and
processes

• To assess the baseline for identification of candidate
areas for software improvement

Profile of Software Engineering Within NASA 2

APPROACH

SEL Software Process Improvement Approach:

1) Understand (Baseline)

2) Assess

3) Package

There are some differences when applying the SEL
approach to a global organizational level compared to a
local organizational level

Profile of Software Engineering Within NASA
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APPROACH- LOCAL VS. GLOBAL

i--- PACKAGE

y Incorporate process improvements
ITERATE (e.g., standards documents,

ASSESS training)

Experimental
/ / Identifyprocesschange

/ •Implement process change

•Measure impact," compare results to baseline
I _ • Evaluate process change

UNDERSTAND .Recommendation on change

• Characterize process

• Characterize product

• Develop models
(e.g.,defects)

• Incorporateprocess improvements
(e.g.,_ training)

iAnalytical
,• Identifyprocess change

• A___LI_ effects of change

• Measure impact

• Evaluate effect of change

• Recommendation on change

• Characterize process

• Characterize product

• Develop models
(e,g., application domain)

I Local ---> ExperimentalGlobal ---> Analytical

Profile of Software Engineering Within NASA

ESTABLISH THE BASELINE

Captured snapshot of FY93 attributes of:
- NASA software (the product)
- NASA's software engineering practices (the process)

Data gathering methodology
- Surveys, administered in person
- Roundtable discussions
- One on one interviews

- Review of project documentation

Basic objective is to understand, not to judge right or wrong

• Next few charts describe the NASA Baseline

• Then we show how the baseline might be used

Profile of Software Engineering Within NASA
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NASA SOFTWARE
PRODUCT CHARA CTERISTICS

Amount of Software and Software Domains

Other (Simulation, Flight/
research, etc.) Embedded

Ad_nL_raWe/
IRM

General Support

I TotalNASA 1
rationalcode:
00 MSLOC

M_on
Ground
Support

I Largest software domains indicate where /software improvement efforts could be focused

Profile of Software Engineering Within NASA 6

NASA SOFTWARE
PRODUCT CHARACTERISTICS

Software Staffing and Cost

More than 10% of NASA's 80,000 civilservants
and support col_ctors were involved _ $1 Billion

software the ' of the time Software costs

About80% of NASA's softwarework

was contractedto indus_

I NASA has a significant investment of itmanpower and budget in software I

Profile of Software Engineering Within NASA
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NASA SOFTWARE
PRODUCT CHARACTERISTICS

Language Preferences and Trends

FORTRAN Cobol C/C++ Ada Other

Operational software []

Under development •

Findings may be used to focus training activities

Profile of Software Engineering Within NASA

NASA SOFTWARE
PROCESS CHARA CTERISTICS

• Software Standards
-Project level were found to be most used and useful

-Relative little usage by NASA personnel; widespread among contractors

• Requirements Management
-Unstable requirements are the biggest cause of schedule, budget,
and code size growth problems

-In general, requirements are not stable by preliminary design

° Software Reuse
-On average, about 15% of code is reused from one NASA project to another

-Most focus is on code reuse; considerable variance in levels between Centers

Software Metrics
-Little evidence of collection and use throughout NASA as a whole

-Collection and use varied from non-existent to a few robust programs

Profile of Software Engineering Within NASA 9
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NASA SOFTWARE
PROCESS CHARA CTERISTICS

Development Methodologies

High

Med

Low

StTuctured Object- InformalJon Formal
Ana_sis CASE oriented Hiding Methods Cleanroom

[] Awareness

• Training
[] Use

NASA may be investing in "just in time" training

Profile of Software Engineering Within NASA 10

HOW BASELINE CAN BE USED

• To assess the baseline for identification of candidate
areas for software improvement

• To develop specific recommendations for
implementation of software improvement within NASA

• To stimulate local implementation of software
improvement recommendations (bottom-up)

Profile of Software Engineering Within NASA 11
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ASSESSING THE BASELINE
EXAMPLE 1

Measurement

• Findings

- Collection and use varied from non-existent to a
few robust programs

- Little evidence of collection and use throughout NASA
as a whole

• Observations

- Software metrics need to be used for project management
and to determine success of software improvement efforts

- NASA could leverage the few robust metrics programs to
assist the adoption of metrics by other NASA organizations

Profile of Software Engineering Within NASA 12

ASSESSING THE BASELINE
EXAMPLE 2

Reuse

• Findings

- On average, about 15% of code is reused from
one project to another

- A few NASA organizations utilize software reuse as
a normal part of their software development process

- Overall, there were few defined approaches to reuse

° Observations

- Organizations with software reuse (architecture and code) have
macle 75 - 80% reductions in cycle time and development cost

- NASA could leverage the few robust programs to assist the
adoption of software reuse by other NASA organizations

Profile of Software Engineering Within NASA 13
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APPLYING THE FINDINGS

• Findings must be analyzed in terms of software domains

- Science analysis software may not require
much in the way of a metrics program

- Software reuse may be most useful in domains
that perform repeated tasks, such as mission
ground support versus research software

• Findings must be analyzed in terms of the organizational levels

- NASA-wide: top level policies
- Center-wide: center level policies
- Local organizations: implementation

Profile of Software Engineering Within NASA 14

BASELINING NASA SOFTWARE
RECOMMENDATIONS

• Each NASA Center and significant organization should
baseline, since more than 10% of NASA's budget is spent
on software related activities.

• NASA should focus on project level and domain
standards, NOT on NASA-level standards, since project
standards were found to be the most used and useful.

• NASA should assess the existing baseline to identify
areas for software improvement. Recommendations
should be developed, including at least:

Software reuse
Software measurement

Profile of Software Engineering Within NASA 15
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STANDARD BIBLIOGRAPHY OF SEL LITERATURE

The technical papers, memorandums, and documents listed in this bibliography are organized into

two groups. The first group is composed of documents issued by the Software Engineering

Laboratory (SEL) during its research and development activities. The second group includes

materials that were published elsewhere but pertain to SEL activities.

SEL-ORIGINATED DOCUMENTS

SEL-76-001, Proceedings From the First Summer Software Engineering Workshop, August 1976

SEL-77-002, Proceedings From the Second Summer Software Engineering Workshop,

September 1977

SEL-78-005, .Proceedings From the Third Summer Software Engineering Workshop, September

1978

SEL-78-006, GSFC Software Engineering Research Requirements Analysis Study, P. A. Scheffer

and C E. Velez, November 1978

SEL-78-007, Applicability of the Ravleigh Curve to the SEL Environment, T. E. Mapp,

December 1978

SEL-78-302, FORTRAN Static Source Code Analyzer Program (SAP) User's Guide (Revision

3), W. J. Decker, W. A. Taylor, et al., July 1986

SEL-79-002, The Software Engineering Laboratory. Relationshtp Equations, K Freburger and

V. R. Basili, May 1979

SEL-79-004, Evaluation of the Caine, Farber, and Gordon Program Design Language (PDL) in

the Goddard Space Flight Center (GSFC) Code 580 Software Design Environment, C. E

Goorevich, A. L. Green, and W. J. Decker, September 1979

SEL-79-005, Proceedings From the Fourth Summer Software Engineering Workshop, November

1979

SEL-80-002, .Multi-Level Expression Design Language-Requirement Level (MEDL-R) System

Evaluation, W. J. Decker and C. E. Goorevich, May 1980

A Study of the Musa Reliability Model, A. M. Miller, November 1980

Proceedings From the Fifth Annual Software Engineering Workshop, November

SEL-80-005,

SEL-80-006,

1980

SEL-80-007, An Appraisal of Selected Cost/Resource Estimation Models for Software Systems,

J. F. Cook and F. E. McGarry, December 1980
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SEL-80-008, Tutorial on Models and Metrics for Software Management and Engineering, V. R.
Basili, 1980

SEL-81-011, Evaluating Software Development by Analysis of Change Data, D. M. Weiss,
November 1981

SEL-81-012, The Rayleigh Curve as a Model for Effort Distribution Over the Life of Medium

Scale Software Systems, G. O. Picasso, December 1981

SEL-81-013, Proceedings of the Sixth Annual Software Engineering Workshop, December 1981

SEL-81-014, Automated Collection of Software Engineering Data in the Software Engineering

Laboratory (SEL), A. L. Green, W. J. Decker, and F. E. McGarry, September 1981

SEL-81-101, Guide to Data Collection, V. E. Church, D. N. Card, F. E. McGarry, et al., August
1982

SEL-81-110, Evaluation of an Independent Verification and Validation (IV&V) Methodology for

Flight Dynamics, G. Page, F. E. McGarry, and D. N Card, June 1985

SEL-81-305, Recommended Approach to Software Development, L. Landis, S. Waligora, F. E.

McGarry, et al., June 1992

SEL-81-305SP1, Ada Developers' Supplement to the Recommended Approach, R. Kester and

L. Landis, November 1993

SEL-82-001, Evaluation of Management Measures of Software Development, G. Page, D. N.

Card, and F. E. McGarry, September 1982, vols. 1 and 2

SEL-82-004, Collected Software Engineering Papers: Volume 1, July 1982

SEL-82-007, Proceedings of the Seventh Annual Software Engineering Workshop, December
1982

SEL-82-008, Evaluating Software Development by Analysis of Changes: The Data From the

Software Engineering Laboratory, V. R. Basili and D. M. Weiss, December 1982

SEL-82-102, FORTRAN Static Source Code Analyzer Program (SAP) System Description

(Revision/), W. A. Taylor and W. J. Decker, April 1985

SEL-82-105, Glossary of Software Engineering Laboratory Terms, T. A. Babst, M. G. Rohleder,

and F. E. McGarry, October 1983
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D. Kistler, J. Bristow, and D. Smith, November 1994
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al., February 1984
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G. Page, et al., March 1984

SEW Proceedings 344 SEL-94-006



SEL-86-005,

SEL-86-006,

1986

SEL-83-003, Collected Software Engineering Papers: Volume 11, November 1983

SEL-83-007, Proceedings of the Eighth Annual Software Engineering Workshop, November

1983

SEL-83-106, Monitoring Software Development Through Dynamic Variables (Revision 1), C.

W. Doerflinger, November 1989

SEL-84-003, Investigation of Specification Measures for the Software Engineering Laboratory

(SEL), W. W. Agresti, V. E Church, and F. E. McGarry, December 1984

SEL-84-004, Proceedings of the Ninth Annual Software Engineering Workshop, November 1984

SEL-84-101, Manager's Handbook for Software Development (Revision 1), L. Landis, F. E.

McGarry, S. Waligora, et al., November 1990

SEL-85-001, A Comparison of Software Verification Techniques, D. N. Card, R. W. Selby, Jr.,

F. E McGarry, et al., April 1985

SEL-85-002, Ada Training Evaluation and Recommendations From the Gamma Ray

Observatory Ada Development Team, R Murphy and M. Stark, October 1985

SEL-85-003, Collected Software Engineering Papers: Volume III, November 1985

SEL-85-004, Evaluations of Software Technologies: Testing, CLEANROOM, and Metrics, R

W. Selby, Jr., and V. R. Basili, May 1985

SEL-85-005, Software Verification and Testing, D. N. Card, E. Edwards, F. McGarry, and
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SEL-86-001, Programmer's Handbook for Flight Dynamics Software Development, R. Wood

and E. Edwards, March 1986

SEL-86-002, General Object-Oriented Software Development, E. Seidewitz and M. Stark,
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SEL-86-004, Collected Software Engineering Papers: Volume 1V, November 1986

Measuring Software Design, D. N. Card et al., November 1986

Proceedings of the Eleventh Annual Software Engineering Workshop, December

SEL-87-001, Product Assurance Policies and Procedures for Flight Dynamics

Development, S. Perry et al., March 1987

SEL-87-002, Ada ® Style Guide (Version 1.1), E. Seidewitz et al., May 1987
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SEL-87-003, Guidelines for Applying the Composite Specification Model (CSM), W. W. Agresti,
June 1987

SEL-87-004, Assessing the Ada® Design Process and Its Implications.- A Case Study,

S. Godfrey, C. Brophy, et al., July 1987

SEL-87-009, Collected Software Engineering Papers: Volume V, November 1987

SEL-87-010, Proceedings of the Twelfth Annual Software Engineering Workshop, December
1987

SEL-88-001, System Testing of a Production Ada Project." The GRODY Study, J. Seigle, L.
Esker, and Y. Shi, November 1988

SEL-88-002, Collected Software Engineering Papers." Volume VI, November 1988

SEL-88-003, Evolution of Ada Technology in the Flight Dynamics Area. Design Phase

Analysis, K. Quimby and L. Esker, December 1988

SEL-88-004, Proceedings of the Thirteenth Annual Software Engmeering Workshop, November
1988

SEL-88-005, Proceedings of the First NASA Ada User's Symposium, December 1988

SEL-89-002, Implementation of a Production Ada Project: The GRODY Study, S. Godfrey and
C Brophy, September 1989

SEL-89-004, Evolution of Ada Technology in the Flight Dynamics Area.

Implementation�Testing Phase Analysis, K. Quimby, L. Esker, L. Smith, M. Stark, and F.

McGarry, November 1989

SEL-89-005, Lessons Learned in the Transition to Ada From FORTRAN at NASA/Goddard,
C. Brophy, November 1989

SEL-89-006, Collected Software Engineering Papers: Volume VII, November 1989

SEL-89-007, Proceedings of the Fourteenth Annual Software Engineering Workshop, November
1989

SEL-89-008, Proceedings of the Second NASA Ada Users'Symposium, November 1989

SEL-89-103, Software Management Environment (SME) Concepts and Architecture (Revision

1), R. Hendrick, D. Kistler, and J. Valett, September 1992

SEL-89-301, Software Engineering Laborary (SEL) Database Organization and User's Guide

(Revision 3), L. Morusiewicz, February 1995

SEL-90-001, Database Access Manager for the Software Engineering Laboratory (DAMSEL)

User's Guide, M. Buhler, K. Pumphrey, and D. Spiegel, March 1990

SEL-90-002, The Cleanroom Case Study in the Software Engineering Laboratory: Project

Description and Early Analysis, S. Green et al., March 1990
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SEL-92-002,

Database, G.

SEL-92-003,

SEL-92-004,

1992

SEL-90-003, A Study of the Portabibty of an Ada System m the Software Engmeering

Laboratory (SEL), L. O. Jun and S. R. Valett, June 1990

SEL-90-004, Gamma Rco' Observatory Dynamics Simulator m Ada (GRODY) Experiment

Summary, T. McDermott and M. Stark, September 1990

SEL-90-005, Collected Software Engineering Papers. Volume _.7II, November 1990

SEL-90-006, Proceedings of the P_fteenth Annual Software Engineering _2)rkshop, November

199O

SEL-91-001, Software Engineering Laboratory (SEL) Relationshzps, Models. and Management

Rules, W Decker, R. Hendrick, and J. Valett, February 1991

SEL-91-003, Software Engineering Laboratory (SEL) Ada Performance Study Report, E. W.

Booth and M. E Stark, July 1991

SEL-91-004, Software Engineering Laboratory (SEL) Cleanroom Process Model, S. Green,

November 199 !

SEL-91-005, Collected Software En_neering Papers: Volume IX, November 1991

SEL-91-006, Proceedings of the Sixteenth Annual Software Engineering Workshop, December

1991

SEL-91-102, Software Engineering Laboratory (SEL) Data and b_formation Policy (Revision 1),

F. McGarry, August 199_

SEL-92-001, Software .¥1anagemen! Envzronment ?_':vI{_ b_stallation Guide, D. Kistler and

K. Jeletic, January 1992

Data Collection Procedures for the Software Eng:meermg Laboratoo: (SEL)

Heller, J Valett, and M. Wild, March 1992

Collected Software Engmeering Papers: Volume X, November 1992

Proceedings of the Seventeenth Annual Software Engineering Workshop, December

SEL-93-001, Collected Software Engmeering Papers. Volume X/, November 1993

SEL-93-002, Cost and Schedule Estimation Study Report, S. Condon, M. Regardie, M. Stark,

et al., November 1993

SEL-93-003,

1993

SEL-94-001, Software Management Environment (SME) Components and

R. Hendrick, D. Kistler, and J. Valett, February 1994

SEL-94-002, Software Measurement Guidebook, M. Bassman, F. McGarry,

July 1994

Proceedings of the Eighteenth Annual Software Engineering Workshop, December
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SEL-94-003, C Style Guide, J. Doland and J. Valett, August 1994

SEL-94-004, Collected Software Engineering Papers: Volume );71, November 1994

SEL-94-005, An Overview of the Software Engineering Laboratory, F. McGarry, G. Page, V.
Basili, et al., December 1994

SEL-94-006, Proceedings of the Nineteenth Annual Software Engineering Workshop, December
1994

SEL-RELATED LITERATURE

1°Abd-E1-Hafiz, S. K., V. R. Basili, and G. Caldiera, "Towards Automated Support for

Extraction of Reusable Components," Proceedings of the IEEE Conference on Software
Maintenance-1991 (CSM 91), October 1991

4Agresti, W. W., V. E. Church, D. N. Card, and P. L. Lo, "Designing With Ada for Satellite

Simulation: A Case Study," Proceedings of the First International Symposium on Ada for the
NASA Space Station, June 1986

2Agresti, W. W., F. E. McGarry, D. N Card, et al., "Measuring Software Technology," Program

Transformation and Programming Environments. New York: Springer-Verlag, 1984

1Bailey, J. W., and V. R. Basili, "A Meta-Model for Software Development Resource

Expenditures," Proceedings of the Fifth International Conference on Software Engineering.
New York: IEEE Computer Society Press, 1981

8Bailey, J. W., and V. R. Basili, "Software Reclamation: Improving Post-Development

Reusability," Proceedings of the Eighth Annual National Conference on Ada Technology, March
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IBasili, V. R., "Models and Metrics for Software Management and Engineering," ASME

Advances in Computer Technology, January 1980, vol. 1

Basili, V. R., Tutorial on Models and Metrics for Software Management and Engineering. New

York: IEEE Computer Society Press, 1980 (also designated SEL-80-008)

3Basili, V. R., "Quantitative Evaluation of Software Methodology," Proceedings of the First

Pan-Pacific Computer Conference, September 1985

7Basili, V. R, Maintenance = Reuse-Oriented Software Development, University of Maryland,

Technical Report TR-2244, May 1989
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