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Abstract

Existing studies for emotion recognition in con-
versation (ERC) focus on modeling conversa-
tional context, however, they overlook the in-
fluence of diverse human evaluator panels on
the emotional annotations of datasets. We ob-
served in an existing ERC dataset that differ-
ent evaluator panels for assessed utterances in
conversations impact the final emotional eval-
uation results due to the subjective nature of
each evaluator’s perception and interpretation
of emotion. To address this issue, we pro-
pose a novel Expert Adaptive Agreement Net-
work for Emotion Recognition in Conversation
(EAAN-ERC), a method designed to imitate
the evaluation and annotating process of emo-
tions by diverse evaluator panels. Specifically,
we first mimic experienced evaluators by set-
ting up multiple expert models. Subsequently,
we emulate diverse evaluator panels by adap-
tively mixing expert models matched with spec-
ified evaluator panels. Furthermore, we simu-
late the evaluator panels’ emotional evaluation
by computing emotional probability and con-
fidence for the assessed utterance. Ultimately,
we mimic the agreement of an evaluator panel
by integrating emotional probability with con-
fidence. Extensive experiments on the widely
used ERC dataset IEMOCAP, which to the best
of our knowledge is the only ERC dataset that
makes the evaluator panel information publicly
available, have reflected exceptional results, es-
tablishing new standards in weighted average
accuracy and F1-score. These promising results
demonstrate the efficacy of our EAAN-ERC.

1 Introduction

Emotion Recognition in Conversation (ERC) is a
widely researched task in Natural Language Pro-
cessing (NLP). Its primary objective is to iden-
tify the emotional state of a speaker throughout a
conversation. The ERC task is significant in vari-
ous applications, such as emotional support (Liu
etal., 2021; Tu et al., 2022), customer service (Li
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Figure 1: A case illustrating the impact of different sets
of evaluators on emotional evaluation results.

3% Evaluator Panels
1% e

e te fo fo

T

1%

o
06 1900 13 40 09 3509 00 €D €3 €00 P> 0> X
00 0000 © 00 (© 10 (© (© ¢ 10 (0 00 ¢ (© 10 to

©
K
o 00 o 0o 0o to to o 0o to 000 0o 0o O

8
e
e

oo

Evaluators: & 8 ) (<] Q 2 2 8 © 2
El E2 E3 E4 E5 E6 E7 E8 E9 E10 E11 E12

Figure 2: Percentage of conversational utterances eval-
uated by different evaluator panels in the IEMOCAP
(Busso et al., 2008) dataset.

et al., 2019; Lou et al., 2023; Qiu et al., 2020), and
more. Identifying emotions in a conversation is
challenging due to contextual dependencies. Cur-
rent methods, such as recurrence-based approaches
(Poria et al., 2017; Majumder et al., 2019; Ghosal
et al., 2020; Hu et al., 2021, 2023) focus on par-
ticipant speaking order but struggle with distant
utterances. To overcome this, graph-based meth-
ods (Ghosal et al., 2019a; Shen et al., 2021b; Zhang
et al., 2023a) utilize participants’ information and
location relationships, enabling query utterances
to extract insights from both nearby and distant
utterances.

However, existing studies focus on modeling
conversational context while overlooking the im-
pact of diverse human evaluator panels on emo-



tional annotations within conversational utterances.
In the existing ERC corpus, the process of emo-
tion annotation primarily includes enlisting human
evaluators to create diverse evaluator panels. These
panels subjectively assess the emotions conveyed in
conversational utterances and then utilize a major-
ity vote to assign emotional labels. Considering the
annotation process, we claim that diverse evaluator
panels can influence emotion evaluation results
due to the subjective nature of each evaluator’s
perception and interpretation of emotion. As illus-
trated in Figure 1, when the evaluator panel {EI,
E2, E4} assesses a given utterance, the agreement
yields a frustration result, whereas, with evaluators
{E2, E4, E12}, the final evaluation result is Sad-
ness. Additionally, we have noted the presence of
different evaluator panels in public ERC datasets
assigned to evaluate distinct utterances. As illus-
trated in Figure 2, there are 17 distinct evaluator
panels (marked in different colors) for assessing
utterances in conversations. For instance, the eval-
uator panel {El, E2, E4} evaluated around 50%
of all conversational utterances in the ERC dataset
IEMOCAP (Busso et al., 2008). This underscores
the significance of leveraging evaluator panel in-
formation for enhancing emotion inference in ERC
datasets with diverse evaluator panels.

In this paper, we introduce a novel approach
called Expert Adaptive Agreement Network for
Emotion Recognition in Conversation (EAAN-
ERC). This method is carefully crafted to emulate
the process of emotion evaluation and annotation
conducted by diverse evaluator panels. Specifi-
cally, initially, we formulate an ERC Expert Pool
Initialization process to mimic evaluators by set-
ting up multiple expert models. These expert mod-
els acquire the emotional evaluation knowledge of
evaluators and serve as foundational components,
enabling the representation of diverse evaluator
panels for emotion assessment. In particular, we
introduce a proxy expert model to stand in for eval-
uators absent from the training set or those who in-
frequently participate in evaluations in the training
set. The advantage of this lies in our model’s abil-
ity to handle unseen evaluators outside the training
set or those whose emotion evaluation knowledge
is challenging to learn due to their limited eval-
uation samples. Following that, we establish an
ERC Expert Assignments module to emulate di-
verse evaluator panels by adaptively mixing expert
models matched with specified evaluator panels.
This enables us to utilize models to represent des-

ignated evaluator panels in existing ERC datasets,
ensuring that our method considers the influence
of different evaluator panels on emotion evaluation.
Moreover, we construct an ERC Expert Evalua-
tions module to simulate the emotional evaluation
of each evaluator within various evaluator panels,
which involves computing emotional probability
and confidence for the assessed utterance using the
corresponding expert model. This enables an eval-
uator panel-specific emotion inference. In the end,
we establish an ERC Expert Agreements module to
mimic the agreed process of an evaluator panel by
integrating emotional probability with confidence.
Incorporating each evaluator’s confidence in this
integration can, to a certain extent, enhance the
assessment of the agreed emotion.

To the best of our knowledge, IEMOCAP (Busso
et al., 2008) is the only ERC dataset that makes
the evaluator panels information associated with
each utterance publicly available, facilitating the
validation of our proposal’s effectiveness. Conse-
quently, we conduct extensive experiments on the
widely used ERC dataset IEMOCAP. The experi-
mental results show that our EAAN-ERC model
performs better than the state-of-the-art models
in both weighted average accuracy and F1-score,
demonstrating its effectiveness. Overall, the main
contributions of this paper are summarized as fol-
lows:

* We present a novel approach named Expert
Adaptive Agreement Network for Emotion
Recognition in Conversation (EAAN-ERC).
This method is designed to imitate the emo-
tion evaluation and annotation process carried
out by diverse evaluator panels.

* Specifically, we design four components, that
is, ERC Expert Pool Initialization, ERC Ex-
pert Assignments, ERC Expert Evaluations,
and ERC Expert Agreements, to imitate en-
listed evaluators, diverse evaluator panels,
emotional evaluations, and emotional agree-
ments, respectively.

* To the best of our knowledge, different from
existing studies that model from the perspec-
tive of conversational context for ERC, we are
the first to model from the perspective of the
evaluator panels for more accurate emotion
inference in conversations.

* We conduct extensive experiments on the



widely-used ERC dataset IEMOCAP. Experi-
mental results demonstrate that EAAN-ERC
outperforms the existing state-of-the-art mod-
els in terms of weighted average accuracy and
F1-score. This demonstrates the effectiveness
of our EAAN-ERC in the context of ERC.

2 Related Work

2.1 Emotion Recognition in Conversation

Existing research on Emotion Recognition in Con-
versations (ERC) primarily focuses on deducing
emotional categories by constructing models of
conversational context using recurrence or graph
propagation structures.

In recurrence-based approaches, bc-LSTM (Po-
ria et al., 2017) captures context-level features from
surrounding utterances based on Long Short Term
Memories (LSTMs) (Hochreiter and Schmidhu-
ber, 1997; Graves, 2014). DialogRNN (Majumder
et al., 2019) utilizes three GRUs to sequentially
monitor the speaker’s state, contextual information,
and emotion throughout a conversation. COSMIC
(Ghosal et al., 2020) employs GRUs to leverage var-
ious aspects of commonsense knowledge and learn
interactions between participants. DialogueCRN
(Hu et al., 2021) integrates reasoning modules over
multiple turns, employing LSTMs to extract and
integrate emotional cues from a cognitive perspec-
tive. CauAIN (Zhao et al., 2022) uses causal clues
to model speaker dependencies. SACL-LSTM (Hu
et al., 2023) proposes a contextual adversarial train-
ing strategy to learn more diverse features from
context.

In terms of graph-based methods, DialogueGCN
(Ghosal et al., 2019a) uses a directed graph to
model conversational context, representing utter-
ances as nodes and capturing speaker dependencies
and positions as edges. This approach effectively
addresses challenges in context propagation, en-
abling a comprehensive understanding of the in-
terplay between speakers. DAG-ERC (Shen et al.,
2021b) constructs a directed acyclic graph from the
conversation, considering speaker identity and po-
sitional relationships to propagate remote and local
information. SGED+DAG (Bao et al., 2022) ex-
plores speaker interactions with a one-layer DAG.
Transformer (Vaswani et al., 2017), while not ex-
plicitly a graph-based method, can be considered
as such due to the fully connected graph-like nature
of its self-attention mechanism (Shen et al., 2021c¢).
DialogXL (Shen et al., 2021a) enhances XLNet

(Yang et al., 2019) by incorporating improved mem-
ory and dialog-aware self-attention. TODKAT
(Zhu et al., 2021) integrates commonsense knowl-
edge and a task for detecting topics based on Trans-
former. CoG-BART (Li et al., 2022) leverages a
response generation task to enhance BART(Lewis
et al., 2020a)’s ability. SPCL (Song et al., 2022)
proposes supervised prototypical contrastive learn-
ing loss for imbalanced classification and difficulty-
measure function for curriculum learning to handle
extreme samples. MPLP (Zhang et al., 2023¢) mim-
ics the thinking process of a human being based on
BART. HAAN-ERC (Zhang et al., 2023b) employs
a hierarchical approach within the Transformer ar-
chitecture to model various influences, effectively
inferring the emotional category of speakers. Dual-
GAT (Zhang et al., 2023a) introduces a novel Dual
Graph Attention network to address the oversight
of discourse structure in conversation by simulta-
neously incorporating complementary elements of
discourse structure and speaker-aware context.

Unlike the above methods that model from the
perspective of conversational context for ERC, this
paper models from the perspective of the evalua-
tor panels for more accurate emotion inference in
conversations.

2.2 Label Disagreement Modeling

There exist several studies to model disagreed la-
bels for emotion recognition based on individual
utterances (ERI) (Chou et al., 2022; Wu et al., 2022;
Han et al., 2017; Dang et al., 2017; Atcheson et al.,
2019; Wu et al., 2023a; Sridhar and Busso, 2020;
Ando et al., 2019, 2018; Fayek et al., 2016) as well
as ERC (Wu et al., 2023b). For ERI, Chou et al.
(Chou et al., 2022) propose to leverage the relation
between emotions to enhance disagreed label learn-
ing. Wu et al. (Wu et al., 2022) propose resolv-
ing the issue of inconsistent annotations in hard
emotion labels for classification using Bayesian
statistics. Han et al. (Han et al., 2017) propose a
“soft-prediction’ framework to shape a humanoid
emotion prediction. Dang et al. (Dang et al., 2017)
propose a paradigm that incorporates the uncer-
tainty information of speech frames by explicitly
accounting for multi-rater variability in the system.
Atcheson et al. (Atcheson et al., 2019) combine
Gaussian processes with neural networks, which
take advantage of the flexible modeling power of
LSTM networks along with the probabilistic han-
dling of ambiguity offered by Gaussian processes
for continuous emotion recognition from speech.



We et al. (Wu et al., 2023a) propose a Bayesian
approach called deep evidential emotion regression
(DEER) to estimate the uncertainty in emotion at-
tributes from speech. Sridhar et al. (Sridhar and
Busso, 2020) used regression models with emotion
uncertainty to predict speech emotion. They uti-
lized Monte Carlo dropout, which involves multiple
feed-forward passes through a deep neural network
using dropout regularization in both training and
inference. Ando et al. (Ando et al., 2019) introduce
estimating multi-label emotion existence (MLEE)
as an auxiliary task to support dominant emotion
recognition from speech. Ando et al. (Ando et al.,
2018) utilize ambiguous emotional utterances with
soft-target training to address the lack of training
data compared to model complexity. Fayek et al.
(Fayek et al., 2016) incorporate inter-annotator vari-
ability for speech emotion recognition. However,
Different from the above studies which mainly fo-
cus on soft-prediction of emotion and uncertainty
estimation for ERI, our approach emphasizes the
ERC task and aims to imitate the evaluation and
annotating process of emotions to address the dis-
turbing subjective perception of evaluator panels.

To address the inherent ambiguity of emotions
and the subjectivity of human perception of ERC,
Wu et al. (Wu et al., 2023b) propose a distribution-
based ERC approach, which introduces Bayesian
training loss by conditioning each emotional state
on an utterance-specific Dirichlet prior distribution,
and conduct experiments on the [IEMOCAP dataset,
achieving good classification accuracy. Different
from the distribution-based study, our evaluator
identity information-based approach considers ad-
dressing the subjectivity of human perception for
ERC from the perspective of the imitation of di-
verse human evaluator panels.

3 Methodology

3.1 Problem Definition

Considering a conversation {ug, u1, ..., ur } com-
posed of a sequence of utterances, we define u;
as the ?-th utterance in this conversation, where
t € {0, ..., T}. Each utterance u; is uttered by the
speaker s(u;) € S, where S is the collection of
all of the participants. Each utterance u; is eval-
uated by an evaluator panel e(u;) C &, where
& = {E, Ea, ..., Ejg|} is the collection of all of the
evaluators. We define i € {1,2,...,|€|}. yi € R®
is the emotional category label of utterance w; eval-
uated by the evaluator E; € e(uy), where C' is the

number of emotion categories. y; € R is the
emotional category label of utterance u,; agreed by
e(uy).

Given an utterance u; to be evaluated, along
with its conversational context context; =
{s(uo),ug, ..., s(ut—1), us—1, s(us) } and evaluator
panel e(u; ), our goal is to design a model to predict
the emotional category label y;.

3.2 Our Model

In this section, we introduce our proposed EAAN-
ERC model. The overall architecture of this model
is illustrated in Figure 3, which comprises four
components: ERC Expert Pool Initialization, ERC
Expert Assignments, ERC Expert Evaluations, and
ERC Expert Agreements.

3.2.1 ERC Expert Pool Initialization

we first need to create models to represent human
evaluators. The process involves counting the eval-
uators present in the training set. Each evaluator
is then represented by an expert model, denoted as
Expert 4, which will be used for emotion evaluation.
The expert model is composed of three parts: an
ERC backbone that learns emotion representation,
an emotion classifier that computes emotion logits,
and a confidence regressor that calculates the ex-
pert model’s confidence in the emotion assessment
of the utterance. We define conf. as the abbrevia-
tion of confidence. The architecture of each expert
model is defined in Equation (1).

R; = ERC Backbone(u;, context;)
logits; = W1 Ry + by (D)
conf.t = WgRt + bg

where R, € RPe, W, € RY*Pe p, e RC,
logits; € RC, Wy € R1*De p, € R, conf.s €
R!. D, is the dimension of the emotion representa-
tion ;.

In particular, we observed in ERC datasets that
the number of utterances evaluated by some eval-
uators is very small, which may make it difficult
for the corresponding expert model to learn the
evaluator’s emotional evaluation experience and
represent it effectively. To overcome this issue,
we sort the evaluators in descending order accord-
ing to the number of utterances they evaluated and
set a threshold M to filter the Top-M evaluators.
we then create expert models to represent the Top-
M evaluators. This will result in a pool of expert
models called the ERC expert pool (EEP). Each
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Figure 3: The overall architecture of our EAAN-ERC.

expert model Expert ¢ is supervised by the emotion
labels ¢ evaluated by the corresponding evalua-
tor F; to learn the knowledge of this evaluator,
which is defined in Equation (2). Formally, for
V Expert ¢ € EEP:

logitst, ... = Expert i(uy, contexty)
P! = Softmax (logits!)
B T(B) )
Lh==3 > 10gP5,lysl
B=1 t=1

where Expert ¢ is one of the experts in the expert
pool, P} € RC denotes the probability distribu-
tion of emotional categories, B is the number of
conversations, 7'(/3) is the number of utterances
in the 8-th conversation, yévt is the ground truth
label evaluated by E;, and £ is the training loss of
Expert i.

In addition, we also set up a proxy expert model,
namely Expert Prozxy, to represent unseen eval-
uators outside the training set or those who infre-
quently participate in evaluations in the training set
(lower than the threshold M). The training process
is similar to other expert models. Different from
other expert models, Expert Proxy is supervised
by the emotion labels y, which are agreed upon
by different evaluator panels. This indicates that
the proxy model trained using these diverse eval-
uator panels agreed emotion labels is somewhat
evaluator-independent to a certain extent and is
more suitable for handling emotion inference of
unseen evaluators. Finally, the Expert Prozxy is
also placed in the EEP for subsequent procedures.
Through the above process, we complete the initial-
ization of the EEP. The expert models within the
EEP serve as foundational components, enabling

the representation of various evaluator panels for
emotion assessment.

3.2.2 ERC Expert Assignments

Upon completing the initialization of the EEP, we
establish an ERC Expert Assignments module, to
assign the corresponding experts to the current ut-
terance undergoing evaluation. Specifically, we
utilize the evaluator panel e(u;) corresponding to
the utterance u; to determine which ERC expert
models are designated for the emotion evaluation
of ug. If e(uy) is an empty set, signifying that eval-
uators for assessing the utterance are unseen, then
the Expert Proxy is assigned to conduct the emo-
tion evaluation. Conversely, for each Expert ¢ in
the EEP, if the evaluator E; corresponding to the
expert model Expert ¢ is present in the evaluator
panel e(u;), we assign the expert model Expert 4
to represent the evaluator F; for utterance ;. The
Expert Prozy is assigned to represent any evalua-
tors that Expert ¢ uncovered.

In this way, the assigned expert models construct
an ERC Expert Set E'E.S; for the emotional evalu-
ation of utterance .

3.2.3 ERC Expert Evaluations

Once we have obtained the ERC Expert Set £ E S,
we employ the expert models within it to assess
the emotion conveyed by the utterance wy, de-
fined in Equation (3). Specifically, we feed the
evaluated utterance u; and its conversation con-
text context; into each expert model within the
EES;, obtaining the corresponding emotion logits
and confidence values. Formally, we define each
Expert j € EES;:

3)

logits{ , con fg = Expert j(u¢, context)



The emotion logits are then used to compute emo-
tion probabilities, while the confidence values de-
termine the weight of each expert model on the
utterance in the subsequent steps. The calculation
of confidence values helps enhance, to a certain
extent, the assessment of the agreed emotion.

Subsequently, the emotion logits and confidence
values obtained earlier are input into respective
sets named LogitsSet; and Con f.Set;, defined in
Equation (4).

LogitsSet, = {logz’tsﬂExpertj € EES;}
Conf.Set; = {conf.]|Expert j € EES;}

3.24 ERC Expert Agreements

Each expert model in the FE'S; has deduced the
corresponding emotional logits and confidence
scores for the assessed utterance, which are uti-
lized to facilitate an agreement among experts for
deriving the collectively agreed-upon emotional
evaluation result. Specifically, first, the confidence
scores in Con f.Set; for the utterance u; undergo
conversion into confidence probabilities through
the SoftMax function, serving as weights for the
emotion logits inferred by each expert model in
EES;, defined in Equation (5).

WeightSet, = Softmax(Conf.Set;) (5)

Then, the emotion logits inferred by all expert mod-
els in £ F.S; undergo weighting and averaging with
corresponding weights to yield the agreed-upon
emotional logits. Subsequently, the Softmax func-
tion is applied to calculate the probability distribu-
tion P9 of agreed-upon emotions. This process
is defined in Equation (6).

agree

logits,

Concat(LogitsSet;) x Concat(WeightSet,))
1)agree

= Sum(
agree)

= Softmax(logits
(6)

where logitsy?"¢ € RY, P97 € RC.

Finally, we utilize cross-entropy to calculate the
error L£%97°¢ between the probability distribution
P97 of agreed-upon emotions and the corre-
sponding ground truth, defined in Equation (7).
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3.2.5 Objective Function

In the final step, we sum the emotional losses of
expert models in the EEP and then weight-average
this sum with the loss of emotions after expert
agreements, to derive the final loss £ serving as
the objective function. We employ an optimiza-
tion algorithm based on backpropagation, such as
Adam(Kingma and Ba, 2014), to update the model
parameters, thereby optimizing the objective func-
tion. The objective function is defined in Equa-
tion (8).

L =LY 4 a%Sum{L’|[Experti € EEP}  (8)

where o > 0 is the weight of ERC expert models’
emotional losses.

4 Experiments

4.1 Experimental Setup
4.1.1 Datasets

We assess the effectiveness of our approach using
the widely used ERC dataset IEMOCAP (Busso
et al., 2008). The statistical findings for the dataset
are presented in Table 1, focusing solely on the text
modalities within them. The ERC dataset known
as IEMOCAP comprises 151 two-way conversa-
tions held across five sessions, involving ten unique
speakers. The testing phase is specifically allocated
to the final session. Within the dataset, there ex-
ists a total of 7,433 utterances, each of which is
assigned a label representing one of six emotions:
happy, sad, neutral, angry, excited, and frustrated.
There are a total of 12 human evaluators when
annotating this dataset. 5 of them evaluated ut-
terances across train and test datasets. Except for
these 5 evaluators, 6 of them participated in the
evaluation of utterances in train sets, and 1 of them
participated in the evaluation of utterances in test
sets. Due to the absence of a predefined validation
set in the dataset, we adhere to the methodology
employed in prior studies (Hazarika et al., 2018;
Ghosal et al., 2019a; Hu et al., 2023) and randomly
extract 10% of the training conversations in [IEMO-
CAP as validation sets.

4.1.2 Baselines

To ensure a comprehensive evaluation of EAAN-
ERC, we perform a comparative analysis, compar-
ing our model against the following existing works:



Table 1: Statistics of the dataset.

Train Test Total

# Utterances 5810 1623 7433
# Conversations 120 31 151
# Evaluators(N+others)  11(5+6) 6(5+1) 12

# Classes 6

bc-LSTM (Poria et al., 2017) employs an
utterance-level LSTM to capture contextual fea-
tures. DialogueRNN (Majumder et al., 2019)
uses three GRUs to track the speaker’s state, con-
text, and emotion during a conversation. Dia-
logueGCN (Ghosal et al., 2019b) uses a directed
graph to represent conversational context. TOD-
KAT (Zhu et al., 2021) integrates commonsense
knowledge and a task for detecting topics. CauAIN
(Zhao et al., 2022) uses causal clues in common-
sense knowledge to enrich the modeling of speaker
dependencies. CoG-BART (Li et al., 2022) uses a
response generation task to enhance BART (Lewis
et al., 2020b)’s ability. SGED+DAG (Bao et al.,
2022) is a speaker-guided framework with a one-
layer DAG that can explore complex speaker inter-
actions. DAG-ERC (Shen et al., 2021b) builds a
directed acyclic graph from the conversation to
capture its underlying structure. SPCL (Song
et al., 2022) designs a supervised prototypical
contrastive learning loss to tackle imbalanced clas-
sification and employs a difficulty-measure func-
tion for curriculum learning to handle extreme sam-
ples. COSMIC (Ghosal et al., 2020) utilizes
GRUs to learn interactions between participants
and different aspects of commonsense knowledge.
DialogXL (Shen et al., 2021a) improves XLNet
by incorporating better memory and dialog-aware
self-attention. HAAN-ERC(Zhang et al., 2023b):
leverages dialogue context information to model
intra-speaker, inter-speaker, intra-modal, and inter-
modal influences based on the Transformer. Dia-
logueCRN (Hu et al., 2021) utilizes LSTMs to ex-
tract emotional cues and reason over multiple turns.
MPLP (Zhang et al., 2023c) mimics the thinking
process of a human being. DualGAT (Zhang et al.,
2023a) combines discourse structure and speaker-
aware context. SACL-LSTM (Hu et al., 2023)
design a contextual adversarial training strategy to
learn more diverse features from context.

4.1.3 Settings

We adopt the end-to-end manner to train EAAN-
ERC. The batch size is set to 2. We use Adam

Table 2: Comparison of our EAAN-ERC against various
baselines.

Methods w-F1.  w-Acc.
be-LSTM* 62.84 63.08
DialogueRNN* 64.65 64.85
DialogueGCN* 62.11 62.49
TODKAT* 61.33 61.11
CauAIN* 65.01 65.08
CoG-BART* 64.87 65.02
SGED+DAG* 66.27 66.29
DAG-ERC* 66.53 66.54
SPCL* 66.93 66.71
COSMIC 66.22 66.25
DialogXL 65.88 65.78
HAAN-ERC 66.36 66.5
DialogueCRN 68.49 67.63
MPLP 64.89 64.92
DualGAT 65.41 65.57
SACL-LSTM 68.72 68.63
EAAN-ERC (Ours)  69.75 69.83

(Kingma and Ba, 2014) optimizer to train our
model. We set the learning rate as 1le — 4 and
the number of epochs as 100. The ERC back-
bone is the same as (Hu et al., 2023). we run
five random seeds and report the average result
of the test sets. The key hyper-parameter « is tried
in the set {0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1.0}
(see Appendix B.1). The codes are implemented in
PyTorch'.

4.2 Model Comparison

We conducted a comparative study to evaluate the
effectiveness of our EAAN-ERC on the [IEMOCAP
dataset. We used Weighted F1-score (w-F1.) and
Weighted Accuracy (w-Acc.) as evaluation metrics.
The results of our experiment can be found in Ta-
ble 2. * means the results are from (Hu et al., 2023).
In each group, the better-performing method that
passed the significant hypothesis test (p-value less
than 0.05) is marked in bold. In Table 2, we can
observe that our proposed method, EAAN-ERC,
outperforms the current state-of-the-art baselines
on all metrics. This indicates that, in contrast to
existing baselines that do not account for the in-
fluence of different evaluator panels, EAAN-ERC
effectively addresses the impact of diverse evalu-
ator panels on emotion evaluation. Our method
implements the idea of imitating the evaluation and
annotation process of emotions by diverse evalua-
tor panels, which helps enhance the performance
of emotion inference in the ERC dataset with di-

'Our original codes will be released on GitHub upon ac-
ceptance.



verse evaluator panels. Overall, these significant
comparison results demonstrate the efficacy of our
proposed method.

4.3 Ablation Study

In this ablation experiment, we aim to verify the
importance of Expert Proxy, Expert-specific loss,
Expert Assignment mechanism, and Expert Con-
fidence. To verify the importance of these com-
ponents, we remove them one at a time to eval-
uate their impacts in terms of w-Acc. and w-F1.
on the IEMOCAP dataset. The ablation experi-
ment results are shown in Table 3. We can see that
when each of the above components is removed,
the model’s scores on the w-F1. and w-Acc. met-
rics are reduced to varying degrees. In particular,
the effects on the model’s performance from large
to small are Expert Proxy, Expert-specific Loss,
Expert Assignment, and Expert Confidence. When
the Expert Proxy is removed, EAAN-ERC can-
not assign the proxy model to represent the unseen
evaluator, which biases the final evaluation results.
When Expert-specific Loss is removed, although
the models in the expert pool can represent the eval-
uators, they cannot learn the evaluation experience
of the corresponding evaluators, thus the perfor-
mance of the EAAN-ERC decreases when perform-
ing evaluator-specific emotional evaluation. When
Expert Assignment is removed, all expert models in
the expert pool are assigned to participate in emo-
tion evaluation, which also brings a certain bias
to the final evaluation results. We observe that the
Expert Assignment has a relatively small impact on
model performance. This may be due to the more
comprehensive emotional representation extracted
by more expert models, despite being perturbed
by irrelevant evaluators, which causes a relatively
small reduction in model performance. Finally,
when Expert Confidence is removed, the perfor-
mance of the model decreases minimally, which
means that calculating confidence will strengthen
to a certain extent the overall assessment of agree-
upon emotions. In summary, through this ablation
experiment, we verified how important these com-
ponents are to the model performance.

4.4 Impact of the threshold M

We then analyze the impact of threshold M on
model performance. In the IEMOCAP dataset, the
number of utterances evaluated by each evalua-
tor (sorted from largest to smallest) is shown in
Figure 4. The impact of threshold M on model

Table 3: Ablation study of four components in our
EAAN-ERC on the IEMOCAP dataset.

w-F1.  w-Acc.
EAAN-ERC 69.75 69.83
w/o Expert Proxy 68.32 68.11
w/o Expert-specific Loss ~ 68.89 69.32
w/o Expert Assignment 69.45 69.25
w/o Expert Confidence 69.53 69.39
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Figure 4: The number of evaluated utterances by evalu-
ators.

performance is shown in Figure 5. For example,
when M is 3, the first three evaluators (E1, E2,
and E4) in Figure 4 are filtered, which will be set
up corresponding expert models to represent and
participate in the subsequent emotion evaluation.
From Figure 5, we can find that when M increases
from 1 to 3, the performance of the model improves.
This is affected by the number of evaluators. When
M is set to 4, the performance of the model drops
sharply. This is because the number of utterances
evaluated by evaluator E6 is too small, causing the
corresponding expert model to be unable to learn
its evaluation experience, resulting in significant
evaluation errors. When the evaluators increase
from 4 to 12, the performance of the model has
a significant rising stage in the early stage. The
underlying reason is that as the number of expert
models increases, the extracted emotion represen-
tation is more comprehensive, which to a certain
extent makes up for the errors caused by expert
models in learning evaluators’ experiences. In the
later stage, the performance of the model decreases
again. The potential reason is that the gain brought
by the number of expert models is less than the
disturbance caused by the expert models in learn-
ing evaluators’ experiments. Overall, the model
performs best when M is set to 3. Through this
section, we know how the threshold M affects the
model’s performance.
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4.5 Case Study

To further explain how our EAAN-ERC works, we
visualize a case from IEMOCAP as shown in Fig-
ure 6. This case illustrates how our EAAN-ERC
imitates human evaluators to evaluate an utterance.
We observed from this case that our EAAN-ERC
predicted the same label as each evaluator. For
instance, EAAN-ERC simulates E1, E2, and E4
to predict emotion labels as ”’Sad”, "Neutral”, and
“Neutral”, respectively. Then through the weighted
aggregation of the predicted emotion distribution,
we obtained a final prediction result “Neutral” con-
sistent with the label after the evaluators agreed.
In particular, for the weights, since the evaluator
E1 made an evaluation contrary to the agreed emo-
tion, it is given the smallest weight by EAAN-ERC
when aggregation. On the contrary, the emotion
probability corresponding to the evaluator E4 is
given the greatest weight when aggregating, and
that of E2 is in the middle. In this way, our model
EAAN-ERC can simulate the evaluation process
of human evaluators to obtain evaluator-specific
emotion evaluation results.

5 Conclusion

For more accurate ERC, we propose a new method
called Expert Adaptive Agreement Network for
Emotion Recognition in Conversation (EAAN-
ERC) for evaluator panel-specific emotion identifi-
cation. Our method imitates the process of evaluat-
ing and annotating emotions by diverse evaluator
panels. Specifically, we use multiple expert mod-
els to mimic experienced evaluators and adaptively
mix them to emulate diverse evaluator panels. We
also calculate the emotional probability and con-
fidence of each assessed utterance to simulate the
evaluator panels’ emotional evaluation. Finally,
we integrate the emotional probability with con-
fidence to mimic the agreement of an evaluator

True Predicted Predicted
Evaluators  Emotion Emotion Emotion
labels labels Probabilities

Weights

E2 Neutral Neutral £ 03123

E4 Neutral Neutral ;, 0.4429

Agreed Neutral Neutral =

Figure 6: A case demonstrating how our EAAN-ERC
imitates human evaluators’ annotation process.

panel. Extensive experiments on the widely used
ERC dataset IEMOCAP demonstrate the effective-
ness of our EAAN-ERC.

Limitations

In this paper, for evaluator panel-specific emotion
identification, we propose a new approach called
Expert Adaptive Agreement Network for Emotion
Recognition in Conversation (EAAN-ERC), which
imitates the process of evaluating and annotating
emotions by diverse evaluator panels. Despite that
our proposed method can effectively improve the
performance of ERC on the IEMOCAP dataset, it
is suitable for situations where there are a small
number of human evaluators (such as there are 12
evaluators in IEMOCAP), and cannot be directly
applied to scenarios where there are many human
evaluators (such as crowdsourcing). To address this
issue, clustering a large number of human evalua-
tors is feasible so that EAAN-ERC can be applied
to the above scenario. Annotation work on datasets
with very large human evaluators needs to be done
and made public in the future, and how to effec-
tively cluster human evaluators also needs to be
further explored in the future. These limitations
will be left for future research.

The method in this article utilizes the hard la-
bel of the emotion evaluated by the evaluator to
supervise the training of the corresponding expert
model, which may cause the randomness in the
emotion evaluation from the same evaluator to be
ignored. It is a potential solution to establish soft
labels for each evaluator’s emotional evaluation
during the dataset annotation process to introduce



randomness and guide the expert model to learn
the emotional evaluation distribution. Moreover,
there is also some randomness in the assignment
of evaluators. The approach in this paper refers to
the proxy expert model to represent rare evaluators
to address this issue. However, when there is no
evaluator identity represented by a designated ex-
pert in the test sample, the method in this article
will degenerate into an ERC backbone model in
which evaluator information is not utilized. Better
ways to represent rare evaluators need to be further
explored in the future. Evaluator subjective simi-
larity calculation may be a solution, which enables
rare evaluators to be represented by existing expert
models corresponding to common evaluators with
high subjective similarity. How to design the eval-
uator’s subjective similarity calculation method is
also one of the issues that need to be solved in the
future.
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A Key Hyperparameter o

The impact of the key hyperparameter « is shown
in Figure 7. We can see that as the hyperparame-
ter increases, the performance of the model gen-
erally gradually increases and stabilizes later, and
achieves the best performance when « is equal to
0.8. This shows that the expert model’s learning
of each evaluator’s evaluation experience will posi-
tively affect the emotion inference on IEMOCAP.
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Figure 7: The impact of the key hyperparameter o on
the performance of EAAN-ERC.

B Comparison of our EAAN-ERC against
Distribution-based ERC

To tackle the inherent ambiguity of emotions and
the subjective nature of human perception in ERC,
Wu et al. (Wu et al., 2023b) suggest a distribution-
based ERC method. This approach involves in-
corporating Bayesian training loss by linking each
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emotional state to a specific Dirichlet prior distri-
bution based on the utterance. In contrast to the
distribution-based approach, our method focuses
on leveraging evaluator identity information to ad-
dress the subjectivity of human perception in ERC.
Our approach aims to emulate diverse human eval-
uator panels, offering a distinctive perspective on
addressing this challenge.

B.1 Experimental Setting

To further demonstrate the effectiveness of
our approach, we compared our EAAN-ERC
with the approach in (Wu et al., 2023b) (we
called it "Distribution-based ERC"). We follow
Distribution-based ERC’s 4-way emotion evalua-
tion experimental setup, where leave-one-session-
out 5-fold cross-validation (5-fold CV) was per-
formed and the average results are reported. Also
same as Distribution-based ERC, weighted Accu-
racy ( w-Acc.) and unweighted Accuracy (u-Acc.)
are used as evaluation metrics for 4 categories.

In this experiment, the label “Frustrated” is set to
-1 to exclude it from training and testing. All labels
of “Excited” are changed to "Happy”. The batch
size is set to 2. We use the Adam(Kingma and Ba,
2014) optimizer to train the model. The learning
rate is le-4, and epochs are set to 100. Early stop-
ping is performed when the valid set performance
does not improve for 20 consecutive epochs. The
experiments were conducted on A100 and the code
was implemented in PyTorch. Relevant code and
checkpoints will be made public on Github after
acceptance.

The experimental results are shown in Table 4.
We can see from this table that our method sig-
nificantly outperforms Distribution-based ERC by
10.05% and 10.46% on w-Acc and u-Acc re-
spectively. This shows that our evaluator iden-
tity information-based EAAN-ERC effectively ad-
dresses the subjectivity of human perception of
ERC from the perspective of the imitation of di-
verse human evaluator panels. This promising ex-
perimental result further demonstrates the effective-
ness of our method.

C Model Complexity and Computational
Efficiency

The parameter size of our EAAN-ERC is 12M.
In our experiments on A100 (training consumes
about 9G memory), each epoch training consumes
about 8.8 seconds, and it takes about 15 minutes
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Table 4: Comparison of our EAAN-ERC with the
Distribution-based ERC(Wu et al., 2023b). Leave-one-
session-out 5-fold cross-validation (5-fold CV) was per-
formed and the average results are reported.

w-Acc. u-Acc.
Distribution-based ERC ~ 77.83 78.12
EAAN-ERC 87.88 88.58

to complete a training task (i.e. 100 epochs in
our experiments). We subjectively consider that
the training resources and time consumption are
acceptable. Each epoch inference consumes about
5.8s. There are 151 dialogues in total, the average
length of each dialogue is about 50 turns, and the
time required to infer the conversation context of 50
turns is about 38ms. We subjectively consider that
the inference speed is also acceptable in real-life
applications.
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