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GNU GENERAL PUBLIC LICENSEVersion 2, June 1991Copyright (C) 1989, 1991 Free Software Foundation, Inc.675 Mass Ave, Cambridge, MA 02139, USAEveryone is permitted to copy and distribute verbatim copies of this license document,but changing it is not allowed.PreambleThe licenses for most software are designed to take away your freedom to share andchange it. By contrast, the GNU General Public License is intended to guarantee yourfreedom to share and change free software{to make sure the software is free for all its users.This General Public License applies to most of the Free Software Foundation's softwareand to any other program whose authors commit to using it. (Some other Free SoftwareFoundation software is covered by the GNU Library General Public License instead.) Youcan apply it to your programs, too.When we speak of free software, we are referring to freedom, not price. Our GeneralPublic Licenses are designed to make sure that you have the freedom to distribute copiesof free software (and charge for this service if you wish), that you receive source code orcan get it if you want it, that you can change the software or use pieces of it in new freeprograms; and that you know you can do these things.To protect your rights, we need to make restrictions that forbid anyone to deny youthese rights or to ask you to surrender the rights. These restrictions translate to certainresponsibilities for you if you distribute copies of the software, or if you modify it.For example, if you distribute copies of such a program, whether gratis or for a fee,you must give the recipients all the rights that you have. You must make sure that they,too, receive or can get the source code. And you must show them these terms so theyknow their rights.We protect your rights with two steps: (1) copyright the software, and (2) o�er you thislicense which gives you legal permission to copy, distribute and/or modify the software.Also, for each author's protection and ours, we want to make certain that everyoneunderstands that there is no warranty for this free software. If the software is modi�edby someone else and passed on, we want its recipients to know that what they have isnot the original, so that any problems introduced by others will not reect on the originalauthors' reputations.Finally, any free program is threatened constantly by software patents. We wish toavoid the danger that redistributors of a free program will individually obtain patentlicenses, in e�ect making the program proprietary. To prevent this, we have made it clearthat any patent must be licensed for everyone's free use or not licensed at all.The precise terms and conditions for copying, distribution and modi�cation follow.xxiii



TERMS AND CONDITIONS FOR COPYING,DISTRIBUTION AND MODIFICATION0. This License applies to any program or other work which contains a notice placedby the copyright holder saying it may be distributed under the terms of this GeneralPublic License. The "Program", below, refers to any such program or work, anda "work based on the Program" means either the Program or any derivative workunder copyright law: that is to say, a work containing the Program or a portion ofit, either verbatim or with modi�cations and/or translated into another language.(Hereinafter, translation is included without limitation in the term "modi�cation".)Each licensee is addressed as "you".Activities other than copying, distribution and modi�cation are not covered by thisLicense; they are outside its scope. The act of running the Program is not restricted,and the output from the Program is covered only if its contents constitute a workbased on the Program (independent of having been made by running the Program).Whether that is true depends on what the Program does.1. You can copy and distribute verbatim copies of the Program's source code as youreceive it, in any medium, provided that you conspicuously and appropriately publishon each copy an appropriate copyright notice and disclaimer of warranty; keep intactall the notices that refer to this License and to the absence of any warranty; and giveany other recipients of the Program a copy of this License along with the Program.You may charge a fee for the physical act of transferring a copy, and you may atyour option o�er warranty protection in exchange for a fee.2. You may modify your copy or copies of the Program or any portion of it, thusforming a work based on the Program, and copy and distribute such modi�cationsor work under the terms of Section 1 above, provided that you also meet all of theseconditions:a. You must cause the modi�ed �les to carry prominent notices stating that youchanged the �les and the date of any change.b. You must cause any work that you distribute or publish, that in whole or inpart contains or is derived from the Program or any part thereof, to be licensedas a whole at no charge to all third parties under the terms of this License.c. If the modi�ed program normally reads commands interactively when run, youmust cause it, when started running for such interactive use in the most ordinaryway, to print or display an announcement including an appropriate copyrightnotice and a notice that there is no warranty (or else, saying that you provide awarranty) and that users may redistribute the program under these conditions,and telling the user how to view a copy of this License. (Exception: if theProgram itself is interactive but does not normally print such an announcement,your work based on the Program is not required to print an announcement.)xxiv



These requirements apply to the modi�ed work as a whole. If identi�able sectionsof that work are not derived from the Program, and can be reasonably consideredindependent and separate works in themselves, then this License, and its terms, donot apply to those sections when you distribute them as separate works. But whenyou distribute the same sections as part of a whole which is a work based on theProgram, the distribution of the whole must be on the terms of this License, whosepermissions for other licensees extend to the entire whole, and thus to each and everypart regardless of who wrote it.Thus, it is not the intent of this section to claim rights or contest your rights towork written entirely by you; rather, the intent is to exercise the right to control thedistribution of derivative or collective works based on the Program.In addition, mere aggregation of another work not based on the Program with theProgram (or with a work based on the Program) on a volume of a storage or distri-bution medium does not bring the other work under the scope of this License.3. You may copy and distribute the Program (or a work based on it, under Section 2) inobject code or executable form under the terms of Sections 1 and 2 above providedthat you also do one of the following:a. Accompany it with the complete corresponding machine-readable source code,which must be distributed under the terms of Sections 1 and 2 above on amedium customarily used for software interchange; or,b. Accompany it with a written o�er, valid for at least three years, to give anythird party, for a charge no more than your cost of physically performing sourcedistribution, a complete machine-readable copy of the corresponding sourcecode, to be distributed under the terms of Sections 1 and 2 above on a mediumcustomarily used for software interchange; or,c. Accompany it with the information you received as to the o�er to distributecorresponding source code. (This alternative is allowed only for noncommercialdistribution and only if you received the program in object code or executableform with such an o�er, in accord with Subsection b above.)The source code for a work means the preferred form of the work for making modi-�cations to it. For an executable work, complete source code means all the sourcecode for all modules it contains, plus any associated interface de�nition �les, plusthe scripts used to control compilation and installation of the executable. However,as a special exception, the source code distributed need not include anything that isnormally distributed (in either source or binary form) with the major components(compiler, kernel, and so on) of the operating system on which the executable runs,unless that component itself accompanies the executable.If distribution of executable or object code is made by o�ering access to copy froma designated place, then o�ering equivalent access to copy the source code from thesame place counts as distribution of the source code, even though third parties arenot compelled to copy the source along with the object code.xxv



4. You may not copy, modify, sublicense, or distribute the Program except as expresslyprovided under this License. Any attempt otherwise to copy, modify, sublicense ordistribute the Program is void, and will automatically terminate your rights underthis License. However, parties who have received copies, or rights, from you underthis License will not have their licenses terminated so long as such parties remain infull compliance.5. You are not required to accept this License, since you have not signed it. However,nothing else grants you permission to modify or distribute the Program or its deriv-ative works. These actions are prohibited by law if you do not accept this License.Therefore, by modifying or distributing the Program (or any work based on the Pro-gram), you indicate your acceptance of this License to do so, and all its terms andconditions for copying, distributing or modifying the Program or works based on it.6. Each time you redistribute the Program (or any work based on the Program), therecipient automatically receives a license from the original licensor to copy, distributeor modify the Program subject to these terms and conditions. You may not imposeany further restrictions on the recipients' exercise of the rights granted herein. Youare not responsible for enforcing compliance by third parties to this License.7. If, as a consequence of a court judgment or allegation of patent infringement orfor any other reason (not limited to patent issues), conditions are imposed on you(whether by court order, agreement or otherwise) that contradict the conditions ofthis License, they do not excuse you from the conditions of this License. If youcannot distribute so as to satisfy simultaneously your obligations under this Licenseand any other pertinent obligations, then as a consequence you may not distributethe Program at all. For example, if a patent license would not permit royalty-freeredistribution of the Program by all those who receive copies directly or indirectlythrough you, then the only way you could satisfy both it and this License would beto refrain entirely from distribution of the Program.If any portion of this section is held invalid or unenforceable under any particularcircumstance, the balance of the section is intended to apply and the section as awhole is intended to apply in other circumstances.It is not the purpose of this section to induce you to infringe any patents or otherproperty right claims or to contest validity of any such claims; this section has thesole purpose of protecting the integrity of the free software distribution system, whichis implemented by public license practices. Many people have made generous con-tributions to the wide range of software distributed through that system in relianceon consistent application of that system; it is up to the author/donor to decide ifhe or she is willing to distribute software through any other system and a licenseecannot impose that choice.This section is intended to make thoroughly clear what is believed to be a con-sequence of the rest of this License. xxvi



8. If the distribution and/or use of the Program is restricted in certain countries eitherby patents or by copyrighted interfaces, the original copyright holder who places theProgram under this License may add an explicit geographical distribution limitationexcluding those countries, so that distribution is permitted only in or among coun-tries not thus excluded. In such case, this License incorporates the limitation as ifwritten in the body of this License.9. The Free Software Foundation may publish revised and/or new versions of the Gen-eral Public License from time to time. Such new versions will be similar in spirit tothe present version, but may di�er in detail to address new problems or concerns.Each version is given a distinguishing version number. If the Program speci�es aversion number of this License which applies to it and "any later version", you havethe option of following the terms and conditions either of that version or of any laterversion published by the Free Software Foundation. If the Program does not specifya version number of this License, you may choose any version ever published by theFree Software Foundation.10. If you wish to incorporate parts of the Program into other free programs whosedistribution conditions are di�erent, write to the author to ask for permission. Forsoftware which is copyrighted by the Free Software Foundation, write to the FreeSoftware Foundation; we sometimes make exceptions for this. Our decision will beguided by the two goals of preserving the free status of all derivatives of our freesoftware and of promoting the sharing and reuse of software generally.NO WARRANTY11. BECAUSE THE PROGRAM IS LICENSED FREE OF CHARGE, THERE IS NOWARRANTY FOR THE PROGRAM, TO THE EXTENT PERMITTED BY AP-PLICABLE LAW. EXCEPT WHEN OTHERWISE STATED IN WRITING THECOPYRIGHT HOLDERS AND/OR OTHER PARTIES PROVIDE THE PRO-GRAM "AS IS" WITHOUTWARRANTY OF ANY KIND, EITHER EXPRESSEDOR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WAR-RANTIES OFMERCHANTABILITY AND FITNESS FOR A PARTICULAR PUR-POSE. THE ENTIRE RISK AS TO THE QUALITY AND PERFORMANCE OFTHE PROGRAM IS WITH YOU. SHOULD THE PROGRAM PROVE DEFECT-IVE, YOU ASSUME THE COST OF ALL NECESSARY SERVICING, REPAIROR CORRECTION.12. IN NO EVENT UNLESS REQUIRED BY APPLICABLE LAW OR AGREED TOIN WRITING WILL ANY COPYRIGHT HOLDER, OR ANY OTHER PARTYWHO MAY MODIFY AND/OR REDISTRIBUTE THE PROGRAM AS PERMIT-TED ABOVE, BE LIABLE TO YOU FOR DAMAGES, INCLUDING ANY GEN-ERAL, SPECIAL, INCIDENTAL OR CONSEQUENTIAL DAMAGES ARISINGOUT OF THE USE OR INABILITY TO USE THE PROGRAM (INCLUDINGxxvii



BUT NOT LIMITED TO LOSS OF DATA OR DATA BEING RENDERED INAC-CURATE OR LOSSES SUSTAINED BY YOU OR THIRD PARTIES OR A FAIL-URE OF THE PROGRAM TO OPERATE WITH ANY OTHER PROGRAMS),EVEN IF SUCH HOLDER OR OTHER PARTY HAS BEEN ADVISED OF THEPOSSIBILITY OF SUCH DAMAGES.END OF TERMS AND CONDITIONSHow To Apply These Terms To Your New ProgramsIf you develop a new program, and you want it to be of the greatest possible use tothe public, the best way to achieve this is to make it free software which everyone canredistribute and change under these terms.To do so, attach the following notices to the program. It is safest to attach them to thestart of each source �le to most e�ectively convey the exclusion of warranty; and each �leshould have at least the "copyright" line and a pointer to where the full notice is found.one line to give the program's name and an idea of what it does.Copyright (C) 19yy name of authorThis program is free software; you can redistribute it and/ormodify it under the terms of the GNU General Public Licenseas published by the Free Software Foundation; either version 2of the License, or (at your option) any later version.This program is distributed in the hope that it will be useful,but WITHOUT ANY WARRANTY; without even the implied warranty ofMERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See theGNU General Public License for more details.You should have received a copy of the GNU General Public Licensealong with this program; if not, write to the Free SoftwareFoundation, Inc., 675 Mass Ave, Cambridge, MA 02139, USA.Also add information on how to contact you by electronic and paper mail.If the program is interactive, make it output a short notice like this when it starts inan interactive mode:Gnomovision version 69, Copyright (C) 19yy name of authorGnomovision comes with ABSOLUTELY NO WARRANTY; for detailstype `show w'. This is free software, and you are welcometo redistribute it under certain conditions; type `show c'for details. xxviii



The hypothetical commands `show w' and `show c' should show the appropriate partsof the General Public License. Of course, the commands you use may be called somethingother than `show w' and `show c'; they could even be mouse-clicks or menu items{whateversuits your program.You should also get your employer (if you work as a programmer) or your school, ifany, to sign a "copyright disclaimer" for the program, if necessary. Here is a sample; alterthe names:Yoyodyne, Inc., hereby disclaims all copyrightinterest in the program `Gnomovision'(which makes passes at compilers) writtenby James Hacker.signature of Ty Coon, 1 April 1989Ty Coon, President of ViceThis General Public License does not permit incorporating your program into propri-etary programs. If your program is a subroutine library, you may consider it more usefulto permit linking proprietary applications with the library. If this is what you want to do,use the GNU Library General Public License instead of this License.
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Chapter 1Introduction1.1 How to use the MIDAS ManualThis document is intended to be a description of how to use the various facilities availablein the MIDAS system. The manual consists of three volumes:Volume A: describes the basic MIDAS system with all general purpose facilities suchas MIDAS Control Language, data input/output (including graphics and image dis-play), table system (MIDAS Data Base). A summary of all available commands aswell as site speci�c features are given in appendices.Volume B: describes how to use the MIDAS system for astronomical data reduction.Application packages for special types of data or reductions (e.g. long slit andechelle spectra, object search, or crowded �eld photometry) are discussed assumingintensity calibrated data. A set of appendices gives a detailed description of thereduction of raw data from ESO instruments.Volume C: gives the detailed description for all commands available.It is intended that users will mainly need Volume A for general reference. For speci�creduction of raw data and usage of special astronomical packages, Volume B will be moreinformative. A printed version of the MIDAS help �les is available in Volume C. Usersare recommended to use the on-line help facility which always gives a full up to datedescription of the commands available.1.1.1 New UsersTo be able to use MIDAS, it is a great advantage to have some basic knowledge of computersystems such as how to login, use of the �le editor and simple system commands. Suchinstructions can normally be found in local system documentation or in Appendix C ofVolume A. After having acquired this knowledge, new users should read Chapter 2 VolumeA carefully. This will give a basic introduction to the MIDAS system with some examples.1-1



1-2 CHAPTER 1. INTRODUCTION1.1.2 Site Speci�c FeaturesMIDAS is used at many di�erent sites on a large variety of con�gurations. The mainpart of this manual does not refer to special con�gurations or hardware devices. Sitespeci�c implementations and details of the local installation can be found in Appendix Cof Volume A.1.2 SupportMost of our support services are available via the World Wide Web Homepagehttp://www.eso.org/esomidas/The MIDAS Users Support provides help for users that have problems or questionsduring installation or usage of the MIDAS system. It answers to questions cannot beobtained locally (e.g. through a manual) or after consulting our FAQ, please feel freeto contact us for support. The most convinient and best way to contact us is using theESO-MIDAS Problem Report Form that enable us to deal the reporting quicklyusing a set of processing tools. In addition this way of reporting o�ers us the possibilityof maintaining a database of the questions and the update the FAQ listing.The ESO-MIDAS Problem Form is available via the WWWhttp://www.eso.org/esomidas/midas-support.htmland via the XHELP Graphical User Interface when running MIDAS. To start this interfaceenter: CREATE/GUI HELP. In case the ESO-MIDAS Problem Report System cannot beused the MIDAS User Support can be contacted via:� internet: midas@eso.org� telefax: +49 89 32006480 (attn.: MIDAS HOT-LINE)Requests and questions are acknowledged when received and processed as soon as pos-sible, normally within a few days. Also, users are strongly encouraged to send suggestionsand comments via the MIDAS Problem Report Form that enables quick processing of yourrequest.1.3 Other Relevant DocumentsThere are several other documents relevant to the MIDAS system. General descriptionsof the system can be found in the following references:� Banse, K., Crane, P. Ounnas, C., Ponz, D., 1983 : `MIDAS' in Proc. of DECUS,Zurich, p.87� Grosb�l, P., Ponz, D. , 1985 : `The MIDAS Table File System', Mem.S.A.It. 56,p.429 31{March{1999



1.3. OTHER RELEVANT DOCUMENTS 1-3� Banse, K., Grosb�l, P., Ponz, D., Ounnas, C., Warmels, R., `The MIDAS ImageProcessing System in Instrumentation for Ground Based Astronomy: Present andFuture, L.B. Robinson, ed., New York, Springer Verlag, p.431For general bibliographic reference to the MIDAS system (VAX/VMS version), the �rstreference in the above list should be used.Detailed technical information of software interfaces and designs used in MIDAS isgiven in the following documentation:� MIDAS Environment� MIDAS IDI{routines� AGL Reference ManualUsers who want to write their own application programs for MIDAS should read theMIDAS Environment document which gives the relevant information and examples.For users who have to work with both the IHAP and MIDAS systems a cross{referencedocument has been made for the most commonly used commands:� MIDAS-IHAP/IHAP-MIDAS Cross-ReferenceThe above documents can be obtained by contacting the User Support Group.
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Chapter 2Computational MethodsAstronomical image processing applies a large variety of numerical methods to extractscienti�c results from observed data. The standard computational techniques used in thisprocess are discussed with special emphasis on the problems and advantages associatedwith them when applied to astronomical data. It has not been the aim to give a full math-ematical description of the methods; references to more detailed explanation of di�erenttechniques are given for further study. A general discussion of digital image processingcan be found in e.g. Pratt (1978), Bijaoui (1981), and Rosenfeld and Kak (1982) whileBevington (1969) gives a good introduction to basic numerical methods.The methods are presented in the order in which they are applied in a typical reductionsequence. A number of standard techniques are used at di�erent stages of the reductionsin which case they are treated only at the most relevant place. The general reductionsequence has been divided into three main parts. In Section 2.2 the transformation of rawobserved data into intensity calibrated values is discussed while general image processingtechniques are reviewed in Section 2.3. The evaluation of the resulting frames and theextraction of information from them are considered in Section 2.4 whereas Section 2.5 dealswith the statistical analysis of the results. The terminology in this paper has been based oftwo dimensional image data although most of the techniques can equally well be appliedto one dimensional data. Techniques which relate to special detectors or observationalmethods (e.g. speckle or radio observations) have not been considered.2.1 Basic ConceptsIt is important to understand the basic properties of the data which are being reduced sincemost computational techniques make implicit assumptions. The result of an algorithmmaydepend on things such as sampling and noise characteristics of the data set. Furthermore,the most common methods for estimation of parameters are discussed in this section.2.1.1 Image samplingThe acquisition of a data frame involves a spatial sampling and digitalization of the con-tinuous image formed in the focus plane of a telescope. The image may be recorded analog2-1



2-2 CHAPTER 2. COMPUTATIONAL METHODS(e.g. on photographic plates) for later measurements or acquired directly when digital de-tectors such as diode arrays and CCD's are used. The individual pixel values are obtainedby convolving the continuous image I(x; y) with the pixel response function R(x; y). Witha sampling step of �x and �y the digital frame is given byFi;j = Z I(x; y)R(x� i�x; y � j�y) dxdy +Ni;j (2.1)where N is the acquisition noise. This convolution is done analog in most detectors exceptfor imaging photon counting systems where it partly is performed digitally. The samplingstep and response function are determined normally by the physical properties of thedetector and the acquisition setup. The variation of the response function may be verysharp as for most semi{conductor detectors or more smooth as in image dissector tubes.If the original image I is band width limited (i.e. only contains features with spatialfrequencies less than a cuto� value !c) all information is retained in the digitized framewhen the sampling frequency !s = 2�=�x satis�es the Nyquist criterion:!s = 2 !c: (2.2)In Equation 2.2 it is assumed that R is a Dirac delta function. This means that onlyfeatures which are larger than 2�x can be resolved. A frame is oversampled when !s > 2!cwhile for smaller sample rates it is undersampled.In astronomy the band width of an image is determined by the point spread function(PSF) and has often no sharp cuto� frequency. Many modern detector systems are de-signed to have a sampling step only a few times smaller than the typical full width halfmaximum (FWHM) of seeing disk or PSF. Therefore they will not fully satisfy Equa-tion 2.2 and tend to be undersampled especially in good seeing conditions.A typical assumption in image processing algorithms is that the pixel response functionR can be approximated by a Dirac delta function. This is reasonable when the imageintensity does not vary signi�cantly over R as for well oversampled frames where thee�ective size of R is roughly equal to the sample step. If it is not the case, the e�ectson the algorithm used should be checked. Interpolation of values between existing pixelsis often necessary e.g. for rebinning. Depending on the shape of R and band width ofthe image di�erent schemes may be chosen to give the best reproduction of the originalintensity distribution. In many cases low order polynomial functions are used (e.g. zero or�rst order) while sinc, spline or gaussian weighted interpolation may be more appropriatefor some applications.2.1.2 Noise distributionsBesides gross errors which are discussed in Section 2.2.1 the two main sources of noise in aframe come from the detector systemN and from photon shot{noise of the image intensityI (see Equation 2.1). It is assumed that the digitalization is done with su�ciently highresolution to resolve the noise. If not, the quantization of output values gives raise toadditional noise and errors. 31{March{1999



2.1. BASIC CONCEPTS 2-3A large number of independent noise sources from di�erent electronics componentsnormally contributes to the system noise of a detector. Using the central limit theorem,the total noise can be approximated by a Gaussian or normal distribution which has thefrequency function : PG(x;�; �) = 1�p2� exp �12 �x� �� �2! (2.3)where � and � are mean and standard deviation, respectively. The photon noise of a sourceis Poisson distributed with the probability density PP for a given number of photons n :PP (n;�) = �nn! e�� (2.4)where � is the mean intensity of the source. It can be approximated with a Gaussiandistribution when � becomes large. For photon counting devices the number of events isnormally so small that Equation 2.4 must be used while Gaussian approximation oftencan be used for integrating systems (e.g. CCD's).In the statistical analysis of the probability distribution of data several estimatorsbased on moments are used. The rth moment mr about the mean �x and its dimensionalform �r are de�ned as mr = 1N NXi=1(xi � �x) ; �r = mrpmr2 : (2.5)The second moment is the variance while �rst is always zero. The general shape of adistribution is characterized by the skewness which denotes its asymmetry (i.e. its thirdmoment �3) and the kurtosis showing how peaked it is (i.e. its fourth moment �4). For anormal distribution, these moments are �3 = 0 and �4 = 3 while for a Poisson distributionare �3 = 1=p� and �4 = 3 + 1=�. Besides these moments other estimators are used todescribe a distribution e.g. median and mode. The median of a distribution is de�nedas the value which has equally many values above and below it while a mode is the localmaximum of the probability density function.2.1.3 EstimationA number of di�erent statistical methods are used for estimating parameters from a dataset. The most commonly used one is the least squares method which estimates a parameter� by minimizing the function : S(�) =Xi (yi � f(�; xi))2 (2.6)where y is the dependent and x the independent variables while f is a given function.Equation 2.6 can be expanded to more parameters if needed. For linear functions f ananalytic solution can be derived whereas an iteration scheme must be applied for most non{linear cases. Several conditions must be ful�lled for the method to give a reliable estimateof �. The most important assumptions are that the errors in the dependent variable are31{March{1999



2-4 CHAPTER 2. COMPUTATIONAL METHODSnormal distributed, the variance is homogeneous, and the independent variables have noerrors and are uncorrelated.The other main technique for parameter estimation is the maximum likelihood methodwhere the joint probability of the parameter � :l(�) =Yi P (�; xi) (2.7)is maximized. In Equation 2.7, P denotes the probability density of the individual datasets. Normally, the logarithm likelihood L = log(l) is used to simplify the maximizationprocedure. This method can be used for any given distribution. For a normal distributionthe two methods will give the same result.2.2 Raw to Calibrated DataThe actual transformation of raw detector data to clean maps in intensity scale dependsstrongly on both the imaging and detecting systems. However, three typical steps canbe identi�ed, namely: detection and removal artifacts in the data, correction for non{linear e�ects or relative variations in sensitivity of the detector system, and correction forgeometric distortions in the imaging device. Although the order of the �rst two steps canoften be interchanged the geometric correction must be performed last because it involvesa rebinning of the data which assumes them to be intensities.2.2.1 ArtifactsRaw data from detector systems often contains artifacts originating from elements whichhave abnormal properties. Photographic emulsions and photocathodes can have dust orscratches while digital detectors (e.g. CCD and photodiode arrays) are a�ected by defectsin the manufacturing process. Besides these imperfections in the detectors also cosmic rayevents and electric disturbances can corrupt parts of the data. It is important to locatethese gross errors to avoid that they degrade the correct data during the further reductions.Such bad pixels are either replaced by a local estimate or agged as non{valid. Althoughthe latter option is the most correct not all image processing systems are fully supportingthe use of non{de�ned values (mostly due to programming and computer overheads).Depending on the available data di�erent methods are applied to detect and correctgross errors in the data. When only one frame is available artifacts are identi�ed by theirappearance; they are normally very sharp features. Most �lter techniques assume thatthe image is oversampled so that the values in any region of a given small size can beregarded as taken from a random distribution. If the image is undersampled (i.e. thepoint spread functions is unresolved) it is impossible to distinguish between real objectsand gross errors.For a well sampled frame fi;j non{linear digital �lters are used giving the resultingframe ri;j : ri;j = ( Ei;j(fi+m;j+n) ; if L < jfi;j � Ei;j jfi;j ; if L � jfi;j � Ei;j j; (2.8)31{March{1999



2.2. RAW TO CALIBRATED DATA 2-5where Ei;j is a local estimate for fi;j . The modi�cation level L may vary over the framebut is normally set to 5{10 times the dispersion � of the noise, to avoid modifying itsdistribution. The local estimate Ei;j may or may not include the original value fi;j . Thelatter is an advantage if most faults only have a size of one pixel. The simplest estimatoris the arithmetic mean. The main problem is that it depends linearly on the data valuesof the bad pixels. If a few pixels with very large errors are located in the region used forthe estimate it may be e�ected so much that normal pixels are modi�ed. By applyingEquation 2.8 with a mean estimator iteratively, it is possible to reduce the dependency ongross errors. This procedure is called ��{clipping and was investigated by Newell (1979).To avoid this problem more stable estimators are preferred such as the mode or median.Since the mode may neither exist nor be uniquely de�ned, the median is normally used(Tukey, 1971). The median �lter can only detect artifacts if they occupy less than half ofthe �lter size. Therefore, its size must be larger than two times the largest defect whichshould be removed and smaller than the smallest object to be preserved.Another group of non{linear �lters is based on recursive �lters which uses the already�ltered values for the estimator E . In the one dimensional case a frame fi is transformedto : ri = ( Ei(ri�1; ri�2; � � � ; ri�n) ; if L < jfi � Eijfi ; if L � jfi � Eij (2.9)where ri = fi is assumed for i = 1; 2; � � � ; n. The estimator can either be a linear expression(e.g. average or a low order extrapolation) or be based on the median as above. Due tothe numeric feedback these �lters are intrinsicly more unstable, however, by including alimit L which depends on fi a useful �lter can be constructed (Grosb�l, 1980). The mainadvantage of this �lter type, compared to the median �lter, is its capability to removeartifacts larger than its own size. Figure 2.1 shows a CCD dark current exposure withcosmic ray events. It can be seen that all artifacts can be removed using either a largemedian �lter or a recursive �lter while small median �lters are unable to remove the largerevents. When real features are present such as spectra in Figure 2.2 the non{linear �ltersmay modify spectral lines.When more than two images of the same region are available, it is possible to comparethe stack of pixels from the di�erent exposures. The frames must be aligned and intens-ity calibrated before a comparison can be performed. Artifacts become more di�cult todetect if an alignment, hence rebinning, is needed due to its smoothing e�ect. Thus, thestacking technique is best suited for removing cosmic ray events and electronic disturb-ances. Statistical weights must also be assigned to the individual images depending onexposure and signal{to{noise ratio. Outliers in the stack of pixel values are rejected eitherby comparing them to the median or by applying ��{clipping techniques (Goad, 1980).The resulting frame is then the mean of the remaining values. A set of CCD images of thegalaxy A0526{16 are shown in Figure 2.3 including the resulting stacked image. By havingdi�erent origins of the galaxy in the exposures the chip artifacts could also be removed.For comparison with non{linear �lter techniques, Figure 2.2D shows removal of cosmicray events from the spectral frame discussed above.31{March{1999
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Figure 2.1: A dark current CCD exposure with cosmic ray events which are removed withnon{linear �lters. (A) original, (B) 5*5 median �lter, (C) 5*1 median �lter, and (D) 5*1recursive �lter.
31{March{1999



2.2. RAW TO CALIBRATED DATA 2-7

Figure 2.2: Removal of cosmic ray events on a CCD spectral exposure with di�erenttechniques: (A) original, (B) 5� 1 median �lter, (C) 5� 1 recursive �lter and (D) stackcomparison.
31{March{1999
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Figure 2.3: Removal of artifacts on CCD exposures (A,B,C) of the galaxy A0526{16 bystacking the frames yielding the combined image (D).
31{March{1999



2.2. RAW TO CALIBRATED DATA 2-92.2.2 Response CalibrationThe raw data values from the detector system have to be transformed into relative intens-ities which then can later be adjusted to an absolute scale by comparison with standardobjects. The majority of modern detectors (e.g. CCD, diode{array or image tube) havea nearly linear response while photographic emulsions are strongly non{linear. Even forthe `linear' detectors, a number of corrections must be included in the intensity calibra-tion. Some of these can be derived theoretically such as dead{time corrections for photoncounting devices or saturation e�ects for electronographic emulsions while other non{lineare�ects are determined empirically. Systems which are assumed to be linear need only becorrected for a possible dark count and bias in addition to the relative sensitivity variationover the detector. The correction frames are determined from a set of test exposures fromwhich artifacts are removed �rst as described in Section 2.2.1. A raw frame Ci;j is thentransformed to relative intensities Ii;j byIi;j = Ci;j �Dci;jFi;j �Dfi;j (2.10)where Di;j is the appropriate dark counts including bias and Fi;j is a normalized at �eldexposure.A mathematical function is used to transform data from detectors with non{linearresponse to a more linear domain. For photographic emulsions Baker (1925) found theformula D = log(10D � 1) (2.11)which makes the lower part of the characteristic curve almost linear. In Equation 2.11, Dis the photographic density above fog. These values can then, by means of least squaresmethods, be �tted with a power serieslog(Ii;j) = T (Di;j) = nXk=0 akDki;j (2.12)where n for most applications is smaller than 7. The characteristic curves are shown inFigure 2.4 both using normal and Backer densities. The coe�cients ak depend not onlyon the emulsion type but also on the spectral range. For spectral plates this leads to apositional variation of the terms ak .The main problem with non{linear detectors is not so much to determine the responsecurve as the modi�cation of the noise distribution. Thus, the gaussian grain noise onemulsions becomes skewed through the intensity calibration. Special care must be takenin the further processing to avoid systematic error due to non{gaussian noise (e.g. theaverage of a region will be biased). One possible way to make the distribution moregaussian again is to apply a median �lter because it is less a�ected by the transformation.2.2.3 Geometric CorrectionsMost imaging systems contain intrinsic geometric distortions. Although they can often bedisregarded for small �eld corrections they must be applied when image tubes or dispersive31{March{1999
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Figure 2.4: A density{intensity transformation curve for a photographic emulsion usingnormal densities (A) and Backer densities (B).Figure 2.5: A dispersion curve (A) for an IDS spectrum with the linear term omitted. Thespectrum rebinned to wavelength is shown with (B1) and without the Jacobian determin-ant correction (B2).elements (e.g. in spectrographs) are used. The actual form of the distortions is determinedby observing a known grid of points or spectral lines. Normally, a power series is �tted tothe point giving the coordinate transformationx = X(u; v) = nXi=0 mXj=0 ai;j(u� u0)i(v � v0)j (2.13)y = Y (u; v) = nXi=0 mXj=0 bi;j(u� u0)i(v � v0)j : (2.14)where (u0; u0) is an arbitrary reference point. The area of a pixel is changed by thistransformation with an amountdA = dx dy = jJj du dv = ����@(x; y)@(u; v)���� du dv = ����@x@u @y@v � @x@v @y@u���� du dv (2.15)where J is the Jacobian determinant. The intensity values in the transformed frame mustbe corrected by this function so that the ux is maintained both locally and globally. Awavelength transformation for an image tube spectrum is shown in Figure 2.5 where bothresulting spectra with and without ux correction are given.Although this is mathematically very simple, it gives signi�cant numeric problemsdue to the �nite size of pixels. The main problem is that one has to assume a certaindistribution of ux inside a pixel e.g. constant. This assumption may a�ect the detailedlocal ux conservation and introduce high frequence error in the result. A further problemis the potential change of the noise distribution due to the interpolation scheme used.This can be solved be careful assignment of weight factors or by simply reducing the highfrequence noise in the original frame by smoothing.2.3 Image ManipulationsAfter the raw image data are calibrated into relative intensive values several operationsmay be applied to frames to enhance features which later should be studied. This in-31{March{1999



2.3. IMAGE MANIPULATIONS 2-11volves manipulations with the Signal{to{Noise ratio (S=N), resolution, and coordinatesof the images. Further, real but disturbing features may be removed to allow a betteraccess to the objects of interest. The typical methods include digital �ltering, coordinatetransformations, and image restoration.2.3.1 Digital FiltersThe analog detector output is normally converted into integer values so that the internaldetector noise is resolved. This noise can be reduced by replacing the pixels with anaverage of the surrounding values using a linear �lter. In general, the image I(m;n) isconvolved by a �lter function F (i; j) giving the smooth imageS(m;n) = kXi=�k lXj=�l I(m� i; n� j)F (i; j): (2.16)In principle, the image S is smaller than the original because the convolution is unde�nedalong the edge. For convenience, extrapolated values for F are used to avoid this reductionin size after each �ltering. Several di�erent �lter functions are used depending on theapplication. Two typical 3 � 3 �lters are given as examples, namely peaked smoothing�lter Fsmooth = 116 0BB@ 1 2 12 4 21 2 1 1CCA (2.17)and a constant 'block' �lter Fblock = 19 0BB@ 1 1 11 1 11 1 1 1CCA : (2.18)Both �lters are normalized to unity in order to preserve the total ux in the image. De-pending on the actual size and shape of the �lter, di�erent degrees of smoothing areachieved (i.e. larger size gives stronger smoothing). Filter functions which vary signi�c-antly or are non{zero at the edge (e.g. Equation 2.18) will tend to preserve some highfrequencies in the output. The e�ects of applying linear �lters to a CCD frame is shownin Figure 2.6. It can be seen that the `block' �lter leaves sharper features in the resultframe than the `smooth' �lter. This is avoided by taking a smooth function like a gaussiangiving Fgaus(j; k) = A exp �12 " j2�2x + k2�2y #! (2.19)where A is a normalization constant and � de�nes the width of the �lter. The parameters ofthe gaussian �lter can normally be varied to satisfy most applications (see Equation 2.19).The increase in the S=N is paid by a degradation in the resolution. When a �xed �lteris used this blurring a�ects the whole frame; although a smoothing may be required only31{March{1999
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Figure 2.6: Di�erent digital �lters applied on a CCD image: (A) original, (B) block �lter,(C) smooth �lter, and (D) Laplacian �lter.
31{March{1999



2.3. IMAGE MANIPULATIONS 2-13in the low S=N regions. This problem can be avoided by applying a gaussian �lter forwhich the width � is a function of the local S/N (e.g. � / N=S).Other types of linear �lters are used to emphasize edges and variations. They arebased on di�erential operators like the Laplacian and have often PPF = 0 to removethe mean level of the input frame. A symmetric edge detection �lter may be de�ned asFLaplace = 0BB@ 1 �2 1�2 4 �21 �2 1 1CCA (2.20)while a large variety of other �lters may be constructed to enhance special features. Theresult of the FLaplace �lter is shown in Figure 2.6.In some cases types of objects (e.g. stars) may disturb the further analysis of an image.If these objects have a special appearance if is often possible to remove them with a non{linear �lter (see Section 2.2.1). To remove stellar images from a picture of comet Halley,the results of applying di�erent non{linear �lters to the frame are given in Figure 2.7.For more complicated features they are deleted from the image by interpolation betweenpixels in nearby regions.2.3.2 Background EstimatesIn most astronomical observations the image intensity consists of contributions from bothobject and sky background. Depending on the complexity of the �eld and the type ofobject, di�erent methods are used to estimate and subtract the background intensity. Forlinear detectors this can be done directly on the intensity calibrated frame while specialconsideration must be given when a non{linear response transformation is used (i.e. forphotographic emulsions) due to the non{gaussian noise distribution. In the latter case a �tis normally done to the original data and the �tted values then transformed to intensitiesand subtracted.An accurate determination of the background is extremely important for the latteranalysis. Therefore, one prefers to use all pixels, which are not contaminated by sources,and �t a low order polynomial surface to the background. Non{linear �lters are oftenused to remove stellar images and other sharp features (see Section 2.2.1) while extendedobjects are very di�cult to eliminate automatically. If only point like objects are analyzedbackground following methods like the recursive �lter described by Martin and Lutz (1979)can be used.Also ��{clipping techniques are applied in an iterative scheme where pixels with highresidual compared to a low order polynomial �t to the frame are rejected (Capaccioli andHeld 1979). In this method areas containing extended objects can be excluded beforethe iteration starts. In Figure 2.8, a �eld with extended objects is shown with the maskde�ning the areas to be omitted in the computations.31{March{1999
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Figure 2.7: Removal of stars from a CCD frame of Comet Halley: (A) original, (B) 5� 5median �lter, (C) 5 � 1 recursive �lter, and (D) both recursive 5 � 1 �lter and a 1 � 3median �lter. 31{March{1999



2.3. IMAGE MANIPULATIONS 2-15
Figure 2.8: Background �tting with an iterative �� technique: (A) original, (B) mask ofincluded areas, and (C) �tted background.2.3.3 TransformationsDepending on the further reductions the data may be transformed into the coordinatesystem which is most relevant for the physical interpretation. This will typically be usedwhen certain characteristics of the data will appear as a linear relation in the new coordin-ates. These transformations involve non{linear rebinning as discussed in Section 2.2.3. Toconserve ux in the new system, the pixel values must be corrected by the Jacobian de-terminant J in Equation 2.15.For spectra a transformation from wavelength to frequency is used to identify spectralregions which follow a power law. This transformation is given by� = c=�; J = �c=�2 (2.21)where � is the frequency and � is wavelength. The intensities I are translated to alogarithmic scale (e.g. magnitudesM = �2:5 log(I)) so that a power law spectrum appearslinear.In the classi�cation of galaxies, ellipticals can be distinguished on their radial surfacebrightness pro�le which can be approximated by log(I) / r1=4. This gives the transform-ation formula x = r1=4; J = r�3=4: (2.22)Since the intensity pro�le only should be resampled, the ux correction is not applied inthis case. A logarithmic scale is also used here to achieve a linear relation. An example isgiven in Figure 2.9.Whereas the transforms mentioned above only perform a non{linear rebinning of thedata, the Fourier transform converts a spatial image into the frequency domain. Thistransform has two main applications namely analysis of periodic phenomena and convo-lution due to its special properties. The transform can be given asF(u; v) = 1N N�1Xj=0 N�1Xk=0 F (j; k) exp ��2�iN (uj + vk)� (2.23)31{March{1999
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Figure 2.9: The radial pro�le of an elliptical galaxy shown with linear steps (A) andrebinned to r1=4 increments (B).where (u; v) are the spatial frequencies and i denotes the imaginary part. The correspond-ing inverse transform is thenF (j; k) = 1N N�1Xj=0 N�1Xk=0 F(u; v) exp�2�iN (uj + vk)� : (2.24)Special numeric techniques, called Fast Fourier Transforms or FFT, can signi�cantly de-crease the time needed to compute these transforms. They are optimized for images witha size equal to a power of 2 (see e.g. Hunt 1969) but can also be used in other cases.To analysis the periodic occurrence of features in time series, spectra, or images theamplitude of the Fourier transform or the power spectrum is used. The power spectrumW of the function F is given by W(u; v) = jF(u; v)j2: (2.25)Peaks in W indicate the presence of speci�c frequencies while the continuum originatesfrom a combination of objects and noise. Since the Fourier transform assumes the im-age to occur periodically, discontinuities at the edges of the image will produce arti�cialcontributions to the power spectrum. Thus, care should be taken to remove systematicbackground variations to avoid this happening. As an example of using Fourier transformsto extract information from a frame, an azimuthal intensity pro�le of the spiral galaxyA0526{16 is shown in Figure 2.10. The radius was chosen so that the pro�le intersects thespiral pattern in the inner parts of the galaxy. In the amplitude plot of the Fourier trans-form, it can be seen that the spiral pattern mainly contains even frequency components.31{March{1999
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Figure 2.10: Azimuthal pro�le in the inner parts of a spiral galaxy A0526{16 across thespiral arms (A). The amplitude of the Fourier transform (B) of this pro�le shows thestrong even frequencies.The 4th and 6th harmonic indicates that the wave is asymmetric due to non{linear e�ectsin the spiral density wave.It is possible to use the transformation for convolutions because this operation corres-ponds to a multiplication in the frequency domain :OF [F (j; k)
H(j; k)] = F(u; v)H(u; v) (2.26)where OF and 
 denote the Fourier transform and convolution operators, respectively.Especially when the convolution matrix is large it is more e�cient to perform the operationin frequency than in spatial domain.2.3.4 Image RestorationBoth the imaging system and observing conditions will cause a degradation of the resolu-tion of the image. In principle it is possible to reduce this smearing e�ect by deconvolvingthe frame with the point spread function. The degree to which this can be done dependson the actual sampling of the image. Basically, it is not possible to retrieve information onfeatures with frequencies higher than the Nyquist frequency (see Equation 2.2). Severaldi�erent techniques are used depending on the data (see Wells 1980 for a general discussionof the methods).Fourier transforms are often used since convolutions in the frequency space becomemultiplications (see Section 2.3.3). Combining Equation 2.1 and Equation 2.26 the originalimage I = OF(I) is obtained by divisionI(u; v) = OF [F (j; k)
 P (j; k) +N(j; k)]=P(u; v) (2.27)if the transformed PSF P is non{zero and the noise N is insigni�cant. For data with lowor medium signal{to{noise ratio (i.e. S=N < 100), as for most optical observations, thistechnique introduces artifacts in the deconvolved image. These e�ects can be reduced by�ltering the transforms with Wiener �lters (Helstrom 1967, Horner 1970).31{March{1999
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Figure 2.11: Deconvolution a photographic image with the Lucy method: (A) original and(B) restored image after 3 iterations.Another group of image restoration algorithms use iterative methods to obtain a solu-tion which is consistent with the data. The maximum entropy method uses either theentropy : H1 = �Xj Ij log(Ij) or H2 =Xj log(Ij) (2.28)in the optimizing procedure (Frieden 1972). It tends to enhance sharp features but asolution may depend on the initial guess and therefore not be unique.A di�erent scheme was introduced by Lucy (1974) who uses a correction term basedon the ratio between the image and the guess. A �rst guess 	0 must be speci�ed (e.g.a constant) to start the iteration. The �rst step in the iteration performs a convolutionwith the PSF : 'ri;j = 	ri;j 
 Pi;j : (2.29)The second step computes a correction factor based on this frame and the original image~' : 	r+1i;j = 	ri;j  ~'i;j'ri;j 
 Pi;j! : (2.30)The procedure repeats these two steps until the corrections are su�ciently small. AfterEquation 2.30 is computed the iteration continues with Equation 2.29. This scheme reachesa stable solution very quickly (i.e. 3{5 steps) and is little a�ected by noise. This makesit very useful for low signal{to{noise data. A photographic picture of a galaxy is used toillustrate this technique (see Figure 2.11). A �t to the stellar image was used to de�nethe PSF. 31{March{1999



2.4. EXTRACTION OF INFORMATION 2-192.4 Extraction of InformationThe previous sections have described the most frequently used computational techniquesfor image handling in optical astronomy. After the images have been calibrated andmanipulated to give the best representation of the data the astronomical information hasto be extracted. For frames which contain a large number of objects automatic methodsare required to locate them. A set of parameters is then estimated for the individualobjects (e.g. position, total intensity, or velocity) depending on type and observationaltechnique.2.4.1 Search AlgorithmsFor projects which perform statistical analysis on groups of objects, it is important torely on an objective search method to extract them from the data frames. For this reasonplus the need to search large areas e�ciently it is necessary to use automatic algorithmsfor this task. Several di�erent methods are applied for this purpose depending on thedemands for speed, limiting magnitude, and location of special objects. They fall in fourmain categories depending on their detection criterion, namely : level, gradient, peak, andtemplate match detection.The simplest and fastest method is using a given level over a previously determinedbackground value as the criterion to identify possible sources. All pixels with intensitiesover this value are agged and later grouped together to form objects (Pratt 1977). Thebackground estimation can be avoided by using a gradient of the intensity distribution(Grosb�l 1979) instead. If the background variation over small areas can be regarded aslinear, a Laplacian �lter (see Equation 2.20) will locate only sharp features such as edgesof stars. Since the derivative has a larger noise than the original image, this method willbe slightly less sensitive than using the level. It can be applied directly to data without�rst having to compute the background and may therefore be faster to use if only pointsources should be detected. The peak detection method �nds pixels which are higherthan their surroundings and is also based on a derivative (Newell and O'Neil 1977; Herzogand Illingworth 1977). Especially in crowded �elds where a background is di�cult todetermine and where objects may overlap, it is a better search criterion than the twoprevious schemes. Finally, it is possible to compare each position with a template (e.g.the PSF) and thereby determine the probability of having an object there. Although thisgives the most sensitive search criterion because it uses all information, it requires muchlarger amounts of computer time than the other methods.2.4.2 Fitting of dataThe �nal step in data reduction is the extraction of astrophysical parameters from thedata. This is often done by �tting a parameterized model of the objects to the data bymeans of least squares and maximum likelihood methods (see Section 2.1.3). The correctweighting of data is important in order to use all information in the image and minimizethe e�ects of noise on the �nal parameters. For stellar images or line pro�les, eitheranalytical functions (e.g. weighted Lorentzian{Gaussian pro�les) or empirical models of31{March{1999
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Figure 2.12: Two normalized early type spectra used as template (A1) and object (A2)yield the cross{correlation function (B).the PSF are used to obtain ux and shape parameters. Very elaborate models may beapplied to more complex objects such as galaxies where the ux are decomposed in a setof di�erent components e.g. bulge, disk, bar and spiral.When a set of objects have similar features and their relative shifts should be de-termined, the correlation between them and a template object T is analyzed using thecross{correlation function :C(m;n) = PjPk I(j; k)T (j�m; k� n)PjPk I(j; k)2 (2.31)where I is the object. Since this function is 1 for a perfect match between object andtemplate, the maximum value will indicate how similar the objects are. The locationof the main peak gives the translation and is used in spectroscopy to determine radialvelocities of stars. This is shown in Figure 2.12 where the normalized spectra of two earlytype stars are cross{correlated. Since only the spectral lines should be used, it is importantto subtract or normalize the continuum to avoid interference from it.2.5 Analysis of ResultsAs the last step in the reduction sequence, the scienti�c analysis of the data is dealing withthe statistical comparison between models and the extracted parameters. Although thisfalls outside image processing it is an important part of the reductions and is included inmodern data reduction systems. Due to the large variety of data only the most commonlyused techniques are mentioned. 31{March{1999
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Figure 2.13: Correlation between two measures of the inclination angle of galaxies: (A)with angle i as variable, and (B) with cos(i).2.5.1 Regression AnalysisThe degree of correlation between two parameters can visually be estimated by plottingthem. Numerically this is expressed by the correlation coe�cient :� = P(x� �x)(y � �y)pP(x� �x)2P(y � �y)2 (2.32)for the two variables x and y. This expression assumes that the quantities have normaldistribution. When the distribution is unknown, the correlation can be given by theSpearman rank correlation coe�cient :rs = 1� 6PD2n(n2 � 1) (2.33)where n is the number of pairs and D is the di�erence of the rank between x and y in apair.When the correlation coe�cient indicates a signi�cant correlation, the functional rela-tion is given by the regression line which is computed by least squares methods for normaldistributions or maximum likelihood procedures (see Section 2.1.3). If non{linear relationsare expected, the variables are transformed into a linear domain by means of standardmathematical functions. Such transformation may also be used to make the variance of avariable homogenous. In Figure 2.13, a correlation between two di�erent measures of theinclination angle i of galaxies is shown. Since the angle is obtained from the axial ratio,a cosine transformation is used to achieve a homogenous variance. Unfortunately, it isnot always possible to obtain both a linear relation and homogeneity of variance with thesame transformation. 31{March{1999



2-22 CHAPTER 2. COMPUTATIONAL METHODSAll methods assume that the single data points are unbiased and uncorrelated. Greatcare must be taken to assure that this is ful�lled. If this is not the case, signi�cantsystematic errors may be introduced in the estimates. A standard example is magnitudelimited samples which may be a�ected by the Malmquist bias.2.5.2 Statistical TestsOften, the computed estimators have to be compared with other values or model predic-tions. Di�erent statistical tests are used to compute the probability of a given hypothesesbeing correct. A typical null hypotheses is that two quantities or samples are taken fromthe same population. For single quantities, a con�dence interval is estimated for the de-sired signi�cance level. The null hypotheses is then accepted at this level of signi�canceif the value is within the interval. When the underlying distribution is normal, the \Stu-dent's" t and the �2 distributions are used to estimate the con�dence intervals for themean and standard deviation, respectively.It is also possible to test if a set of observed values are taken from a given distribution.For this purpose the test variable �̂2 =X (O� E)2E (2.34)is used where O and E are the observed and expected frequencies, respectively. The levelof signi�cance is derived from �̂2 which is �2 distributed. The bins must be so large thatE is larger than 5 for all intervals.When the underlying distribution is unknown, two independant samples can be com-pared using the Kolmogoro� and Smirno� test. It uses the test variableD = max �����F1n1 � F2n2�i���� (2.35)where Fj is the cumulative frequency in the ith interval with nj values for the two samplesj = 1; 2. The intervals must be of equal size and have the same limits for both samples.Special tables give the con�dence interval for this test variable. Several other tests areavailable for comparing independent samples such as the U{test of Wilcoxon, Mann andWhitney which uses the rank in its test variable.2.5.3 Multivariate Statistical MethodsWhen the analysis yields a large number of parameters for each object, it is di�cult tooverview relations between the individual variable. Multivariate statistical methods canbe applied in such a situation to give an objective description of the data. The PrincipalComponents Analysis is used to determine the true dimensionality of the data set and�nd the best linear combination of the parameter for following studies (see Chat�eld andCollins 1980). A typical example of such analysis was performed by Okamura (1985) onphotometric data from Virgo Cluster galaxies.Structures and groups in large data sets can be located by means of a Cluster Analysiswhich constructs a set of groups in the data using a given distance measure. A large31{March{1999



2.5. ANALYSIS OF RESULTS 2-23variety of methods for clustering are available with di�erent distance de�nitions providingboth hierarchical and non{hierarchical groups (see Murtagh 1986 and references therein).These techniques are used especially for classi�cation problems in astronomy.
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Chapter 3CCD Reductions3.1 IntroductionThis chapter describes the design and the philosophy of the CCD package, its main fea-tures, and how to use the tools most e�ciently.With the installation of new instruments on the La Silla Telescopes in addition to theavailability of CCDs o�ering large pixel areas and higher quantum e�ciency, the variety ofobserving modes has grown and, as an obvious consequence, the amount and the diversityof data taken have dramatically increased. It is clear that the MIDAS CCD reductionsoftware should be able to cope with these improvements and hence requires compatibilitywith the hardware as it is o�ered to the community.When designing the basic layout of the CCD software the following basic requirementswere kept in mind:� it should be robust;� it should be user friendly, easy to use;� it should o�er processing possibilities for a large variety of instruments;� it should be able to operate both in an automatic mode (to handle large quantitiesof data) as well as in single command mode (for single image analysis);� it should o�er exible reduction procedures;� it should be intelligent.How intelligent the system is depends on the capabilities of other parts in the dataacquisition, archiving, and reduction systems. In this respect the development of theCCD package took place at the right time: the MIDAS Data Organizer package o�ers thepossibility to quickly create a MIDAS table containing the science frames to be reducedand their associated calibration frames. The CCD package uses this facility that is basedon selection criteria, similar to the ones that are used for the MIDAS table �le system.Also, the ESO Archive project has accomplished that a number of telescope and instrument3-1



3-2 CHAPTER 3. CCD REDUCTIONSspeci�cations, needed to come to a (partially) automated CCD reduction, can be retrievedfrom the frame descriptors.In order not to re-invent the wheel, existing CCD packages have been consulted, and,when useful, ideas have been implemented in the MIDAS CCD software. Its design haslargely pro�ted from the IRAF CCDRED package written by Frank Valdes. Parts of itsdocumentation are used for this manual. Also, discussions with Peter Draper, the authorof the STARLINK CCDPACK package, are acknowledged.The document is split into several sections. They describe in detail the various stepsin the CCD reduction, starting from reading in the science and calibration frames andending with the �nal cosmetic �x up of the �nal calibrated frames. Some backgroundinformation about CCD detectors can be found in the MIDAS Users' Guide, Volume B,Appendix B. Additional information about the CCD commands can be obtained fromtheir help descriptions.The emphasis of the CCD package is on direct imaging. However, since the �rstprocessing steps for spectral data are rather similar to direct imaging major parts of itsfunctionality can also be used for processing these data.*** WARNING ***The MIDAS CCDRED context is partly based on the current status of the ESO Archivingproject as well as the Data Organizer Context, in particular with regard to exposure typesand naming of �les. Since both projects may be subject to changes in the future, andbecause of user experiences and suggestions for improvements, the CCDRED context mayundergo adjustments accordingly.3.2 Nature of CCD OutputThe nominal output Xij of a CCD{element to a quantum of light Iij can be given asXij =Mij � Iij +Aij + F ij(Iij) (3.1)where the additive contribution Aij is caused by the dark current, by pre-ashing, bycharge that may have skimmed from columns having a deferred charge (skim) and bybias added to the output electronically to avoid problems with digitizing values near zero.Quantum and transfer e�ciency of the optical system enter into the multiplicative termM . The term I consist of various components: object, sky and the photons emitted fromthe telescope structure. It is known that the response of a CCD can show non-linear e�ectsthat can be as large as 5-10%. These e�ects are represented by the term Fij .In the following we ignore the pre-ash and skim term, and hence only take the biasand dark frames into account. The objective in reducing CCD frames is to determine therelative intensity Iij of a science data frame. In order to do this, at least two more framesare required in addition to the science frame, namely:� dark frames to describe the term Aij , and� at frames to determine the term Mij .31{March{1999



3.2. NATURE OF CCD OUTPUT 3-3The dark current dark is measured in absence of any external input signal. By con-sidering a number of dark exposures a medium < dark > can be determined:hdark(i; j)i = dark(i; j) + bias (3.2)The method to correct the frame for multiplicative spatial systematics is know as at�elding. Flat �elds are made by illuminating the CCD with a uniformly emitting source.The at �eld then describes the sensitivity over the CCD which is not uniform. A meanat �eld frame with a higher S/N ratio can be obtained buy combining a number of atexposures. The mean at �eld and the science frame can be described by:at(i; j) = M(i; j)� icons + dark(i; j) + bias (3.3)science(i; j) =M(i; j)� intens(i; j) + dark(i; j)+ bias (3.4)where intens(i; j) represents the intensity distribition on the sky, and icons a brightnessdistribution from a uniform source. If set to the average signal of the dark corrected atframe or a subimage thereof: icons = hat� darki (3.5)then the reduced intensity frame intens will have similar data values as the original scienceframe science.Combining Eqs.(3.2), (3.3) and (3.4) we isolate:intens(i; j) = science(i; j) � hdark(i; j)iat(i; j)� hdark(i; j)Fi � icons (3.6)Here icons can be any number, and term hdark(i; j)i now denotes a dark frame ob-tained by e.g. applying a local median over a stack of single dark frames. The subscriptin hdark(i; j)Fi denotes that this dark exposures may necessarily be the same frame usedto subtract the additive spatial systematics from the raw science frame.The mean absolute error of intens(i; j) yields with icons = 1 (only the �rst letter isused for abbreviations):(�I)2 = � @I@S�2 (�S)2+ � @I@D�2 (�D)2+ � @I@F �2 (�F )2 (3.7)Computing the partial derivatives we get(�I)2 = (F �D)2(�S)2 + (S � F )2(�D)2 + (S �D)2(�F )2(F �D)4 (3.8)A small error �I is obtained if �S, �D and �F are kept small. This is achievedby averaging Dark, Flat and Science frames. �I is further reduced if S = F , thenEquation (3.8) simpli�es to (�I)2 = (�S)2+ (�F )2(F �D)2 (3.9)31{March{1999



3-4 CHAPTER 3. CCD REDUCTIONSThis equation holds only at levels near the sky{background and is relevant for detectionof low{brightness emission. In practice however it is di�cult to get a similar exposure levelfor the flatfrm and science since the ats are usually measured inside the dome. Fromthis point of view it is desirable to measure the empty sky (adjacent to the object) justbefore or after the object observations. In the case of infrared observations this is certainlyadvisable because of variations of the sky on short time scales.3.3 General Overview of the packageThe CCDRED package provides a set of basic commands that perform the various calib-ration steps. These are the combination of calibration frames, subtraction of the bias level(determined from the overscan area or from a separate bias frame), correction for darkcurrent, division by the at �eld, correction for illumination, and correction for the fringepattern. Also, tools are provided for trimming the frame, and for correction of bad pixels.By combining these basic reduction steps a complete reduction pipeline procedure is built,that enables the user to execute a complete automatic reduction of all science frames.When the context CCDRED enabled, a keyword structure is created which contains theparameters for the calibration steps and to control these. These parameters determinewhich and how the available reduction steps will be executed. Obviously, in order toget the desired result, these keywords should be correctly �lled. Other keywords containgeneral information, e.g. about the telescope/instrument being used. Finally, keywordsare created to contain the names of important frame descriptors, like the standard MIDASdescriptor for the exposure time (O TIME). In case information is absent sensible defaultswill be used in mostly. Finally, a number of keywords contain information about the statusof the reduction.All operations on a frame that are successfully executed are recorded in its descriptors.This facility, which includes updating the HISTORY descriptor, avoids repetition of re-duction sequences, and provides the user with information about what has been done tothe data.Apart from commands that do the actual work, a number of commands will help theuser to manage keywords and descriptors and their contents/values. Basically, this meansdisplaying and changing parameters. Also, commands exist to store the current parametersettings and to retrieve these after a session is restarted.Most of this manual is geared towards the \automatic approach", meaning that itis assumed that the user will use the intelligence that has been built into the system.However, the manual also includes documentation about how to execute single basic steps.The MIDAS CCD package works in combination with the MIDAS Data Organizerwhich generates, using a set of selection rules, a MIDAS table containing the scienceframes and their associated calibration frames. Within this chapter this table is referredto the Association Table. This table is important for the package: a number of thecommands will only work if the table exists: pipe line processing is only possible with theAssociation Table. The MIDAS Data Organizer is extensively documented elsewhere inthis MIDAS User's Guide. 31{March{1999



3.4. SETTING, SAVING, AND RETRIEVING CCD KEYWORDS 3-53.4 Setting, Saving, and Retrieving CCD KeywordsSince the number of parameters involved in a complete CCD reduction is quite large,most command parameters have default values. These defaults are taken from the CCDkeyword structure. So, after the data have been read in and organized, you can set theCCD keywords to control the CCD reduction process. Basically, one can divide the CCDkeywords in three categories:� general keywords e.g. for telescope, instrument/detector speci�cations (which CCDhas been used; what is the useful area on the chip; what is the read-out noise, itsgain; what is the overscan area) and the entries, needed for the various steps in thecalibration sequence. Most of the keywords are �lled by the LOAD/CCD command(see below).� calibration keywords related to the handling of calibration data, like �tting of theoverscan area, the creation of master calibration frames, the method of bad pixelcorrection, the creation of illumination and fringe frames. For combining the cal-ibration frames in master calibration frames the system is provided with a set ofkeywords for each exposure type (see below);� reduction keywords for controlling the reduction of the science frame(s). Examplesare: should the overscan area be used to determine the bias; should we correct forbad pixels; is dark current to be subtracted.Most of the CCD commands get their input parameters mainly from the CCD keywords.However, most commands also accept a limited number of input parameters on the com-mand line. These parameters will supersede the corresponding keywords. However, apartfrom a few cases the keyword setting itself is not modi�ed: principally, keywords can onlybe changed by the SET/CCD command. For handling all these keywords the CCDREDpackage in equipped with �ve commands: HELP/CCD, SHOW/CCD, SET/CCD, SAVE/CCD andINIT/CCD.HELP/CCD without parameters gives an overview of all CCD commands available. Withan existing CCD keyword as parameter the command will show the present values of thatkeyword and a short explanation of it use.SHOW/CCD returns you the current CCD keyword contents. Given the number ofkeywords, to display the information the keywords are grouped and displayed accordingto their functionality:� GE keywords concerning general information;� BS keywords for combining bias frames;� DK keywords for combining the dark frames;� FF keywords for combining the at �elds;� SK keywords for combining the sky frames;31{March{1999



3-6 CHAPTER 3. CCD REDUCTIONS� OT keywords for combining other exposure types;� OV keywords for �tting the overscan region;� MO keywords for the mosaicing commands;� FX keywords for the bad pixel correction;� IL keywords for the creation of an illumination frame;� FR keywords for the creation of a fringe frame;� SC keywords for control of the actual reduction sequence.With SET/CCD a maximum of 8 keywords in the CCD context can be changed in onego. After (partially) having �nished a CCD reduction the user may want to store the cur-rent keyword setting. This can be done using the command SAVE/CCD sav table. Thecommand will store the keywords in descriptors of a CCD save table with descriptor inform-ation only. The keyword setting can be restored by the command INIT/CCD sav table,where sav table is the table containing the CCD keyword setting, previously saved.3.5 Calibration Frames and Naming ConventionThe CCD package is based on so-called data sets. A data set contains a science frame,all its associated raw calibration frames and the master calibration frames created bycombining and processing the raw calibration frames. Depending on the processing to bedone on the science frame one or more master calibration frames are to be created.Basically, the creation of a master calibration frame can be done in two ways. Eitherone creates a MIDAS catalogue which contains the names of all single calibration framesto be combined in to the master frame, or, in the case of pipe line reduction, one use theAssociation Table. Since the �rst method is straightforward we concentrate on the use ofthe Association Table.In order to achieve a maximum of e�ciency and to interface the package with theData Organizer, the naming convention for master calibration frames is identical to thenaming convention for the naming of the master calibration frames in the latter package.Here the name of a master calibration frame is a composition of the generic pre�x andall frame numbers of the calibration frames to be used and therefore selection in the DOcontext. E.g. the master calibration frame susi 12 123 1245 is a combination of theframes susi0012, susi0123, and susi1245.After the association process by the DO, the name of the master calibration frame isstored in a separate column in the Association Table. The name of this frame is de�nedas described above. The names of single calibration frames are however also available inthe Association Table. This obviously o�ers the possibility of simply combining all singleraw calibration frames in a master one. To execute this brute force combining the columnfor the master frame should contain an asterisk *. The name of the master will then be31{March{1999



3.5. CALIBRATION FRAMES AND NAMING CONVENTION 3-7a composition of the name of the science frame to which the master calibration frameis associated plus the post�x exp. Here, exp is the exposure type, stored in a MIDASframe descriptor (EXP TYPE), and the name of the column with this exposure type in theAssociation Table and containing the names of the raw calibration frames. E.g. the mastercalibration frame susi0100 bias is created by combining all bias frames associated to thescience frame susi0100 and stored in the Association Table.Currently, the following exposure types are supported:� bias - bias frames:These are zero second integration exposures obtained with the same pre-ash (ifany) you have used for your scienti�c exposures. The bias frame will correct for thesmall positive voltage added to the true signal from the CCD and determines thephotometric zero point of the electronic system.� dk - dark current frames:These are long exposures taken with the shutter closed. Dark emission can be causedby several sources (e.g. overall background emission, luminescence form source onthe CCD) and will add charge linearly with exposure time.� ff, ff-dome, ff-screen - at �eld frames:These are used to remove the pixel-to-pixel variations across the chip. In some casesdome ats (exposure of an illuminated screen) or projection ats (exposures of aquartz lamp illuminating the spectrograph slit) will be su�cient to remove the chipvariations.� ff-sky - blank sky exposures:As an alternative to the dome or projector ats many observers doing direct imagingtry exposures of blank sky �eld(s). A clear advantage is that the sky �eld to beobtained from the blank sky exposures have exactly the colour of the night sky.However, this method of at �eld can only be used in absence of fringing and lowtelescope background emission.Other calibration frames that can be used in the calibration process are:� illumination frames:This calibration frame may be used to correct for the fact that the at �eld calibra-tion frame do not have the same illumination pattern as the observations of the sky.If this is the case, applying the at �eld correction may cause a gradient in the skybackground.� fringe frames:It may happen that using a (thinned) CCD a fringe pattern becomes apparent in theframe. The pattern is caused by interference of monochromatic light (e.g. night skylines) falling on the chip and are not removed by other calibration and correctionsteps. To correct one needs to construct needs a really blank sky frame.*** WARNING ***31{March{1999



3-8 CHAPTER 3. CCD REDUCTIONSIn principle, the CCD package allows the use of any name for the calibration frames.However, to make the reduction of CCD frames as easy as possible it is recommendedto use the above described naming scheme. It is highly recommended to use it. Usingdi�erent names may, under particular circumstances, lead to complications, in particularin the case of pipe line reduction.3.6 Setting up the Reduction Procedure3.6.1 Loading the Telescope and Instrument Speci�cationsFor reducing data from ESO instrumentation it is assumed that the FITS headers conformthe standards set by the document \ESO Archive, Data Interface Requirements". Inparticular, the ESO speci�c parameters are stored in a special set of FITS keywords (theESO hierarchical keywords). Using this standard, while reading in the data FITS keywordsare stored in well de�ned MIDAS descriptors of the MIDAS frames.As an example, in the ESO case the exposure type is stored in the ESO hierarchicalFITS keyword `HIERARCH ESO GEN EXPO TYPE'. The ESO-MIDAS FITS readerconverts that keyword into the MIDAS descriptor EGE TYPE. Among the valid exposuretypes are (according the ESO Archive document): bias, ff, ff-dome, ff-screen, ff-sky,dk, sci. Therefore, when the CCD context is started or after executing the commandINIT/CCD links are created between the frame descriptors and the corresponding CCDkeyword. With these links the CCD package knows which exposure types are used andwhich frame descriptor contains the exposure type.To �ll the CCD keywords with these descriptor names a separate procedure is used:eso descr.prg. A copy of this procedure is put in your working directory. If you needto change one or more descriptor names (e.g. the descriptor name of the exposure time),make the modi�cation(s) and run the modi�ed procedure, using @@ eso descr.The CCD package has been developed to reduce CCD data coming from ESO's tele-scopes on La Silla. However, some exibility has been built-in to enable the reductionof data coming from non-ESO telescope/instrument combinations, cases in which thetelescope and instrument parameters are di�erent. To �ll the CCD keywords with thetelescope and instrument setup parameters, like name of the telescope, CCD used, read-out noise, frame size, etc. the command LOAD/CCD can be used. This command readsthese parameters for the MIDAS table eso specs.tbl that, in case it is not present inyour working directory, will be created. At initialization of the CCD context a copy ofthis table is put in the user's directory. In case non-ESO observing facilities have beenused, or you want to modify or append the table with your own setup parameters, youcan use the standard table commands e.g. EDIT/TABLE.3.6.2 Data Retrieval and OrganizationThe �rst step in the CCD reduction is the storage of the data on disk. The MIDAS FITSreader INTAPE/FITS provides this functionality. The data probably will contain framesof di�erent exposure type (biases, darks, at �elds, science frames, etc), and possibly31{March{1999



3.6. SETTING UP THE REDUCTION PROCEDURE 3-9SCI BIAS ... QUAL BIAS BIAS MASTERsusi0097.bdf susi0124.bdf ... susi 124 125.bdfsusi0098.bdf susi0124.bdf ... susi 124 125.bdfsusi0099.bdf susi0126.bdf ... susi 124 125 126.bdfsusi0100.bdf susi0124.bdf ... susi 125 126 127.bdfTable 3.1: Example of an Association Tableobtained with di�erent �lters. After the INTAPE/FITS command these di�erent framesare stored on disk.3.6.3 The Association TableThe second step is to inspect the data, to de�ne a set of criteria to select the science framesand their associated calibration frames, and to use the MIDAS Data Organizer to do theselection and to create the Association Table. Typically, the Association Table looks asdisplayed in Table 3.1. Depending on available exposure types and on the selection, likefor the bias exposure additional columns for darks and ats can be present in the table.The . . . represent the three dimensional character of the Association Table, where in thiscase, the single bias frames are stored in the third dimension of column BIAS.After inspecting the master calibration frame, the user may decide that this is notwhat (s)he wants and that using another master calibration frame would be better. Forexample, one can require that in the calibration process of frame susi0099.bdf the masterbias susi 124 125.bdf is to be used, i.e. the bias frames associated with the scienceframes susi0097.bdf and susi0098.bdf. The change can either be made by running theDO package once more with slightly di�erent selection rules, or by using the commandEDIT/TABLE.In addition to the standard naming convention three other input formats can be usedin the Association Table. The �rst one is the use of non-standard name(s) (i.e. framenames that are not related to a data set), e.g. stdbias.bdf instead of susi 124 125.bdf.In this case the system requires that the master bias stdbias.bdf already exists. Asecond possibility is to have an asterisk *, indicating that all single raw calibration frameassociated with a particular science frame are to be combined. In that case the names ofthe single frames will be retrieved for the Association Table. The third possibility is tostore constants in the Association Table, e.g. 294 instead of susi 124 125.bdf.An example of these three input possibilities is given in Table 3.2. Here, for thereduction of the frame susi0097.bdf a constant bias value of 294 is used while the framesusi0099.bdf will be calibrated using all available single bias frames associated withthat science frame. Frame susi0100.bdf will be reduced with the standard bias framestdbias.bdf that is assumed to be present in the working directory.31{March{1999



3-10 CHAPTER 3. CCD REDUCTIONSSCI BIAS ... QUAL BIAS BIAS MASTERsusi0097.bdf susi0124.bdf ... 295susi0098.bdf susi0124.bdf ... susi 124 125.bdfsusi0099.bdf susi0126.bdf ... *susi0100.bdf susi0124.bdf ... stdbias.bdfTable 3.2: Example of a manually modi�ed Association Table3.7 Basic Reduction StepsThe software available in the CCD package takes care of the relative calibrations of thepixel intensities, of averaging, and of cleaning frames. Cleaning in this context meansremoval of the instrumental signature and other defects from the frames.A full reduction of CCD data involves the steps outlined below:� �t and subtract a readout bias given by the overscan strip;� trim the frame of the overscan strip and other irrelevant columns and/or rows;� combine the bias, dark, and at calibration frames (if taken);� subtract the average bias frame;� remove the defects from the average dark frame;� scale the average dark frame and subtract;� remove the defects from the average at frame;� prepare the �nal at (subtract dark and normalize; possibly apply illumination cor-rection);� divide by the at �eld;� �x the bad pixels in the output frame;� correct for fringe pattern;� combine science frames.Some of these steps are optional and depend on the kind of data you have taken. Inaddition to the operations described here, MIDAS contains a number of other operationslike removing of cosmic rays. As indicated above, all steps can be executed in an automatic(batch) mode provided the keyword settings have been done correctly.In the automatic procedure, the highest level of processing is the loop over all scienceframes selected in the Association Table. If, for whatever reason, the processing of a framefails, this frame is skipped and the processing is continued with the next one.31{March{1999



3.8. PREPARING YOUR CALIBRATION FRAMES 3-11The CCD package system provides a single command for doing the entire calibrationof the CCD frames: REDUCE/CCD. The command is a composition of a number of lowerlevel procedures, each of them taking care of a particular part of the calibration procedure,and executable via a separate MIDAS command. These components are: overscan cor-rection, trimming, combining, bias correction, dark subtraction, at �elding, illuminationcorrection, and fringe correction.Whether you want one or more calibration steps be executed depends on the settingsfor the various options. Therefore, before starting be sure that the keywords for thereduction are set correctly. These keywords and their meaning are listed in Table 3.3.Also, the keywords for combining calibration frames should be checked. Furthermore, �llthe keyword CCDASSOC with the name of the Association Table, and check that this tableis correct. All keywords can be �lled and displayed with the commands SET/CCD andSHOW/CCD. Keyword Content Default DescriptionCCD IN name ? input frame or tableSC TYP exp. type * exposure type of input frameSC PROC yesjno no list processing onlySC SCAN yesjno no applied overscan o�set correctionSC TRIM yesjno no trim the frame from overscan areaSC FXPIX yesjno no bad pixel correctionSC BSCOR yesjno yes bias correctionSC DKCOR yesjno yes dark current correctionSC FFCOR yesjno yes at �eld correctionSC ILCOR yesjno no illumination correctionSC FRCOR yesjno no fringing correctionSC BSFRM name bias calibration frameSC DKFRM name dark current calibration frameSC FFFRM name at �eld calibration frameSC ILFRM name illumination calibration frameSC FRFRM name fringing calibration frameTable 3.3: Keywords for setting the reduction process3.8 Preparing Your Calibration FramesBefore the actual processing can start, multiple calibration frames have to be combinedinto a master. The command that takes care of combining the calibration frames in theCCD package is COMBINE/CCD. It provides various methods to improve the S/N statistics31{March{1999



3-12 CHAPTER 3. CCD REDUCTIONSin the resulting output frame. Depending on the actual parameter settings, the commandcan take into account the exposure times in the combining process, and can adjust for a(variable) sky background.3.8.1 Input and OutputThe COMBINE/CCD command o�ers the possibility to combine a number of input imagesusing di�erent combining methods. COMBINE/CCD takes three input parameters at max-imum: the exposure type of the images to be combined, the input frames themselves andand output frame. The various command options can be chosen by setting a number ofspeci�c keywords.The �rst input parameter should contain the exposure type of the images to be com-bined. Possible choices are: BS (for bias); FF (for at �elds), DK (for dark), SK (for skyimages), and OT (for others). The combining options the command o�ers are controlledby a set of exposure type dependent keywords, all starting with this two letter identi�c-ation that has been given as the �rst input parameter. These keywords control variouscombining methods, scaling and o�set corrections, as well as weighting (see below).The second input parameter is the input frames to combine. The input can be providedin di�erent ways:1. by a list of images; e.g. frame01,frame02,frame03;2. by a MIDAS catalogue; e.g. framecat.cat;3. by a MIDAS Data Organizer (DO) output table (with the extension .tbl), theAssociation Table (see Section 3.6.3).The parameter for the output frame is required in case the input for the second para-meter is a catalogue or a string of input frames. In the case of DO input (association)table, from the name of the output calibration frame in the table the command extractsthe names of all requested single calibration frames and combines these frames in theoutput frame. The name of the output master frame can be indicated with an asterisk,meaning that all associated single calibration frames have to be combined. In that casethe names of these single frames are taken for the calibration column in the AssociationTable, e.g. BIAS, DK, etc. See also Section 3.6.3. By default, the input is taken from thekeyword CCD IN.In addition to the output calibration frame the combined sigma frame can be generated.This frame is the standard deviation of the input frames about the output frame.Before the actual combining is done the exposure type descriptors of the input framesare compared with the descriptor type stored in the keyword `exp' TYP. In case thiskeyword is �lled with `*' or `?' all exposure types are allowed. Else, a fatal error willfollow if the keyword content is not equal to the exposure type(s) of one or more inputframes. 31{March{1999



3.8. PREPARING YOUR CALIBRATION FRAMES 3-133.8.2 Combining MethodsExcept for summing the frames together, combining frames may require correcting forvariations between the frames due to di�erent exposure times, sky backgrounds, extinc-tions, and positions. Currently, scaling and shifting corrections are included. The scalingcorrections may be done by exposure times or by using statistics in each frame over a se-lected part of the image. The statistics can reveal (depending on the keyword `exp' STA)setting, (where `exp' is the exposure type) for each image the mean, median, or themode. In the following we refer to the value by MMM . Additive shifting is also done bycomputing the statistics in the frames.The region of the frames in which the statistics is computed can be speci�ed by thekeyword `exp' SEC. By default the whole frame is used. A scaling correction is used whenthe ux level or sensitivity is varying. The o�set correction is used when the sky brightnessis varying independently of the object brightness. If the frames are not scaled then specialroutines combine the frames more e�ciently.Below follows a simple overview how the weighting, scaling and o�set parameters aredetermined. All obviously depend on the settings of the keywords `exp' SCA `exp' OFF,`exp' WEI, and `exp' EXP. The overview makes clear that o�set corrections will only beapplied if the scaling correction is switched o�. The same is true for applying an exposuretime correction.==========================================================================o_i = 0.0w_i = 1.0s_i = 1.0exp_SCA=yess_i = M_iexp_WEI=yesw_i = sqrt(N*s_i)exp_SCA=noexp_EXP=yess_i = e_iexp_WEI=yesw_i = sqrt(N*s_i)exp_OFF=yeso_i = M_i/s_iexp_WEI=yesw_i = sqrt(N*s_i/o_i)s_i = s_i/s_meano_i = (o_i - o_mean) * s_meanw_i = w_i/w_sum 31{March{1999



3-14 CHAPTER 3. CCD REDUCTIONS--------------------------------------------------------------------------key: o_i: offset for frame io_mean: mean offset over all input framess_i: scale factor for frame is_mean: mean scale factor over all input framesw_i: weight factor for frame iw_sum: sum over all weight factors of all input framese_i: exposure time of frame iM_i: MMM of frame iN: number of of frames previously combined==========================================================================In the combining no checks are done on the reduction status of the input frames andno attempts are made for any calibration correction like for bias or dark. Hence, in morecomplicated reduction sequences the user should be sure not to combine e.g. at �eldsthat have been corrected for bias and dark with ats �elds that are not corrected.Except for medianing and summing, the frames are combined by averaging. Theaverage may be weighted by weight = (N � scale) � �1=2 (3.10)where N is the number of frames previously combined (the command records the numberof frames combined in the frame descriptor), scale is the scale factor depending on thekeyword settings listed above (s i or s i/o i). In most of the applications N = 1, i.e. theinput calibration frames are the original ones and not the result of previous combinings.There are a number of algorithms which may be used as well as applying statisticalweights. The algorithms are used to detect and reject deviant pixels, such as cosmic rays.The choice of algorithm depends on the data, the number of frames, and the importanceof rejecting cosmic rays. The more complex the algorithm the more time consumingthe operation. For every method pixels above and below speci�ed thresholds can berejected. These thresholds are stored in the keyword `exp' MET. If used the input framesare combined with pixels above and below the speci�ed threshold values (before scaling)excluded. The sigma frame, if requested, will also have the rejected pixels excluded.The following list summarizes the algorithms. Further algorithms are available else-where in MIDAS (see COMPUTE/..., AVERAGE/...), or may be added in time.� Sum - sum the input frames.The input frames are combined by summing. Summing is the only algorithm inwhich scaling and weighting are not used. Also no sigma frame is produced.� Average - average the input frames.The input frames are combined by averaging. The frames may be scaled andweighted. There is no pixel rejection. A sigma frame is produced if more thanone frame is combined. 31{March{1999



3.8. PREPARING YOUR CALIBRATION FRAMES 3-15� Median, MMedian - (mean) median the input frames.The input frames are combined by medianing each pixel. Unless the frames are atthe same exposure level they should be scaled. The sigma frame is based on allinput frames and is only a �rst approximation of the standard deviations in themedian estimates. The second method does an averaging around the found medianin a certain interval in order to take into account the distribution of the values nearthe median. This is in e�ect the same what AVERAGE/IMAGE also does using theparameter setting 'options = median,low,high'. The required data interval has tobe de�ned by the exp CLP keyword and is assumed to specify relative limits to thedetermined median { same as in AVERAGE/IMAGE (both limits positive).� Minreject, maxreject, minmaxreject - reject extreme pixels.At each pixel after scaling the minimum, maximum, or both are excluded from theaverage. The frames should be scaled and the average may be weighted. The sigmaframe requires at least two pixels after rejection of the extreme values. These arerelatively fast algorithms and are a good choice if there are many frames (>15).� Sigclip - apply a sigma clipping algorithm to each pixel.The input frames are combined by applying a sigma clipping algorithm at each pixel.The frames should be scaled. This only rejects highly deviant points and so includesmore of the data than the median or minimum and maximum algorithms. It requiresmany frames (>10-15) to work e�ectively. Otherwise the bad pixels bias the sigmasigni�cantly. The mean used to determine the sigmas is based on the "minmaxrej"algorithm to eliminate the e�ects of bad pixels on the mean. Only one iteration isperformed and at most one pixel is rejected at each point in the output image. Afterthe deviant pixels are rejected the �nal mean is computed from all the data. Thesigma frame excludes the rejected pixels.� Avsigclip - apply a sigma clipping algorithm to each pixel.The input frames are combined with a variant of the sigma clipping algorithm whichworks well with only a few frames. The images should be scaled. For each line themean is �rst estimated using the "minmaxrej" algorithm. The sigmas at each pointin the line are scaled by the square root of the mean, that is a Poisson scaling ofthe noise is assumed. These sigmas are averaged to get a line estimate of the sigma.Then the sigma at each point in the line is estimated by multiplying the line sigmaby the square root of the mean at that point. As with the sigma clipping algorithmonly one iteration is performed and at most one pixel is rejected at each point. Afterthe deviant pixels are rejected the �le mean is computed from all the data. Thesigma frame excludes the rejected pixels.The "avsigclip" algorithm is the best algorithm for rejecting cosmic rays, especiallywith a small number of frames, but it is also the most time consuming. With many frames(>10-15) it might be advisable to use one of the other algorithms ("maxreject", "median","minmaxrej") because of their greater speed.The choice of the most optimal combining algorithm will clearly depend on the natureof the data and on the exposure type. Therefore, for every supported exposure type the31{March{1999



3-16 CHAPTER 3. CCD REDUCTIONSCCD context contains a default combining setup. Currently, there are �ve combiningsetups stored in the CCD keywords, all starting with a speci�c two letter pre�x: for biasBS , dark DK , dome ats FF , sky ats SK , and for all other exposure types OT . At ini-tialization these keywords are �lled with sensible defaults. Below we will shortly commenton combining the various calibration frames and list the default keywords settings.3.8.3 Combining Bias FramesCombination of the bias frames is straight forward: �lters used and integration times donot play a role, and in most cases the bias frames can be treated with the same weight.The default keyword setting for the bias combining is displayed in Table 3.4.Keyword Content Default DescriptionCCD IN input name ? table of input framesBS TYP descriptor value * exposure type to check, if anyBS SIG yesjno no create sigma imageBS MET comb. method maxrej type of combining operationBS DEL yesjno no delete cal. frames afterwardsBS STA meanjmedianjmode mode correct. by Mode/Median/MeanBS EXP yesjno no scale by exposure timeBS SCA yesjno no scale by MMMBS OFF yesjno no add o�set from MMMBS WEI yesjno yes use a weighted averageBS SEC area [<;<:>;>] area for �nding MMMBS RAN real,real -99999,99999 valid pixel rangeBS CLP real 3.,3. low/high sigma clipping factorBS NUL real NULL(2) value for rejectionsTable 3.4: Keywords for combining bias calibration frames3.8.4 Combining Dark FramesSimilarly to the bias combination one can obtain an average dark current frame. However,one should consider whether the dark correction should really be applied: one needs areasonable number of dark frames in order not to degrade the S/N, and obviously thistakes telescope time. Because the dark level depends on the exposure time, weighting theinput dark frames should be considered. Another possibility would be simply to take theaverage dark value and to scale that number with the exposure time. Filter type is notimportant. Table 3.5 shows the default setting for combining dark frames.If the bias is stable enough to allow taking averages, one might argue that it is notreally needed. In that case, provided a good linearity of the CCD, one could do with thesubtraction of an average dark frame. If the bias is unstable, one should be careful with31{March{1999



3.8. PREPARING YOUR CALIBRATION FRAMES 3-17Keyword Content Default DescriptionCCD IN input name ? table of input framesDK TYP descriptor value * exposure type to check, if anyDK SIG yesjno no create sigma imageDK MET comb. method avsigcl type of combining operationDK DEL yesjno no delete cal. frames afterwardsDK STA meanjmedianjmode mode correct. by Mode/Median/MeanDK EXP yesjno yes scale by exposure timeDK SCA yesjno no scale by MMMDK OFF yesjno no add o�set obtained from MMMDK WEI yesjno yes use a weighted averageDK SEC area [<;<:>;>] area for computing MMMDK RAN real,real -99999,99999 valid pixel rangeDK CLP real 3.,3. low/high sigma clipping factorDK NUL real NULL(2) value for rejectionsTable 3.5: Keywords for combining dark calibration framessimply combining bias frames. In that case the better solution might be an average of twobias frames, taken just before and after each at or sky exposure.3.8.5 Combining Flat FieldsIn combining the at �eld frames the �lter type is of importance. Hence, the combiningcommand will check for consistency of the keyword containing the �lter type. The com-bining input parameters can be set up in the at parameter table, similar to the darkframes. Table 3.6 show the default keyword settings.3.8.6 Combining Sky FramesThe procedure is similar to the at �eld combining procedure, except that you may wantto scale the sky level using the mean, median or the mode of the intensity distributionor taking into account the exposure time. Hence, in the combining, like in the case ofcombining at �elds, correct weighting of the frame is important. Combining should bedone �lter by �lter. See Table 3.7 for the keywords.3.8.7 Combine ExampleAs an example of the use of a Association Table similar to the one displayed in Table 3.1.Let us create a master at frame to be used for the reduction of the science framesusi0100.bdf. Suppose the Association Table contains the name of the master at tobe created: susi 140 142 143.bdf. Hence, three ats have to be combined, namely31{March{1999



3-18 CHAPTER 3. CCD REDUCTIONSKeyword Content Default DescriptionCCD IN input name ? table of input framesFF TYP descriptor value * exposure type to check, if anyFF SIG yesjno no create sigma imageFF MET comb. method avsigcl type of combining operationFF DEL yesjno no delete cal. frames afterwardsFF STA meanjmedianjmode mode correct. by Mode/Median/MeanFF EXP yesjno yes scale by exposure timeFF SCA yesjno no scale by MMMFF OFF yesjno no add o�set obtained from MMMFF WEI yesjno yes use a weighted averageFF SEC area [<;<:>;>] area for computing MMMFF RAN real,real -99999,99999 valid pixel rangeFF CLP real 3.,3. low/high sigma clipping factorFF NUL real NULL(2) value for rejectionsTable 3.6: Keywords for combining at �eld calibration framessusi0140.bdf, susi0142.bdf, and susi0143.bdf. To combine these frames into themaster at �eld we enter:SELECT/TABLE asso tblCOMBINE/CCD FF asso tblThe command will go the Association Table, checks the output name for the at to becreated for science frame susi0100, makes a list of single ats to be combined and doesthe combining. The output on the screen and stored in the MIDAS log �le will look like(VERBOSE=YES):Combining FLAT frames: Input=asso_tbl.tbl; output=susi_140_142_143.bdfStatistics of frame no. 0:area [@60,@10:@1070,@1020] of frameminimum, maximum: 5.560000e+02 8.654000e+03mean, standard_deviation: 6.101316e+03 1.913127e+02Statistics of frame no. 1:area [@60,@10:@1070,@1020] of frameminimum, maximum: 8.390000e+02 1.276900e+04mean, standard_deviation: 8.313817e+03 2.569877e+02Statistics of frame no. 2:area [@60,@10:@1070,@1020] of frameminimum, maximum: 4.220000e+02 1.046500e+0431{March{1999



3.9. PROCESSING THE DATA 3-19Keyword Content Default DescriptionCCD IN input name ? table of input framesSK TYP descriptor value * exposure type to check, if anySK SIG yesjno no create sigma imageSK MET comb. method avsigcl type of combining operationSK DEL yesjno no delete cal. frames afterwardsSK STA meanjmedianjmode mode correct. by Mode/Median/MeanSK EXP yesjno yes scale by exposure timeSK SCA yesjno no scale by MMMSK OFF yesjno no add o�set obtained from MMMSK WEI yesjno yes use a weighted averageSK SEC area [<;<:>;>] area for computing MMMSK RAN real,real -99999,99999 valid pixel rangeSK CLP real 3.,3. low/high sigma clipping factorSK NUL real NULL(2) value for rejectionsTable 3.7: Keywords for combining sky calibration framesmean, standard_deviation: 5.622723e+03 1.722370e+02Method=avsigclip, low= 0.00, high= 0.00lowclip= 3.00, highclip= 3.00frame # Ncomb Exp_time Mode Scale Offset Weightsusi0140.bdf 1 1.00 571.878 1.093 -0 0.333susi0142.bdf 1 5.00 862.392 0.725 -0 0.333susi0143.bdf 1 5.00 441.692 1.416 -0 0.333--------------------------------------------------------------------Statistics of output frame susi_140_142_143.bdf:area [@60,@10:@1070,@1020] of frameminimum, maximum: 6.045866e+02 1.023942e+04mean, standard_deviation: 6.886717e+03 2.060752e+02Ncomb Exp_time Mean Mode N_undefsusi0100_ff 3 3.933 6886.72 623.478 0Undefined pixels, set to `null value' (= 0.000000)--------------------------------------------------------------------3.9 Processing the DataHaving obtained some background, let us now start to process the input frames accordingto the scheme in Section 3.7. As indicated in that section the reduction sequence consists,31{March{1999



3-20 CHAPTER 3. CCD REDUCTIONSin a simpli�ed version, of the following steps:1. determine overscan correction and trim area;2. preparing calibration frames;3. do the corrections;4. apply the bad pixel corrections.3.9.1 How the Data is ProcessedBefore any processing on the input frame is done, the REDUCE/CCD command will �rstcollect all resources needed for the calibration of the science frame(s). These include themaster calibration frames, the overscan o�set, and scaling parameters. So, at this pointno operations are done yet. This is done for e�ciency reasons: all standard calibrationarithmetic on the input frame is done in one go. As an example, suppose the science frameis supposed to be corrected for dark current and to be at �elded. From the AssociationTable the command �rst identi�es the names of the master dark and at frames, and checksfor their existence. If they are not present they will be created. Next, the master darkand at �eld will be checked on their processing status. If they have not been processedyet, that will �rst be do by another (recursive) run of the REDUCE/CCD command. In thissecond run also the scaling factors (i.e. exposure times and the mean of the at �eldframe) will be determined.The standard calibration operation is done by a large COMPUTE/IMAGE with the follow-ing input:out = (in� scan� biasfrm� darkscale � darkfrm) � flatscale=flatfrm (3.11)Here, out is the output frame, in is the input frame, scan is the overscan bias value orframe, biasfrm is the master bias, darkfrm and darkscale are the master dark frame andscaling factor, and flatfrm and flatscale are the master at �eld and the mean value ofthe at �eld. In the COMPUTE biasfrm and darkfrm can also be constants.3.9.2 Running REDUCE/CCDThe command REDUCE/CCD can process one or more science frames automatically providedthat:� the association table correctly describes the associations between the science framesand the calibration frames;� the CCD reduction table or the SC ... keywords contains the correct names of themaster calibration frames;� the keywords for creating the calibration frames are correctly set.31{March{1999



3.9. PROCESSING THE DATA 3-21The standard default calibration procedure involves the following processing: overscansubtraction, trimming, bias and dark subtraction, and at �elding. The keywords tobe set for controlling these options are listed in Table 3.3. Below we describe how thecommand will try to correct your data.REDUCE/CCD will �rst identify the Association Table. From this table it gets the namesof the input science frames. Next, it will try to �nd the master calibration frames listed inthe table, and will create these if they do not exist yet. After having collected all requiredcalibration data the input frame is checked for its exposure type. Obviously, a dark frameshould not be at �elded and hence the processing options for the dark exposures shouldbe set di�erently than for the science frames. After having determined the processingoptions the actual processing starts.Overscan correction and trimmingIf the keyword SC SCAN is set the �rst action will be to determine the bias o�set. For thatyou can use the overscan region on the chip. This possibility is certainly helpful in caseyou did not obtain separate bias calibration frames or in case you want to determine thebias o�set for each science frame individually.At initialization, keywords are created to contain the overscan and image areas: OV SECand IM SEC, respectively. However they are not �lled yet. You can �nd these numbersusing a number of standard MIDAS core commands to display one or more frames, or toplot a number of lines or columns. Then use the command SET/CCD to �ll in or to adjustthe keywords.The basic command that does the overscan �tting is called OVERSCAN/CCD. It needs atleast two input parameters: the input and output frame. A third parameter, the overscanarea, may be added. If absent it will be taken from the CCD keyword OV SEC. To determinethe bias o�set a number of CCD keywords, all starting with `OV ' will be read, and hencehave to be �lled correctly. They are displayed in the Table 3.8Keyword Options Default DescriptionOV SEC coord. ? area to be used for �ttingOV IMODE yesjno yes interactive �tting?OV FUNCT linjpol lin type of function to �tOV ORDER integer 3 order of �t (polyn. �t only)OV AVER integer 1 number of points to combineOV ITER integer 1 max. number of iterationsOV REJEC real 3 low/high rejection factorTable 3.8: CCD keywords for overscan �ttingDepending on the readout direction of the CCD (keyword DIRECT) the command willaverage the data in the overscan region, and �t these values as a function of line-number(i.e. average in the `x' direction within the overscan region, and �t these as function of31{March{1999



3-22 CHAPTER 3. CCD REDUCTIONS`y'). The �t will be subtracted from each column (row) in your frame. In case of a zeroorder �t the correction is a simple constant. In the other case it will be one dimensionalarray.After an interactive �t has been completed the command will ask you if you want to �tthe next frame interactively as well, or if you want to apply the overscan correction to allsubsequent frames. In the latter case the overscan correction will be stored as a separatecalibration frame or, in case a zero order �t has been used, a single constant.After the overscan correction is determined, the frames can be trimmed to keep onlythose parts of the frames that contain valid data. Obviously, this action will speed upthe data processing of the subsequent reduction steps. The relevant keyword is SC TRIM(default value yes) and IM SEC, containing the data section of the frame.Bias, Dark and Flat Field CorrectionThis part has already been discussed in Section 3.8. Depending on the keywords SC BSCOR,SC DKCOR, and SC FFCOR the calibration procedure checks for the availability of the masterbias, dark, and at �eld calibration frames. If they can not be found they will be createdusing the input frames listed in the Association Table, and according to the keywordsetting for combining.The next step after having obtained the calibration frames is to process these frames.For example, after the at is created/found it will be checked for its processing status.If it has not been processed any on-going calibration (i.e. of a science frame) will beinterrupted, and the at �eld will be processed. After this has been completed processingof the science frame will continue.3.10 Additional Processing3.10.1 Sky Illumination CorrectionsThe at �eld calibration frame may not have the same illumination pattern as the obser-vations of the sky. In this case when the �eld �eld correction is applied to the sky data,instead of being at there will be gradients in the background. You can check this byplotting several lines over the reduced sky frame. In case of no clear variation you cancontinue with the correction of your science frame(s) using the standard at. In somecases the application of the simple at �eld correction does not do a good job, and theremay be an illumination problem. If such deviations are present one can try to correct forthese by applying an illumination correction.The illumination correction is made by smoothing the reduced blank sky frame heavily.The illumination frame is then divided into the frames during processing to correct for theillumination di�erence between the at �eld and the objects. Like the at �eld frames,the illumination correction frames may be data set dependent and hence there should bean illumination frame for each data set.The smoothing algorithm is a moving average over a two dimensional box. The al-gorithm uses a box size that is not �xed. The box size is increased from the speci�ed31{March{1999



3.10. ADDITIONAL PROCESSING 3-23minimum at the edges to the maximum in the middle of the frame. This permits a betterestimate of the background at the edges, while retaining the very large scale smoothing inthe center of the frame. Other tools in MIDAS can also be used for smoothing, but thismay need more of the user and may take more processing time.Blank sky frames may not be completely blank, so a sigma clipping algorithm maybe used to detect and exclude objects from the illumination pattern. This is done bycomputing the rms of the frame lines relative to the smoothed background and excludingpoints exceeding the speci�ed threshold factors times the rms. This is done before eachframe line is added to the moving average, except for the �rst few lines where an iterativeprocess is used. If this approach is not successful manual removal of objects (stars) isrequired. Keyword Value DescriptionCCD IN name input sky frameIL TYP SKY exposure typeIL XBOX 5.0,0.25 smoothing box in xIL YBOX 5.0,0.25 smoothing box in yIL CLIP yes clipping the input pixelsIL SIGMA 2.5,2.5 low and high clipping sigmaTable 3.9: Keywords for making the illumination frameBoth in the pipe line reduction and in the manual reduction the illumination correctionsto the science frames will be done provided the keyword SC ILCOR is set to `yes'. In bothcases it is assumed that the illumination frames are available. In addition, in the caseof pipe line processing the names of the illumination corrections must be stored in theAssociation Table. If an illumination correction frame is absent an error message will beissued and the illumination correction for the associated science frame will not be done.3.10.2 Creation of Sky Correction FramesFor creation of one or more sky illumination correction frames the command (SKYCOR/CCD)is available. Similar to other corrections, sky frames will �rst be processed according tothe processing keywords (SC SCAN, SC TRIM, SC PXFIX, SC BSCOR, SC DKCOR, SC FFCOR).After this calibration step, the command will smooth the reduced sky frame(s) to createthe �nal sky illumination frame(s).Input for the command can be either a single sky frame, or the Association Tablecontaining a column with the names of the master sky frames. In the �rst case the outputis, obviously, a single illumination frame. In case the Association Table is given as inputthe name of the output frame names will be the names of the input frames extended with` ill'. In addition, the illumination frames will be stored in an illumination column inthe Association Table. This column can be used in the pipe line processing of the scienceframe. Default input is taken for the keyword CCD IN. Smoothing parameters are takenfrom the the IL ... keywords, which are listed in Table 3.9.31{March{1999



3-24 CHAPTER 3. CCD REDUCTIONSAfter the illumination frame has been created, one can multiply the original at �eldby the illumination frame, resulting in an adjusted at �eld. This approach clearly has theadvantage of speeding up the calibration process since it requires one calibration frameand two computations (scaling and dividing the illumination correction) less. The outputframe is called sky at. It is the at �eld that has been corrected to yield a at sky whenapplied to the observations.Having done this, this sky at can be used as the �nal one. How good this new at�eld is can be checked by correcting the blank sky once more, using this sky at. If theresult is not satisfactory one can try to play with the smoothing parameters, or else askfor help of an experienced observer.To create the sky at �elds the command SKYFLAT/CCD is available. As input it takesthe blank master sky frame, processes it if needed, and creates the output sky at fromthe smoothed processed sky and the appropriate at �eld. The smoothing parameters arestored in the keywords displayed in Table 3.9. The way the command works is identicalto the command SKYCOR/CCD. The default names of output sky ats are the same of theoriginal master at �eld frames. Hence, the input master at �elds, use to at the mastersky frame, will be overwritten.3.10.3 Illumination Corrected Flat FieldsA second method to account for illumination problems in the at �elds is to remove thelarge scale pattern from the at �eld itself. This is useful if there are no reasonable blanksky calibration frames and the astronomical exposures are evenly illuminated but the at�elds are not. This is done by smoothing the at �eld frames instead of blank sky frames.As with using the sky frames there are two methods, creating an illumination correctionto be applied as a separate step or �xing the original at �eld. The smoothing algorithm isthe same as that used in the other illumination commands. The commands to make thesetypes of corrections are ILLCOR/CCD and ILLFLAT/CCD. The usage is virtually identical tothe previous sky illumination correction commands. Obviously, after having obtained theillumination corrected at �eld it is reasonable to replace the original at �elds by thecorrected at �elds in the reduction table. Like is the case of SKYCOR/CCD, by default thecommand ILLFLAT/CCD will replace the original at �eld by the illumination correctedone.3.10.4 Fringe correctionThe fringe correction should be made from regions of really empty sky. For that the skyframes should be combined such that cosmic rays and faint stars are eliminated. Hereafter,by smoothing the frame determine the average intensity level and subtract this value forthe frame. After all objects have been removed from this sky frame the frame is essentiallyzero except for the fringe pattern. The frame is scaled to the same exposure time as thescience frame and then subtracted. Because the night sky lines are variable, matchingthe fringe amplitude to the one in the science frame may not be as straightforward asexpected, but should be possible with robust estimation.31{March{1999



3.11. MOSAICING OF FRAMES 3-253.10.5 Bad Pixel CorrectionThe CCD package includes possibilities, before doing the actual calibration step(s), tocorrect for bad pixels in the CCD calibration frames. This correction is applied via thecommand FIXPIX/CCD and based on existing MODIFY commands. Except for the input andoutput frame the FIXPIX/CCD command accepts two more parameters in the commandline: the correction method to be applied and the MIDAS table containing the bad pixel(s)of bad pixel areas(s). Default value for these two parameters are stored in the keywordsFX METH and FX FILE. In addition to these keywords three other keywords exist to controlthe correction procedure: FX FACT, FX FPAR, and FX NOISE. The use of these keywordsdepends on the correction method applied.Currently, the required format of the table �le depends on the correction method tobe applied. Below you can �nd a listing of the method available and with FX keywordsinvolved.� method area (MIDAS commands MODIFY/AREA):parameter degree taken from keyword FX FPAR(1);parameter constant=0.� method pixel (MIDAS command MODIFY/PIX):parameter arfacts taken from keyword FX FACT;parameter xdeg,ydeg,niter taken from keyword FX FPAR;parameter noise taken from keyword FX NOISE.� method column (MIDAS command MODIFY/COLUMN):parameter col type=V.� method row (MIDAS command MODIFY/ROW):parameter row type=V.3.11 Mosaicing of FramesIn particular in the IR range of the spectrum but also in the optical the user may wantto combine several reduced science frames into a mosaic. To support this, the CCDREDcontext contains �ve mosaicing commands.In order to align or match a number of images the user �rst has to run the commandCREATE/MOSAIC. This command creates a master frame containing all input frames to bealigned and intensity matched as sub rasters. The order in which the sub rasters are putin the mosaic image is determined by a number of keywords all starting with `MO '. E.g.the keyword MO CORN determines the origin of the mosaic. Apart from the mosaic image,CREATE/MOSAIC also creates a MIDAS table containing all relevant information about thesubrasters in the mosaic image and the ways it was created.Using the mosaic frame and the database table, one can now do the alignment oralignment and matching of the sub raster. The alignment can be done by the commandALIGN/MOSAIC, the matching by two commands: MATCH/MOSAIC and FIT/MOSAIC. To be31{March{1999



3-26 CHAPTER 3. CCD REDUCTIONSsuccessful these commands need additional information were the images have to be gluedtogether. The commands ALIGN/MOSAIC and MATCH/MOSAIC accept that information inthree di�erent formats: a �xed shift, a table with the x and y shifts for each subraster,or a table of common objects. The command FIT/MOSAIC only needs the database tablethat should contain the shifts per subraster.The command SHIFT/MOSAIC is created in order to support the selection of commonobjects in adjacent subrasters. This command can be used to create a MIDAS tablecontaining these objects and that can be used as input for the commands ALIGN/MOSAICand MATCH/MOSAIC.The keyword setting for the mosaicing can be inspected by the command SHOW/CCDMO. Changes can be done by the SET/CCD command. Below follows an overview of themosaicing keywords and their default settings. The help �les of the �ve commands givethe full details.Keyword Options Default DescriptionMO SEC coord. [<;<:>;>] section for statisticsMO SUBT yesjno no subtraction option?MO CORN lljlrjuljur ll type of function to �tMO DIREC rowjcolumn row add subraster row/column wiseMO RAST yesjno no add in raster patternMO OVER integer 1,1 space between adj. framesMO INTER interpolant lin interpolation methodMO MNPX integer 0 minimal number of pixelsMO TRIM integer 1,1,1,1 trim columns and rowsMO NUL real NULL(2) value for rejectionsTable 3.10: CCD keywords for mosaicing3.12 MiscellaneousBesides the standard product described in the previous sections, a number of additionalcommands is implemented or will be considered and implemented later. E.g. withinMIDAS a command to remove cosmic rays already exists. Hence, this command can beimplemented in the standard CCD pipeline procedure.After the data have been calibrated, one might need to combine a number of scienceframes into a combined frame. A tool for doing this should correct for possible di�erencesin sky background, exposure time, positions, etc. In a previous version of the CCD contextsuch a tool did exist. We might consider porting this tool to the new CCD context.31{March{1999



3.13. COMMANDS IN THE CCD PACKAGE 3-273.13 Commands in the CCD packageBelow follows a brief summary of the CCD commands and parameters for reference. Ex-cept for the already existing command FILTER/COSMIC, the commands in Table 3.11 areinitialized by enabling the CCD context with the MIDAS command SET/CONTEXT CCDRED.Parameters will generally obtained from the CCD keywords; however some of the keywordsettings can be overruled by specifying them on the command line.HELP/CCD [keyword]provide help information for a CCD keywordINITIAL/CCD [name]initialize the ccd packageLOAD/CCD [instr]load telescope/instrument speci�c defaultSET/CCD keyw=value [...]set the CCD keywordsSAVE/CCD namesave the keyword settingsSHOW/CCD [subject]show the CCD keyword setupTable 3.11: CCD commands
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3-28 CHAPTER 3. CCD REDUCTIONSREDUCE/CCD [in spec] [out frm] [proc opt](partial) calibration of one or more science framesCOMBINE/CCD exp type [in spec] [out fram]combine CCD frames using catalogue inputOVERSCAN/CCD in fram out fram [sc area] [mode]�t bias o�set in the overscan region and correctTRIM/CCD in fram out fram [im sec] [del g]extract the useful data fro the ccd frameFIXPIX/CCD in fram out fram [�x �le] [�x meth]correct bad pixels using a pixel �leBIAS/CCD in fram out fram bs framcorrect input frame for the additive bias o�setDARK/CCD in fram out fram dk framcorrect the input frame for additive dark o�setFLAT/CCD in fram out fram � framdo a at �elding of the input frameILLUM/CCD in fram out fram il fram]do an illumination correction of the input frameFRINGE/CCD in fram out fram fr framdo a fringe correction of the input frameFRCORR/CCD [in spec] [out spec] [xboxmn,xboxmx] [yboxmn,yboxmx] [clip] [losig,hisig]make fringe frameILLCORR/CCD [in spec] [out fram] [xboxmn,xboxmx] [yboxmn,yboxmx] [clip] [losig,hisig]make at �eld illumination correction frame(s) (TBD)ILLFLAT/CCD [in spec] [out fram] [xboxmn,xboxmx] [yboxmn,yboxmx] [clip] [losig,hisig]make illumination corrected at �eld frames (TBD)SKYCORR/CCD [in spec] [out fram] [xboxmn,xboxmx] [yboxmn,yboxmx] [clip] [losig,hisig]make sky illumination correction frame(s)SKYFLAT/CCD [in spec] [out fram] [xboxmn,xboxmx] [yboxmn,yboxmx] [clip] [losig,hisig]apply sky observation to at �eldALIGN/MOSAIC in frm in tab out frm method,data [xref,yref] [xo�,yo�] [x size,y size]align the elements of the mosaiced frameCREATE/MOSAIC in cat out frm out tab nx sub,ny submosaic a set of (infrared) ccd framesFIT/MOSAIC in frm in msk in tab out frm [match] [nxrsub,nyrsub] [xref,yref] [x size,y size]align and match the elements of the mosaiced frameMATCH/MOSAIC in frm in tab out frm method,data [match] [xref,yref] [xo�,yo�] [x size,y size]aign and match the elements of the mosaiced frameSHIFT/MOSAIC out tab [curs opt] [csx,csy] [clear opt]get x and y shifts of subrasters in the mosaiced frameTable 3.12: CCD command continued31{March{1999



Chapter 4Object Search and Classi�cationThis chapter describes the use of commands which produce an inventory of astronomicalobjects present in an analysed two dimensional image. The end product is a list of objectsclassi�ed as stars or galaxies and containing also parameters such as various kinds ofmagnitudes, sizes, some characteristics of image shapes, and optionally also cleaned one{dimensional image pro�les. These commands taken together constitute what is known asthe INVENTORY program. They belong to the INVENT context which can be activated withthe help of the command: SET/CONTEXT INVENT.The programs described here were developed by A. Kruszewski during several visitsto ESO in the last years. Most of the documentation below was written by him and hasonly slightly been modi�ed since then. Users are kindly asked to refer all detected incon-sistencies of the implementation of the package in MIDAS to the ESO{Image ProcessingGroup. *** IMPORTANT NOTE ***The default MIDAS implementation of the INVENTORY allows for a maximum 16384objects in SEARCH and ANALYSE commands and 32768 detections in the SEARCH com-mand. The commands will issue a warning message if these bounderies are exceeded. Onthe other hand, since INVENTORY only uses �xed arrays sizes, these numbers can be toolarge on small memory-sized systems. In case of problems the parameters can be modi�edin the INVENTORY include �le. They are called located MAXCNT and MAXDET, re-spectively, and and are located in the �le /midas/$MIDVERS/contrib/invent/incl/invent.inc.If you encounter problems with these settings please consult your local MIDAS responsiblefor adjusting them.4.1 General InformationINVENTORY has been originally designed as a medium speed and medium accuracyuniversal program for �nding, classifying, and investigating astronomical objects on two{dimensional image frames in a way that is as automatic as possible. In a course of furtherdevelopment, both speed of execution and attainable precision have been improved, andthe package di�ers from other related programs mainly by its tendency to minimise the4-1



4-2 CHAPTER 4. OBJECT SEARCH AND CLASSIFICATIONamount of time spent by a user on interactive work at the terminal. Though it can beused for most of the relevant applications, INVENTORY is best suited for analysing numeroussimilar frames, like in cases of surveys or variable stars observations. It is also convenientfor a �rst look preview of the material that will be analysed with more elaborate methods.It is not recommended for users who are not willing to give up the possibility of interactivecontrol.A major requirement imposed on INVENTORY was that it should be able to classifydetected objects into stars, galaxies, and image defects.NoteWhile it is possible to run INVENTORY for the �rst time without many prepara-tions, achieving good results requires some experience. The program runs in anautomatic mode when some parameters are set to proper values. Di�erent ap-plications may require di�erent values for these parameters. Using INVENTORYwith a new kind of material requires some preparation and trial runs are neces-sary for adjusting the parameters. The time spent on tuning up the program iswell paid o� when there is a su�ciently large number of objects and/or framesso that the use of other techniques would be much more time consuming. Thetuning up may be di�cult in a crowded �eld with many overlapping objects,or in a case where there are big bright galaxies. On the other hand the useof INVENTORY should be relatively easy when the investigated �eld is populatedmainly by not too densely packed stars.These photometric packages which aspire to high accuracy of results have to solve theproblem of deblending of overlaping images. In its base mode INVENTORY does it in afast but approximate way. A somewhat more accurate deblending of stellar objects usingone{dimensional point spread function is now optional. Two dimensional point spreadfunction �t, its extension to strongly undersampled images, and more precise deblendingof galaxies are in preparation.The program is functionally divided into three discrete steps. It will be possible toperform these steps using the commands: SEARCH/INV, ANALYSE/INV, and CLASSIFY/INV.The additional commands SHOW/INV and SET/INV serve for displaying and updating valuesof the INVENTORY keywords.Before using INVENTORY commands it is necessary to give command SET/CONTEXT INVENT.It may be convenient to include this command into the login.prg �le.The (optional) SEARCH/INV command prepares a preliminary list of objects. TheSEARCH/INV can be omitted once we have a list of objects with accurate positionsin a MIDAS table format.The ANALYSE/INV command evaluates and updates an input list of objects. It can beused in a VERIFY or NOVERIFY mode. In VERIFY mode, the ANALYSE/INV commandveri�es the used table of objects. Some entries are deleted but usually a larger numberof new ones are added. The objects positions are improved. In NOVERIFY mode thisveri�cation process is omitted. In both modes the ANALYSE/INV command calculates1{November{1991



4.2. WHAT DATA FRAMES CAN BE USED? 4-3several image parameters, which can be used as �nal results and/or as input to theCLASSIFY/INV command.The CLASSIFY/INV command uses the output table produced by the ANALYSE/INVcommand for dividing the objects into stars, galaxies and spurious objects. It acceptsonly input of MIDAS table �les that have been produced by ANALYSE/INV.4.2 What Data Frames can be Used?Practically all kinds of astronomical images, containing a number of stars and/or galaxies,can be treated with the INVENTORY commands. Up to now INVENTORY has been usedor tested on data from the following instruments: Schmidt plates, CCD{frames takenwith several telescopes, direct unaided and electronographic plates taken with the ESO3.6m telescope.The applicability of INVENTORY commands is limited to frames that contain more thansay 100 and less than 8000 objects. The lower limit concerns a single frame. If one hasa number of frames each containing 20 or even a smaller number of objects, it is stillworthwhile to use INVENTORY. A CLASSIFY/INV command requires:� at least 20 stars and 20 galaxies to work at all, and� at least 100 objects on a good clean CCD{frame, or� at least 300 objects on a Schmidt framein order to work well. The upper limit is set by the dimensions of some internal arrays.Frames containing more than 8000 objects should be divided onto smaller subframes tobe run separately. NoteThe CPU time required depends approximately linearly on the total number ofpixels and on the total number of found objects (including defects). The demoframe with little over 100000 pixels and 200 objects needs 12.4, 10.7, and 2.5sec of CPU time for executing the SEARCH/INV command, the base version ofANALYSE/INV command, and the CLASSIFY/INV command respectively with theuse of the ESO VAX 8600 computer.4.3 Procedures to FollowThe user is advised to start working with this new kind of observational material byapplying commands to small regions of an investigated frame in order to properly tunecontrol parameters. This should help to obtain good fast results and in e�ect could alsosave a lot of time. 1{November{1991



4-4 CHAPTER 4. OBJECT SEARCH AND CLASSIFICATION4.3.1 Preparing Data FramesData frames to be run with INVENTORY commands should be clean. It is desirable thatthey do not contain any dark spots situated close to objects. This could result in anunpredictable outcome! Bright spots are less dangerous. They are partly detected bythe SEARCH/INV command, but the CLASSIFY/INV command usually classi�es them asdefects, unless they look like galaxies. Unwanted frame defects can be removed using theMODIFY/PIXEL command. Frames that have not been properly cleaned or even frameswhich have not been cleaned at all can also be used but the user should in this case checkvisually which objects may be a�ected by defects.Irregular or sloping background is not a problem. One has only to know if backgroundvariations are related to changes in sensitivity or are caused by some additive factor.Depending on what is the case, the keyword FIELDVAR should be set to 0 (sensitivitychanges) or to 1 (additive factor - default).Unused parts of CCD{frames should be removed with the help of the EXTRACT/CCDcommand. There is a problem when valid data is on a circular image. In this case it isconvenient to set the unused part of a frame to the value close to the average backgroundvalue or to the value of low cut. This can be done with the help of a properly shapedmask. The same holds true for other cases of non{rectangular images.When more than one frame of the same �eld is analysed, it is convenient to align allframes to common physical coordinates. This can be done by using commands such asCENTER, ALIGN, or REBIN.When a user plans to manually select the standard stars for point spread functiondetermination, he should identify these stars by means of MIDAS command GET/CURSORSTARS/DES before using the ANALYSE/INV command.4.3.2 Setting the Low and High CutsGreat attention should be paid to proper settings of the low and high cuts. They werepreviously entered as a parameter of the NORMALIZE/IMA command. Now only the originalframe is used and it is not truncated by the applied cuts. The program needs propervalues of cuts in order to avoid using incorrect data. In order to �nd acceptable values ofcuts one has to redisplay an image several times with varying values of display cuts. Onecan, in this way, �x low cut as a level just below all the good data with only bad pixelshaving smaller values. High cut should be placed below the saturation level. The datamay be distorted even at some distance from the saturation level and the program triesto take this into account. Therefore, in a case where none of the frame stars are saturatedthe high cut can take any value, that is to say, at least twice as large as the highest pixelvalue for any stellar object.As the frames need not be normalised, low and high cuts should be entered in the sameunits as pixel data. 1{November{1991



4.3. PROCEDURES TO FOLLOW 4-54.3.3 Setting the Keywords used by SEARCH/INV CommandBesides LHCUTS there are a number of other keywords used by the SEARCH/INV commandthat can be set using the SET/INV S command. Each of them will be discussed here inturn.TRESHOLD | This keyword sets a limit on central brightness of objects to be found. Itis expressed in measurement units. It is recommended to set a rather high value at thebeginning, then execute SEARCH/INV and inspect an output frame on the image displaywith the detected objects marked by means of the LOAD/TAB command. A few trieswith decreasing values of TRESHOLD should be enough to �nd a correct value. Usingtoo low a value of the limiting threshold may result in an abnormally long executiontime.HALFEDGE | This keyword determines a size of a subarray that is used for calculatinglocal sky background level. That initial local background is used for detection purposesonly. Therefore such a subarray should be a few times larger than visible sizes of faintestor most common objects. The value of HALFEDGE corresponds to a number of pixelsin horizontal or vertical direction between the central pixel and an edge of a subarray.The resulting dimension of the subarray is (2 � HALFEDGE + 1)2. For example ifHALFEDGE = 10 then the subarray size is 21�21 pixels. The allowed range of valuesfor HALFEDGE is from 4 to 50.PAIRSPRT | This keyword controls the minimum separation of detected double objects.It gives the smallest allowed separation in pixels between two catalogued objects. Itcan be set with the help of inspecting examples of double objects in an analysed frameon the zoomed image display. It cannot be smaller than 2.MULTDTCT | This keyword is similar to PAIRSPRT but plays a di�erent role. It isused only in the SEARCH/INV routine when combining multiple detections of the sameobject. Usually it is best to have the values of PAIRSPRT and MULTDTCT closeto each other, but in some cases (e.g. when there is a prominent spiral galaxy in aframe) it is useful to have MULTDTCT two or three times larger than PAIRSPRT. Atthe beginning, it may be set equal to PAIRSPRT, and increased when there are stillmultiple detections of a single object in an output from the ANALYSE/INV command.BRGTCTRL | Many spurious faint objects are detected around very bright ones whenthis keyword is set to 0. Increasing it helps to eliminate spurious objects. Too large avalue may result in disapearance of some real objects.NETHEDGE | Half edge of the regions used to determine preliminary sky backgroundin a net of regions.SKYDETER | Sets accuracy of the sky background determination.FILTER | Sets slevel of bright pixel �ltering.1{November{1991



4-6 CHAPTER 4. OBJECT SEARCH AND CLASSIFICATIONMARGINS | Sets the width in pixels of frame margins where no object detection ismade. Previously it was identical with HALFEDGE.The command SET/INV S concerns only the most often changed keywords. All thekeywords connected with the searching routine can be updated with the help of the com-mand SET/INV S A. Here are the additional keywords:PHYSICAL | Tells if searched area is de�ned by physical coordinates.IJBORDER | Sets limits of the investigated area.XYBORDER | Limits of investigated area in physical units.CTRLMODE | Controls calculation of sky background. The modal value of the pixeldistribution is returned when this keyword is set to 3.0 (default). Repetitively clippedmean is returned if it is set to 0.0.CVFACTOR | Controls iterations at calculating sky background.SGFACTOR | Clipping factor at calculating sky background.ELONGLMT | When several detections have been joined into a single object, then suchcon�guration of detections is tested for elongation and this keyword sets a limitingelongation beyond which an object in question is tested for duplicity.YFACTOR | The test for duplicity is based on a scan along the major axis of detectionscon�guration, in a rectangle with the ratio of its sides set by this keyword.DFVALLEY | This sets how deep a minimum must be present in such a scan for assum-ming object duplicity.4.3.4 Executing the ANALYSE/INV CommandThe ANALYSE command o�ers a number of options for its execution:In default VERIFY mode the ANALYSE/INV command assumes that the input table hasrelatively inaccurate identi�cations and positions of objects as in the case of the outputfrom the SEARCH/INV command. Consequently it will verify the reality of each objectand will improve its position. Many objects will be removed from the list and someothers will be added.In NOVERIFY mode this veri�cation process will be omitted. In NOVERIFY mode theprogram assumes that columns with labels X and Y contain precise object x and ycoordinates.Use of preset isophotal radia. It is also possible to read preset sizes of an isophotal radius(in pixels)from an input table for each object. In order to use this facility one has to setthe keyword ISOPHOTR to 1 and ensure that the input table column with isophotalradii has the label :RAD ISO.Creating an output table is activated by giving its name in the command line.1{November{1991



4.3. PROCEDURES TO FOLLOW 4-74.3.5 Setting the Keywords used by the ANALYSE CommandSeveral keywords can be set with the help of the SET/INV A command. This commandalso displays some keywords that have already been used by the SEARCH/INV command.For your convenience these keywords are the same as those used in SEARCH/INV. Belowthe additional keywords are listed as well as those already described above:LHCUTS | See SEARCH/INVTHRESHOLD | See SEARCH/INVHALFEDGE | See SEARCH/INVPAIRSPRT | See SEARCH/INVANALITER | Default value of this keyword equal to 0 corresponds to the case thatonly the base version of the command ANALYSE/INV is used. Any positive value setsthe number of additional iterations. In each of these iterations the contributions fromstellar neighbours are subtracted using the empirical one-dimensional point spreadfunction. In order to obtain error estimates in the output table (columns 24 to 26) thevalue of this keyword should be greater than 0. In addition, the extend of the 2-dimpsf has to be de�ned (keyword FULLPSF, see below).PRFLCTRL | Number of central points of the Point Spread Function that are adjustedby the program. It is done automatically when a positive number is given. Theprogram assumes the existance of the descriptor STARS in the input image framewith positions of standard stars when a negative number is given.CLASSPAR | Maximum absolute value of relative gradient for considering the object asa star.ZEROMAGN | Zero point of magnitudes. Should be set in accordance with the valueof the keyword EXPRTIME.EXPRTIME | The units of the exposure time should be consistent with the value of thekeyword ZEROMAGN. May be set to 1 if the knowledge of exposure time is irrelevantSTMETRIC | Radii in pixels of two concentric circular apertures used to measure aper-ture magnitudes. The second of these circular apertures de�nes also an area over whichthe convolved magnitudes are calculated.FILTER | See SEARCH/INVUNITS | Switch between background units (0) and instrumental units (1)MARGINS | See SEARCH/INVAdditional keywords are displayed for updating after giving the command SET/INV AA. Only those that have not been described already will be listed here.1{November{1991



4-8 CHAPTER 4. OBJECT SEARCH AND CLASSIFICATIONFULLPSF | Speci�es the extend in pixels of 2-dimensional p.s.f.UNDRSMPL | Speci�es the undersampling factor.OUPROFIL | Speci�es a number of pixel spaced points of one{dimensional intensitypro�le of objects to be recorded in output table.PHYSICAL | See SEARCH/INVIJBORDER | See SEARCH/INVXYBORDER | See SEARCH/INVBRIGHTOB | Helps to remove faint spurious objects close to bright ones. It may dis-tort central parts of objects, therefore it should be disabled by setting it to 0 whenphotometric accuracy is at issue. Default is 0.PRFLCLNG | Parameters used for pro�le cleaning.ISOPHOTR | If set to 1 then the program expects to �nd isophotal radii of all objectsin a column of an input table with label RAD ISO. Relevant only in NOVERIFY option.Default is 0.ETAFUNCT | Petrosian �{function. Used in measuring the Petrosian magnitude andradius.NEBLIMIT | Relevant for dense con�gurations of galaxies. Prevents, when set to apositive value smaller than unity, faint galaxies from obtaining abnormally large sizes.Should be set to zero (default) in most other applications.SPROFIL1 { SPROFIL5 | First 25 points of the initial one{dimensional Point SpreadFunction.4.3.6 Helpful HintsThe keywords EXPRTIME and ZEROMAGN set the zero point for magnitudes. Anindependent calibration is necessary for adjusting them properly.The keywords STMETRIC and ETAFUNCT should be set whenever one wants to usethe corresponding aperture or Petrosian magnitudes.Handling the keywords SPROFIL1 { SPROFIL5 and PRFLCTRL requires some care.The program automatically determines a Point Spread Function when it gets proper initialvalues from the keywords SPROFIL. Initial values may be wrong by 0.1 each, and theprogram still can converge to the right Point Spread Function. In the case of rich stellar�elds the automatic Point Spread Function determination usually gives excellent resultseven with drastically wrong initial values. However in frames which contain more galaxiesthan stars, the automatic procedure tends to return an average pro�le of galaxies ratherthan the Point Spread Function. The same may happen when the initial values are toosmall for �elds with a moderate number of galaxies.1{November{1991



4.3. PROCEDURES TO FOLLOW 4-9In order to check whether the Point Spread Function is correct, it is possible to use theMIDAS PLOT/TABLE commands to plot the dependence of the relative gradient on isophotalmagnitude. When the Point Spread Function is correct, the stars will cluster around a(relative gradient = 0) line. If not, then the stellar sequence is shifted, usually upwards,and most often it is not longer linear. The value of the average shift of the stellar sequenceshould then be added to the �rst few points of obtained Point Spread Function, which isdisplayed on the terminal screen and written into the image frame descriptor DPROFILE.If there are di�culties in �nding the initial Point Spread Function one can use themanual mode for choosing objects to determine the Point Spread Function. The keywordPRFLCTRL should then be set to a negative value, and an input frame should contain thedescriptor STARS with standard star coordinates. The descriptor STARS with positionsfor up to 200 stars is produced as follows:Get an input image frame onto the image display screen.� Set cursor box: cursors on, Track o�, Rate on.� Type: GET/CUR STARS/DESCR. The cursor appears on the screen.� Point the cursor to the selected star and press Enter .� After recording all standard stars, set cursors o� and press button Enter once more.Now the frame is ready for the ANALYSE/INV command with keyword PRFLCTRLset to a negative value.When selecting stars with the cursor, you should also use very bright saturated stars.The program can handle them properly, and they are very useful in extending the rangeof the Point Spread Function determination. However, in the case of CCD{frames theprogram does not yet know how to deal with saturated vertical columns that spread outfrom the central regions of bright stars. Therefore, in the case of CCD{frames, only starswithout saturated vertical columns should be used.NoteNo method of determining the Point Spread Function can be successful whenthe data has not been properly transformed into intensity units.The used point spread function is written as a descriptor DPROFILE into the inputimage frame. This descriptor is modi�ed whenever ANALYSE/INV is run with keywordPRFLCTRL not equal to zero. The program looks for an initial point spread functioninto that descriptor at �rst and it uses data from the keywords SPROFILx when thedescriptor DPROFILE is absent.4.3.7 In Case of TroubleIt may happen that program execution is aborted or that the output is clearly wrong. Inmost cases it is caused by setting wrong values for keywords. Check carefully whetherkeyword values look reasonable. If there is no obvious mistake made in setting the1{November{1991



4-10 CHAPTER 4. OBJECT SEARCH AND CLASSIFICATIONkeywords, run the ANALYSE/INV program again using the DEBUG option. This can bedone by using DEBUG as one of the parameters of the ANALYSE/INV command line. Alot of information will be displayed for each object. It is possible to follow the programow and to see how the cleaning of blended images is done. Because of the large amountof information displayed, using the DEBUG option is feasible only for very small frames.Identify on the image display the region which gives most of the trouble such as not de-tecting obvious objects, failure to resolve pairs, or multiple detections of single objects,and use the EXTRACT command to create a subframe of dimensions between 50� 50 and150 � 150 pixels with up to 10 : : :20 objects. Then use the command SEARCH/INV and�nally ANALYSE/INV with the DEBUG option and try to �nd out, based on the displayeddata, what the source of the trouble is.Displaying data concerning a particular object starts with its identi�cation number,and its pixel coordinates. Next comes three kinds of information, each consisting of 80 val-ues. They are arranged in eight columns. The �rst presents a pro�le in eight octants. Eachcolumn corresponds to a particular octant, starting with an octant pointing to the rightand going counter clockwise. The �rst row gives the value of the central point. The secondkind of 80{values array uses only four �rst columns. The �rst column gives average pro�le,the next three give the �rst three amplitudes of Fourier expansion of the objects pro�leover the octants. In both these cases data has been divided by background and multipliedby 1000 for easier management of displays. The third kind of an array contains only 0and 1. This array indicates how the object was cleaned. The value of 0 indicates that theactual data is used. The value of 1 means that the data is interpolated. The arrangementof columns and rows is the same as in the case of displaying the pro�le. Only the rowcorresponding to the central point is missing.After intermediate data is displayed for all objects, the �nal results are shown. Theyare presented in three separate chunks of data for each object. The �rst gives ID, x{coordinate, y{coordinate, distance to nearest other object, extent of unblended central part,approximate radius of an object, and radius of saturated part of an image, all except IDexpressed in pixels.The second gives data that is stored in an output table. A list of table column numbersand labels can be used for identifying displayed quantities. Data from columns :IDENT,:NR OTH OBJ, and :AR is not presented here, as it has been previously displayed.The third gives �rst 21 points of one{dimensional pro�le.4.3.8 The Classi�cationThe command CLASSIFY/INV performs a classi�cation of listed objects on stars, galaxies,members of a broad class of defects, and unclassi�ed|mostly very faint|objects. Only thetable produced by the ANALYSE/INV command can be used as input for the CLASSIFY/INVcommand. An additional column containing the result of the classi�cation will be ap-pended to this table. The user can have some inuence on the resulting classi�cation bysetting few keywords. In some cases it is known beforehand what kind of objects pre-dominate at the faintest magnitudes where accurate classi�cation is impossible. Propersetting of keywords CLASSPAR and DISTANCE can accomplish subjective segregation1{November{1991



4.4. DESCRIPTION OF INVENTORY KEYWORDS 4-11of the faintest objects into stars and galaxies. The results of classi�cation are reliable onlyfor objects that are considerably brighter than the limiting magnitude.The following additional keywords can be set with the help of the SET/INV C command:BRGHTLMT | This keyword controls the division of objects into \bright" and \faint".Di�erent algorithms are used for classifying these two groups. The value of this keywordis expressed in magnitudes and should be fainter than the saturation limit.DISTANCE | This keyword controls convergence of an iterative classi�cation process.Usually the value of 30.0 is su�ciently good. It may be changed when the iterationsfail to converge.ITERATE | Sets conditions for terminating iterations. Each iteration usually changesthe classi�cation of some objects. The number of such changes is evaluated and com-pared with the �rst value of this keyword, and iterations are terminated when thenumber of changes is not larger than the value of the keyword.The second value of this keyword gives the allowed number of iterations. Recommendedvalues are 0,20. It happens sometimes that iterations converge initially into a propersolution, but fail to stop and begin to diverge at an accelerating pace. It is good insuch cases to increase the �rst component and to decrease the second value of thekeyword ITERATE.CLASSPAR | This keyword controls the selection of \seed objects", which teach theprogram how typical stars and galaxies look. This selection is done on the isophotalmagnitude versus the relative gradient diagram. There are three parameters. The�rst sets a half{width of a band centered on relative gradient = 0:0, and extends frombright objects down to a limit set by the third parameter, which gives the di�erence ofmagnitudes between this limit and the detection limit. The second parameter sets anupper limit of the relative gradient for selecting a seed galaxy. Recommended valuesare 0.05, -0.15, 1.0.4.4 Description of INVENTORY KeywordsThere are several keywords in the context keyword area which hold the values of parameterswhich control the performance of INVENTORY. They are listed here. Additional informationis also supplied (separated by slashes): Keyword type | Integer (I) or Real (R) | andthe maximum number of values stored by a keyword. A description is added followingeach keyword.ANALITER |Default value of this keyword is equal to 0 and corresponds to the case thatonly the base version of the command ANALYSE/INV is used. Any positive value setsthe number of additional iterations. In each of these iterations the contributions fromstellar neighbours are subtracted using the empirical one-dimensional point spreadfunction. 1{November{1991



4-12 CHAPTER 4. OBJECT SEARCH AND CLASSIFICATIONBRGHTLMT/R/1 | Divides objects into bright and faint for classi�cation purposes.Should be close to the magnitude corresponding to the beginning of saturation e�ects.BRIGHTOB/R/1 |Parameter, which helps to remove spurious faint components of largebright objects. May modify central parts of real objects. Should be disabled by settingto zero when photometric accuracy is important.BRGTCTRL/I/1 | Many spurious faint objects are detected around very bright oneswhen this keyword is set to 0. Increasing it helps to eliminate spurious objects. Toolarge a value may result in disapearance of some real objects.CLASSPAR/R/3 | Controls the selection of seed objects for classi�cation. The �rstcomponent de�nes half{width of stellar objects band in a magnitude versus relativegradient plot. The second value sets an upper limit for relative gradient for seedgalaxies. The third component tells how much brighter in magnitudes the seed objectsshould be in relation to the limiting magnitude. All three components are used inCLASSIFY/INV. The �rst component is also used in ANALYSE/INV for picking out objectssimilar to stars.CTRLMODE/R/1 | Controls the calculation of sky background with the help of thesubroutine MODE. This subroutine returns the modal value of the pixel distributionwhen CTRLMODE is set to 3.0. Repetitively clipped means it is returned whenCTRLMODE is set to 0.0, with some saving of the execution time.CVFACTOR/R/1 | Stops iterations in subroutine MODE, when the di�erence betweenthe last two iterations for mode is smaller than the last � multiplied by CFCT. Re-commended value is 5.0. Smaller values increase execution time with only little im-provement of accuracy. Larger values may harm the accuracy.DEBUG/I/1 | us used ti invoke debuging outputs.DFVALLEY/R/1 | Required depth of valley between two components that is necessaryfor accepting them as two separate objects. Recommended value is 0.02.DISTANCE/R/1 | Limiting distance in a parameters space for including object in aparticular class of objects. Used in CLASSIFY/INVELONGLIM/R/1 | Image elongation above which an object is checked for duplicity.Recommended value is 0.25.ETAFUNCT/R/1 | Petrosian �{function used in the determination of the Petrosianradius and Petrosian magnitude. Berkeley astronomers are using a value of 2.0. Whenworking with many automatically detected faint objects this large value often failsto give consistent results for all objects. Therefore a smaller value, such as 1.5, isrecommended. The value 1.39 corresponds roughly to de Vaucouleur's de�nition of\half luminosity radius". 1{November{1991



4.4. DESCRIPTION OF INVENTORY KEYWORDS 4-13EXPRTIME/R/1 | Time of exposure expressed in units referred to in keyword ZERO-MAGN.FIELDVAR/I/1 | Concerns the character of variations of sky background. It is set to 0when these variations are additive. It is 0 when they are due to sensitivity changes.FILTER/R/1 | Sets slevel of bright pixel �ltering.FULLPSF/I/1 | Extend in pixels of 2-dimensional p.s.f.HALFEDGE/I/1 | De�nes size of a subarray that is used for calculating local skybackground, and for pro�le analysis. It is equal to a distance, measured in pixels,between the central pixel and an edge of a subarray. The size of a subarray is equalto (1 + 2 � IHED)2. IHED cannot be larger than 50, so that the maximum size of asubarray is 101� 101 pixels. Objects of interest should be smaller than the subarray.If the value 50 is too small, then the image should be squeezed. Minimal value is 4.Recommended value for most of applications is between 8 and 12.IJBORDER/I/4 | Sets limits of the investigated area.ISOPHOTR/I/1 | Controls use of outside values of isophotal radia. When set to 1, thenisophotal radia are read from column RAD ISO into an input table. It is useful whenmeasuring colours of galaxies.ITERATE/I/2 | Condition for terminating iterations during classi�cation and allowablenumber of iterations.LHCUTS/R/2 | Low and high cuts applied for more correct treatment of bad pixels andsaturated regions. The low cut should be smaller than any valid data. The high cutshould be little less than the image saturation level. It is advisable to look carefully atimages of bright stars with the help of the image display in order to set a high cut.MARGINS/I/1 | Width in pixels of frame margins where objects are not detected.MULTDTCT/R/1 | Allowed separation of pixels at multiple detections. Individual de-tections separated not more than by MULTDTCT pixels are treated as the samedetection.NEBLIMIT/R/1 | Used in cases when faint members of clusters of galaxies pretend tobe very large. In all other cases should be disabled by setting to zero.NETHEDGE/I/1 | Half edge of the regions used to determine preliminary sky back-ground in a net of regions.OUPROFIL/I/1 | Sets number of pixels spaced points of objects' pro�les recorded inoutput table.PAIRSPRT/R/1 | Allowed minimal separation of double objects expressed in pixels.Should be little larger than the size of the seeing disk.1{November{1991



4-14 CHAPTER 4. OBJECT SEARCH AND CLASSIFICATIONPRFLCLNG/R/3 | Parameters used for pro�le cleaning.PHYSICAL/I/1 | Tells if searched area is de�ned by physical coordinates.PRFLCTRL/I/1 | Gives the number of central points of the standard Point SpreadFunction to be updated by program. Input pro�le as given by keywords SPROFILxand is used when PRFLCRTL is 0. N central points are updated with the help of starsselected by program when PRFLCRTL is +n, and the program will ask for selectingstars with the help of the cursor when PRFLCRTL is �n. Usually 5 or 6 is su�cient.May depend on frame origin, seeing and pixel size.SGFACTOR/R/1 | Factor used to set clipping limits in subroutine MODE. Recommen-ded value is 2.0.SKYDETER/I/1 | Sets accuracy of the sky background determination.STMETRIC/R/2 | Radii of two circular apertures used to determine aperture mag-nitudes. They are expressed in pixels.SPROFIL1/R/5 { SPROFIL5/R/5 | Innermost 25 points of one dimensional logarithmicdi�erential Point Spread Function. The spacing of entries is by one pixel. Each k{thvalue is equal to decimal logarithm of k-1 value of the stellar Point Spread Functiondivided by its k{th value.TRESHOLD/R/1 | Limiting threshold above sky background level used at object de-tection and at calculating isophotal magnitudes and sizes. It is expressed in unitsof sky background. Too low a value results in many spurious detections and corres-ponding long execution time. It is advisable to start with a relatively large value ofTRESHOLD and check it on a small part of a frame de�ned with the help of theEXTRACT command.UNDRSMPL/I/1 | Undersampling factor.UNITS/I/1 | Switched between background units (0) and instrumental units (1)XYBORDER/R/2 | Limits of investigated area in physical units.YFACTOR/R/1 | The ratio of \Y" to \X" dimensions of a box used at duplicity check.Recommended value is 0.6.ZEROMAGN/R/1 | Sets a zero point of magnitudes. Its use is controlled by keywordMGNTCTRL.4.5 Formats of TablesIntermediate inputs for and outputs from the INVENTORY package are stored as MIDAStables. These table formats are described here.1{November{1991



4.6. INVENTORY COMMANDS SUMMARY 4-154.5.1 Input TableIn some applications there is no need to run the SEARCH program because a list of objectswith accurate positions is already available. In this case, the ANALYSE command should beused with the NOVERIFY option. The ANALYSE command with the NOVERIFY option expectsthe values of the X and Y coordinates (in physical units) to be stored as columns in aninput table. There are no limitations to the positions of these columns in that table. Thecolumns are identi�ed by the column labels :X COORD and :Y COORD. It is also possibleto enter an isophotal radius for each object as input value. This mode is activated bysetting the parameter ISOPHOTR to 1. The input table should have a column labeledwith :RAD ISO, which holds the isophotal radii.4.5.2 Intermediate TableThe structure of an output table from the SEARCH/INV, which serves as an input tablefor the ANALYSE/INV command is transparent for the user; there is no need to know itsformat.4.5.3 Output TableThe output table contains the results and therefore it is necessary to know in what columnsdi�erent quantities are stored. Table 4.1 gives a list of columns together with their numbersand labels. Column :CLASS is �lled with data by the CLASSIFY command.4.6 Inventory Commands SummaryTable 4.2 lists all commands discussed in this chapter.
1{November{1991



4-16 CHAPTER 4. OBJECT SEARCH AND CLASSIFICATIONColumn Name Description#1 :IDENT Identi�cation.#2 :X Physical X{coordinate.#3 :Y Physical Y{coordinate.#4 :MAG CNV Convolved magnitude. Applicable to stars.#5 :MAG AP 1 Aperture magnitude no.1.#6 :MAG AP 2 Aperture magnitude no.2.#7 :REL GRAD Relative gradient. Should be 0.0 for stars.#8 :SIGMA GR Sigma of pro�le deviations from P.S.F.#9 :BG Local sky background.#10 :INT Average intensity of 9 central pixels.#11 :RADIUS 1 Intensity weighted average radius in pixels.#12 :RADIUS 2 Intensity weighted average root square radius in pixels.#13 :ELONG Image elongation.#14 :POS ANG Position angle of an image major axis.#15 :RAD ISO Isophotal radius in pixels.#16 :MAG PET Petrosian magnitude.#17 :RAD PET Petrosian radius.#18 :RAD KRON Intensity weighted average inverse root square radius.#19 :ALPHA Alpha gradient at the edge of aperture magnitude no.1.#20 :MAG ISO Isophotal Magnitude.#21 :CLASS Object's classi�cation: 2=Galaxies, 1=Stars, 0=Defects.#22 :NR OTH OBJ Distance to nearest other object.#23 :AR Active radius.#24 :SIGMA X r.m.s. in computed x coordinate.#25 :SIGMA Y r.m.s. in computed y coordinate.#26 :SIGMA MAG r.m.s. in computed magnitudeTable 4.1: Inventory Output TableANALYSE/INV frame table1 [table2] [ver opt] [debug opt]CLASSIFY/INV tableSEARCH/INV frame tableSET/INV command [ALL]SHOW/INV command [ALL]Table 4.2: Inventory Commands1{November{1991



Chapter 5Crowded Field Photometry5.1 IntroductionThis chapter describes the set of commands implemented in MIDAS to do crowded �eldphotometry on digital astronomical images. The package has been developed byR. Buonanno, G. Buscema, C. Corsi, I. Ferraro, and G. Iannicola, all at the OsservatorioAstronomico di Roma. The package runs as a part of the data reduction system at RomeObservatory and is well known from its name: ROMAFOT. Since in Italian the su�x\fot" refers also to the word \photometry", the name ROMAFOT was chosen as an easyhomophony with DAOPHOT.The idea of ROMAFOT was born (and realised) in the second half of the seventies.The need for such a package has arisen from the technical evolution (for instance thearrival of the PDS etc.) and from the huge amounts of data becoming manageable. Arich bibliography of authors who worked on the same objective (e.g. Newell and O'Neil,1974 [1], Van Altena and Auer, 1975 [2], Butcher, 1977 [3], Herzog and Illingworth, 1977[4], Chiu, 1977 [5], Auer and Van Altena, 1978 [6] Buonanno et al., 1979 [7], Buonanno etal., 1983 [8] Stetson, 1979 [9], Stetson, 1979 [10]) shows that e�cient handling of digitalastronomical images was widely felt for the astronomical community. In addition, sincethe numerical problem requires very classic solutions, neither the idea nor the solutionasks for particular emphasis.Where ROMAFOT has perhaps merit is in having taken dozens of decisions such as:� should the sky background be calculated before or together with the star?� which size of the subwindow optimises the ratio photometric quality/computingtime?� when should two objects be considered blended and be �tted together?� which is the optimum degree of interaction?All these choices require experiments, time, and naturally e�ort.5-1



5-2 CHAPTER 5. CROWDED FIELD PHOTOMETRYIn this description Section 5.2 gives some theoretical background about how ROMA-FOT operates. Section 5.3 presents an overview of the commands available in the RO-MAFOT context. Section 5.4 describes the commands in detail. The section is split intoa part for the automatic reduction and a part for the more interactive reduction. Finally,Section 5.5 gives a summary of all ROMAFOT commands.5.2 TheoryROMAFOT uses a linearised least squares analytical reconstruction method on two{dimensional data frames. Introductions of modern tests of signi�cance (e.g. �2) to measurethe discrepancy between observations and hypothesis can be found in many excellent textbooks (see e. g. Bevington, 1969). Hence, it is not really useful to give any theoreticalsummary here.Although minimisation of the absolute deviations or, more precisely, the square of de-viations between data and a parametric model is not the only technique to derive optimumvalues for parameters, it is generally used because it is straightforward and theoreticallyjusti�ed. There are no basic di�culties in extrapolating this method for the case of amodel function with non{linear parameters if �2 is continuous in parameter space. Prob-lems may arise if local minima occur for \reasonable" values of parameters and methodsneed to be employed to search for absolute minima.Nevertheless, if the PSF parameters are reasonably estimated one can assume thatthe localisation of the region of absolute minimum is generally well determined. This isan important condition since the method ROMAFOT uses requires that high order termsin the expansion of the �tting function are negligible, a condition satis�ed if the startingpoint is close to the minimum.This method is to expand the �tting function to �rst order in a Taylor expansion,where the derivatives are taken with respect to the parameters and evaluated for theinitial guess in this space. The calculation of the model parameters to �t the data has ledto the solution of the usual system: ��� Pj = 0;where � is the summation over all the n points of the square of the di�erence betweenthe model function and the data, and Pj is the current parameter (j = 1; ::::; m). Asthe method requires an approximation of the function instead of the function itself, theparameter adjustments the system reinstitutes are not exactly those which correct thetrial values, and the operations must be iterated.Using the technique just outlined, ROMAFOT carries out stellar photometry by �ttinga sum of elementary Point Spread Functions, analytically determined, to a two dimensionalarray. The sky contribution is taken into account with an analytical plane, possibly tilted.This plane is �tted (simultaneously) with the stars.The analytical formulation of the PSF has obvious advantages in case of undersampledimages allowing the comparison of the intensity of each pixel to the integral of the functionover the pixel area. 1{November{1990



5.3. OVERVIEW OF ROMAFOT 5-3ROMAFOT does not attempt to discriminate between stars and galaxies in the phaseof searching the objects. It prefers to take into account their photometric contributionand delete them from the �nal catalogue by checking the �t parameters with a suitableprogram. This program also eliminates cosmic rays and defects, if present.In several parts in this documentation reference is made to the sigma (�) of eitherthe Gaussian or the Mo�at �tting function. In both cases this sigma is NOT the sigmain the statistical sense (i.e. the standard deviation) but the Full Width Half Maximum(FWHM) of the distribution. In case of the Mo�et distribution, sigma is a function of theparameter �, i.e. not equal to the FWHM except for � = 3:1. This de�nition of sigmawill be used throughout this chapter.5.3 Overview of ROMAFOTThe current MIDAS implementation of ROMAFOT consists of 17 commands which arelisted in Table 5.3. In order to be able to execute these commands the context ROMAFOTshould be enabled �rst. This can be done using the command SET/CONTEXT ROMAFOT.Command DescriptionADAPT/ROMAFOT Adapt trial values to a new image frameADDSTAR/ROMAFOT Add pre-selected subarrays to the original image frameANALYSE/ROMAFOT Select objects or analyses the results of the �t procedureCHECK/ROMAFOT Estimate number and accuracy of arti�cial objects recoveredCBASE/ROMAFOT Create the base-line for transformation of frame coordinatesCTRANS/ROMAFOT Execute transformation of coordinates on intermediate tableDIAPHRAGM/ROMAFOT Perform aperture photometryEXAMINE/ROMAFOT Examine quality of the �tted objects; ags them if neededFCLEAN/ROMAFOT Select subarrays containing arti�cial objectsFIND/ROMAFOT Select objects from ROMAFOT frame using the image displayFIT/ROMAFOT Determine characteristics of objects by non-linear �ttingGROUP/ROMAFOT Perform an automatic grouping of objectsMFIT/ROMAFOT Fit the PSF using the integral of the PSF (for undersampled data)MODEL/ROMAFOT Determine subpixel values to be used for the integral of the PSFREGISTER/ROMAFOT Compute absolute parameters and stores results in �nal tableRESIDUAL/ROMAFOT Compute di�erence between original and reconstructed imageSEARCH/ROMAFOT Perform actual search of object above certain thresholdSELECT/ROMAFOT Select objects or stores parameters in intermediate tableSKY/ROMAFOT Determine intensity histogram and background in selected areasTable 5.1: ROMAFOT commandsROMAFOT is as interactive as the user wishes. In fact, during a reduction session theuser is often asked to choose between an interactive or an automatic procedure, including1{November{1990



5-4 CHAPTER 5. CROWDED FIELD PHOTOMETRY\greytone" extremes. Hence, the package leaves it up to the user:� to select program stars,� to model the subframes to �t,� to choose the number of components in each subframe,� to check the data reconstruction.For the user one cannot de�ne a �xed set of guidelines for these decisions, apart from thetwo obvious considerations that no software can take the place of the human brain andthat the bene�t of photometric precision should be proportional to the cost in terms ofhuman e�ort.As stated above, apart from a part which has to be interactive, the user can choosebetween running ROMAFOT in automatic or in interactive mode. Hence, a number ofinteractive ROMAFOT commands have non{interactive \sister" command(s) with thesame functionality. Figure 5.1 shows the ow diagram of the ROMAFOT package. Fromthis diagram it is clear that after determining the PSF one can continue along two paths.Figure 5.2 visualises the procedure to insert arti�cial stars in the original frame in orderto estimate the ability of the program to recover an object and the general reproducibilityof the photometry. Finally, Figure 5.3 shows the procedure to use the photometric results(positions and intensities) from the frame with the best resolution as input for all theother program frames.
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5.3. OVERVIEW OF ROMAFOT 5-5
SET/CONTEXT ROMAFOTSELECT/ROMAFOT study PSF+FIT/ROMAFOT+ANALYSE/ROMAFOTInteractive + Automatic(= =)FIND/ROMAFOT SKY/ROMAFOT searchSEARCH/ROMAFOT+ (= +ANALYSE/ROMAFOT GROUP/ROMAFOT input=) (=+FIT/ROMAFOT �t(= =)ANALYSE/ROMAFOT EXAMINE/ROMAFOT check=) (=+REGISTER/ROMAFOT store+RESIDUAL/ROMAFOT residualsFigure 5.1: Romafot reduction scheme
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5-6 CHAPTER 5. CROWDED FIELD PHOTOMETRYADDSTAR/ROMAFOT arti�cialInteractive + Automatic(= =) SKY/ROMAFOT searchSEARCH/ROMAFOT+ (= +ANALYSE/ROMAFOT GROUP/ROMAFOT inputFCLEAN/ROMAFOT=) (=+FIT/ROMAFOT �t(= =)ANALYSE/ROMAFOT EXAMINE/ROMAFOT check=) (=+REGISTER/ROMAFOT store+CHECK/ROMAFOTFigure 5.2: Romafot procedure to determine accuracy and degree of completenessCBASE/ROMAFOT base+CTRANS/ROMAFOT transform+=) ADAPT/ROMAFOT* +(= ANALYSE/ROMAFOT checkFigure 5.3: Romafot procedure to transfer inputs to other program framesROMAFOT is fully integrated into the MIDAS environment, which means that theimage display part runs on all display system supported by MIDAS and that all interme-diate and the �nal results are stores in MIDAS tables. Obviously, the use of the MIDAStable �le system adds a great deal of exibility to ROMAFOT, since a large number ofMIDAS commands can be used (e.g. for table emanupulation, displaying, selection, etc.).5.4 How to use ROMAFOTThis section contains detailed information on what a typical reduction session with theROMAFOT package can look like. It describes, in much more detail than in the on{1{November{1990



5.4. HOW TO USE ROMAFOT 5-7line help �les, the functionality of the ROMAFOT commands, in particular how severalalgorithms work (e.g. the search and �tting algorithms). Also, it shows how the usercan shift from the automatic to the interactive mode, and gives suggestions as to whataction to take in particular circumstances. The �rst{time{user is advised to read thisdocumentation before starting; for the more experienced user this section may serve as atrouble shooting section and as a reference.In the description of the ROMAFOT package below, the schemes in Figure 5.1, Fig-ure 5.2 and Figure 5.3 will be followed. First, the commands needed to determine the PointSpread Function (PSF) will be described. Thereafter, the interactive and the automaticpaths will be explained. Then, the procedure to determine the photometric accuracy andthe degree of completeness will be illustrated. Finally, an e�cient path to measure severalframes of the same �eld is presented. For each of the steps described in the documentationthe command and the command syntax are given.5.4.1 Study of the Point Spread FunctionSELECT/ROMAFOTSELECT/ROMAFOT frame [int tab] [wnd size]With this command the user can select a number of well behaving stellar images todetermine the Point Spread Function on the frame. These well behaving stellar objects(of the order of 10 to 15) should be chosen over the whole frame.SELECT/ROMAFOT displays the frame (or part of it) on the image display and allows theuser to select the objects. The image display cursor and its control box is used to selectthe objects .Since this command is also used to select special classes of objects, (e.g. photometricstandards) it asks for magnitudes and names of the objects selected. If these are unknownthe default can be used.After execution a set of subframes with given dimensions (typically 21 by 21 pixels)centered on the input cursor position and each containing one star is stored in the inter-mediate table. This table can be feeded to the the command FIT/ROMAFOT which actuallyperforms the �t to the data. The table also contains trial values both for the sky back-ground and the central intensity of the stars.FIT/ROMAFOTFIT/ROMAFOT frame [int tab] [thres,sky] [sig,sat,tol,iter] [meth[,beta]][fit opt] [mean opt]This command determines the characteristics (position, width, height) of each selectedstellar object through a non{linear best �t to the data. It assumes that a Gaussian or aMo�at function is adequate to describe the PSF and that a (possibly tilted) plane is agood approximation of the sky background.This command can be used for many purposes. For instance, the shape of the objectcan be determined by performing a best �t with all parameters allowed to vary; alternat-ively, a complex object (e.g. a blend of ten or more objects) can be reconstructed using1{November{1990



5-8 CHAPTER 5. CROWDED FIELD PHOTOMETRYsome a priori knowledge, such as the width of the PSF or the positions. In the �rst case,an object with an informative content which is as high as possible is necessary to settlethe parameters involved; in the latter case this information is added to the data having alow degree of information.Experience has shown that a Mo�at function with appropriate parameters is alwaysable to follow the actual pro�le of the data satisfactorily; a Gaussian is adequate in caseof poor seeing. In general the �tting function can be described by the expression:F (ai; pi) = a1x+ a2y + a3 + 36Xk=1 fk(x; y; pi;k);where the ai's are the sky background coe�cients, the pi's the parameters of the k ele-mentary components and the fk given by:fk =) 8<: I = p1 exp�4 ln 2f (x�p2)2+(y�p3)2p24 g; GaussianI = p1f1 + (x�p2)2+(y�p3)2p24 g�� ; Mo�atAs has be mentioned in the Introduction, in the both expressions above, the � is NOTthe sigma in the statistical sense (the standard deviation). For the Gaussian function �refers to the Full Width Half Maximum (FWHM) of the distribution; in case of the Mo�etdistribution, � is a function of the parameter �.Suppose at the beginning of the session some isolated objects have been selected inorder to derive the PSF. The number of components per window, k, is set to 1 and thecommand runs with p1; p2; p3; p4 and � all allowed to vary. However, experience showsthat p4 (hereafter often referred to as �) and � are not totally independent. Therefore, itis preferable to �x � at the typical value of � = 4, to derive the corresponding � and tocheck the quality of the �t interactively. If the �t is unsatisfactory, change � and derivethe new �. Since pro�les are not a strong function of � the parameter can be changed bya couple of units. Remember that if the �tted pro�le is wider than the object, � shouldincrease and vice versa. Typically, � must be kept greater than 1 and it should not exceed10. Naturally, these considerations do not apply if the Gaussian function is used. However,in case of stellar photometry the use of the Mo�at function is strongly recommended.Besides the best �t, FIT/ROMAFOT also computes the quality of the �t by the �2 test andthe semi{interquartile interval for each individual object. These data are stored togetherwith the �t parameters and will be used by other commands (see EXAMINE/ROMAFOT).During the execution the user will realise that the command occasionally makes sev-eral trials on the same window. This happens when the command is requested to �t awindow with several objects and when one or more of these falls into the category \NOCONVERGENCY". In this case the command continues by ignoring such objects. When�nally the convergency is found, the objects so far ignored are added and a new trial willstart. The program will never delete objects on its own. The only exception is if an objectfalls under the threshold selected by the user, and after the background has been properlycalculated considering, for instance, \tails" of nearby stars.It should be emphasised that, even if the window is marked \NO CONVERGENCY",some objects in that window (in general the most luminous ones) have been found with1{November{1990



5.4. HOW TO USE ROMAFOT 5-9adequate convergency. These objects will be agged \1", while the objects agged \3",\4" or \5" will be those responsible for \NO CONVERGENCY". Finally, objects agged\0" are those under the photometry threshold. These ags should not worry the user;they will be used by subsequent commands.Now, the trial values contained in the intermediate table have been substituted by theresult of �t in each record. To check their quality interactively in order to de�ne the PSF,the user should execute the next command.ANALYSE/ROMAFOTANALYSE/ROMAFOT frame [cat tab] [int tab] [sigma,sat]This command is the most interactive part in the reduction procedure. Because ofits exibility, its use may not seem straightforward. Therefore, after starting up thecommand, the user is advised to press the key \H": it will display the help informationthe screen. For the sake of clarity only those commands which are useful at this stage willbe discussed below; other commands of the ANALYSE/ROMAFOT will be discussed later.After having received the appropriate input from the MIDAS command line, the com-mand waits for a command input. Following the present example, the user should type\D" and a number. The command then asks for a number, say n, and will read the datafor the nth group of components stored in the intermediate table. ANALYSE/ROMAFOT willdisplay the data pro�les and the �t superimposed on the upper part of the image display.On the lower part of the screen, three images are shown: the subframe containing the realdata, the subframe containing the �t and the di�erence of the two, respectively.The user can squeeze the interval over which the 256 colours are distributed through thecommand \W" or vary the minimum of such an interval with the command \U". In orderto have a better check of the correspondence between the data and the �t, the command\X" displays isophotes at three di�erent levels. The key \Y" has the same function butstarts at a level given by the user (typical numbers are 0.01 to 0.001). Another commanduseful for display is \6" which allows the smoothing of the subframe containing the realdata. This smoothing is performed via a 3 � 3 gaussian convolution mask on the arraystored in memory and does not a�ect the original array.By means of the displayed information one can decide if the �t is adequate or forexample systematically wrong (for instance, all the images have overestimated �'s orheights). In the latter case FIT/ROMAFOT can be run with di�erent parameters. Theprocedure continues with \D", n+ 1, n+ 2, ...... etc.A mean of all �ts obtained will �nally give the � of the PSF. Since � had been already�xed, the PSF is now determined.5.4.2 The Interactive PathAs mentioned above, ROMAFOT is interactive or automatic to the extent that the userchooses. It should be clear that the user is not obliged to choose between the automaticor the interactive procedure. In other words the user can shift in the next steps of thereduction sequence from the automatic to the interactive mode or vice versa.1{November{1990



5-10 CHAPTER 5. CROWDED FIELD PHOTOMETRYBelow, the interactive procedure will be described �rst, simply because it is easier.De�nitely, it is not recommended to follow this procedure for photometry on more than100 stars. However, a certain degree of interactivity has the advantage that it makes theuser aware of what he/she asks the computer to do and he/she shares with it responsibilityfor the results.Of course, to start interactive photometry of program stars one should select the stars.This can be done with the command:FIND/ROMAFOTFIND/ROMAFOT frame [cat tab]This command works exactly like SELECT/ROMAFOT and therefore needs no detailedexplanation. The only di�erence is that FIND/ROMAFOT, designed to select many stars,stores the positions of the objects in a catalogue table which has a di�erent structure thanthen the intermediate table created by SELECT/ROMAFOT. This table serves as as input forthe command ANALYSE/ROMAFOT. The reason for this di�erent table structure will becomeclear later.Having selected the program stars, one has now to settle the shape and dimensions ofthe windows in which to perform the �t. In addition, the number of elementary compon-ents that should be included in the �t has to be indicated. This operation can be done byrunning the command ANALYSE/ROMAFOT once again.ANALYSE/ROMAFOTANALYSE/ROMAFOT frame [cat tab] [int tab] [sigma,sat]To examine the catalogue table created by the command FIND/ROMAFOT one shoulduse the command \M" followed by the sequential position of the object. The commands\W", \U", \6", \X" and \Y" will set the display.A subframe with the selected star at the center is presented to the user. This sub-frame can be reduced (or enlarged) by the command \R" followed by the decrement (orincrement) in x and y: delta x, delta y, respectively.The command \S", followed by the shift in x and y coordinate provokes the displace-ment of the window. \R" and \S" are useful to include or exclude stars in the subframe.A \bar" allows the display of the current status of the window.The intensity pro�les are displayed with a scale which saturates at an intensity ofI ' 950. This can be changed with the command \B" followed by a factor for theintensities, typically 0.1 or smaller.In crowded �elds the maps, isophotal contours and intensity pro�les are not enough tovisualize the situation. In this case the commands \K" and \L" may help. With \K" onegets the pixel coordinates (both absolute in the frame and relative in the window) andthe pixel intensity at the cursor position. The command \L" gives the height (above thebackground) at the vertical cursor position.If the window has been properly set, shaped and understood, the user is expected toposition the cursor where he thinks a star exists and give the command \I". This command1{November{1990



5.4. HOW TO USE ROMAFOT 5-11passes the trial position of the star and its height and will be repeated for all the stars inthe window. The maximum number of objects allowed is 36, but the user is discouragedfrom approaching this limit for many reasons. The most simple one is that 36 stars (i.e.36� 3 parameters) which are �tted separately in 36 subframes with N pixels each require36 � 3 � N = 108N calculations at each iteration: the same �t all together requires36� 3� 36�N = 3888N calculations.The command \J" works like \I" with the di�erence that the user is expected toprovide the trial value for the height: this can be useful in case of di�cult convergencewhen e.g. several local minima exist in the parameter space.If some unwanted feature is present in the window (cosmic rays, scratches, tails ofother stars and so on) \E" is most useful. This command provokes a hole in the windowwhose radius will be given by the operator. The hole is centered at the cursor positionand the pixels included within its area will be ignored in the subsequent calculations asfar as this window is concerned. There is no e�ective limit to the number of holes (� 50).For this reason, it is not practical to have hole positions reported on the screen (in fact,they could �ll the whole screen). Therefore by default the holes will not be listed. Tochange that use the command \-" which enables the report hole positions and sizes. Thiscommand executes the inverse operation, as well.During the examination of the objects passed by FIND/ROMAFOT it often happens thatseveral stars are asked to �t together in the same window and some of these are in thecatalogue table. In order not to repeat photometry of the same objects, ANALYSE/ROMAFOTags in the catalogue table all the objects already considered and the user is supplied withthe message \object already considered". It is possible to disable this feature with the key\Z".The user may realize that the windows presented are too wide (or too narrow) depend-ing on the telescope scale, seeing, crowding and so forth. In this case the command \/"can be used to change the default window size.A minor feature is the key \A". This allows the default display of level contours (insteadof colour maps) without using command \X" or \Y".Finally, the command \5" selects the mode to examine the catalogue table, either togive the record (manual mode! \M") or running through the table (automatic mode !\A"). It is possible also to examine the list selectively (! \S"). For instance all the objectsabove a given height threshold are disregarded by the command GROUP/ROMAFOT.After execution of ANALYSE/ROMAFOT all the program stars are arranged with their trialvalues in (normally multiple) windows with selected dimensions and shapes: these dataare stored in the intermediate table. To continue the user should now run the commandFIT/ROMAFOT.FIT/ROMAFOTFIT/ROMAFOT frame [int tab] [thres,sky] [sig,sat,tol,iter] [meth[,beta]][fit opt] [mean opt]Obviously the previously determined PSF should now be used. Therefore, in theinteractive enquire the user should set the logical character for �xing � to \Y".1{November{1990



5-12 CHAPTER 5. CROWDED FIELD PHOTOMETRYFIT/ROMAFOT will �t the data following the trial values contained in the intermediatetable. In order to check the results the user can now run the ANALYSE/ROMAFOT commandonce again.ANALYSE/ROMAFOTANALYSE/ROMAFOT frame [cat tab] [int tab] [sigma,sat]In case the user wants to examine all windows, the command \4" should be used withthe option for the automatic analysis of the intermediate table. Inspection of selectedwindows (no convergence, more than N iterations and so on) is also possible.Looking at the display, one can see the reasons why the �t has some problems and cantake action. With the command \C" one can delete one component, with \I" (or \J")one can add one or more components. With the \E" command one can add a hole andwith \G" one can delete the hole and restore the subframe. Both \C" and \G" ask forthe component (or hole) to delete.Selecting the contribution of one individual component is not an easy task in crowdedwindows. The problem can be overcome with the commands \P" and \T". After \P" onemust give the sequential position of the star to examine in the window: this ags with \0"all the other components disabling their display. The user is therefore left with only onecomponent on the screen.It must be noted that after the command \P", the key \Q" always has to be used torestore the window. Otherwise, all the other stars will be maintained with the \0" ag,and consequently not considered in following operations (registration, �t and so forth).The command \T" is complimentary to the \P" command since it adds the \0" agonly to the sequential component selected by the user. \T" is also used to restore the nthcomponent.If for some reason the window is totally irrecoverable ANALYSE/ROMAFOT o�ers thepossibility to start again with the window. One should delete all the components andholes with \C" and \G" and then call the window with \N". In this way the intermediatetable is read in input mode allowing for commands \S" and \R", not permitted when thetable is read with the \D" command.A useful feature is the command \V" which enables new tables to be opened, forinstance a new frame. This is sometimes used to look at variables on di�erent frames orat objects with extreme colour indexes.Finally, the command \@" allows the substitution of one component in a window. Inprinciple, this operation could be performed with the commands \C" and \I". However,in that case the new component is appended. With \@" the component can be insertedat a given position of the list. The actual �t is completely independent of whicheverof the two possibilities one chooses; however, since ROMAFOT attributes names to thestars according to their sequential position, the two operations produce di�erent names.This could be important for subsequent procedures. The same is true if one deletes onecomponent or ags it with the \T" command. The result for photometry is identical sincethe object disappears in both cases but, in case of \T", the object survives as far as thename is concerned. 1{November{1990



5.4. HOW TO USE ROMAFOT 5-13After all the necessary corrections have been carried out, the user can now select thewindows to be �tted by running the command SELECT/TABLE. The selection should beput on the windows which should be untouched by a subsequent command FIT/ROMAFOT.This command will then �t only the indicated windows. Of course, to �nd a satisfactorysolution, the loop ANALYSE/ROMAFOT ! FIT/ROMAFOT can be executed as many times asneeded. Finally, one should run the command:ANALYSE/ROMAFOTANALYSE/ROMAFOT frame [cat tab] [int tab] [sigma,sat]Here, the \4" and \A" commands should be executed �rst. Then, execute the \D" toexamine all the windows.Finally, after all the windows have been examined, the data must be registered in a �nalMIDAS table with the command REGISTER/ROMAFOT. This command assigns identi�cationnumber to the objects corresponding to the group identi�cation: the �rst component willhave identi�cation N*100+1, the second N*100+2, etc, where N is the group identi�cationnumber.5.4.3 The Automatic PathAbove, the interactive photometry of stars in a frame has been described. Althoughinstructive, this procedure is impractical if one deals with thousands of stars. Therefore,ROMAFOT provides automatic procedures to substitute the many interactive operationsneeded to obtain the same result. These automatic commands are very useful providedthey are not used as black boxes. On the contrary, even following the automatic way, theuser can take advantage of facilities o�ered by the interaction.The �rst operation which can be performed automatically is the search of the objects.ROMAFOT performs the operation with two modules: the �rst one, SKY/ROMAFOT, mapsthe sky; the second one, SEARCH/ROMAFOT, detects the objects above the sky.SKY/ROMAFOTSKY/ROMAFOT frame [sky tab] [area] [nrx,nry]This command divides the frame intoN smaller rectangular areas, withN = nrx�nry.It computes the intensity histogram in each region and determines the sky values of theareas by means of the mode of the distribution. After having found the sky value of theindividual regions one can do the actual search for objects above a certain threshold.SEARCH/ROMAFOTSEARCH/ROMAFOT frame [sky tab] [cat tab] [area] [psf par] [thresh] [height]This command performs the actual search of the objects. It examines the regionindicated by the user and detects all the maxima above the de�ned threshold (or above agiven relative threshold). Note that the pixel values and maxima are all relative, i.e. withrespect to the sky background. The table produced by SEARCH/ROMAFOT is compatible with1{November{1990



5-14 CHAPTER 5. CROWDED FIELD PHOTOMETRYthe table created by the command FIND/ROMAFOT. Therefore, after this automatic searchfor objects the user can pass to the interactive procedure to group the objects with thecommand ANALYSE/ROMAFOT. This is the �rst decision point of the two procedure paths.Of course this does not mean that the user is recommended to leave the automaticroute (apart from a few special cases). However, the interactivity may now be useful tolook at the objects found and to decide if the threshold is appropriate or if the samplingof the background was su�cient to keep the detection threshold nearly constant all overthe image.Since it is expected that the automatic search will be generally followed by automaticgrouping, SEARCH/ROMAFOT calculates an additional parameter with respect to the com-mand FIND/ROMAFOT. With this parameter the output table of SEARCH/ROMAFOT can beused as if they were created by the command FIND/ROMAFOT. The inverse is not possible,the output table created by the command FIND/ROMAFOT cannot be used in the commandGROUP/ROMAFOT. This additional parameter is the \Action Radius" (hereafter AR) de�nedas the distance from the center of a star at which its photometric contribution drops toa small fraction of the faintest program star. From this de�nition it can be inferred thatthe AR is a function both of the intensity of the star and of the photometric limit de�nedby the user. To calculate the AR the program requires the PSF parameters.How do we de�ne the photometric limit? Suppose one is interested in studying onlystars more luminous than, say, 1000 units. Obviously, these stars are photometricallydisturbed by nearby companions of 900 units. Therefore, in principle the search shouldbe limited to the \disturbers" more than to the \targets". The grouping module will thenbe passed at threshold 1000 and stars in the list fainter than this limit will be consideredonly if they can a�ect photometry of nearby program stars.At this point the function of the AR is clear: it de�nes an area surrounding eachobject within which the object has some inuence in the given context. Photometry offainter and fainter images requires larger and larger associated Action Radii, an increasingnumber of connections and, ultimately, more computer time.After SEARCH/ROMAFOT one has obtained a list of candidates (often thousands). Al-though a quick inspection with ANALYSE/ROMAFOT is always instructive, the manual group-ing of the objects is a waste of time. This can be avoided by using the commandGROUP/ROMAFOT.GROUP/ROMAFOTGROUP/ROMAFOT frame [area] [cat tab] [int tab] [thres] [wnd max] [end rad,sta rad][wnd perc]This command groups the objects automatically. The catalogue table created by thecommand SEARCH/ROMAFOT is required as input. The command produces an intermediatetable identical to the one created by ANALYSE/ROMAFOT.The command works as follows: it starts examining the �rst object in the cataloguetable. If the AR of this object does not intercept any other AR, the program continues toestablish the window for the �t. Contrarily, if the AR does intercept the AR of anotherstar the command examines whether a third intersection exists and so forth. When no1{November{1990



5.4. HOW TO USE ROMAFOT 5-15more intersections exist, the program goes on to de�ne the associate subframe to �t.Going to faint photometric limits the intersections grow because of the higher numberof stars and because the AR are larger. The maximum number per window technicallyacceptable to ROMAFOT is 36, but this �gure is normally kept lower (typically lowerthan 20). The program, in the case of crowded �elds, may refuse to group certain objects.This situation will be discussed later.To establish the subframe to �t, a balance of opposite requirements must be achieved.For instance, since the di�raction creates images with \wide" wings one is tempted tointegrate over \large" windows, causing the undesirable inclusion of many objects. On theother hand, considering that the central pixels of the image are those with higher signalto noise ratios, \small" windows could be preferable. However, this necessitates the skybackground to be known \a priori", a heavy requirement indeed in case of crowded �elds!These considerations and the idea that the sky background should be computed to-gether with the star because the two data are naturally coupled, led to the choice ofwindow{sizes as wide as 9 times the FWHM in the case of isolated objects. If the com-mand is faced with a multiple con�guration, the window is determined by a frame, 3 timesthe FWHM width, surrounding the rectangulus circumscribing the Action Radii.Often new Action Radii, not intersecting the one under examination, fall into thewindow. These will be ignored during the �t. To visualise this, a \hole", as wide as therelative AR, will be created at the positions of these objects. In this operation some pixelsare lost for the �tting, this is the reason for the quite conservative choice of the windowsize.After GROUP/ROMAFOT has �nished, a histogram of the result (groups, objects whichfailed to group and so on) is prepared printed in the user terminal and in the log�le.With the default values the user groups a percentage of all the objects in the list. Thisfraction varies a lot and depends on the crowding, on the seeing, and on the AR. Thelatter depends again on the photometric limit requested. Typically, somewhere between70% and 100% of the catalogue list will turn out to be grouped by GROUP/ROMAFOT.In case of the default values for AR the command starts to group the objects hold-ing their original AR. Thereafter, if a group exceeds the maximum number of objects(e.g. 15) GROUP/ROMAFOT tries to prepare an acceptable window AR(new) = 0:90�AR(original). This limits the intersections and the groups can turn out to have an accept-able number of components. It is important to note that the size of holes is not a�ectedby this reduction and its original value is conserved.To group remaining objects, one can execute the command once more with the samecatalogue and intermediate table, but with an increased maximum number of objects perwindow and a reduced AR (in the sense just explained). Here, normally AR reductionsexceeding 70% of the original value will produce windows with too many holes, and the�nal window to �t could contain too few pixels. In this case it is wise to assign a value100 to the parameter [wnd perc] in order to provide the �t with enough pixels to computethe sky background.A situation where a large fraction of the objects are not grouped, even after the ARhas been reduced to 70%, can be caused by the following.1{November{1990



5-16 CHAPTER 5. CROWDED FIELD PHOTOMETRY1. The photometry is extremely di�cult (!).If this is the case, the user can only continue to group these objects interactively. Todo so he/she should execute the command ANALYSE/ROMAFOT using the command\5" followed by \S" and \R" or in some cases by \C". In case of the latter commandhe/she is asked for a threshold. Starting from this point and using the command\M" the objects (possibly above the given threshold) which GROUP/ROMAFOT failedto group are presented to the user. Obviously, objects grouped interactively can beadded to the same intermediate table generated by GROUP/ROMAFOT.2. The user is trying to group noise peaks.This case can be visualised immediately with the same commands as indicated forcase 1. One should remember that, unless the object in question is at the frameedge, it is located at the center of the window presented by ANALYSE/ROMAFOT. Thesolution, in this case, is to start again with SEARCH/ROMAFOT and with an increasedthreshold to get a new catalogue list.3. The AR are too big.The same solution (execute SEARCH/ROMAFOT again) can be used in this case. How-ever, the minimum height must now be increased, while the photometric thresholdcan remain unchanged.Following these considerations one should still be aware that there are advantages withinteractive processing. If, for instance, GROUP/ROMAFOT was successful in grouping 95% ofthe program objects, it may be worthwhile to look at the remaining 5%. This operationto obtain (as a �rst approximation) complete photometry can take 10 to 20 minutes. Ofcourse, if one is not interested in completeness, these last objects can be dropped, sincetheir photometry will be poor in comparison with the others.After having grouped the objects, the user tries to �t the subframes by executing thecommand FIT/ROMAFOT.FIT/ROMAFOTFIT/ROMAFOT frame [int tab] [thres,sky] [sig,sat,tol,iter] [meth[,beta]][fit opt] [mean opt]Since the user is now at the same point discussed in the interactive procedure, detailedinformation is not needed here.The log�le will contain the results of the �t. If the command has found di�cultiesfor more than a few percent of the objects, something is wrong (e.g. wrong PSF para-meters). If the statistics are acceptable the user may wish to display some windows withANALYSE/ROMAFOT (see above).Normally in this phase, in order to realise and to correct the \bad" windows (NOCONVERGENCY or \more than ... iterations") one should look at them. This is easilyaccomplished with ANALYSE/ROMAFOT using the commands \4", \S", \O". These com-mands will give the windows which did not �nd appropriate convergence on all the stars,or \4", \S", \I" to give windows which needed more than n iterations.1{November{1990



5.4. HOW TO USE ROMAFOT 5-17The user can intervene as described in the interactive procedure. If needed, �ts canbe repeated for these windows to have the situation where all windows have been recon-structed as a sum of a number of elementary components. To check the quality of suchreconstruction, a further crossing-over from the automatic path to the interactive pathmay be done. In fact, ANALYSE/ROMAFOT allows the interactive check of all the windows.To perform the automatic check one can execute the command EXAMINE/ROMAFOT.EXAMINE/ROMAFOTEXAMINE/ROMAFOT int tab [hmin,hmax]This command uses the quality parameters calculated by FIT/ROMAFOT for each objectand allows the user to select a threshold to accept or refuse the �t. At the moment, twoparameters are calculated by FIT/ROMAFOT: the reduced �2 and the semi{interquartileinterval.EXAMINE/ROMAFOTworks on the intermediate table and starts plotting the distributionsof these two �t estimators on the graphics terminal or window. A gaussian �t to thesetwo histograms is then performed in order to de�ne the mode and the sigma of the twodistributions. At this stage the user can cut the wings to get parameters not inuencedby occasional values.Once the two distributions have been parametrised, a plot of SD versus SIQ appears.In order to detect the objects beyond n times � of the distribution in this plot immediately,the mode is marked on both axes and the scale is in units of sigma. Using the cursor theuser can select objects whose �2 exceeds the value given by the vertical cursor position(x{axis) or objects whose SIQ exceeds the quantity corresponding to the horizontal cursorposition (y{axis), or both. Commands to perform the operations are described in the helpdocumentation and can be displayed using the command \H".Then,ANALYSE/ROMAFOT allows an automatic examination of objects agged byEXAMINE/ROMAFOT using the sequence of commands \4", \S"', \T" and \D". Again, if com-pleteness is not required, it is possible just to ignore these objects in the �nal registration.After execution of the command EXAMINE/ROMAFOT the user is in a position similar tothat which he �nds at the end of the interactive path. However, checking is now limitedto objects agged by EXAMINE/ROMAFOT. To do so one has to execute ANALYSE/ROMAFOTusing the commands \4", \S" and \T" (appropriate sets). Then, repeat \D" to examinethe next window with one star agged and, if that is the case, correct it.5.4.4 Registration of the ResultsTo conclude both the interactive and the automatic reduction paths the user should �xthe results in a MIDAS table.REGISTER/ROMAFOTREGISTER/ROMAFOT int tab reg tab [wnd opt] [obj opt]This command creates a table with the results of the analysis. However, all the photo-metric information obtained from the frame as the absolute quantities (magnitudes, colour1{November{1990



5-18 CHAPTER 5. CROWDED FIELD PHOTOMETRYequations etc.) still have to be derived. In this output table every object occupies onerow and the data are stored according the Table 5.2.Column Name Description#1 :IDENT Identi�cation#2 :X Physical X{coordinate#3 :Y Physical Y{coordinate#4 :INT central pixel intensity resulted from the �t#5 :LOC BG Local sky background; see text#6 :MAG1 Aperture magnitude no.1; see text#7 :MAG2 Aperture magnitude no.2; see text#8 :MAG3 Aperture magnitude no.3; see text#9 :MAG CNV Instrumental magnitude; see text#10 :SIGMA Sigma of �t function (if not �xed by the user)#11 :BETA Parameter of the Mo�at �t function#12 :SIQ Semi interquartle resulting from the �t#13 :CHI SQ �2 resulting from the �tTable 5.2: Romafot Registration TableThe magnitudes MAG1, MAG2 and MAG3 (e.g. U, B and V) are accepted by thecommands FIND/ROMAFOT or SELECT/ROMAFOT and are necessary for calibration. In caseof program stars (search made with SEARCH/ROMAFOT), these columns are �lled with zeros.The instrumental magnitude MAG CNV is calculated as �2:5 log VOL, where V OLis the integral over the elementary surface to �t the star, calculated from �1 to +1. Incase of linear data this is expected to di�er from the magnitude by a constant.5.4.5 Photometry of the Other Program FramesThe procedure described above is the standard procedure and results in an independentreduction of each frame. However, there are cases where a di�erent approach is moree�cient. Imagine, for instance, that several frames of the same region in the sky had tobe reduced but the frames were taken in di�erent seeing conditions, or at telescopes withdi�erent pixel matching. It is useful, in this case, to transfer the inputs from the framewith the best resolution to the others. The result of this operation is to add information(number of components, for instance) to the frames of poor quality. This proceduresobviously applies also to frames taken with di�erent �lters.The operation requires three logical steps:1. Create a base for transformation of coordinates from frame A to frame B;2. Transform the coordinates from A to B;1{November{1990



5.4. HOW TO USE ROMAFOT 5-193. Adjust the input (intensity, background, holes and so forth)These steps are accomplished by the commands CBASE/ROMAFOT, CTRANS/ROMAFOT andADAPT/ROMAFOT, respectively.CBASE/ROMAFOTCBASE/ROMAFOT frame 1 frame 2 [out tab1] [out tab2]This command presents two images at the same time and the user has to use the cursorto mark (a few) objects common to both images. CBASE/ROMAFOT creates two MIDAStables, defaulted to TRACOO1 and TRACOO2, which will be used by the followingcommand to perform the transformation of coordinates stored in the intermediate table.CTRANS/ROMAFOTCTRANS/ROMAFOT int tab [base 1] [base 2] [pol deg]This command uses the two tables generated by CBASE/ROMAFOT and derives the ana-lytical transformation to pass from coordinates on \frame 1" to coordinates on \frame 2".If the transformation is considered satisfactory by the operator (e. g. if the rms is of theorder of a few tenths of a pixel or better), the command changes the coordinates on theintermediate table in order to use these as inputs in the next program frame.In practice, after having completed reductions on the �rst frame, one should copy theintermediate table and transform it. If the transformation produces a rms larger thana few tenths of a pixel, this means that a mismatching exists on the objects selectedwith CBASE/ROMAFOT. In some cases a high rms could indicate the necessity of an higherpolyminal order (\N"), for the analytical transformation, provided that more thanN2 + 3N + 22objects are available for the base.At this point it could be useful to check the transformation with the commandANALYSE/ROMAFOT. In this case the new frame and the intermediate table just transformedmust be used and the keys D1, D2... Dk will allow the display of objects with the oldparameters (height, � and so on) on the new image.With the key L, in addition, it is possible to determine the approximate central in-tensity of the star and the associate sky luminosity. These values are useful to adjust theparameters in input with the commandADAPT/ROMAFOTADAPT/ROMAFOT int tab [thres] [i factor] [s factor] [h factor] [x size,y size]This is a self-explanatory command. Its use is recommended in order to facilitate theconvergency taking into consideration the di�erences in exposures and seeing conditionsbetween the template and the other program frames.1{November{1990



5-20 CHAPTER 5. CROWDED FIELD PHOTOMETRYAt this point the user has reached a stage which correspondings to that after executingGROUP/ROMAFOT. In fact, he/she has all the objects organised in windows with certain trialvalues and he/she is ready to execute the command FIT/ROMAFOT.The user may realise that ADAPT/ROMAFOT does not delete the objects which in the newframe are, for instance, fainter than the photometric threshold: it only ags them. Thisag will allow the registration of such objects but with the instrumental magnitude set to\0" in order to keep the sequential correspondence of the objects in di�erent frames. It iscertainly wise not to loose such correspondence using the key \C" in ANALYSE/ROMAFOT.The key \T" should be used instead.5.4.6 Additional UtilitiesDIAPHRAGM/ROMAFOTDIAPHRAGM/ROMAFOT frame [regi tab] [rego tab] ap radThis command performs aperture photometry at given positions. These positions areread from a registration table created by REGISTER/ROMAFOT. Values of the sky backgroundare read as well.This command has two fairly di�erent applications. The �rst application is fast pho-tometry of many objects with the sequence of commands SKY/ROMAFOT, SEARCH/ROMAFOT,DIAPHRAGM/ROMAFOT. The second application is to calibrate a frame transporting stand-ard magnitudes from another frame. Given the importance of a careful determinationof the sky background, the previous use of FIT/ROMAFOT is not redundant in this secondcase. The user is allowed to select the diaphragm over which the integration is performed.Usually a compromise between large apertures (to sample all the stellar contribution) andsmall apertures (to minimise the light from nearby companions) is necessary.This module creates an output �le with the same structure as that created by FIT/ROMAFOT.However, the instrumental magnitude is determined by summing up the pixel intensitiesabove the sky within the diaphragm.RESIDUAL/ROMAFOTRESIDUAL/ROMAFOT in frame out frame diff frame [reg tab]This command produces two images to display the work just done. The �rst one isthe assembly of all the �tted elementary images and the second is the di�erence betweenthe original frame and the reconstruction produced by ROMAFOT. While the reconstructedimage is essentially heuristic, the resulting di�erence could be useful to visualise max-ima not detected by the searching programs. These images can then be examined withFIND/ROMAFOT or SELECT/ROMAFOT.In order to estimate the internal error introduced by the presence of other images(error for crowding), the following simulation is generally used.ADDSTAR/ROMAFOTADDSTAR/ROMAFOT in frame out frame [reg tab] [cat tab] [x dim,y dim] [n sub]1{November{1990



5.4. HOW TO USE ROMAFOT 5-21This command selects one subframe from the original frame and generates an arti�cialimage identical to the primitive but with the quoted window added at given positions.If this window contains one stellar image, one is able to determine, through a newROMAFOT session, the ability of the procedure to detect an object and the generalreproducibility of the photometry.A catalogue, similar to that created by FIND/ROMAFOT, is generated by ADDSTAR/ROMAFOT.This catalogue contains the positions where the subarray has been added and the originalinstrumental magnitudes in order to allow a ready detection of the di�erences. Obviously,one single window can be added in several output positions and di�erent windows aregenerally used in input to sample the behaviour of the errors in luminosity.The procedure described above results in a multi-reduction of the same frame, be-cause, after having generated the arti�cial image, the user must go through the commandsSKY/ROMAFOT! SEARCH/ROMAFOT! GROUP/ROMAFOT! FIT/ROMAFOT! ANALYSE/ROMAFOT! REGISTER/ROMAFOT. The following command can make the job less time-consuming.FCLEAN/ROMAFOTFCLEAN/ROMAFOT cat tab inti tab [into tab]With this command the user can avoid examining all the objects found on the arti�cialimage and, consequently, is able to save a considerable amount of time. FCLEAN/ROMAFOTcompares the intermediate �le created by GROUP/ROMAFOT to the catalogue created byADDSTAR/ROMAFOT and selects only the windows which contain an arti�cial image. Thisway the number of windows passed to FIT/ROMAFOT is drastically reduced and the user cana�ord a statistically signi�cative simulation by making repeated trials. The �nal resultscan be statistically examined with CHECK/ROMAFOT.CHECK/ROMAFOTCHECK/ROMAFOT cat tab reg tab err magThis command can give an answer to the questions what fraction of arti�cial framehas been recovered, and to what extent photometry is a�ected by crowding of frames?This is accomplished by comparing the instrumental magnitudes and positions (recor-ded in the catalogue �le generated by ADDSTAR/ROMAFOT) with that derived through thecomplete procedure and recorded in the output table. The results are arranged in the formof a histogram for the sake of a synthetical understanding. In addition, CHECK/ROMAFOTmodi�es in the catalogue table the positions setting ag to 1 for the objects that havebeen recovered, while this ag remains set to 0 for the undetected ones.5.4.7 Big PixelsThis problem is examined in Buonanno and Iannicola, 1989. In short, ROMAFOT per-forms the best �t by comparing a given pixel to the value of the PSF at the centre ofthe pixel. This approximation is valid if the pixel size is small compared with the scalelength of the point images. If R is the ratio between the FWHM of the PSF and thepixel size, then a value of R � 1:5 is the limit of validity of the quoted approximation1{November{1990



5-22 CHAPTER 5. CROWDED FIELD PHOTOMETRYand, correspondingly, the limit beyond which we enter in the regime of big pixels. Withthe commands below the integral of the PSF over the pixel area is computed via theGauss - Legendre integration formulae which are characterized by a high precision for acorrespondingly small number of subpixels where the PSF must be calculated.Since the number of subpixels depends on the intensity of the star, on the local gradientof the PSF and so on, two commands are used. The �rst command prepares a �le wherethe subpixel values are computed according to the di�erent parameters of the problem(aperture of the telescope, exposure time, seeing, required accuracy, magnitude of thestar, distance of the pixel from the centre of the star and so forth). The second commandperforms the non - linear �tting by comparing the integral of the PSF over the subpixelvalues.MODEL/ROMAFOTMODEL/ROMAFOT [mod file]This command creates a sequence of arrays whose elements are the subpixels requiredby the Gauss - Legendre formulae to achieve a given precision in computing the integralof the PSF. The precision depends on the user who selects which fraction of the intrinsicnoise is acceptable in numerically computing the integral. This data are stored in a �le,IW.DAT, and passed to the command for �tting.MFIT/ROMAFOTMFIT/ROMAFOT frame [int tab] [thres,sky] [sig,sat,tol,iter] [meth[,beta]][fit opt] [mean opt] [pix file]This command is the analogue of FIT/ROMAFOT but in case of big pixels. Thedi�erence is that MFIT/ROMAFOT computes an integral and, consequently, the �ttingis more time consuming in correspondence of the larger number of subpixels. Its use incase of small pixels is therefore not recommended.5.5 Command Syntax SummaryTable 5.5 lists the commands for the ROMAFOT package. These commands are activatedby setting the ROMAFOT context (by means of the command SET/CONTEXT ROMAFOT ina MIDAS session).
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5.5. COMMAND SYNTAX SUMMARY 5-23C ommandADAPT/ROMAFOT int tab [thres] [i factor] [s factor] [h factor] [x size,y size]ADDSTAR/ROMAFOT in frame out frame [reg tab] [cat tab] [x dim,y dim] [n sub]ANALYSE/ROMAFOT frame [cat tab] [int tab] [sigma,sat]CBASE/ROMAFOT frame 1 frame 2 [out tab1 1] [out tab2]CHECK/ROMAFOT cat tab reg tab err magCTRANS/ROMAFOT int tab [base 1] [base 2] [pol deg]DIAPHRAGM/ROMAFOT frame [regi tab] [rego tab] ap radEXAMINE/ROMAFOT int tab [hmin,hmax]FCLEAN/ROMAFOT cat tab inti tab [into tab]FIND/ROMAFOT frame [cat tab]FIT/ROMAFOT frame [int tab] [thres,sky] [sig,sat,tol,iter][meth[,beta]] [fit opt] [mean opt]GROUP/ROMAFOT frame [area] [cat tab] [int tab] [thres] [wnd max][end rad,sta rad] [wnd perc]MFIT/ROMAFOT frame [int tab] [thres,sky] [sig,sat,tol,iter][meth[,beta]] [fit opt] [mean opt] [mod file]MODEL/ROMAFOT [mod file]REGISTER/ROMAFOT int tab reg tab [wnd opt] [obj opt]RESIDUAL/ROMAFOT in frame out frame diff frame [reg tab]SEARCH/ROMAFOT frame [sky tab] [cat tab] [area] [psf par] [thresh] [height]SELECT/ROMAFOT frame [int tab] [wnd size]SKY/ROMAFOT frame [sky tab] [area] [nrx,nry]Table 5.3: ROMAFOT Command List
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Chapter 6Long-Slit and 1D Spectra6.1 IntroductionThis chapter describes the long-slit reduction package in a general way. One-dimensionalspectra are considered to be a particular case of long-slit spectra and are also handled bythe package. More instrument-speci�c operating instructions may be given in appendicesto this MIDAS manual or in the relevant ESO Instrument Handbooks.The package provides about 50 basic commands to perform the calibration and todisplay the results, de�ned in the context LONG. A tutorial procedure, TUTORIAL/LONG,illustrates how to operate the package. The context SPEC is a low-level context includinggeneral utility commands required by the di�erent spectroscopy packages ECHELLE, IRSPECand LONG. These commands are refered to and summarized in this chapter. The graphicaluser interface XLong is a MOTIF-based interface providing an easy access to the commandsof the package. This interface is described in the Appendix G. Standard spectral analysiscan be performed with the graphical user interface XAlice (command CREATE/GUI ALICE).The use of general MIDAS commands for spectral analysis is also discussed in this chapter.The main characteristics of the LONG context are derived from its modularity, thatallows to perform, in a �rst step, the image cosmetics and photometric corrections {which are detector dependent { and then, to correct for the geometric distortions. Themethod gives particular emphasis to an accurate wavelength calibration and correction ofall distortions along the whole slit, so that the spatial structure of extended objects canbe examined in detail.Although the method is applicable to di�erent instrumental con�gurations, we assume,in the following description, that the generic instrument consists of a spectrograph coupledto a CCD detector. In the current version it is assumed that the CCD frame is orientedwith the rows in the dispersion direction and the columns along the slit.NoteThis chapter only provides a synopsis of the commands needed for the reductionof long-slit. It is important to realise that it can neither substitute the HELPinformation available for each command nor be exhaustive, especially not withregard to the usage of general utilities such as the MIDAS Table System, the6-1



6-2 CHAPTER 6. LONG-SLIT AND 1D SPECTRAAGL Graphics package, etc. The Appendix G provides a practical approach tothe reduction of long-slit spectra.6.2 Photometric Corrections6.2.1 Detector Non-LinearityThis section outlines the transformation from raw to radiometrically corrected data. Forthe purpose of this simple description we make a distinction between linear and non-lineardetectors. Data acquired with detectors of the latter category require, at most, bias anddark signal subtraction plus division by a at �eld exposure.Most real detectors have nonlinear Intensity Transfer Functions (ITF), e.g. photo-graphic plates, the e�ects of the dead time at high count rates in photon counting systemsand the low light level nonlinearity of Image Dissector Scanners (see M. Rosa, The Mes-senger, 39, 15, 1985). If the ITF is known analytically, the command COMPUTE/IMAGE willbe su�cient for the correction of the raw data. For example, the paired pulse overlap(dead-time) correction of photoelectric equipment could be corrected for by COMPUTE/IMAOUT = IN/(1+TAU*IN), where TAU is the known time constant of the counting electronicsan IN must be in units of a count rate rather than total counts. If the ITF is de�ned intabular form, the command ITF/IMAGE can be used to obtain the ITF correction for eachimage element (pixel value) by interpolation in an ITF table; this command assumes auniform transfer function over the image �eld.CCDs are generally more nearly linear than are most other detectors used in astronomy.However, especially in particular pixels or regions, CCDs are clearly non-linear and/orsu�er deviating signal zero points. Procedures which may be useful for the treatment ofsuch de�ciencies are (partly) described in Appendix B.Problems related to background estimation and more sophisticated at-�eld correctionsgenerally are very instrument dependent. Therefore, it is not possible to give one standardrecipe here; check the various instrumental appendices for more speci�c advice.6.2.2 Removing Cosmic Ray HitsIf two or more spectra have been taken under the same conditions, a very e�cient way ofremoving particle hits from the raw data is to replace pixel values with large deviationsfrom other observations with a local estimator, as done in the command COMBINE/LONG.If multiple images are not available, cosmic ray hits have to be �ltered out by a di�erentmethod. The main requirement is that the image is not changed where there are no hits,especially on the area covered by the object under study. This can for instance be donewith the command:FILTER/MEDIAN inframe outframe 0,3,0.3 NR subframewhere subframe de�nes the region to �lter. But you may wish to try other parametersand parameter values. This step is done twice to remove the hits on the sky on each sideof the object. 1{November{1993



6.2. PHOTOMETRIC CORRECTIONS 6-3Those cosmic ray hits in the area surrounding the object spectrum, which are particu-larly disturbing, were removed one by one using MODIFY/AREA ? ? 1, and working withthe cursor on a zoomed display. Particular care must be exercised here, in order to modifyonly the few pixels a�ected by cosmic rays. For point sources and extended sources withvery smoothly varying spatial pro�les, FILTER/MEDIAN may also be tried. However, inorder to preserve the instrumental pro�le the �lter width along the dispersion axis mustbe set to 0.Another possibility is to use the command FILTER/COSMIC. The algorithm detects hotpixels from a comparison of the pixel value with the ones of the neighbouring pixels. Itrejects every `feature' that is more strongly peaked than the point spread function.Regardless of the method used, it is necessary to check the performance of the �lter bycareful inspection of the di�erence between raw and �ltered image which can be computedas COMPUTE/IMA TEST = RAW-FILTERED.6.2.3 Bias and Dark SubtractionThe dark signal is exposure time dependent. The one appropriate for a given observationhas to be derived by interpolation between dark frames of di�erent exposure times. Notethat long dark exposures �rst have to be cleaned of particle hits (see above). Bias anddark signal will usually be determined and subtracted in the same step.In a CCDwith good cosmetic properties, bias and dark signal are the same for all pixels.Then, only a number (obtained from, e.g., STATISTICS/IMAGE) should be subtracted inorder to prevent the noise in the dark frames to propagate into the reduced spectra. If,because of local variations, this is not possible, some suitable smoothing should still beattempted.6.2.4 Flat-FieldingThe lamps used for at �elds have an uneven spectral emissivity. Combined with theuneven spectral sensitivity of the spectrograph and detector, this results in at �elds whichusually have very di�erent intensities in di�erent spectral regions. Therefore a direct at-�elding, i.e., division by the original dark subtracted at-�eld, produces spectra which arearti�cially enhanced in some parts and depressed in others. In principle, this should notbe a problem because the instrumental response curve should include these variations andpermit them to be corrected. However, the response curve is established by integrationover spectral intervals of small but �nite width. At this stage, strong gradients obviouslyintroduce severe problems. Also the wish, at a later stage to evaluate the statisticalsigni�cance of features argues strongly against distorting the signal scale in a basicallyuncontrolled way.Therefore, it is better �rst to remove the low spatial frequencies along the dispersionaxis (but not perpendicular to it!) from the at-�eld, using the command NORMALIZE/FLAT.This command �rst averages the original image along the slit (assumed to be along theY-axis) and �ts the resulting one-dimensional image by a polynomial of speci�ed degree.Then the �tted polynomial grows to a two-dimensional image and divides the original1{November{1993



6-4 CHAPTER 6. LONG-SLIT AND 1D SPECTRAat-�eld by this image to obtain a \normalized" at-�eld.In some cases, e.g., EFOSC in its B300 mode which gives a very low intensity at-�eld at the blue end, the polynomial �t is not satisfactory and it is advisable to dothe sequence manually. Instead of �tting a polynomial one could �t a spline using thecommand INTERPOLATE/II or NORMALIZE/SPECTRUM. The latter belongs to the low-levelcontext SPEC and is interactively operated on a graphical display of the spectrum.6.3 Geometric CorrectionAn accurate two dimensional geometric correction over the entire frame is an importantpart of the whole reduction process. It strongly a�ects velocity measurements along theslit and is very critical even for point sources if narrow night sky lines shall be properlysubtracted. If the spectrum contains only a point source the user may prefer to extractit from the 2D image (EXTRACT/LONG) and then proceed with the normal one-dimensionalspectral reduction.On the other hand, if the spatial information along the slit is of no interest and nightsky lines do not have to be corrected for, much time can be saved by properly averagingthe signal along the slit (EXTRACT/AVERAGE).The full geometrical correction of long-slit spectra is a transformation from the rawpixel coordinates (X; Y ) to the sampling space (�; s), where � is the wavelength and s isan angular coordinate in the sky along the slit. Logically, it often makes sense to separatethe geometrical transformation into two orthogonal components: the dispersion relation� = �(X; Y ), which can be obtained from an arc spectrum with a fully illuminated slitand the distortion along the slit s = s(X; Y ), which can be derived from the continuumspectra of point sources. Practically, these two transformations should, whenever possible,be combined into one before rectifying the data, because this saves one non-linear rebinningstep, each of which necessarily leading to some loss of information.As far as the reduction is concerned, the easiest way to achieve this is to observe thecomparison lamp used for wavelength calibration through a a pin-hole mask. (Of course,this method can account only for instrumental distortions, not for di�erential atmosphericrefraction, etc.)In the presence of strong distortions along the slit, a 2-D modeling must be attemptedand the command RECTIFY/LONG could be considered. If distortions along the slit can beneglected or suitably corrected for in a separate step, a 2-D modeling of the dispersionrelation is still a valid approach. However, a separate reduction of detector row afterdetector row along the slit, then, often is a superior alternative. A broad overview of themajor options is given in the next subsections; a detailed comparison and a Cookbookfor the usage of the two methods are provided in Appendix G.6.3.1 Detecting and Identifying Arc LinesFor optimum results, it is important to use a comparison spectrum with as high a signal-to-noise ratio of the lines as possible. It is therefore advisible to at-�eld also the arcspectrum in order to correct for small-scale uctuations. Another good idea is to �lter the1{November{1993



6.3. GEOMETRIC CORRECTION 6-5frame along the slit using the command FILTER/MEDIAN with a rectangular �lter windowof one pixel in the dispersion direction and several pixels in the perpendicular direction.For the row-by-row method one could also consider smoothing the spectra along the slitaxis which would provide for a stronger coupling between neighbouring rows and therebyyield a solution which is intermediate between the extremes presented by the two puremethods.� SEARCH/LONG: Finds the positions of reference lines in world coordinates. Positionsare by default estimated by the center of �tted Gaussians. Other centering methodsare available (Gravity, Maximum) but could result in systematic position errors(See Hensberge & Verschueren, Messenger, 58, 51). The results are stored in atable called line.tbl. The parameter YWIND corresponds the half-size of the rowaveraging window applied to adjacent rows of the spectrum for an improvement ofthe signal to noise ratio. The parameter YSTEP controls the step in rows betweensuccessive arc line detections. The value YSTEP=1 corresponds to the default row-by-row method and larger values can be used to get a quicker calibration. Thealgorithm detects lines whose strength exceeds a certain threshold (parameter THRES)above the local background. The local background results from a median estimateperformed on a sliding window which size is controlled by the parameter WIDTH.The command PLOT/SEARCH allows to check the results at this stage. Note thatfor a two-dimensional spectrum, both options 1D and 2D can be used (See HELPPLOT/SEARCH).� The command IDENTIFY/LONG allows an initial interactive identi�cation, by wavelength,of some of the detected lines. Spectral line atlas are provided in the instrument oper-ating manuals. The command PLOT/IDENT visualizes the interactive identi�cations.6.3.2 Getting the Dispersion SolutionThe command CALIBRATE/LONG approximates the dispersion relation for each searchedrow of the arc spectrum. The algorithm can be activated in di�erent modes, controlledby the parameter WLCMTD:� The mode IDENT must be used if the lines have been identi�ed interactively usingIDENTIFY/LONG.� The mode GUESS allows a previously saved session to be used (command SAVE/LONG)for the determination of the dispersion relation. The two observation sets must inprinciple correspond to the same instrumental set-up. Limited shifts (up to 5 pixels)are taken into account by a cross-correlation algorithm. The name of the referencesession must be indicated by the parameter GUESS.� It is also noteworthy to indicate the presence of a mode LINEAR introduced in thepackage for the purpose of on-line calibration. This mode is still in evaluationphase and allows the results of the command ESTIMATE/DISPERSION to be takeninto account in the calibration process.1{November{1993



6-6 CHAPTER 6. LONG-SLIT AND 1D SPECTRAThe command CALIBRATE/LONG provides the following results:� The coe�cients of the dispersion relation for each searched row of the two-dimensionalspectrum are computed as a series of polynomials � = py(x). The results are writtenin the table coerbr.tbl.� The starting, �nal and average step wavelength of the spectrum are estimatedand written in the keywords REBSTRT, REBEND, REBSTP used by the commandsREBIN/LONG and RECTIFY/LONG.� A two-dimensional dispersion relation of the form � = �(X; Y ) is estimated if theparameter TWODOPT is set to YES. This bivariate dispersion relation is necessary touse the command RECTIFY/LONG. The resulting dispersion coe�cients are stored inthe keyword KEYLONGD.The command CALIBRATE/TWICE performs a two-pass determination of the dispersionrelation. In a �rst pass, the lines are identi�ed by a standard CALIBRATE/LONG. Onlythe lines which have consistently identi�ed at all rows are selected for the second pass,which then performs a new calibration on a stable set of arc lines. If after selection agood spectral coverage of the arc spectrum is secured, this method provides very stableestimates of the dispersion relation.The command PLOT/CALIBRATE visualizes the lines found by the calibration process.The dispersion curve and the lines that were used to determine it are presented byPLOT/DELTA. Residuals to the dispersion curve are plotted by PLOT/RESIDUAL. For two-dimensional spectra, the command PLOT/DISTORTION can be used to check the stabilityof the dispersion relation along the slit.The iterative identi�cation loop consists of estimating the wavelength of all lines in thearc spectrum and associate them to laboratory wavelengths to re�ne the estimates of thedispersion relation. The line identi�cation criterion will associate a computed wavelength�c to the nearest catalog wavelength �cat if the residual:�� = j�c � �catjis small compared to the distance of the next neighbours in both the arc spectrum andthe catalog: �� < min(��cat; ��c) � �where ��cat is the distance to the next neighbour in the line catalog, ��c the distance to thenext neighbour in the arc spectrum and alpha the tolerance parameter. Optimal values of� are in the range 0 < � < 0:5. The tolerance value is controlled by the parameter ALPHA.Lines are identi�ed in a �rst pass without consideration of the rms of the residualvalues by an iterative loop controlled by the parameter WLCNITER. The residuals for eachline are then checked in order to reject outliers which residual is above the value speci�edby the �nal tolerance parameter TOL. The degree of the polynomials is controlled by theparameter DCX and the iterative loop is stopped if residuals are found to be larger thanMAXDEV. 1{November{1993



6.4. SKY SUBTRACTION 6-76.3.3 Distortion Along the SlitThe distortion along the slit s = s(X; Y ) can be modelled using an image containingone or several spectra of (ideally: point-) sources with well de�ned continuum. Thecommand SEARCH/LONG can be used to generate a table with the positions of the spectraat several wavelengths. (Contrary to the general conventions used throughout this chapter,for this particular application the dispersion direction must be parallel to the `Y'-axis!)The distortion is then modelled by a two-dimensional polynomial �tted to these positions(using, e.g., REGRESSION/TABLE). If the resulting coe�cients are stored in the keywordCOEFY*, (*=I,R,D) and combined with suitable (if necessary: dummy) coe�cients for thedispersion resolution in the keyword KEYLONG*, (*=I,R,D), the command RECTIFY/LONGcan be applied.Note that these steps are not implemented as a convenient-to-use high-level commandprocedure.6.3.4 Resampling the DataIn the standard row-by-row option, the dispersion coe�cients are kept in the table (coerbr.tbl).The rebinning to constant step in wavelength is accomplished, row by row, with the com-mand REBIN/LONG.If the 2-D option described above for the solution of the dispersion relation is fol-lowed (TWODOPT=YES), the polynomial coe�cients in both directions are stored in thekeywords KEYLONGD and COEFYD, respectively. This information is then used by the com-mand RECTIFY/LONG to resample the image in the (�; s) space.Data resampling can be avoided by the command APPLY/DISPERSIONwhich generates atable with the columns :WAVE and :FLUX, each row corresponding to the central wavelengthand ux of a CCD detector pixel.6.4 Sky SubtractionAs stated before, sky subtraction can be a very critical step in the reduction of long slitspectra with the main problem being the curvature of the lines along the slit (due to bothmisalignment of CCD and spectrum and residual optical distortions).Although one may intuitively tend to subtract the sky spectrum still in pixel spacein order to avoid the problems inherent to non-linear rebinning, experience shows that aproper wavelength calibration can remove the curvature of the sky lines to a high degreeof accuracy (one should aim for �0.1 pixels rms).The command SKYFIT/LONG makes a polynomial �t to the sky in two windows aboveand below the object spectrum, either with one single function for the full length ofthe spectrum (mode = 0) or with one function for every column (mode = 1). Mode 0 isrecommended for the spectral regions where the sky is faint, because usually there is notenough signal to achieve a meaningful �t for every column. The same is not true for thebright sky lines, where mode 1 helps dealing with the variable line width and with residualline curvature. 1{November{1993



6-8 CHAPTER 6. LONG-SLIT AND 1D SPECTRAFor this reason, it often is best to prepare two sky spectra �rst: sky0 �tted obtainedin mode 0 and with a polynomial of degree 0-2 �tted to windows with \clear" sky, andsky1 derived with mode 1 and multiple polynomials of degree 2-4 on windows going asclose as possible to the object. The �nal sky spectrum, (sky), to be subtracted from theobject is obtained from a combination of the two sky spectra and essentially consists ofsky0 which only for the bright sky lines has been replaced with sky1. Such a combinationcan be prepared by mean of the command REPLACE/IMAGE (e.g., REPLACE/IMA sky0 sky120.,>=sky1).6.5 Flux CalibrationThe commands EXTINCT/LONG followed by RESPONSE/FILTER or by INTEGRATE/LONG andRESPONSE/LONG permit a one-dimensional response curve response.bdf to be obtainedfrom the extracted (e.g., via EXTRACT/LONG or EXTRACT/AVERAGE) and wavelength calib-rated spectrum of a standard star.The command RESPONSE/FILTER divides the standard star spectrum by the ux tablevalues and uses median and smooth �lterings (parameters FILTMED and FILTSMO) tosmooth the instrumental response function.The command INTEGRATE/LONG also performs a division of the standard star spectrumby the ux table but generates an table of response values at a wavelength step equal tothe one of the ux table. The command RESPONSE/LONG interpolates these values using apolynomial or spline interpolation scheme.This response curve can be applied to a one- or two-dimensional extracted, wavelengthcalibrated and extinction corrected (EXTINCTION/LONG) spectrum by the command CALIBRATE/FLUX.Veri�cation commands include PLOT/FLUX to visualize the standard star reference uxtable and PLOT/RESPONSE to vizualize the �nal instrumental response function.6.5.1 Flux Calibration and Extinction CorrectionTo calibrate the chromatic response, observations of a standard star (preferably more thanone) are needed, for which the absolute uxes are known. The spectral response curve ofthe instrument can then be determined with the command RESPONSE/LONG, and absoluteuxes for the objects of interest are obtained with CALIBRATE/FLUX. The extinction cor-rection must previously be done in a separate step with the command EXTINCTION/LONG.An alternative procedure, if no standard star spectrum is available, is the normalisationof the continuum as described below.6.5.2 Airmass CalculationThe commands in the previous Section require the airmass as input parameter. Someinstrument/telescope combinations provide raw data �les with the proper values of rightascension, declination, siderial time, geographical latitude, duration of measurement andeventually even \mean" airmass. In most cases it will however be necessary to computean appropriate airmass using the COMPUTE/AIRMASS. Refer to HELP COMPUTE/AIRMASS for1{November{1993



6.6. SPECTRAL ANALYSIS 6-9the details of the image descriptors which are needed. Otherwise, the required informa-tion must be provided by the user on the command line. It is important to keep in mindthat \mean airmass" and \mean atmospheric extinction correction" are di�erent fromthe values at mid-exposure, especially for larger zenith distances. This is so because theairmass depends non-linearly on zenith distance (sec z) and extinction corrections dependnon-linearly on airmass (10�(0:4�airm�ELAW(mag))). For reasonable combinations of expos-ure time and zenith distance, the weighted mean airmass supplied by COMPUTE/AIRMASSshould be appropriate.6.6 Spectral Analysis6.6.1 Rebinning and InterpolationRaw spectra are usually not sampled at constant wavelength or frequency steps, andsometimes even with gaps in between the bins. At some stage the independent vari-able will have to be converted into linear or non-linear functions of wavelength or fre-quency units and gaps will have to be �lled with interpolated values. Frequent cases are:wavelength calibration, redshift correction, log(F�) versus log(�) presentation, and thecomparison of narrow-band �lter spectrophotometry with scanner data. Related com-mands are REBIN/LONG, already described, REBIN/LINEAR for linear rebinning, i.e. scaleand o�set change, REBIN/II (IT,TI,TT) to do nonlinear rebin conserving ux (see below)and CONVERT/TABLE to interpolate table data into image data.Note that in our implementation we make a conceptual di�erence between straightfor-ward interpolation and rebinning. REBIN/II (IT, TI, TT) redistributes intensity fromone sampling domain into another. There is no interpolation across unde�ned gaps andno extrapolation at the extremities of the input data. If you need these, you will have tomanipulate the input data �rst (generating non-existent information !). REBIN/II (IT,TI, TT) conserves ux locally and globally.6.6.2 Normalization and FittingA frequently used procedure, alternative to the correction for the chromatic response,is to normalise the continuum to unity by dividing the observed spectrum by a smoothapproximation of its continuum. This approximation can be obtained either interactivelywith the graphic cursor, or from a table (command NORMALIZE/SPECTRUM) or by dividingthe raw data by itself after �ltering or smoothing. Median �ltering and running averagealgorithms are well suited for this purpose (command FILTER). A spline �t can be made tothe points de�ned interactively as well as to the �ltered data (command CONVERT/TABLE).The MIDAS Fitting Package permits to go further and perform a more advanced modellingof the continuum.6.6.3 Convolution and DeconvolutionEstimating the instrumental point spread function and correcting the observed spectrafor the instrumental pro�le by deconvolution is a delicate subject. Here, the available1{November{1993



6-10 CHAPTER 6. LONG-SLIT AND 1D SPECTRAtools are only briey mentioned. The point spread function (PSF) can be estimated fromthe observations (e.g., from the pro�le of suitable lines in the comparison, night sky, orinterstellar medium spectrum), possibly using the �tting package if a noise-free, analyticalapproximation is desired. Once this is done, the command DECONVOLVE/IMAGE can beapplied to deconvolve the observed data. Conversely, the convolution of, e.g., a syntheticspectrum with the PSF can be done with the command CONVOLVE.6.6.4 Other Useful CommandsInteractive continuum determination can be done with the command NORMALIZE/SPECTRUMas mentioned above. There are commands to measure the position of spectral features.CENTER/MOMENT determines positions frommoments whereas CENTER/GAUSS �ts a Gaussianpro�le; for very sparsely sampled point spread functions, CENTER/UGAUSS is preferred. Op-tionally, all positions can be stored in a working table �le. Measurements of line strengthsand equivalent widths can be obtained with the command INTEGRATE/LINE. Unwantedspectral features (e.g., spikes due to particle events) can be interactively removed withMODIFY/GCURSOR. The commands GET/GCURSOR and CONVERT/TABLE provide means togenerate arti�cial images from cursor positions.The �tting package permits the determination of line parameters and additional mod-elling of the data.
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6.7. AUXILIARY DATA 6-116.7 Auxiliary DataWavelength calibration and absolute ux determination procedures require some auxiliarydata. Some tables are provided by the system, but the user can modify or include newinformation using the available table commands (Vol. A, Chapter 5). In addition tocolumns of interest to the user, user-supplied tables must have the columns and columnlabels required by the various MIDAS commands they are to be used with.For the purpose of the reduction of spectral data, there are three basic table structures:a) Line identi�cation tables, used in the wavelength calibration step. One columnmust contain the laboratory (if the reference frame is to be used) wavelengths in the unitsdesired for the calibrated spectrum. A sample table with comparison lines of the spectrumHe-Ar is available in MID ARC:hear.tbl it contains lines in the range from 3600 �A to 9300�A and is suitable for data with dispersions between about 5 and 10 �A/mm.b) Flux tables, used for ux calibration and recti�cation of spectra. These tablescontain at least three columns de�ning for each entry central wavelength, bin width andux, with labels :WAVE, :BIN W, :FLUX W. When composing your own tables, take carethat the wavelength unit is the same for all three quantities and agrees with the oneused for the wavelength calibration. Some sample ux tables are available in the directoryMID STANDARD. If you are still preparing your observations, note that the data available forthe various stars is very inhomogeneous whereas the quality of the calibrations dependsvery sensitively on the number and spacing of entries within the spectral range to beobserved.c) Sample atmospheric and interstellar extinction laws are contained in directoryMID EXTINCTION. All interstellar laws are normalised to Av=E(B � V ) = 3:1 at 5500�A, and interpolated and rebinned to a constant step in wavelength (10 �A or nm). Notethat the wavelength coverage is very di�erent for various data sets.
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6-12 CHAPTER 6. LONG-SLIT AND 1D SPECTRAFilename Ref. Filename Ref. Filename Ref.BD2015 (2) GD190 (3) HR4963 (4)HR5573 (4) HR6710 (4) HR8414 (4)HR8518 (4) HR8747 (4) HZ14 (3)HZ4 (3) HZ7 (3) L745X4 (3)L870X2 (3) L930X8 (3) L970X3 (3)LB227 (3) LDS235 (3) LDS749 (3)LT3218 (1) LT7987 (1) W485A (3)(1) Stone, Baldwin, 1983, M.N.R.A.S., 204, 347(2) Stone, 1977, Ap. J., 218, 767(3) Oke, 1974, Ap. J. Suppl., 27, 21(4) Breger, 1976, Ap. J. Suppl., 32, 7Flux units are 10�16ergs=s=cm2/ �A for refs 1, 2 and 3and 10�13ergs=s=cm2/ �A for ref 4Table 6.1: Standard Stars for Absolute Flux Calibration in system area MID STANDARD.Filename Description column number Ref.INSTEXAN Interstellar: Galaxy(�A) 2 (1)INSTEXAN Interstellar: LMC (�A) 3 (2)INSTEXAN Interstellar: SMC (�A) 4 (3)INSTEXAN Interstellar: LMC (�A) 5 (4)INSTEXAN Interstellar: Galaxy �t (�A) 6 (5)INSTEXAN Interstellar: Galaxy �t (�A) 7 (6)INSTEXAN Interstellar: LMC �t (�A) 8 (6)ATMOEXAN Atmospheric (�A) 2 (7)INSTEXNM Interstellar (nm) y - (1-6)ATMOEXNM Atmospheric (nm) z 2 (7)(1) Savage, Mathis, 1979, An.Rev.Astr.Ap., 17, 73(2) Nandy et al, 1981, MNRAS, 196, 955(3) Prevot et al, 1984, Astron.Astrophys., 132, 389(4) Koornneef, Code, 1981, Ap. J., 247, 860(5) Seaton, 1979, M.N.R.A.S., 187, 73P(6) Howarth, 1983, M.N.R.A.S., 203, 301(7) T�ug, 1977, Messenger, 11yThe same as INSTEXAN but wavelengths in nanometerszThe same as ATMOEXNM but wavelengths in nanometersTable 6.2: Extinction Tables in directory MID EXTINCTION1{November{1993



6.8. COMMAND SUMMARY 6-136.8 Command SummaryThis section summarizes the commands of the contexts LONG and SPEC as well as generalMIDAS commands that can be used for spectral analysis. These latter commands aredescribed in Vol. A, Chapter 5 (MIDAS Tables) and Chapter 8 (Fitting of Data).- Context LONGAPPLY/DISPERSION in out [y] [coef]BATCH/LONGCALIBRATE/FLUX in out [resp]CALIBRATE/LONG [tol] [deg] [mtd] [guess]CALIBRATE/TWICECLEAN/LONGCOMBINE/LONG cat out [mtd]EDIT/FLUX [resp]ERASE/LONGESTIMATE/DISPERS wdisp wcent [ystart] [line] [cat]EXTINCTION/LONG in out [scale] [table] [col]EXTRACT/AVERAGE in out [obj] [sky] [mtd]EXTRACT/LONG in out [sky] [obj] [order,niter] [ron,g,sigma]GCOORD/LONG [number] [outtab]GRAPH/LONG [size] [position] [id]HELP/LONG [keyword]IDENT/LONG [wlc] [ystart] [lintab] [tol]INITIALIZE/LONG [session]INTEGRATE/LONG std [flux] [resp]LINADD/LONG in w,bin [y] [mtd] [line] [out]LOAD/LONG image [scale x,[scale y]]MAKE/DISPLAYNORMALIZE/FLAT in out [bias] [deg] [fit] [visu]PLOT/CALIBRATE [mode]PLOT/DELTA [mode]PLOT/DISTORTION wave [delta] [mode]PLOT/FLUX [fluxtab]PLOT/IDENT [wlc] [line] [x] [id] [wave]PLOT/RESIDUAL [y] [table]PLOT/RESPONSE [resp]Table 6.3: Commands of the context LONG1{November{1993



6-14 CHAPTER 6. LONG-SLIT AND 1D SPECTRA- Context LONGPLOT/SEARCH [mode] [table]PLOT/SPECTRUM tablePREPARE/LONG in [out] [limits]REBIN/LONG in out [start,end,step] [mtd] [table]RECTIFY/LONG in out [reference] [nrep] [deconvol flag] [line]REDUCE/INIT partabREDUCE/LONG inputREDUCE/SAVE partabRESPONSE/FILTER std [flux] [resp]RESPONSE/LONG [plot] [fit] [deg] [smo] [table] [image] [visu]SAVE/LONG [session]SEARCH/LONG [in] [thres] [width] [yaver] [step] [mtd] [mode]SELECT/LINESET/LONG key=value [...]SHOW/LONG [section]SKYFIT/LONG input output [sky] [degree] [mode] [g,r,t] [radius]TUTORIAL/LONGVERIFY/LONG file modeXIDENT/LONG [wlc] [ystart] [lintab] [tol]Table 6.4: Commands of the context LONG (continued)- Context SPECCORRELATE/LINE table 1 table 2 [pixel] [cntr,tol,rg,st] [pos,ref,wgt][ref value] [outima]EXTINCTION/SPECTRUM inframe outframe scale [table] [col]FILTER/RIPPLE frame outframe period [start,end]MERGE/SPECTRUM spec1 spec2 out [interval] [mode] [var1] [var2]NORMALIZE/SPECTRUM inframe outframe [mode] [table] [batch flag]OVERPLOT/IDENT [table] [xpos] [ident] [ypos]PLOT/RESIDUAL [table]SEARCH/LINE frame w,t[,nscan] [table] [meth] [type]Table 6.5: Commands of the context SPEC1{November{1993



6.9. PARAMETERS 6-15- Spectral AnalysisCENTER/method GCURSOR table EMISSION/ABSORPTIONCOMPUTE/FIT output = function[(refima)]COMPUTE/FUNCTION output = function[(refima)]CONVERT/TABLE image = table indep dep refimage methodCONVOLVE input output psfCREATE/GUI ALICEDECONVOLVE input output psfFIT/IMAGE niter,chisq,relax image [function]GET/GCURSOR tableINTEGRATE/LINE image [y0] [x0,x1] [nc,degree] [type]MODIFY/GCURSOR image [y0] [x0,x1] [nc,degree] [type]REBIN/II input outputREBIN/LINEAR input outputSTATISTICS/IMAGE imageTable 6.6: Spectral Analysis Commands6.9 ParametersFor the storage of control parameters and results, the context LONG uses a number of specialkeywords. They are intialised by the command SET/CONTEXT LONG, their values can atany time be listed by typing SHOW/LONG. The following table provides a brief descriptionof the purpose of the LONG keywords:
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6-16 CHAPTER 6. LONG-SLIT AND 1D SPECTRAParameter DescriptionALPHA Rejection parameter for lines matching [0,0.5]AVDISP Average dispersion per pixelBETA Non-linearity in mode LINEARBIAS Bias image or constantBIASOPT Bias Correction (YES/NO)COERBR Table of coe�cients for RBRCOMET Combination method (AVERAGE/MEDIAN)COORFIL Name of coords table of GCOORD/LONGCOROPT Computes correlationCORVISU Plots correlation peakDARK Dark image or constantDARKOPT Dark Correction (YES/NO)DCX �t degree of the dispersion coe�.DISPCOE Dispersion coe�cientsEXTAB Extinction TableEXTMTD Extraction method (AVERAGE, LINEAR)EXTOPT Extinction Correction Option (YES/NO)FDEG Flat �tting degreeFFIT Flat �tted functionFILTMED Radius of median �lterFILTSMO Radius of smoothing �lterFITD Degree of �tFITD �t degree of the dispersion coe�.FITYP Type of �t (POLY, SPLINE)FLAT Flat-Field ImageFLATOPT Flat Correction (YES/NO)FLUXTAB Flux Table of the standard starFVISU Visualisation ag (YES/NO)GAIN Gain (e-/ADU)GUESS Guess session nameIMIN lower limit from LINCATINPNUMB Input generic nameINPUTF Input generic nameINSTRUME instrumentLINCAT line catalogueLINTAB Table of line identi�cationsLOWSKY Lower, upper row number of lower skyMAXDEV Maximum deviation (pixels)NITER Number of iterationsNPIX size of the raw images in pixelsOBJECT Lower, upper row number of object spectrumORDER Order for optimal extractionTable 6.7: Keywords Used in Context LONG1{November{1993



6.9. PARAMETERS 6-17Parameter DescriptionOUTNUMB Output starting numberOUTPUTF Output generic namePLOTYP Type of plot (RATIO, MAGNITUDE)RADIUS Radius for cosmics rejectionREBEND Final wavelength for rebinningREBMTD Rebinning method (LINEAR, QUADRATIC, SPLINE)REBOPT Rebin Option (YES/NO)REBSTP Wavelength step for rebinningREBSTRT Starting wavelength for rebinningRESPLOT Plot ag for response computationRESPONSE Response ImageRESPOPT Response Correction Option (YES/NO)RESPTAB Intermediate Response TableRON Read-Out-Noise (ADU)ROTOPT Rotation Option (YES/NO)ROTSTART Y-start after rotationROTSTEP Y-step after rotationSEAMTD Search centering method (GAUSS, GRAV, MAXI)SESSION Session nameSHIFT Shift in pixelsSIGMA Threshold for rejection of cosmics (std dev.)SKYMOD Mode of �ttingSKYORD Orderfor sky �tSMOOTH Smoothing factor for spline �ttingSTART start points of the raw image.STD Standard Star SpectrumSTEP start points of the raw image.THRES Threshold for line detection (above local median)TOL tolerance in Angstroms for wavelength ident.TRIM Trim window (x1,y1,x2,y2) in pixelsTRIMOPT Trim Option (YES/NO)TWODOPT Computes bivariate polynomial option.UPPSKY Lower, upper row number of upper skyWCENTER Central wavelengthWIDTH Window size in X for line detection (pixels)WLC wavelength calibration imageWLCMTD Wavelength calibration method (IDENT,GUESS)WLCNITER Minimum, Maximum number of iterationsWRANG wavelength range to take from LINCATYSTART Starting row for the calibration (pixel value)YSTEP Step in Y for line searching (pixels)YWIDTH Window size in Y for line detection (pixels)Table 6.8: Keywords Used in Context LONG (continued)1{November{1993



6-18 CHAPTER 6. LONG-SLIT AND 1D SPECTRA6.10 ExampleAs an example of the use of the commands described above, we here include the tutorialprocedure, executed as TUTORIAL/LONG.The input images are wlc, the wavelength calibration frame, and obj, the object. Thecatalogue of laboratory wavelengths used is stored in the table lincat.INIT/LONGGRAPH/LONGMAKE/DISPLAY!WRITE/OUT Copy test images-DELETE lndemo_*.*-COPY MID_TEST:emhear.bdf lndemo_wlch.bdf-COPY MID_TEST:emth.bdf lndemo_wlcth.bdf-COPY MID_TEST:emstd.bdf lndemo_wstd.bdf-COPY MID_TEST:emmi0042.bdf lndemo_bias1.bdf-COPY MID_TEST:emmi0043.bdf lndemo_bias2.bdf-COPY MID_TEST:emmi0044.bdf lndemo_bias3.bdf-COPY MID_TEST:emmi0045.bdf lndemo_bias4.bdf-COPY MID_TEST:emmi0046.bdf lndemo_flat1.bdf-COPY MID_TEST:emmi0047.bdf lndemo_flat2.bdf-COPY MID_TEST:emmi0048.bdf lndemo_flat3.bdf-COPY MID_TEST:emmi0049.bdf lndemo_flat4.bdf-COPY MID_TEST:thorium.tbl lndemo_thorium.tbl-COPY MID_TEST:hear.tbl lndemo_hear.tbl-COPY MID_TEST:l745.tbl lndemo_l745.tbl-COPY MID_TEST:atmoexan.tbl lndemo_atmo.tbl!WRITE/OUT "This tutorial shows how to calibrate long slit spectra"WRITE/OUT "The package assumes wavelengths increasing from"WRITE/OUT "left to rigth."WRITE/OUT "It is assumed that the images have been already"WRITE/OUT "rotated, corrected for pixel to pixel variation"WRITE/OUT "and the dark current has been subtracted."WRITE/OUT "Input data are:"WRITE/OUT "wlc.bdf - wavelength calibration image"WRITE/OUT "obj.bdf - object image"WRITE/OUT "lincat.tbl - line catalogue"!WRITE/OUT "Combining flat and dark images"!LOAD lndemo_flat1CREATE/ICAT bias lndemo_bias*.bdfCOMBINE/LONG bias lnbias MEDIANSTAT/IMA lnbias!CREATE/ICAT flat lndemo_flat*.bdfSET/LONG TRIM=20,60,520,457PREPARE/LONG flat.cat lndemo_ft1{November{1993



6.10. EXAMPLE 6-19CREATE/ICAT flat lndemo_ft*.bdfCOMBINE/LONG flat lnff AVERAGENORMALIZE/FLAT lnff lnflat 190.!CREATE/ICAT lndemocat lndemo_w*.bdfREAD/ICAT lndemocatLOAD lndemo_wlchWRITE/OUT "Extracting useful part of spectra with command PREPARE/LONG"SET/LONG TRIM = 0,60,0,457PREPARE/LONG lndemocat.cat lndemo!WLC:SET/GRAPH PMODE=1 XAXIS=AUTO YAXIS=AUTOSET/LONG WLC=lndemo1 LINCAT=lndemo_hear YWIDTH=10 THRES=30.SET/LONG YSTEP=10 WIDTH=8 TWODOPT=YES DCX=2,1!SESSDISP = "NO "SHOW/LONG wlc!WRITE/OUT Search lines:WRITE/DESCR {WLC} STEP/D/2/1 -2.SEARCH/LONG ! search calibration linesPLOT/SEARCH!WRITE/OUT "Identify some of the brightest lines:"WRITE/OUTWRITE/OUT " X = 379.30 922.50 "WRITE/OUT " WAV = 5015.680 5606.733"WAIT 2IDENTIFY/LONG ! interactive line identificationSET/LONG WLCMTD=IDENT TOL=0.3CALIBRATE/TWICE ! wavelength calibrationPLOT/IDENT ! display initial identifications!WRITE/OUT Compute the dispersion coefficients by fitting a 2-D polynomialWRITE/OUT to the whole arrayPLOT/CALIBRATE ! display all identificationsPLOT/RESIDUALPLOT/DISTORTION 5015.680!SAVE/LONG ses1WRITE/OUT "Now calibrating another arc spectrum in GUESS mode"SET/LONG WLCMTD=GUESS GUESS=ses1 WLC=lndemo2 LINCAT=lndemo_thoriumSET/LONG WIDTH=4 THRES=3. TOL=0.1 ALPHA=0.2LOAD {wlc}SEARCH/LONGCALIBRATE/LONG! 1{November{1993



6-20 CHAPTER 6. LONG-SLIT AND 1D SPECTRAWRITE/OUT "Now demonstrating the three possible ways to apply the"WRITE/OUT "dispersion relation : "WRITE/OUT " - APPLY/DISPERSION involves no rebinning and outputs a table."WRITE/OUT " Input must be a 1D spectrum or a row of a long-slit spectrum"WRITE/OUT " - REBIN/LONG rebins row by row, taking coefficients from coerbr.tbl"WRITE/OUT " - RECTIFY/LONG applies the 2D polynomial dispersion relation"WRITE/OUT "Note: Rebin can be applied before or after extraction"!!INIT/LONG ses1!APPLY/DISPERSION {wlc} wlct @100PLOT/SPECTRUM wlct!REBIN/LONG {wlc} wlcrbLOAD wlcrbPLOT wlcrb @100!RECTIFY/LONG {wlc} wlc2LOAD wlc2PLOT wlc2 @100!WRITE/OUT "Session is now saved, initialized, and loaded from session tables"SAVE/LONG mysessINIT/LONGSESSDISP = "NO "SHOW/LONGINIT/LONG mysessSESSDISP = "NO "SHOW/LONG!WRITE/OUT "Now extracting a spectrum with two possible methods:"WRITE/OUT " - Simple rows average with EXTRACT/AVERAGE"WRITE/OUT " - Optimal extraction with EXTRACT/LONG"LOAD/IMA lndemo3SET/LONG REBSTR=4600. REBEND=5800. REBSTP=2.00REBIN/LONG lndemo3 ext8SET/LONG LOWSKY = 189,198 UPPSKY = 204,215SET/LONG GAIN=2. RON=5. THRES=3. RADIUS=2SKYFIT/LONG ext8 stdskyLOAD stdskyCOMPUTE/IMAGE ext7 = ext8 - stdskySET/LONG OBJECT = 199,203EXTRACT/AVERAGE ext7 stdaPLOT stdaEXTRACT/LONG ext8 stde stdskyPLOT stde!WRITE/OUT "Now computing instrumental response"! 1{November{1993



6.10. EXAMPLE 6-21SET/LONG FLUXTAB=lndemo_l745 EXTAB=lndemo_atmoPLOT/FLUXEXTINCTION/LONG stde stdextRESPONSE/FILTER stdextINTEGRATE/LONG stdextRESPONSE/LONG fit=SPLINEPLOT/RESPONSECALIBRATE/FLUX stdext stdcorCUTS stdcor 100.,500.PLOT stdcor
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Chapter 7Echelle SpectraThis Chapter provides the basic information necessary to understand the echelle packageimplemented in MIDAS. It includes the description of the reduction method and the systemimplementation, without reference to a particular instrument. A detailed description of theoperation and relevant parameters for the di�erent instruments supported are describedin the corresponding Appendix D. Tutorial examples are available in the system (com-mand TUTORIAL/ECHELLE) and are also included in the Appendix D so that users withoutprevious experience in MIDAS could become familiar with the calibration procedures.The package follows a very exible scheme, where most of the reduction steps includeseveral algorithms which can be dynamically chosen and some of the steps can be executedoptionally. Experienced users could modify the scheme to adapt it to their data con�gur-ation. The methods described here are generally su�cient to cover a wide range of echelleformats. The ESO instruments supported by the package are CASPEC (Cassegrain EchelleSpectrograph), EFOSC(1+2), ECHELLEC, and EMMI.The package provides a set of about 30 �rst-level basic commands to perform thereduction, most of them having the quali�er ECHELLE. These commands are structuredin �ve main MIDAS procedures to perform complete steps of reduction. In Section 7.1we describe the algorithms used in the echelle reduction, i.e. the algorithms to �nd theposition of the echelle orders, order extraction procedures, wavelength calibration andinstrument response correction. In Section 7.10 we include a brief outline of the di�erentdata formats involved in the reduction and a summary of the commands. Finally, thesession parameters are detailed in Section 7.11NoteThis chapter only provides a synopsis of the commands needed for the reductionof echelle. It is important to realise that it can neither substitute the HELPinformation available for each command nor be exhaustive, especially not withregard to the usage of general utilities such as the MIDAS Table System, theAGL Graphics package, etc. Reduction steps which are not speci�c to echellespectra are described in more detail in Chapter L. The Appendix D provides apractical approach to echelle reduction.7-1



7-2 CHAPTER 7. ECHELLE SPECTRA7.1 Echelle Reduction Method7.1.1 Input Data and PreprocessingThe information involved in a reduction session consists of user data and system tables.User data is a set of echelle images, observed with the same instrument con�guration,including a wavelength calibration image (WLC), a at �eld image (FLAT) and astronomicalobjects OBJ. Optionally, this set will include standard stars (STD) to be used in the absoluteor relative ux calibration, and dark images (DARK). Catalogues with comparison lines andabsolute uxes for standard stars are available in the system as MIDAS tables.Before starting the actual reduction some preprocessing of the data is required tocorrect for standard detector e�ects as follows:� Rotation of input frames.After this rotation, the dispersion direction of the echelle orders will be horizontal,with wavelengths increasing from left to right and spectral order numbers decreasingfrom bottom to top of the image. As always in MIDAS, the origin is the pixel (1; 1),located in the lower left corner of the image.� Updating START and STEP descriptors.Descriptors START and STEP must be set to 1.,1. for all images processed. Sessionkeyword CCDBINmust be set to the original binning factor along x- and y-axis. Imagerotation and descriptors update are performed by the command ROTATE/ECHELLE.� Cleaning of bad columns.First, bad columns { bad rows after the rotation { can be removed with the commandCOMPUTE/ROW. The cleaning of bad columns is required for FLAT images where thevariation of the intensity due to these columns can a�ect the automatic detection ofthe orders.� Cleaning of hot pixels.Hot pixels can be eliminated by �ltering the images. In case the observation hasbeen splitted in several exposures and more than one image is available with thesame information, the images can be averaged with the command AVERAGE/WINDOW;this command can, optionally, interpolate pixel values with large deviations from theaverage value. Removal of hot pixels is required for DARK images and is recommendedfor OBJ exposures. General methods to clean bidimensional spectra are described inChapter L (Removing Cosmic Ray Hits). The command FILTER/ECHELLE, adaptedto echelle spectra is described in Section 7.3� Subtraction of dark current from FLAT, OBJ and STD frames. The dark level isestimated from a series of DARK exposures of short duration which are averagedto reduce the e�ect of the read{out noise of the CCD and to eliminate hot pixelsas described before. If preashing is necessary, a set of preashed DARK exposuresshould be obtained in a similar manner. It is advisable to obtain a set of DARK imageswith similar exposure times as the object and standard star frames, or to scale thedark level to the observed exposure.1{November{1994



7.1. ECHELLE REDUCTION METHOD 7-3� Checking exposure times in OBJ and STD frames. For images generated by ESOinstruments, the exposure time (in seconds) is stored in the descriptor O TIME(7).If necessary this descriptor can be created as O TIME/D/1/7 with the commandWRITE/DESCRIPTOR.7.1.2 Retrieving demonstration and calibration dataCalibration tables are required to provide reference values of wavelength for Th-Ar arclamp lines, atmospheric extinction or standard star uxes.A certain number of tables are distributed on request in complement to the Midas re-leases. These tables are also available on anonymous ftp at the host ftphost.hq.eso.org(IP number 134.171.40.2). The �les to be retrieved are located in the directory /mi-daspub/calib and are named README.calib and calib.tar.Z. Command SHOW/TABLE canbe used to visualize the column name and physical units of the tables. Demonstration datarequired to execute the tutorial procedure TUTORIAL/ECHELLE are also located on this ftpserver in the directory /midaspub/demo as echelle.tar.Z. FTP access is also provided onthe World Wide Web URL:http://http.hq.eso.org/midas-info/midas.htmlThe calibration directory contains other information such as characteristic curves for ESO�lters and CCD detectors, which can be visualized with the Graphical User InterfaceXFilter (command CREATE/GUI FILTER).7.1.3 General DescriptionThe �rst problem in the reduction of echelle spectra is, of course, the solution of thedispersion relation. That is the mapping between the space (�;m) wavelength, spectralorder and the space (x; y) sample x, line y in the raw image. This relation gives theposition of the orders on the raw image, and de�nes the wavelength scale of the extractedspectrum. The mapping is performed in two steps:� A �rst operation (order de�nition), gives the position of the orders in the raw image.In �gure 7.1, this operation corresponds to the step \Find Order Position". Therequired input is an order reference frame (usually FLAT or STD) and the output isa set of polynomial coe�cients. These coe�cients are an input of the step \ExtractOrders".� A second operation (wavelength calibration) de�nes the wavelength scale of theextracted spectrum. The successive steps of this operation are shown in the secondcolumn of �gure 7.1. The output is a set of dispersion coe�cients required by thestep \Sample in Wavelength".Sections 7.2 and 7.6 describe the solution of this mapping.The second step in the reduction, described in Section 7.4, is to estimate the imagebackground. The background depends mainly on the characteristics of the detector, butincludes the additional components of the scattered light in the optics and spectrograph.This operation corresponds to the step \Subtract Background" in �g. 7.1.1{November{1994



7-4 CHAPTER 7. ECHELLE SPECTRA
FLAT WLC STD OBJECT+ + + +FIND ORDER EXTRACT SUBTRACT SUBTRACTPOSITIONS ORDERS BACKGROUND BACKGROUND+ + + +SUBTRACT IDENTIFY FLAT FIELD FLAT FIELDBACKGROUND LINES CORRECTION CORRECTION+ + + +DEFINE COMPUTE EXTRACT EXTRACTBLAZE DISP.COEFFS. ORDERS ORDERS+ +SAMPLE IN SAMPLE INWAVELENGTHS WAVELENGTHS+ +COMPUTE MULTIPLY BYRESPONSE RESPONSEorFIT BLAZE+MERGE ORDERSFigure 7.1: Echelle Reduction Scheme
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7.2. ORDER DEFINITION 7-5A particular problem in the CCD{detector used by the two echelle instruments is theappearence of interference fringes produced within the silicon, which can be especiallyimportant in the long wavelength range of the instrument. By processing the at-�eld(�rst column of �g. 7.1), correction frames are prepared and used for the standard starand the object reduction. A method to correct for this e�ect is described in Section 7.7.After the corrections for all these e�ects, the information in the spectral orders isextracted using the methods described in Section 7.5. The extracted ux, used in con-junction with the dispersion relation, gives the photometric pro�les of the spectral orders.Two instrumental e�ects are still present in these pro�les: �rst, due to the blaze e�ect ofthe echelle grating, the e�ciency of the spectrograph changes along each order; second,the e�ciency of the whole instrument is not uniform with wavelength. In Section 7.8 wedescribe how to correct both e�ects, to normalize the uxes and, if the input data includescalibration stars, to convert the uxes into absolute units.NoteTaking a standard star exposure (STD) is a recommended observation strategywhich can make easier the order de�nition in the blue part of the spectrum aswell as the correction of individual orders for the variations of grating e�ciency(blaze function).The steps summarised above comprise the STANDARD reduction. Alternatively, it ispossible to correct the variation in sensitivity along the spectral orders using a suitablemodel for the blaze function as described in Section 7.8.2. Figure 7.1 displays the processscheme in a typical reduction session; slanted fonts indicate optional operations. In therest of this Section the algorithms used in each step of the reduction are described.7.2 Order De�nitionThe dispersion relation is de�ned by the following equations:y = f1(x;m)� = f2(x;m) (7.1)The �rst of the equations 7.1 de�nes the position of the spectral orders, m, in the rawimage, while the second equation gives, for each order, the dispersion relation in onedimension. The mapping between the spaces (�;m) and (x; y) is separated into twodi�erent equations; the �rst one will be discussed in this Section, while the description ofthe second equation will be postponed to Section 7.6.The function f1 is approximated by a polynomial of the formy = f1(x;m) � JXj=0 IXi=0 aijximj (7.2)where the coe�cients aij are computed using least squares techniques on a grid (xk; yk),i.e. sample number and line number of points located within the spectral orders of the1{November{1994



7-6 CHAPTER 7. ECHELLE SPECTRAimage. These points in the grid are found automatically by an order{following algorithm,normally using the FLAT or STD image.� A �rst guess of the position of the orders is found on a trace perpendicular to thedispersion direction done in the middle of the at �eld image, in this way we de�nethe set of points (x0; y0m), m being the relative order number.� For each order, the order{following algorithm �nds the series of points located onthe order at xn = x0 + n � �x for points on the right half of the order, and atx�n = x0 � n ��x for points on the left half of the order, n = 1; 2; : : : integer and�x is the step of the grid.This set of points forms the basic grid with the geometric positions of the orders.Typical values of the standard deviation of the residuals of this approximation are about0.3 to 0.1 pixel.It is worth mentioning here that the order following algorithm �nds the center of theorders by taking the middle point with respect to the edges of the orders. The edges ofthe orders are detected automatically by thresholding the order pro�les, perpendicular tothe dispersion direction; the level of the threshold is a function of the signal in the order.The command DEFINE/ECHELLE performs the automatic order detection.An alternative method is available, based on the Hough transform to perform the orderdetection and involving a tracing algorithm able to estimate an optimal threshold for eachorder independently. The order de�nition is performed as follows:� A preprocessing of the frame is performed, including a median �ltering (radx,y=2,1)to remove hot pixels and bad rows from the image. Then the background valueis measured in the central area of the image and subtracted. This preprocessingassumes that the defaults are small enough to be corrected by a simple median�ltering and that the interorder background is basically constant all over the image.If the above conditions are not respected, the frame must be processed by the user.The echelle command BACKGROUND/SMOOTH enables performance of a backgroundcorrection at this early stage of the calibration.� A �rst guess of the position and the slope of the orders is found by processing theHough transform of a subset of columns of the input image. The order detection byHough transform is described in (Ballester, 1994).� For each order, an initial threshold is estimated by measuring the pixel values inthe middle of the order. The order following algorithm �nds the series of pointslocated on the order at regular steps on the grid, as describd above. The thresholdis optimised in order to follow the order on the longest possible distance. If the traceof the order is lost, the algorithm extrapolates linearly the positions and attemptsto skip the gap. 1{November{1994



7.3. REMOVAL OF PARTICLE HITS 7-7� For each position, the center of the order is de�ned as the �rst moment of the pixelvalues above the threshold:ycenter = Pymaxy=ymin y � (Iy � threshold)Pymaxy=ymin yThis algorithm is implemented in the command DEFINE/HOUGH. The algorithm canrun in a fully automatic mode (no parameters are required apart from the nameof the input frame). It is also possible to set the following parameters to enforce agiven solution:{ numbers of orders to be detected.{ half-width of orders{ thresholdA practical decription of the way to use this algorithm and to optimise the parameters isdescribed in the Appendix D7.3 Removal of particle hitsCosmic ray events pose a serious problem in long CCD exposures. Their removal is a ratherdelicate step, because in high-contrast images (such as well-exposed echelle spectra) thereis always a danger of damaging the scienti�c contents of the frame. Particle hits canbe removed from scienti�c exposures by splitting the exposure and comparing spectraof the same target obtained under the same instrumental con�guration. O�sets of thetarget resulting from the positioning of the target on the entrance slit of the spectrographand variations of exposure time must be accounted for. Commands AVERAGE/IMAGE andAVERAGE/WEIGHT o�er number of options to compare the images and reject particle hits. Inthe case of echelle spectra of sources with very little variation of the spectral informationalong the slit, one can also exploit the knowledge provided by the order de�nition as towhere in the frame the relevant data is located.The removal of unwanted spikes, above an otherwise featureless background such asthe inter-order space of echelle spectra, is done most easily with a median �lter. There-fore, in a �rst step a median �lter is applied to the entire frame. This then enables thetrue background to be determined as described in Section `Background De�nition' of thischapter. The subtraction of the background calculated completes the second step, and, asfar as the inter-order space is concerned, the �nal result is reached already. The removalof cosmics from the object spectrum forms the third step and is restricted to the regionscovered by the spectral orders in the background-corrected, but otherwise raw frame. Thisstep comprises the following operations performed within a sliding (along and separatelyfor each spectral order) window of user-speci�ed width:� For all xi of the window, normalize the spatial pro�le to the total ux in the asso-ciated slice (i.e. all yj of the order considered).1{November{1994



7-8 CHAPTER 7. ECHELLE SPECTRA� Form the `true' spatial pro�le as the median over the individual pro�les at all xi inthe window.� For all pixels (xc; yj) in the central slice, c, of the window compare their re-normalisedux, fc;j , with the properly scaled contentsmj of pixel j in the median pro�le. If thedi�erence exceeds the expected statistical error of fi;j (calculated from the numberof photons detected and the readout noise) by a user-speci�ed factor, replace fc;jwith mj .If the threshold for substitution by the median is set properly (�4 �) and the spectralinformation within the spatial pro�le does not change (point sources are best), this pro-cedure does not redistribute the ux or dilute the point spread function.These three steps are the backbone of command FILTER/ECHELLE. The �nal outputframe is the merger of the median-�ltered inter-order domains with the spectral ordersafter having been subjected to step three. Note that the background has been subtractedalready. A keyword BACKGROUND with contents SUBTRACTED is appended to the frame asa ag to subsequent high-level procedures so as not to have to go through the very timeconsuming step of the background modeling again. Delete that descriptor or change itscontents if re-modeling of the residual background is desired.7.4 Background De�nitionThe estimation of the background is one of the critical points in the reduction of echellespectra for two reasons. On one side, a correct estimate of the background level is necessaryto compute the true ux of the object spectrum; on the other side, a wrong estimate ofthe background in either the at �eld image (FLAT), the object (OBJ) or (optionally) thestandard star (STD), will severely a�ect the accuracy with which instrumental e�ects {such as the blaze { can be corrected for. The background in an echelle image consists of:� a constant o�set introduced by the electronics (bias),� an optional constant pedestal due to the pre{ashing of the CCD,� the dark current,� general scattered light,� di�use light in the interorder space coming from adjacent orders.� sky background spectrumThe �rst three components are removed during the preprocessing as described in Ap-pendix D. Correction for the general scattered light and di�use light background is presen-ted in the three following sections. Correction for the sky background is presented inSection 7.4.4. 1{November{1994



7.4. BACKGROUND DEFINITION 7-9The remaining background due to scattered light is estimated from points locatedin the interorder space. These locations are de�ned when performing the order de�ni-tion (command DEFINE/ECHELLE or DEFINE/HOUGH) and can be displayed by commandLOAD/ECHELLE. The order de�nition is used to create a table back.tbl containing the back-ground positions. Unscanned areas of the CCD can be avoided in the background estimateby using the command SCAN/ECHELLE. If bright features (e.g. sky lines) are located at thesame location as background points, these locations must be unselected from table back.tblusing SELECT/BACKGROUND. Selection of the method is possible by assignment of a valueto the echelle keyword BKGMTD and the background estimate, subtraction and update ofthe descriptor BACKGROUND is performed by the command SUBTRACT/BACKGROUND7.4.1 Bivariate polynomial interpolationBackground points are used to approximate the observed background by a polynomial oftwo variables, sample and line numbers, as:B(x; y) �XX bijxiyj (7.3)The background of at �eld images is usually well modelled by a 2D polynomial of degrees3 and 4 in variables sample and line respectively. The agreement of the model is typicallybetter than 1% of the background level. For object exposures the signal{to{noise ratio isnormally much lower, as is the actual background level. A polynomial of lower degree, forexample linear in both dimensions or a constant background should be enough. Becausesmall errors in the determination of the background are carried through the whole rest ofthe reduction and are even ampli�ed at the edges of the orders, care should be taken inthe background �tting.If no DARK or BIAS frames are available, the background de�nition might be slightly lessaccurate because the modelling procedure has to take into account these contributions aswell. In some cases the degree of the polynomial has to be increased. As a rule of thumb,one should try to �t the background with a polynomial of the lowest possible degree.This method gives good results when the main contribution to the background is dueto global scattered light.7.4.2 Smoothing spline interpolationAn alternative method performs the interpolation of interorder background using smooth-ing spline polynomials. Spline interpolation consists of the approximation of a function bymeans of series of polynomials over adjacent intervals with continuous derivatives at theend-point of the intervals. Smoothing spline interpolation enables to control the varianceof the residuals over the data set, as follows:� = mXi=1(yi � ŷi)21{November{1994



7-10 CHAPTER 7. ECHELLE SPECTRAwhere yi is the ith observed value and ŷi the ith interpolated value is the sum of the squaredresiduals and the smoothing spline algorithm will try to �t a solution such as:� � S � �where S is the smoothing factor and � = 0:001 is the tolerance.One must retain two particular values of S:� S = 0. The interpolation pass through every observation value.� S very large. The interpolation consists of the one-piece polynomial interpolation.The solution is estimated by an iterative process. Smoothing spline interpolation isdesigned to smooth data sets which are mildly contaminated with isolated errors. Conver-gence is not always secured for this class of algorithms, which on the other hand enables tocontrol the residuals. The median of pixel values in a window surrounding the backgroundreference position is computed before spline interpolation. The size of the window (sessionkeyword BKGRAD) is de�ned along the orders and along the columns of the raw spectrum.7.4.3 Background estimate by �lteringThe command BACKGROUND/SMOOTH enables to de�ne the background without previousorder de�nition. This feature is useful for example to correct for the background theimage required for the order de�nition. This command involves an iterative algorithmwhich performs the following operations:� the input frame is heavily smoothed in the direction perpendicular to the orders.� the original frame is divided by the smoothed one and all pixels which ratio is greaterthan one are replaced by the smoothed value.� the corrected frame becomes the new input frame and the two previous steps arerepeated until a satisfying solution is obtained.A more elaborated scheme is required if the contribution to the background fromadjacent orders is important, this occurs when the distance between orders is small. Allabove methods are implemented in command BACKGROUND/ECHELLE and selected by theechelle keyword BKGMTD.7.4.4 Sky background de�nitionThe previous methods allow to correct for the interorder scattered light. The sky back-ground component can be measured in spectra taken with an extended slit using the twocommands DEFINE/SKY and EXTRACT/SKY. The command DEFINE/SKY allows to de�nethe o�set limits of up to two sky windows, usually on both sides of the spectrum. Thecommand EXTRACT/ECHELLE performs an average extraction of the sky background usingthese o�sets, optionally �ters for cosmics, and provides an extracted spectrum in a formatsimilar to the one resulting from EXTRACT/ECHELLE. The two extracted images can be1{November{1994



7.5. ORDER EXTRACTION 7-11subtracted for sky background correction. It can be noted that the background measuredby the command EXTRACT/SKY includes also the interorder scattered light components andmakes in principle unnecessary the correction described in the previous Section.7.5 Order ExtractionIndividual echelle orders are extracted by adding the pixel values over a numerical slitrunning along the orders, with the position of the slit center de�ned by equation 7.2. Thewidth of the slit is one pixel and its length, as well as an optional o�set to shift the slitprependicular to the dispersion direction, are de�ned by the user.The pixel values in the numerical slit are found by linear interpolation of the values inthe image. The extracted ux number is the weighted average of these interpolated pixelvalues. There are three types of weights (w) depending on the selected option:� option LINEAR: w = 1,� option AVERAGE: w = 1=L where L is the length of the slit,� option OPTIMAL: weights optimising the signal to noise ratio of the extracted spec-trum. This algorithm is based on (Mukai, 1990)There are several e�ects to consider when de�ning the length of the extraction slit. Ifthe length is too small, the orders are only partially extracted and they present a periodicvariation due to the inclination of the orders with respect to the lines in the image. Onthe other side, if the slit is too large, the extracted ux will include noisy pixels from theat�elded background, when the at �eld correction is applied.The command EXTRACT/ECHELLE is used for the order extraction. The method isselected using echelle keyword EXTMTD.7.6 Wavelength Calibration7.6.1 General DescriptionA preliminary step to the wavelength calibration consists of extracting the orders of theWLC image which can then be used to determine the dispersion relation in two steps:� The calibration lines are detected on the extracted orders by means of a simplethresholding algorithm. The center of the line is estimated by its center of gravity(GRAVITY method) or by a gaussian �t to the line pro�le (GAUSSIAN method). Thisis done with the command SEARCH/ECHELLE.� A few lines are identi�ed interactively on the 2D image display and a set of globaldispersion coe�cients are derived by comparing the identi�ed lines with the linecatalogue available in the system. This global model for the dispersion is a functionof the wavelength and the spectral order number. Finally, dispersion coe�cients1{November{1994



7-12 CHAPTER 7. ECHELLE SPECTRAfor each order are computed using the global coe�cients as a �rst approximation.A polynomial of degree 2 or 3 is su�cient to obtain, for each order, a good approx-imation of the wavelength scale.The command IDENTIFY/ECHELLE involves the echelle relation and requires the iden-ti�cation of two lines in overlapped regions of adjacent orders (method PAIR). Thecalibration can as well be performed for spectra which orders are not overlapped, thistime requiring a minimum of four identi�cations (method ANGLE). Both methods arebased on the echelle relation and therefore are not applicable if the disperser is notan echelle grating, as it is the case for EFOSC which involves a grism disperser. Themethod TWO-D allows to start directly the calibration with a two-dimensional �ttingpolynomial and requires more initial identi�cations. In case of several observationswith the same, or near the same instrumental con�guration, it is possible to use theglobal dispersion model from a previous calibration. The method GUESS implementsthis mode of operation. Two additional methods RESTART and ORDER are available.The selection of the method is performed by assigning a value to the echelle keywordWLCMTD.Solutions are computed either for each independent order (WLCOPT=1D) or using aglobal bivariate polynomial (WLCOPT=2D).7.6.2 The Echelle RelationThe wavelength calibration involves a physical equation, the echelle relation and regressionanalysis to achieve estimates of the dispersion relation. Provided that the echelle dispersionis performed with a grating, any echelle spectrum can be calibrated usually with fourlines used as pre-identi�cations and a catalog of laboratory wavelengths associated to thecalibration lamp. The achieved accuracy is usually in the range 0.2 - 0.02 pixel. Accuracycan be improved by selecting lines of a su�cient signal-to-noise ratio and using a linecatalog sorted for blends for the speci�c spectral resolution of the instrument.The echelle relation derives from the grating dispersion relation :sin i+ sin � = k:m:�with k the grating constant, m the order number, and � the wavelength. The cross-disperser displaces successive orders vertically with respect to one another. For a givenposition x on the frame, we have :m:� = cste(x) (Echelle Relation)The acurracy of this relation is limited by optical aberrations and optical misalign-ments, which make it only useful to initialise the calibration process by reducing thenumber of identi�cations necessary to determine this one-dimensional relation, expressedas a polynomial of low degree N like:�(m; x) = 1m: NXi=0 ami:xi1{November{1994



7.6. WAVELENGTH CALIBRATION 7-13The two major limits of accuracy of the echelle relation are:� Optical aberrations: the echelle relation does not include the e�ect of opticalaberrations which will displace the lines in the frame and then become a sourceof unaccuracy when attempting to estimate the echelle relation parameters from acalibration frame. This contributor however will be partially removed by using anappropriate model to �t the echelle relation, like a polynomial of su�cient degree.� Optical misalignments: Optical misalignments occur between echelle grating andcross-disperser between this latter and detector. The e�ective misalignment anglecan be up to a few degrees (usually less than 3). Over many hundreds pixels, themisalignment error amounts to systematic errors of many pixels, far beyond theseeked accuracy. it is therefore necessary to correct for any rotation of the detector.7.6.3 Estimating the angle of rotationAs a consequence of the cross-disperser dispersion relation, a given line repeated in twooverlapped regions of the spectrum must be found at the same y position if spectrum anddetector are perfectly aligned.In the following, we will call a pair two occurences of the same line in the overlappedparts of two adjacent orders.The above condition provides a geometrical way to estimate the angle, as: � = �y=�x,with �y the di�erence in y position of the two occurences of the pairs and �x the di�erenceof their x positions. This method requires overlaps between orders and is used in thecalibration method PAIR.Another approach consists of estimating the rotation angle as the parameter for whichregression analysis provides the smallest residual for a given set of observations.� xr = x cos� + y sin�� m:� =PNi=0 ai:xir� � such as the standard-error is minimizedThe determination of the optimum is performed analytically and is involved in thecalibration method ANGLE. This one-dimensional representation of the dispersion relationis used as a starting point in the loop and is replaced by a bivariate solution m:� = f(x;m)as soon as a su�cient number of identi�cations has been performed.7.6.4 Identi�cation loopThe identi�cation criterion combines estimate of the wavelength of a line and an estimateof the error as well as a list laboratory wavelengths to determine and guarantee the iden-ti�cation of a given line. One could involve the additional knowledge of line strengths.But in practice this information of limited use, in reason of variations of relative line in-tensities caused by impurities, lamp ageing, pressure variations, a.s.o. Accordingly, theidenti�cation criterion is: 1{November{1994



7-14 CHAPTER 7. ECHELLE SPECTRA�c � �cat if 9! �cat / k �c � �cat k< ��with �c, computed estimated wavelength, �cat the catalog wavelength and ��, a majorantof the error of the computed wavelength, taken as the distance of the closest neighbor inthe line catalog or in the arc spectrum divided by a coe�cient � which value does notexceed 1 (this parameter is controlled by the session keyword WLCLOOP(2)).7.6.5 Resampling and checking the resultsThe extracted orders in the pixel domain can be resampled into wavelengths with the com-mand REBIN/ECHELLE. Several quality checks are provided by the command IDENT/ECH.Residuals are visualized with the command PLOT/RESIDUAL. A method to verify thewavelength calibration consists of extracting and resampling the wavelength calibrationframe and displaying the resampled image with a large scaling factor on the Y-axis. Thevariation of wavelength coverage from one order to the next should be smooth. Di�erentregions of the resampled image and in particular the overlaps can be veri�ed with thecommand PLOT/SPECTRUM.7.7 Flat Field CorrectionThe main disadvantage of the thin CCD{chips used currently as detectors in some in-struments is the generation of interference fringes, that is, intensity uctuations in thespectra which can be as high as 30% at � > 6000�A (York, 1981). These fringes arisefrom interferences within the silicon for long wavelengths, while for shorter wavelengthsthey can be due to the interfaces silicon{glass on the back side of the chip. This e�ect isconstant for a given setting and it can be e�ectively corrected by dividing the object imageby a at{�eld exposure taken with the same instrument con�guration. Before the actualdivision is carried out, the background levels, both in the object image and at{�eld, aresubtracted and the at{�eld is normalised.The at{�eld correction is done with the command COMPUTE/IMAGE, this commanddivides the background subtracted OBJ by the normalised at{�eld as computed by thecommand FLAT/ECHELLE.7.8 Instrument Response Correction7.8.1 Using a Standard StarThe extracted orders, together with the dispersion relation, de�ne the observed ux as afunction of the wavelength for each order:F = Fm(�) (7.4)This ux has to be corrected for two e�ects in order to get absolute uxes: �rst, forthe echelle blaze e�ect, and second, for the chromatic response of the instrument. For a1{November{1994



7.8. INSTRUMENT RESPONSE CORRECTION 7-15given con�guration, the blaze e�ect is a function of the position in the order, while theinstrument response is, essentially, a function of the wavelength.The solution adopted in the reduction, using the standard star, is to correct for boththe blaze e�ect and the instrument response simultaneously. This is done by comparing astandard star, observed with the same con�guration as the object, to a table of absoluteuxes. The standard star is reduced exactly as the object and then correction factors arecalculated by comparing the ux values in the table to the observed counts sampled at thesame wavelength intervals as the uxes in the table. The resulting response is normalisedto an exposure time of one second. There is no e�ect due to di�erences between the at�eldof the object and the one corresponding to the standard star given that the at�elds arenormalized (see Section 7.7).If, as usually is the case, OBJ and STD were observed through di�erent airmasses, thespectra have to be corrected for extinction using command EXTINCTION/SPECTRUM. Moreinformation about this command is available in Vol.2, Chapter L (Spectral Data). Thecommand RESPONSE/ECHELLE is used to compute the instrument response as describedhere. Southern spectrophotometric standards have been published by Hamuy and al.(1992, 1994).7.8.2 Fitting the Blaze FunctionA di�erent approach is also available at this stage, as an alternative to the method de-scribed in the last Section. It consists of a correction for the blaze function by using asuitable model of the blaze e�ect introduced by the echelle grating. In this approach,no correction for the chromatic response of the instrument is applied. It is noteworthyhowever to say that the standard star correction is a much more e�cient way to per-form the instrumental response correction. The model assumes a plane grating, used innear{Littrow mode. The blaze function R at wavelength � is approximated byR(�) = sin2 ��X(��X)2 (7.5)where � is a grating `constant' with value between 0.5 and 1, and X = m(1� �c(m)=�),in which m is the order number, and �c(m) is the central wavelength of order m. Bothparameters are related through the grating `constant' k by k = m�c(m). This correctionis done with the command RIPPLE/ECHELLE; the command includes three methods tocompute the parameters k and �:The �rst one, method SINC, is a modi�cation of the method suggested by Ahmad,1981, NASA IUE Newsletter, 14, 129. This algorithm approximates the blaze functionby a sinc square and �nds the function parameters by a non{linear least squares �t to theorder pro�le. The method is suitable for objects without strong emission or absorptionfeatures and can be used to get a �rst estimation of the blaze parameters.The second method, named OVER, is based on Barker, 1984, Astron.J., 89, 899. Thismethod uses the overlapping region of adjacent orders to estimate, in a few iterations, theparameter k of the blaze function which is, as before, assumed to be a sinc square. The1{November{1994



7-16 CHAPTER 7. ECHELLE SPECTRAmethod works well, provided that orders are overlapping and that there is a very goodestimation of the parameter �, assumed to be a contant.The third method, FIT, is an extension of the previous one. It uses, as before, theoverlapping region of the adjacent orders but has the advantage of assuming that bothparameters k and � can vary. The method minimises the di�erence of the corrected ordersin each of the overlapping intervals.7.9 Order MergingFinally, the extracted orders, sampled at constant wavelength steps and corrected for theblaze e�ect, can be merged into a one dimensional spectrum which is suitable for furtheranalysis. The merging algorithm computes a weighted average in the overlapping regionof adjacent orders. The normalised weight is a linear ramp changing from 0 to 1 in theoverlapping region for each of the adjacent orders. Therefore, in the overlapping region oftwo consecutive orders, the ramp decreases linearly for the `blue' order while it increaseslinearly for the `red' order. This gives less weight to points near the edges of the orders.It is also possible to extract individual orders and store them in di�erent spectral �les forfurther analysis. The command MERGE/ECHELLE performs the merging of the orders.7.10 ImplementationIn this Section we describe the di�erent data formats related to the echelle reduction. Bothimages and tabular information are used to store intermediate results of the commandsin the reduction procedure. We also include a summary of the echelle commands anda detailed description of the parameters used in a reduction session. In the commanddescription we use upper case letters for �xed parts of the command, while names in lowercase are variable parameters. Optional parameters are enclosed in square brackets.7.10.1 The Session ManagerInput data observed with the same con�guration of the instrument and the parametersneeded for the reduction de�ne a session. Session parameters are listed by the com-mand SHOW/ECHELLE. It is recommended to use this command to control the actual statusbefore executing any further reduction step. Current parameters are saved with the com-mand SAVE/ECHELLE name, where name is the session name. This command will be usedwhenever you want to interrupt a session which then can be restarted at any other time.Current parameter values are set to the default value with the command INIT/ECHELLE,or set to the values of a previously saved session with INIT/ECHELLE name.Relevant session parameters can be de�ned for each command in the usual way:command/qualifier parametersor can be de�ned in explicit form asSET/ECHELLE param=value [param=value ...]1{November{1994



7.10. IMPLEMENTATION 7-17where param is the parameter name and value is the assigned value. The assigned valueswill be maintained until you save them for later reference. Current parameter values arere{assigned either by INIT/ECHELLE or by another SET/ECHELLE command.Please note that the session concept is part of the high level command structure (level 1and above). If level 0 commands are used one has to specify explicitely ALL the parametersrequired by the level 0 commands, despite the fact that some of them may already havebeen set via SET/ECHELLE.7.10.2 Image FormatsOne and two dimensional images are produced by echelle commands. These images arestandard MIDAS frames, sampled in the following spaces:� pixel{pixel space: corresponds to 2D raw images, with the sampling units PIXEL inboth dimensions.� pixel{order space: corresponds to 2D extracted images, produced by the commandEXTRACT/ECHELLE. Unit in the x{axis is PIXEL, unit in the y{axis is ORDER, sequentialechelle order number.� wavelength{order space: corresponds to 2D extracted images, with uniform samplingsteps in wavelength, produced by the command REBIN/ECHELLE. Unit in the x{axisis �Angstr�m , unit in the y{axis is ORDER, sequential echelle order number. Theseimages are not standard, in the sense that the descriptors START(1) and NPIX(1)are meaningless. The starting position for each order is de�ned in the descriptorWSTART, and the number of pixels per order is given by NPTOT, both descriptors arearrays of NPIX(2) elements. This deviation from the standard is due, obviously, tothe di�erent spectral range of each echelle order.� wavelength space: corresponds to 1D images, sampled at constant wavelength steps.These images are produced by the command MERGE/ECHELLE. Unit in the x{axis is�Angstr�m .7.10.3 Table FormatsMIDAS table �les are used to store relevant information in tabular form. Four types oftables are considered. The �rst two, tables order.tbl and line.tbl, are operational tablesgenerated by the user during the session. The other two types of tables are provided bythe system to calibrate the data in wavelength and ux.order.tbl | Contains echelle orders. This table contains the coe�cients aij in relation 7.2stored as descriptors. The table is created by the command DEFINE/ECHELLE orDEFINE/HOUGHback.tbl | Contains information related to the background reference positions. Thistable is created by the command PREPARE/BACKGROUNDwhich is called by DEFINE/ECHELLEand DEFINE/HOUGH. 1{November{1994



7-18 CHAPTER 7. ECHELLE SPECTRAline.tbl | Contains information related to the position of the calibration lines. This tablecontains the dispersion coe�cients for each spectral order, stored as descriptors afterthe line identi�cation process. It is generated by the command SEARCH/ECHELLE andextended and updated by the command IDENTIFY/ECHELLE.Line Catalogue | Contains the wavelength calibration lines. There are several linecatalogues available in instrument related system area, like MID CASPEC and MID EFOSC.Standard Stars | Contains the uxes of standard stars in di�erent units. These tablesare copied automatically from the area MID STANDARD into the user work space withthe command SET/ECHELLE FLUXTAB=name
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7.10. IMPLEMENTATION 7-19Table order.tblLabel Unit DescriptionORDER { sequential order numberX PIXEL sample (x{axis) position of the orderY PIXEL line (y{axis) position of the orderYFIT PIXEL �tted line (y{axis) position of the orderRESIDUAL PIXEL residual (Y-YFIT)Table back.tblLabel Unit DescriptionORDER { sequential order numberX PIXEL sample (x{axis) position of the orderYBKG PIXEL line position of the background above the orderBKG DN value of the backgroundTable line.tblLabel Unit DescriptionX PIXEL sample (x{axis) position of the lineY PIXEL relative order numberPEAK DN estimated line maximumYNEW PIXEL line (y{axis) position of the lineORDER { spectral order numberIDENT ANGSTROM manual identi�cationWAVEC ANGSTROM computed wavelengthRESIDUAL ANGSTROM residual (WAVEC-WAVE)Line CatalogueLabel Unit DescriptionWAVE ANGSTROM wavelengthStandard Star AtlasLabel Unit DescriptionMAGNITUDE - magnitudeWAVE ANGSTROM wavelengthBIN W ANGSTROM bin widthFLUX W ERGS/S/CM/CM/ANG uxTable 7.1: Auxiliary Tables1{November{1994



7-20 CHAPTER 7. ECHELLE SPECTRA7.10.4 MIDAS CommandsA full description of the echelle commands is given in the Appendix D. We include herea brief summary for quick reference. The echelle package is hierarchically organised fromlow{level commands (level 0) to high{level commands (level 3). The organization is aresult of the following classi�cation:� Level 0.Apart from the level 0 command LOAD/ECHELLE, the user will make seldom use oflevel 0 commands. All parameters of these commands must be provided on thecommand line. The user may use these commands to bene�t from options nonavailable from higher level commands.� Level 1.Level 1 commands perform the individual steps of the reduction. Parameters maybe provided on the command line (thus updating the echelle keywords) or will beread from the echelle keywords (set by command SET/ECHELLE). Level 1 commandenable to check individual steps of the reduction.� Level 2.Level 2 commands perform high level steps of the reduction. The level 2 set ofcommands is self{consistent and enables to perform a complete reduction, withthe optional use of veri�cation lower level commands PLOT/ECHELLE, PLOT/IDENT,LOAD/IDENT, PLOT/RESIDUAL, LOAD/ECHELLE. Apart from method keywords andinput/output images, no parameter value is required on the command line, allkeywords being updated by INIT/ECHELLE and SET/ECHELLE commands.� Level 3.The higher level 3 includes only two very general commands. The SET/CONTEXTinitializes echelle keyword values and TUTORIAL/ECHELLE provides a demonstrationof the package. SET/CONTEXT echelleTUTORIAL/ECHELLETable 7.2: Echelle Level{3 Commands
1{November{1994



7.10. IMPLEMENTATION 7-21Echelle reduction commandsCALIBRATE/ECHELLE [defmtd] [wlcmtd]FLAT/ECHELLE [flat] [correct] [blazeff]FILTER/ECHELLE input outputPREPARE/WINDOW catalog flatbkg lhcutsRESPONSE/ECHELLE [std] [fluxtab] [response]REPEAT/ECHELLE [scalx,scaly] [response]REDUCE/ECHELLE input output [bkcor]ROTATE/ECHELLE catalog root-name [mode]SELECT/BACKGROUND [all]SCAN/ECHELLE frame [scan-par]Session manager commandsHELP/ECHELLE [param]INIT/ECHELLE [name]SAVE/ECHELLE nameSET/ECHELLE par=valueSHOW/ECHELLETable 7.3: Echelle Level{2 CommandsBACKGROUND/SMOOTH input output [radx,rady] [niter] [visu]BACKGROUND/ECHELLE in out [radx,rady,step] [degree] [smooth] [method]DEFINE/ECHELLE [ordref] [width1,thres1,slope] [defmtd] [defpol]DEFINE/HOUGH [ordref] [nbord] [hwid] [hough par] [thresh] [degx,degy] [hot thres,step]DEFINE/SKY ima [nsky] [possky] [half-width]EXTRACT/ECHELLE input output slit[,offset] [method]EXTRACT/SKY in out [mode]LOAD/IDENTIFICATIONSMERGE/ECHELLE input output [params] [method]IDENTIFY/ECHELLE [wlc] [lincat] [dc] [tol] [wlcloop] [wlcmtd] [guess]PLOT/ECHELLE frame [ord1,ord2] [printer]PLOT/IDENT frame [ord1,ord2] [printer]PLOT/RESIDUALS [ord1,ord2]PLOT/SPECTRUM in [start,end]REBIN/ECHELLE input output [sample]RIPPLE/ECHELLE input output [params] [method] [option]SEARCH/ECHELLE input [width2,thres2]SUBTRACT/BACKGR input backgr output [bkgmtd] [bkgvisu]Table 7.4: Echelle Level{1 Commands1{November{1994



7-22 CHAPTER 7. ECHELLE SPECTRAAVERAGE/TABLE frame table columns outcol rad (No on--line help)EXTRACT/ORDER in out slit,angle,offset meth table coeffs [ord1,ord2] (No on--line help)EXTRACT/OPTIMALHOUGH/ECHELLE input [scan] [step,nbtr] [nbord] [flags] [hwid] [thres]LOAD/ECHELLEPREPARE/BACKGROUND input [step] [init] [back tab] [order tab] [descr]REGRESSION/ECHELLE [defpol] [niter] [absres] [kappa]SEARCH/ORDER [ordref] [w,t,s] [outtab] [defmtd]VERIFY/ECHELLE file [type]Table 7.5: Echelle Level{0 Commands7.11 Session ParametersParameters: CALIBRATE command (See also next table)Parameter DescriptionINSTR De�nes the spectrograph (e.g. CASPEC, EFOSC).GRATING De�nes the grating or instrument con�guration.CCD De�nes the CCD.CCDBIN Binning factor along X and Y. This parameter has impact on the wavelengthcalibration.SCAN Limits of the scanned area of the CCD. This parameter has impact on order de�nition(method Hough) and background estimates.ORDREF Order reference frameDEFMTD Order de�nition method (STD, COM, HOUGH).DEFPOL Degree of the bivariate polynomial used in the de�nition of the orders, see Section 7.2.WIDTH1 De�nes the width in pixels of the orders perpendicular to the dispersion direction. Itis used to detect the orders as described in Section 7.2 (methods STD, COM). Typicalvalues are between 2 and 15, depending on the observing slit.THRES1 De�nes the threshold to detect orders on the order reference image as described inSection 7.2 (methods STD, COM).SLOPE Mean slope of the orders in pixel space (methods STD, COM).Table 7.6: Command parameters (1)
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7.11. SESSION PARAMETERS 7-23Parameters: CALIBRATE command (Continued)Parameter DescriptionNBORDI Number of orders to be detected (method HOUGH).WIDTHI This parameter is used to remove the traces of the orders in Hough space during thedetection. Its minimum value is the half-width in pixels of the orders perpendicularto the dispersion direction. Its maximum value is the interorder distance minus thehalf-width of the orders (method HOUGH).THRESI De�nes the threshold for the order detection (equivalent to THRES1)WLC Raw wavelength calibration image.LINCAT System table with comparison lines.EXTMTD Extraction method (AVERAGE, LINEAR, OPTIMAL).SLIT Width of the extraction slit in pixels.OFFSET O�set of the extraction slit. The o�set is given in pixels, positive values are above thecenter and negative o�sets are below the center of the orders as shown in the imagemonitor (command LOAD/ECHELLE).SEAMTD Searching method (GAUSSIAN, GRAVITY). This parameter controls the de�nition ofthe center of the calibration lines.WIDTH2 De�nes the width of the calibration lines in pixels.THRES2 De�nes the threshold above the local background to detect comparison lines. Theactual value should be chosen to detect about 10 to 20 lines per order.WLCMTD Wavelength calibration method (PAIR, ANGLE, TWO-D, GUESS, RESTART, ORDER).This parameter controls the execution of IDENTIFY/ECHELLE.WLCOPT Dispersion relation option (1D, 2D)GUESS Optional reference to a previous session with the same instrument con�guration, tobe used as a guess for the dispersion coe�cients (required if WLCMTD=GUESS).WLCVISU Visualisation of intermediate results (YES/NO).DC Is the degree of the polynomial used in the dispersion relation, see Section 7.6.TOL De�nes a tolerance window for the last step of single-order computation of the dis-persion relations.WLCLOOP Three parameters to control the iterative identi�cation of lines by improvement of aglobal solution.� WLCLOOP(1) = Minimum initial accuracy of the solution (pixels)� WLCLOOP(2) = Tolerance on the distance of the nearest neighbours. A value ofe.g. 0.2 means that the nearest neighbour must be found at least at 5 times(=1/0.2) the residual to con�rm the identi�cation. Optimal values of thisparameter are in the range 0. to 0.5.� WLCLOOP(3) = Maximal allowed accuracy of the loop.WLCNITER Two parameters for the minimum and maximum number of iterations of the identi-�cation loop.Table 7.7: Command parameters (2)1{November{1994



7-24 CHAPTER 7. ECHELLE SPECTRA
Parameters: FLAT commandParameter DescriptionFFOPT Flat-Fielding option (YES/NO). If the value NO is assigned to this paramter, no Flat-Field correction is performedFLAT Raw at �eld image.CORRECT Flat �eld correction image.BLAZE Smoothed at �eld used in the normalisation of the at �eld.BKGMTD Background estimation method (POLY, SPLINE, SMOOTH).BKGVISU Visualisation of intermediate results (YES/NO).BKGSTEP Step in pixels of the grid of background reference positions.BKGPOL Degree of the bivariate polynomial for background �ting (method POLY).BKGRAD Radius (radx, rady) in pixels of the window for local estimate of the background. Thewindow is parallel to the orders (radx is measured along the orders, rady is parallelto the columns). (method SPLINE)BKGDEG Degree of spline polynomials (method SPLINE).BKGSMO Smoothing factor for smoothing spline interpolation. See Section 7.4 (methodSPLINE).EXTMTD (See de�nition in Table 7.7)SLIT (See de�nition in Table 7.7)OFFSET (See de�nition in Table 7.7)SAMPLE De�nes the wavelength step of the spectrum sampled in wavelengths. It can either be areal number indicating the step in units of �Angstr�m or a reference �le correspondingto an image sampled in the space order{wavelength.Parameters: FILTER commandParameter DescriptionBKGxxx All background parameters : see de�nitions above.MEDFILT widx,widy,no iter. See help of command FILTER/ECHELLE.CRFILT radx,rady,mthresh.CCDFILT read-out noise (in e-), inverse gain factor (e-/ADU), threshold (in units of standarddeviation). Table 7.8: Command parameters (3)
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7.11. SESSION PARAMETERS 7-25Parameters: RESPONSE commandParameter DescriptionSTD Raw Standard star, in STANDARD reduction mode.RESPONSE Computed instrument response in STANDARD reduction. If the name NULL is assignedto this parameter no response correction is applied in the REDUCE command. Instead,the blaze function is �tted.FLUXTAB Table with absolute uxes for the Standard star, in STANDARD reduction mode. Thetables are in the area MID STANDARDFILTMED Radius in x and y, threshold, as in command FILTER/MEDIAN used to smooth theresponse function.FILTSMO Radius in x and y, threshold, as in command FILTER/SMOOTH used to smooth theresponse function.PIXNUL Number of pixels to set to zero at the edges of each order.BKGxxx All background parameters : see de�nitions in Table 7.8)FFOPT Flat-Fielding option (YES/NO)CORRECT Flat �eld correction image (required if FFOPT=YES).BLAZE Smoothed at �eld (required if FFOPT=YES).EXTMTD (See de�nition in Table 7.7)SLIT (See de�nition in Table 7.7)OFFSET (See de�nition in Table 7.7)SAMPLE (See de�nition in Table 7.7)Parameters: REDUCE commandParameter DescriptionBKGxxx All background parameters : see de�nitions in Table 7.8)FFOPT Flat-Fielding option (YES/NO)CORRECT Flat �eld correction image (required if FFOPT=YES).BLAZE Smoothed at �eld (required if FFOPT=YES).EXTMTD (See de�nition in Table 7.7)SLIT (See de�nition in Table 7.7)OFFSET (See de�nition in Table 7.7)SAMPLE (See de�nition in Table 7.7)RESPOPT Option for the response corection (YES/NO).RESPMTD Method for the instrumental response correction (STD, IUE).RESPONSE Name of the response image as produced by RESPONSE/ECHELLE (required ifRESPMTD=STD).RIPMTD De�nes the ripple correction algorithm as SINC for the method �tting the blaze func-tion, described by Ahmad(1981), and as OVER for the method using the overlappingregion of the orders, proposed by Barker (1984) (required if RESPMTD=IUE).RIPK De�nes the initial guess for the parameter k in Equation 7.5. The default value isupdated during the wavelength calibration.ALPHA De�nes the initial guess for the parameter � in Equation 7.5.MGOPT Merging option (YES/NO).MRGMTD Merging method (AVERAGE, NOAPPEND).DELTA Interval (in wavelength units) to be skipped at the edges of each order.Table 7.9: Command parameters (4)1{November{1994
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Chapter 8Inter-stellar/galactic AbsorptionLine Modelling8.1 IntroductionThe program described here is a general code for modelling interstellar or intergalacticabsorption features on an initial polynomial continuum which may also contain emissionlines. For each absorption line the input parameters are : atomic transition, columndensity, thermal width and position (velocity shift).The output spectrum is computed at a given instrumental resolution and can thereforebe used for a direct comparison with observations (provided that the lines are resolved). Inthis case the step is completely interactive with no possibility for a \least square approach".8.1.1 Principle of the Program1. Creates a 1D image containing the continuum and possible emission lines.2. Induces absorption features on this image.3. Possibly, comparison of the resulting image with observations. According to the res-ult, the user can then modify some of the input parameters and repeat the operationuntil the agreement is found to be satisfactory.The package contains:4 commands: CREATE/PSF : creation of the instrumental responseCOMPUTE/EMI : computation of the initial unabsorbed spectrumCOMPUTE/ABS : main program, computation of the theoreticalabsorption spectrum.TUTORIAL/CLOUD : on line tutorial3 tables: EMI : contains the emission line parametersABSP : contains the atomic data8-1



8-2CHAPTER 8. INTER-STELLAR/GALACTIC ABSORPTION LINE MODELLINGABSC : contains the absorption line parameters(cloud model)4 keywords CLDDIM :)CLDZ :) monitor several parameters or optionsCLDCT :) common to the 3 commandsCLDOP :)8.2 Astrophysical ContextThe process of absorption line formation in the intersteller medium has been describedin detail by several authors (e.g. Str�omgren 1948, Spitzer 1978). Here we shall give onlythe basic formulae and the variables to which the user has access in order to make thenotations used in the program precise.8.2.1 Basic EquationsOptical DepthAfter having crossed an absorbing cloud, the intensity of a source, Io(�), is received bythe observer as I(�) = Io(�)e�� , where � is the optical depth of the cloud.Let's connect � to the physical parameters.� = Na(�)N : column densitya(�) : line absorption coe�cienta(�) = ao���� : broadening functionao = �48�c gkgl akll : lower level of the atomic transitionk : upper level of the atomic transition�lk : rest wavelength of the transitiongl : statistical weight of the lower levelgk : statistical weight of the upper levelakl : spontaneous transition probabilityakl = flk glgk 1�2lk 8�2e2mecflk = upward oscillator strength1{November{1989



8.2. ASTROPHYSICAL CONTEXT 8-3Broadening FunctionBroadening is due both to the natural width of the transition and to the velocity spreadof the absorbing atoms along the line of sight.� In the ideal case of atoms at rest.��(v = o) = 1� ��(�)[�k(�)]2+ (�� �lk)2�k(�) = �24�c XEr<Ek akr= �24�c SAKL� Let  (v)dv be the normalized distribution of atoms with velocity between v andv + dv, then: �� = 1� Z +1�1 �k(�)[�k(�)]2+ [�� �lk(1 + vc )]2  (v)dv (8.1)� In the program the velocity is assumed to be gaussian, thus: (v) = 1p� 1b exp �� �v � vob ��2b = s2kTmvo = velocity of the cloud relative to the observer.This full expression (1) is denoted as a \Maxwell + damping wing" or \Voigtian"pro�le in the program.In the case of low column density (� < 1)� can be approximated to:� = NS �� �� = �lkp�be�(w=b)2 (8.2)wc = � � �lk�lk1{November{1989



8-4CHAPTER 8. INTER-STELLAR/GALACTIC ABSORPTION LINE MODELLINGS = �e2mec flkThis simpli�ed expression (2) is denoted as a \Maxwellian" pro�le in the program.Finally if the line of sight crosses N clouds then, the resulting optical depth is:� = NXi=1 �iIn cases where the source has a (cosmological) velocity.Let z be the redshift of the source.An absorption is measured in the spectrum at �= �a corresponding to a rest wavelength�o. This yields for the redshift of the cloud:Za = �a�o � 1The velocity of the cloud relative to the source is:vrel = c R2 � 1R2 + 1R = 1 + Z1 + ZaIn practice the program computes the absorption pro�le in the cloud reference frame(vo = 0) and shifts the result into the observer's rest frame h�! �1+Zai8.2.2 Summary of the parameters handled by the user:INPUT� Z source.� The user is supposed to have determined the continuum and the emission line char-acteristics.� Atomic data, for each transition{ SAKL = P akl{ �kl{ fkl{ gl{ gk� For each absorption line 1{November{1989



8.3. TYPICAL RUN 8-5{ N{ b{ P (�) : position �Angstroms of the observed absorption feature.OUTPUT� Za� vrel8.3 Typical Run8.3.1 PreparationCommand: SET/CONTEXT CLOUD8.3.2 Initialisation of the KeywordsThese keywords are relative to the CLOUD context and can be handled by the usualcommands (READ/KEY.....).They are required to run the programs:CREATE/PSF COMPUTE/ABS COMPUTE/EMIThey de�ne the output image dimensions, the coe�cients of the polynomial continuum,the redshift of the source, and the type of absorption pro�le (Maxwellian or Voigtian).Their format is described in section Auxiliary Data.Ex. command:CLDDIM(1) = 3500 CLDDIM(2) = 0.5 CLDDIM(3) = 200Sets the synthetic image dimensions to:Start point 3500 �A, step size 0.5 �A, number of pixels 200CLDZ(1) = 2.48Sets the redshift of the source to 2.481{November{1989



8-6CHAPTER 8. INTER-STELLAR/GALACTIC ABSORPTION LINE MODELLINGCLDCT(1) = 1De�nes a at continuum CLDOP(1) = 1Indicates that the absorption coe�cients will be computed according to the Voigt Formula.8.3.3 Creation of the Instrumental FunctionThe command CREATE/PSF creates a 1D image of a normalized gaussian centered in 0.Command: CREATE/PSF NAMEP FWMMNAMEP : output imageFWMM : full width at half maximum of the instrumental response (�A)The stepsize is speci�ed by the keyword CLDDIM.This image is to be used by the command COMPUTE/ABS; any other (non gaussian) PSFcan be used provided it is centered in 0, normalised and has the same step size as thesynthetic image.8.3.4 Creation of the Input Emission Spectrum1. The coe�cients of the continuum are to be entered in keyword CLDCT.2. Edition of the table containing the emission line parameters. The lines are assumedto be gaussian. A template can be found in MID CLOUD:EMI.TBLCommand: EDIT/TAB EMI.The actual format is described in section Auxiliary Data.3. Computation of the spectrum. The command COMPUTE/EMI creates a 1D image,containing emission lines and continuum.Command: COMPUTE/EMI SYNEMI EMI1{November{1989



8.3. TYPICAL RUN 8-7SYNEMI : output spectra.EMI : input table containing the emission line parameter.if no table name is given, the output spectra will contain onlythe continuum as de�ned by keyword CLDCT.
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8-8CHAPTER 8. INTER-STELLAR/GALACTIC ABSORPTION LINE MODELLING8.3.5 Edition of the Table Containing the Atomic ParametersAll of the atomic data listed in 13.2.1. are needed by the program and are to be enteredvia this table.A template can be found in MID CLOUD: ABSP.TBL. The quoted parameters are fromMorton and Smith (1973) and according to the author the wavelengths are:vaccum for � < 2000 �A, air for � > 2000 �ACommand: EDIT/TAB ABSPThe actual format of this table is described in section Auxiliary Data.8.3.6 Edition of the Table Containing the Cloud ModelThis table is used both as an input and output by the main program. The table content is:INPUTParameters relative to the absorption linesFor each of them requests are:column density, b parameter, observed central position (�A), atomic transition.OUTPUTIn output, the program will write in this table, for each absorption line, the velocity ofthe corresponding cloud relative to the source and its redshift (relative to the observer).A template of this table can be found in MID CLOUD:ABSC.TBLCommand: EDIT/TAB ABSCThe actual format is described in section Auxiliary Data.8.3.7 Computation of the Output Absorption SpectrumThis is the main step achieved by the command:COMPUTE/ABS SYNEMI SYNABS ABSC ABSP NAMEPSYNEMI : input emission spectrumSYNABS : output spectrum with synthetic absorption linesABSC : table containing the cloud modelABSP : table containing the atomic data1{November{1989



8.3. TYPICAL RUN 8-9NAMEP : image containing the instrumental responseWarning : this image must have the same step size as SYNEMI
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8-10CHAPTER 8. INTER-STELLAR/GALACTIC ABSORPTION LINE MODELLINGThen the program:1. Types:PSF: FWHM a ANGSTROMSTEP: bWhere a and b are read from the description of the PSF; only as a check for theuser.2. Computes:The synthetic spectra according to the parameters of table ABSC.The output spectra are:8>><>>: SY NABS1 if option Voigtian pro�lesorSY NABS0 if option Maxwellian pro�lesand 8>><>>: SY NABS1C convolution of above spectraorSY NABS0C8.4 Auxiliary Data8.4.1 Description of the Keywords1. Synthetic image dimensionsCLDDIM(1) = `START'CLDDIM(2) = `STEP'CLDDIM(3) = `NPIX'2. Redshift of the SourceCLDZ(1) = `Z'3. Coe�cients for the continuumassumed to be a polynom of degree � 5CLDCT/R/1/6 :continuum = P6i=1 CLDCT (i) � �i�14. Option for the calculation of the absorption coe�cientsCLDOP(1) = \value"the value \0" will give Maxwellian absorption line pro�lesthe value \1" will give Voigtian absorption line pro�les1{November{1989



8.4. AUXILIARY DATA 8-11PROGRAMSKEYWORDS COMPUTE/PSF COMPUTE/EMI COMPUTE/ABSCLDDIM Yes YesCLDZ YesCLDCT YesCLDOP YesTable 8.1: Use of the Keywords8.4.2 Format of the table for atomic parameters (ABSP.TBL).Column Name1 : TRANSITION Commentary { name of the transition2 : MUL Multiplicity of the line (2 max)3 [4] : WL(1), [:WL(2)] Wavelength(s) of the transition (�A)5 [6] : GL(1), [:GL(2)] al value(s)7 [8] : GK(1), [:GK(2)] ak value(s)9 [10] : SAKL(1), [:SAKL(2)] Pakv = SAKL11 [12] : FLK(1), [:FLK(2)] Flk value(s)For convenience in table handling only values for single lines or doublets (most of theobserved cases) can be entered. If higher multiplicities are actually needed small changeshave to be made in the table and program format. Possibility for 50 di�erent atomictransitions.N.B. : in case of doublets, columns 3, 5, 7, 9, and 11 refer to the reddest component,and columns 4, 6, 8, 10 and 12 to the bluest.
1{November{1989



8-12CHAPTER 8. INTER-STELLAR/GALACTIC ABSORPTION LINE MODELLING8.4.3 Format of the table for the emission line model (EMI.TBL)The lines are assumed to be gaussian:I(�) = HMAX �EXP 24�Ln2  2(�� POS)2FWHM !235Column Name1 IDENT2 HMAX (Flux unit)3 POS (�Angstrom)4 FWHM (�Angstrom)Possibility for 50 emission lines.8.4.4 Format of the table for the absorption line model (ABSC.TBL)INPUT Column Name1 : IDENT Identi�cation of the transition2 : NH Column density in nb (atoms)/cm23 : POS Position of the absorption in �AIn the case of a doublet, indicate only theposition of the reddest component; the otherwill be set automatically.4 : BVAL b parameter �q2kTm � in km/s5 : TRANS This number indicates the line number wherethe corresponding atomic transition isidenti�ed in table ABSP.OUTPUT 6 : VELOCITY velocity of the cloud with respect to the source.7 : ZA redshift of the cloud, relative to the observer.Possibility for 50 absorption lines.N.B.� All the data should be entered in the table as real. [except : IDENT (character)]� The unit for wavelength is �A (c.f. coe�cient for the continuum and the emission onabsorption lines). 1{November{1989



8.5. DIMENSIONS OF THE OUTPUT IMAGES 8-138.5 Dimensions of the Output Images1. PSF� STEP : given by the user (keyword CLDDIM)� START : -4 � FWHM� NPIX : -2 � START/STEP2. SPECTRA� SYNEMI{ STEP : keyword CLDDIM{ START : keyword CLDDIM{ NPIX : keyword CLDDIM� SYNABS{ STEP :){ START :) The same as for SYNEMI, copied directly from its descriptor.{ NPIX :)N.B. NPIX (SYNEMI,...) in any case must be greater than NPIX (PSF) but is stilllimited up to 5000.8.6 ReferencesMorton D.C. and Smith W.H., 1973, Ap. J. Suppl. Vol. 26 p. 333.Spitzer L.Jr., 1978 Physical Processes in the intersteller medium, Ed Wiley.Str�omgren B., 1948 Ap J Vol. 108 p. 242.8.7 ExampleA concrete application is displayed step by step by the command: TUTORIAL/CLOUD.The data used for this example are CaII absorption features observed in the spectrumof SN 1986g in NGC 5128 (observer: S. d'Odorico, instrument: CASPEC).The two images (components K and H) have been pre-reduced so that the continuumis normalised to 1. Sampling is 0.05�A per pixel and the measured instrumental resolution,17km/s.The �nal cloud model consists of 12 absorption doublets. The corresponding imageincludes both components K and H and has been convolved by a gaussian PSF of 0.22�A(17km/s) FWHM. (The results are consistent with those derived by the ALAS software).1{November{1989
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Chapter 9Test Data9.1 IntroductionModern solid-state detectors produce data which di�er in two main aspects from classicalphotographic images: (a) a much higher S/N (signal to noise ratio) and (b) the rigid spatialdigitisation of the incoming ux. The importance of (b) becomes evident if one considersthat for most astronomical instrument/detector combinations the sampling of the point{spread function is hardly adequate and usually just ful�lls the Nyquist criterion whichstates that there should be at least two detector elements to a resolution element. Thus,in good data, the information content of each pixel is highly signi�cant, and one mustensure that this information is not lost or degraded during the data reduction process.While the user wants to be assured of this, it appears unrealistic to expect that complic-ated algorithms can always be documented to the sub{pixel level. With the acceleratingexchange and export of software in astronomy, inquiries to the people who have written orare maintaining the software are often di�cult or impractical. The only solution is testing.This must be done on some suitable test images so that the results can immediately bechecked with, e.g., a pocket calculator. This evidently requires images with some simplegeometrical patterns.The primary use of such images is in assessing accuracy of operations involving trans-formations of images.The generation of such test images is a non{trivial task, both on the conceptualisationand on the implementation levels because the test images must be independently conceivedof the software items which will be subsequently used on them, and the numerical precisionof the test images (we have aimed at 1 in 104) must exceed the S/N of typical observationsby an order of magnitude. We therefore o�er a small set of programs for the generation ofsuch test images and, in cases where the required execution time is prohibitive, the framesthemselves. The objective of the package is to allow tests of all routines which do notmaintain the identity of a pixel such as rebinning, rotation and �ltering. Fitting can alsobe considered. The usage of the programs and images that we provide as a reference testpackage should also facilitate documentation of possible application software malfunctionsand their subsequent repair. We provide in detail below the images constructed, with the9-1



9-2 CHAPTER 9. TEST DATAprecisions obtained, and mention implementation details where relevant.It is clearly not possible to provide every image con�guration of interest but it maybe noted that the images which are provided may be combined in any desired manner.This refers in particular to the rotating or ipping of the patterns described below, orthe adding of various backgrounds (also provided) to these images. Images with spatialfrequency spectra which come close to those of real data can be obtained by �ltering.The commands described in the following sections are activated by setting the GEO-TEST context, by using the command SET/CONTEXT GEOTEST in a MIDAS session.9.2 2{Dimensional ImagesThere are six two{dimensional images available, | these are provided instead of therelevant programs to create them on account of intensive computation time requirements.They may be copied into one's directory from the MIDAS directory containing the sourcecode of the GEOTEST context. All images are MIDAS Bulk Data Frames of dimensions128�128, with the patterns approximately centered. All frames are of STEP 1 and START1, in both dimensions. All patterns have in�nitely sharp edges. The coordinates of a pixelpertain to its center, not to any extremity; this convention is rigorously followed.9.2.1 PatternsImages BARS and OFFBARS, below, are of SCALE = 3; BARS30 and BARS60 haveSCALE = 4; and RINGS and OFFRINGS have SCALE = 2. All of these images haveCUTS de�ned as 0, 100. Reference may be made to Figs. 16.1 and 16.2 for a reproductionof these images, produced using the SET/SPLIT feature of MIDAS.BARS.BDF consists, �rstly, of three rectangular bars; each of length 25 pixels; of width1, 4, and 9 pixels; horizontally positioned; and ush with pixel boundaries. Theuniform ux density in each pattern is 100 units per pixel. The three rectangularpatterns are also vertically positioned, again ush with pixel boundaries. Note thatbecause of this alignment of images and pixel grids and because of the dimensionsof the images being in integer numbers of pixels | which is not likely to occur inreality | no e�ect of the spatial discretisation (i.e. of the necessarily �nite pixelsize) is visible.In order to illustrate the case of a point spread function which in one dimension isextremely undersampled, a delta function is also included (the lower left hand patternin BARS). It is de�ned as: f(x; y) = 100 where y = y0 and xmin � x � xmax, forgiven y0, xmin and xmax. Note that the one{pixel wide pattern, ush with pixelboundaries, cannot be distinguished from the delta function.OFFBARS.BDF has the same patterns as BARS, but o�set to a small amount in xand y relative to pixel boundaries. In the horizontal (x) direction, the o�set is 0.4of a pixel side length, and in the vertical (y) direction it is 0.2 of a pixel (both inthe positive direction). 15{January{1988



9.2. 2{DIMENSIONAL IMAGES 9-3
Figure 9.1: Images BARS, OFFBARS, BARS30 and BARS60.This yields for the rectangular patterns ux values of 32.0, 40.0, and 8.0 in the top leftcorner, along the boundary, and in the top right corner respectively; corresponding�gures for the lower part of each pattern are: 48.0, 60.0, and 12.0; �nally the uxalong the left and right boundaries are 80.0 and 20.0. The comparison with BARSshows the e�ect of discrete steps quite clearly.The delta function in OFFBARS is de�ned on a di�erent interval of the x{axis. Itsconstant ux is apportioned to the pixels it runs through in the horizontal direction,but in the y (vertical axis) direction it has in�nitesimal extension. In other words,shifting a delta function perpendicularly to the axis to which it is parallel has noe�ect while this is not true of the 1-pixel wide bar.Note that ux conservation is at all times veri�ed, both locally (single pixel) andglobally.BARS30.BDF rotates the horizontal patterns of BARS through �30 degrees.In all cases the center of rotation is the pixel in the lower left hand corner of therectangular patterns. These pixel coordinates are 10, 20 and 34 pixel units distantfrom the delta function whose left hand pixel has coordinates (42,52).The delta function is again taken as a line of given starting point, of given length, ofgiven angle to the horizontal, and of in�nitesimal width. Note the di�erence betweenthis and the 1{pixel wide bar.In order not to depend on any interpolation algorithms etc., creation of these patternswas carried out by subdividing pixels, rotating the subpixels, and accumulating uxcontributions of these subpixels. For a subdivision of 299 � 299 the elapsed time15{January{1988



9-4 CHAPTER 9. TEST DATA
Figure 9.2: Images RINGS and OFFRINGS.may be a clearer indicator of reconstruction time: BARS30 took approximately 30hours on a VAX 11/785 machine.An estimate of precision was obtained in the following way. For the central por-tion of the larger rectangles, ux of 100 ought to obtained. If pixel subdivision iscoarse, values greater than or less than 100 will be obtained. Hence, the samplingof pixels where the value 100 is expected allows an estimate of accuracy, and shouldadditionally vary proportionally to n2 where pixel subdivision is n � n. (The latterstatement is based on empirically noting that a small constant number of subpixels| usually 1 | were \scattered" in being projected. This n2 precision dependencewas empirically veri�ed.) For n = 299, accuracy de�ned in this way was determinedas 0.003 units, i.e. in no pixel the residual from 100 units is larger than this value.BARS60.BDF was constructed in an analogous manner, with the same precision, asBARS30. In this case, the angle of rotation was +60 degrees. The coordinates ofthe left hand pixel of the delta function are again (42,52), and the other patternshave lower left hand pixels distant by 10, 20 and 34 pixel units.RINGS.BDF relates to centered, circular patterns. The patterns here are a delta func-tion (in�nitely thin) at radius 10 units, and rings of thicknesses 1, 5 and 10 unitsat inner surface radii 22, 33 and 48 steps. Uniform ux density of 100 units/pixelis used. Additionally ux 100 is located in the pixel at the center of the set of con-centric rings. Note again the di�erence between the delta function and the ring ofthickness 1: the former distributes ux (100 units) to any pixel which is overlappedby a mathematically{de�ned circular curve; while the ring of thickness 1 distributesux to pixels proportionally to their overlap with the ring.Total ux in the delta function was de�ned as 2�r�100, and subdivision was carriedout in intervals of 0.025 degree.Technically, the approach adopted in constructing these patterns was to subdividepixels, rotate (or otherwise project) the small subpixels, and accumulate the ux (cf.BARS30 and BARS60). This allows the precision of the annuli to be assessed by15{January{1988



9.3. 1{DIMENSIONAL IMAGES (\SPECTRA") 9-5noting that the approximation improves as the subpixels get smaller, and that thetypical ux excess or de�cit in one output pixel amounts to the ux content of onesubpixel. Per output pixel, this gives a maximum error of 100n2 (where n2 subpixelscorrespond to the original pixel with ux 100), and a mean error of half this value(where we assume uniform statistical uctuation; a histogram analysis of the framescreated con�rms this). For n = 101, we therefore obtain a maximum error estimateof less than 0.01 units.RINGS is perfectly symmetric under rotation through multiples of 90 degrees.OFFRINGS.BDF is analogous to RINGS, except o�set from the center of a pixel by(0.3,0.25) units. Note the e�ect of this o�set on the ux distributed uniformly in asquare of pixel dimensions at the center; and note also that shifting the annuli as donein OFFRINGS necessarily destroys the symmetry of the annuli. In other respects(time required for construction, precision) OFFRINGS presents similar characterist-ics to RINGS.9.2.2 BackgroundsThe following commands may be executed within the GEOTEST context (activated withthe SET/CONTEXT GEOTEST command).CREATE/RAMP produces square two{dimensional images of user{speci�ed dimen-sions, with mean ux per pixel of 100 units, of user{speci�ed slope of the plane, andwith the plane itself sloping at a position angle. The latter can vary between 0 and90 degrees.For large slopes, the ux assigned to some pixels will be negative (| this beingdependent on the position angle).CREATE/WAVE produces an image with sinusoidal modulations along the horizontalaxis. Again, the image is two{dimensional, of user{speci�ed dimensions, and withuser{speci�ed amplitude and period. The sin function is always evaluated at thecenter of the pixel. The mean ux per period is 0 units.9.3 1{Dimensional Images (\Spectra")As with the previous commands, the following are implementable within the GEOTESTcontext. Again, all frames are of STEP 1 and START 1; and the coordinates of a pixelpertain to its center, not to any extremity.CREATE/SPC1 generates a 1{dimensional image with a sinusoidal pattern of mean ux100 units and with an optional slope. (This is analogous to the WAVE 2-dimensionalcase.) Input parameters are: slope (default = 0.0), period of sinewave (default is8.5 pixel units), amplitude of sinewave (default, half peak{to{peak, is 10.0), and thephase of sinewave (default is 0.0). Additionally, the number of pixels in the arti�cialimage can be speci�ed, and is defaulted to 128.15{January{1988



9-6 CHAPTER 9. TEST DATACREATE/SPC2 produces a 1{dimensional image with an arbitrary periodic patternwhose period (an integer number between 1 and 20, both included) and the uxvalues of each pixel can be speci�ed by the user. (Thus, for a user{speci�ed periodof 13, 13 values are obtained which de�ne the 1{dimensional image pixel values.)Two options are available for inputting these numbers: either the keyword RIPVALSis de�ned and initialised by the user prior to executing CREATE/SPC2; or by defaulta period of 10 is assumed, together with the values 4, 5, 6, 3, 2, 7, 1, 4, 5, 0.If a negative period or a period of value larger than 20 is speci�ed, a message indicatesto the user that a period of 10 or a period of value mod(period,20), respectively, isemployed.Three additional parameters are user{speci�able: the slope of the wave patterngenerated (default 0.0); the phase of the pattern (an integer number n � periodmeaning that the �rst pixel of the image will have the ux of the nth element ofRIPVAL; defaulted to 1); and the dimension of the 1{dimensional image (default 128pixels).CREATE/SPC3 produces an arti�cial spectrum with lines whose location are de�nedby a MIDAS table. The table LINES (used as default) provides an example ofapproximately randomly distributed lines with some relatively broad gaps and alsosome close pairs or groups. Note that the locations must be given as integer numbersbetween 1 and 220 (both included).The table LINES.TBL must be copied into one's own directory for use. It is availablein the MIDAS directory containing the source code of the GEOTEST context.The spectrum generated consists of 660 pixels and repeats the pattern de�ned bythe line positions three times. In the �rst 220 pixels, the line locations are used asread from the table. In the second 220 pixels, the lines are relocated on the edgesof pixels (by subtracting 0.5 pixel units from the initial line positions). In the thirdset of 220 pixels, a user{speci�able o�set is added in order to reposition the linesrelative to pixel centers (the default is 0.645).Should a line extend beyond the boundary of any of the 220{wide segments, then itis truncated at the boundary.Two types of point spread functions (PSF) are available, namely boxes (default) andGaussians. The full width of a box (default 1.0) or the full width at half maximum(FWHM) of a Gaussian (default 1.0) are user suppliable. If, for a box-like PSF, thewidth given is less than 0.001, then a delta function is used instead. For Gaussians,a FWHM below 0.2 pixel is not acceptable. In all cases, the peak value of the PSFis normalised to 1 unit. (Note that this implies that the actual appearance of thePSF may be quite di�erent due to the e�ects of discretisation due to a �nite stepsize.) Gaussians are evaluated every 1=100th of a pixel step size, (this is necessary inthe case when most of the Gaussian is within a pixel), and truncated at 5 standarddeviations from the mean. 15{January{1988



9.4. NOISE 9-79.4 NoiseReal data always comes with some noise, and it is important that the software doesnot worsen the noise spectrum (in pixel as well as in data space) more than necessarily.With the command CREATE/RANDOM IMAGE, images with various random{numberdistributions can be generated. For most purposes it will be su�cient to just add suchan image (using COMPUTE/IMAGE) to the frame with the test pattern. This wouldsimulate the case where there is only detector read{out noise. If for some reason thesimulation of photon noise is more desirable, this case can be approximated by scaling(again using COMPUTE/IMAGE) the amplitude of a suitable noise distribution (outputof CREATE/RANDOM IMAGE) with the square root of the pattern before it is addedto the pattern frame. Evidently, all kinds of combinations of these two cases can be used.If the STMODEL context is available (activated by SET/CONTEXT MODEL in a MIDASsession), then the command HPOIS may also be used for the simulation of noise.9.5 Other ImagesFractal geometry has excited much interest in recent years. Generating the type of intricatepattern given by a Mandelbrot curve is a computation{intensive task, perhaps requiringhours of CPU time. A command is included for experimentation, CREATE/ART IMAGE, withwhich one can create Mandelbrot and Julia curves. See relevant help �les for details.9.6 Command Syntax SummaryTable 9.1 lists the commands for creating arti�cial images described in this chapter. Thesecommands are available in the GEOTEST context.CommandCREATE/RAMP outimage [slope] [angle] [dimension]CREATE/WAVE outimage [amplitude] [period] [dimension]CREATE/SPC1 outimage [slope] [amplitude] [period] [phase] [dimension]CREATE/SPC2 outimage [period] [slope] [amplitude] [phase] [dimension]CREATE/SPC3 outimage [psf-option] [centring] [table] [boxwidth-or-fwhm]CREATE/ART IMAGE outimage [dims] [starts,steps] [func type] [coefs]Table 9.1: Geometrical Test Image Commands
15{January{1988
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Chapter 10Multivariate Analysis Methods10.1 IntroductionCompared to the past, ever larger amounts of data are being collected in astronomy, andthe rate will continue to accelerate in the next decades. It is therefore necessary to workon bigger samples if full advantage is to be taken of all accessible information. It is alsonecessary to derive as much information as possible from the diversity of the data, ratherthan restricting attention to subsets of it.One way to work e�ectively on large samples is to apply, and if necessary to develop,suitable statistical methods. Multivariate data analysis methods are not intended to re-place physical analysis: these should be seen as complementary, and statistical methodscan e�ectively be used to run a rough preliminary investigation, to sort out ideas, to puta new (\objective" or \independent") light on a problem, or to point out aspects whichwould not come out in a classical approach. Physical analysis is necessary subsequentlyto re�ne and interpret the results.The multivariate methods implemented all operate on MIDAS tables. Such tablescross objects (e.g. ultraviolet spectra, spiral galaxies, or stellar chemical abundances)with variables or parameters.Among widely-used multivariate methods :1. Principal Components Analysis2. Hierarchical Cluster Analysis3. Non{Hierarchical Clustering, or Partitioning4. Minimal Spanning Tree5. Discriminant Analysis6. Correspondence AnalysisWe will look briey at each of these in turn. Since comprehensive ancillary document-ation is available (see references), we will not dwell on background material here. The10-1



10-2 CHAPTER 10. MULTIVARIATE ANALYSIS METHODSwide{ranging applications for which multivariate statistical methods have been employedin astronomy also cannot be catalogued here (again, see the references given). In the fol-lowing sections we will concentrate on various practical aspects of the methods. Note thatthe MVA context is required to activate the relevant commands (by using the commandSET/CONTEXT MVA in a MIDAS session).10.2 Principal Components AnalysisAmong the objectives of Principal Components Analysis are the following.1. dimensionality reduction;2. the determining of linear combinations of variables;3. feature selection: the choosing of the most useful variables;4. visualisation of multidimensional data;5. identi�cation of underlying variables;6. identi�cation of groups of objects or of outliers.The tasks required of the analyst to carry these out are as follows:1. In case of a table of dimensions n�m, each of the n rows or objects can be regardedas an m{dimensional vector. Finding a set of m0 < m principal axes allows theobjects to be adequately characterised on a smaller number of (arti�cial) variables.This is advantageous as a prelude to further analysis as the m�m0 dimensions mayoften be ignored as constituting noise; and, secondly, for storage economy (su�-cient information from the initial table is now represented in a table with m0 < mcolumns). Reduction of dimensionality is practicable if the �rst m0 new axes ac-count for approximately 75 % or more of the variance. There is no set threshold,| the analyst must judge. The cumulative percentage of variance explained by theprincipal axes is consulted in order to make this choice.2. If the eigenvalue is zero, the variance of projections on the associated eigenvectoris zero. Hence the eigenvector is reduced to a point. If this point is additionallythe origin (i.e. the data is centred), then this allows linear combinations betweenthe variables to be found. In fact, we can go a good deal further: by analysingsecond{order variables, de�ned from the given variables, quadratic dependenciescan be straightforwardly sought. This means, for example, that in analysing threevariables, y1, y2, and y3, we would also input the variables y21 , y22 , y23, y1y2, y1y3, andy2y3. If the linear combination y1 = c1y22 + c2y1y2exists, then we would �nd it. Similarly we could feed in the logarithms or otherfunctions of variables. 1{November{1991



10.3. CLUSTER ANALYSIS 10-33. In feature selection we want to simplify the task of characterising each object bya set of attributes. Linear combinations among attributes must be found; highlycorrelated attributes (i.e. closely located attributes in the new space) allow someattributes to be removed from consideration; and the proximity of attributes to thenew axes indicate the more relevant and important attributes.4. In order to provide a convenient representation of multidimensional data, planarplots are necessary. An important consideration is the adequacy of the planar rep-resentation: the percentage variance explained by the pair of axes de�ning the planemust be looked at here.5. PCA is often motivated by the search for latent variables. Often it is relativelyeasy to label the highest or second highest components, but it becomes increasinglydi�cult as less relevant axes are examined. The objects with the highest loadings orprojections on the axes (i.e. those which are placed towards the extremities of theaxes) are usually worth examining: the axis may be characterisable as a spectrumrunning from a small number of objects with high positive loadings to those withhigh negative loadings.6. A visual inspection of a planar plot indicates which objects are grouped together,thus indicating that they belong to the same family or result from the same process.Anomalous objects can also be detected, and in some cases it might be of interest toredo the analysis with these excluded because of the perturbation they introduce.10.3 Cluster AnalysisThe routines implemented are CLUSTER which has 8 options for hierarchical clustering andPARTITION which carries out non{hierarchical clustering. We will look at the hierarchicaloptions available �rst.The automatic classi�cation of the n row{objects of an n bym table generally producesoutput in one of two forms: the assignments to clusters found for the n objects; or a series ofclusterings of the n objects, from the initial situation when each object may be considereda singleton cluster to the other extreme when all objects belong to one cluster. The formeris non{hierarchical clustering or partitioning.The latter is hierarchical clustering. Brief consideration will show that a sequenceof n � 1 agglomerations are needed to successively merge the two closest objects and/orclusters at each stage, so that we have a set of n (singleton) clusters, n � 1 clusters, ...,2 clusters, 1 cluster. This is usually represented by a hierarchic tree or a dendrogram, anda \slice" through the dendrogram de�nes a partition of the objects. Unfortunately, norigid guideline can be indicated for deriving such a partition from a dendrogram exceptthat large increases in cluster criterion values (which scale the dendrogram) can indicatea partition of interest.In carrying out the sequence of agglomerations, various criteria are feasible for de�ningthe newly{constituted cluster: 1{November{1991



10-4 CHAPTER 10. MULTIVARIATE ANALYSIS METHODSThe minimum variance criterion (method MVAR) constructs clusters which are of minimalvariance internally (i.e. compact) and maximal variance externally (i.e. isolated). It isuseful for synoptic clustering, and for all clustering work where another method cannotbe explicitly justi�ed.The minimum variance hierarchy: All options, with the exception of MNVR, construct aset of Euclidean distances from the input set of n vectors. Thus the internal storagerequired is large. Option MNVR allows a minimum variance hierarchy (identical tooption MVAR) to be obtained, without requiring storage of distances. Computationaltime is slightly higher than the latter option.The single link method (method SLNK) often gives a very skew or "chained" hierarchy.It is therefore not useful for summarising data, but may indicate very anomalous oroutlying objects, | these will be among the last to be agglomerated in the hierarchy.The complete link method (method CLNK) often does not di�er unduly from the minimumvariance method, but its restrictive criterion is not suitable if the data is noisy.The average link method (method ALNK) is a reasonable compromise between the (lax)single link method and the (rigid) complete link criterion: all of these methods maybe of interest if a graph representation of the results of the clustering is desired.The weighted average link method (method WLNK) does not take the relative sizes of clustersinto account in agglomerating them. This, and the two following methods, are includedfor completeness and for consistency with other software packages, but are not recom-mended for general use.The median method (method MEDN) replaces a cluster, on agglomeration, with the medianvalue. It is not guaranteed that these criterion values will vary monotonically, and thismay present di�culty with the interpretation of the dendrogram representation.The centroid method (method CNTR) replaces a cluster, on agglomeration, with the centroidvalue. As in the case of the last option, reversals or inversions in the hierarchy arepossible.The Minimal Spanning Tree, which is closely related to the single link method, hasbeen used in such applications as interferogram analysis and in galaxy clustering studies.It is useful as a detector of outlying data points (i.e. anomalous objects).Routine PARTITION operates in one two options. For both, a partition of minimumvariance, given the number of clusters, is sought. Two iterative re�nement algorithms(minimum distance or the exchange method) constitute the options available.10.4 Discriminant AnalysisDiscriminant Analysis may be used for two objectives: either we want to assess the ad-equacy of classi�cation, given the group memberships of the objects under study; or we1{November{1991



10.4. DISCRIMINANT ANALYSIS 10-5wish to assign objects to one of a number of (known) groups of objects. DiscriminantAnalysis may thus have a descriptive or a predictive objective.In both cases, some group assignments must be known before carrying out the Dis-criminant Analysis. Such group assignments, or labelling, may be arrived at in any way.Hence Discriminant Analysis can be employed as a useful complement to Cluster Analysis(in order to judge the results of the latter) or Principal Components Analysis. Altern-atively, in star{galaxy separation, for instance, using digitised images, the analyst mayde�ne group (stars, galaxies) membership visually for a conveniently small training set ordesign set.Methods implemented in this area are Multiple Discriminant Analysis, Fisher's LinearDiscriminant Analysis, and K-Nearest Neighbours Discriminant Analysis.Multiple Discriminant Analysis (MDA) is also termed Discriminant Factor Analysis andCanonical Discriminant Analysis. It adopts a similar perspective to PCA: the rows ofthe data matrix to be examined constitute points in a multidimensional space, as alsodo the group mean vectors. Discriminating axes are determined in this space, in sucha way that optimal separation of the prede�ned groups is attained. As with PCA, theproblem becomes mathematically the eigenreduction of a real, symmetric matrix. Theeigenvalues represent the discriminating power of the associated eigenvectors. ThenY groups lie in a space of dimension at most nY � 1. This will be the numberof discriminant axes or factors obtainable in the most common practical case whenn > m > nY (where n is the number of rows, and m the number of columns of theinput data matrix).Linear Discriminant Analysis is the 2-group case of MDA. It optimally separates twogroups, using the Mahalanobis metric or generalized distance. It also gives the samelinear separating decision surface as Bayesian maximum likelihood discrimination inthe case of equal class covariance matrices.K-NNs Discriminant Analysis : Non{parametric (distribution{free) methods dispense withthe need for assumptions regarding the probability density function. They have be-come very popular especially in the image processing area. The K-NNs method assignsan object of unknown a�liation to the group to which the majority of its K nearestneighbours belongs.There is no best discrimination method. A few remarks concerning the advantagesand disadvantages of the methods studied are as follows.� Analytical simplicity or computational reasons may lead to initial consideration oflinear discriminant analysis or the NN{rule.� Linear discrimination is the most widely used in practice. Often the 2-group methodis used repeatedly for the analysis of pairs of multigroup data (yielding k(k�1)2 de-cision surfaces for k groups). 1{November{1991



10-6 CHAPTER 10. MULTIVARIATE ANALYSIS METHODS� To estimate the parameters required in quadratic discrimination more computationand data is required than in the case of linear discrimination. If there is not a greatdi�erence in the group covariance matrices, then the latter will perform as well asquadratic discrimination.� The k{NN rule is simply de�ned and implemented, especially if there is insu�cientdata to adequately de�ne sample means and covariance matrices.� MDA is most appropriately used for feature selection. As in the case of PCA, we maywant to focus on the variables used in order to investigate the di�erences betweengroups; to create synthetic variables which improve the grouping ability of the data;to arrive at a similar objective by discarding irrelevant variables; or to determinethe most parsimonious variables for graphical representational purposes.10.5 Correspondence AnalysisCorrespondence Analysis may be described as a PCA in a di�erent metric (the �2 metricreplaces the usual Euclidean metric). Mathematically, it di�ers from PCA also in thatpoints in multidimensional space are considered to have a mass (or weight) associated withthem, at their given locations. The percentage inertia explained by axes takes the place ofthe percentage variance of PCA, | and in the former case the values can be so small thatsuch a �gure of merit assumes less importance than in the case of PCA. CorrespondenceAnalysis is a technique in which it is a good deal more di�cult to interpret results, butit considerably expands the scope of a PCA{type analysis in its ability to handle a widerange of data.While PCA is particularly suitable for quantitative data, CA is recommendable for thefollowing types of input data, which will subsequently be looked at more closely: frequen-cies, contingency tables, probabilities, categorical data, and mixed qualitative/categoricaldata.In the case of frequencies (i.e. the ijth table entry indicates the frequency of occurrenceof attribute j for object i) the row and column \pro�les" are of interest. That is to say, therelative magnitudes are of importance. Use of a weighted Euclidean distance, termed the�2 distance, gives a zero distance for example to the following 5{coordinate vectors whichhave identical pro�les of values: (2,7,0,3,1) and (8,28,0,12,4). Probability type values canbe constructed here by dividing each value in the vectors by the sum of the respectivevector values.A particular type of frequency of occurrence data is the contingency table, | a tablecrossing (usually, two) sets of characteristics of the population under study. As an example,an n�m contingency table might give frequencies of the existence of n di�erent metals instars of m di�erent ages. CA allows the study of the two sets of variables which constitutethe rows and columns of the contingency table. In its usual variant, PCA would privilegeeither the rows or the columns by standardizing: if, however, we are dealing with acontingency table, both rows and columns are equally interesting. The \standardizing"inherent in CA (a consequence of the �2 distance) treats rows and columns in an identical1{November{1991



10.6. RELATED TABLE COMMANDS 10-7manner. One byproduct is that the row and column projections in the new space may bothbe plotted on the same output graphic presentations (| the lack of an analogous directrelationship between row projections and column projections in PCA precludes doing thisin the latter technique).Categorical data may be coded by the \scoring" of 1 (presence) or 0 (absence) foreach of the possible categories. Such coding leads to complete disjunctive coding. CAof an array of such complete disjunctive data is referred to as Multiple CorrespondenceAnalysis (MCA) (and in fact such a coding of categorical data is, in fact, closely relatedto contingency table type data).Dealing with a complex astronomical catalogue may well give rise in practice to a mix-ture of quantitative (real valued) and qualitative data. One possibility for the analysis ofsuch data is to \discretize" the quantitative values, and treat them thereafter as categor-ical. In this way a set of variables | many more than the initially given set of variables| which is homogenous, is analysed.10.6 Related Table CommandsA tutorial command (TUTORIAL/MVA) may be used to see the very straightforward wayin which the methods described here are used. Help commands may also be used for therequired syntax.A few MIDAS Table commands, of particular interest for the use of multivariateroutines, are mentioned here for convenience. Note that the multivariate routines useall columns and rows in the input tables, and hence tables must �rst be \rearranged", asdesired, before analysis. MIDAS subsequently o�ers a powerful environment for plottingresults.To show the characteristics of table mytab, to read its values to the screen, to print itout on a good quality device, to delete column 4 of mytab, and to construct table mytab2from mytab, with three columns (PC1, PC2 and PC3) in the former:SHOW/TAB mytabREAD/TAB mytabPRINT/TAB mytabDELE/TAB mytab #4PROJ/TAB mytab mytab2 :PC1 :PC2 :PC3To select group 2 members, de�ned in column 4, from table MYTAB; then plot co-ordinates de�ned in columns 1 and 2; then select group 3 members; overlay the coordinatesof these points on the initial plot with a di�erent symbol; and �nally to get a good qualityhard{copy representation:ASSIGN/PLOT LASER NOSPOOLSELECT/TAB mytab #4.EQ.2SET/PLOT STYPE=2PLOT/TAB mytab #1 #2 1{November{1991



10-8 CHAPTER 10. MULTIVARIATE ANALYSIS METHODSSELE/TAB mytab ALLSELE/TAB mytab #4.EQ.3SET/PLOT STYPE=6OVER/TAB mytab #1 #2SEND/PLOT LASERSince the scales of group 3 members, may di�er from the scale of group 2 membersin the above, it may be advisable to issue a SET/PLOT XAXIS= YAXIS= command, withattendant minima and maxima for the axis, before plotting.For further details of parameters to these commands, and for other relevant commands,the Tables chapter in this manual should be consulted.Also in this Tables chapter are some routines for regression.10.7 References1. A. Heck, F. Murtagh, D. Ponz, \The increasing importance of statistical methodsin astronomy", The Messenger, No. 41, 22{25, Sept. 1985.2. An inventory of astronomical and general references, under headings related to majormultivariate methods, is available. It is described in F. Murtagh and A. Heck, \Anannotated bibliographical catalogue of multivariate statistical methods and of theirastronomical applications", Astronomy and Astrophysics Supplement Series 68 113{115, 1987.3. A text{book fully describing the algorithms implemented here and with many ex-amples is: F. Murtagh and A. Heck, Multivariate Data Analysis, Kluwer (Astro-physics and Space Science Library), Dordrecht, 1987.10.8 Command Syntax SummaryTable 10.8 lists commands for Multivariate Data Analysis. These commands are activatedby setting the MVA context (by means of the command SET/CONTEXT MVA in a MIDASsession).
1{November{1991



10.8. COMMAND SYNTAX SUMMARY 10-9
CommandPCA/TABLE intable outable [analysis option][row/column analysis] [no. cols. in outable][eigenvectors outable]CLUSTER/TABLE intable outable [method]PARTITION/TABLE intable outable [number of classes][algorithm] [min. cardinality] [seed value]CORRESPONDENCE/TABLE intable outable [row/column analysis][no. cols. in outable] [eigenvectors outable]LDA/TABLE intable outableMDA/TABLE intable outable [eigenvectors outable]KNN/TABLE training-set-table no.-of-group-1-memberstest-set-table no.-of-NNsTable 10.1: Multivariate Data Analysis Commands

1{November{1991



10-10 CHAPTER 10. MULTIVARIATE ANALYSIS METHODS

1{November{1991



Chapter 11DAOPHOT II: The NextGenerationThis manual is only available as separate �le in postscript format, and you can downloadit on the ESO-Documentation WWW page:http://www.eso.org/projects/esomidas/midas-document.htmlThe DAOPHOT II manual is intended as a guide to the use of the digital stellarphotometry reduction program DAOPHOT II: The Next Generation. Brief descriptionsof the major routines are provided to aid the user in the use of the program, and to serveas an introduction to the algorithms for programmers called upon to make modi�cations.A more complete understanding of the methods used can best be obtained by directexamination of the source code and the comment statements embedded therein.DAOPHOT Classic was originally constructed within the framework of a computerprogram given to Linda Stryker and the Dominion Astrophysical Observatory by JeremyMould (Caltech). The aperture-photometry portion of the current program is still some-what inuenced by algorithms and subroutines developed at Kitt Peak National Observat-ory, by way of the POORMAN code developed by Jeremy Mould and Keith Shortridge atCaltech. POORMAN was �rst made to run on the DAO VAX by Linda Stryker, and wasmodi�ed and generalized by Ed Olszewski. Over the years, Peter Stetson has replaced allof the subroutines with others of his own writing. In DAOPHOT II: The Next Generationall of the major algorithms and actual FORTRAN coding are done by Stetson, with theexception of those Figaro, IRAF, or MIDAS routines which are used for the image inputand output. Stetson is solely responsible for bugs and algorithm-related problems. Ifany such problems are found, please contact Peter Stetson; for major problems, hard-copydocumentation of the circumstances and nature of the di�culty would be highly desirable.***** NOTE *****This manual has been modi�ed to reect the new VMS/Unix compatible version ofDAOPHOT II: The Next Generation. If you are still running DAOPHOT Classic you will�nd many places where this manual is inappropriate. The last appendix (Appendix V)shows how to enable the DAOPHOT software within MIDAS and to convert DAOPHOT11-1



11-2 CHAPTER 11. DAOPHOT II: THE NEXT GENERATIONtables to MIDAS tables and vice versa.
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Chapter 12Time Series Analysis12.1 IntroductionIn spite of enormous amounts of existing software and literature on time series analysis(TSA), only comparatively little work has been done concerning those time series whichare most often encountered in astronomy, namely unevenly sampled series. Hence, our �rstreason for yet another TSA package is to provide tools to handle such series. The secondreason is to supply astronomers with modern tools enabling a more complete statisticalevaluation of the results than practicized so far.The interests of galactic and extragalactic astronomers in time series analysis di�ermarkedly. The former are particularly interested in the analysis of genuinely periodicvariations, while the latter are more often concerned with stochastic phenomena. We haveimplemented tools to satisfy the basic needs of both types of users, with emphasis onperiodic variations. This chapter provides general guidelines for the user of the MIDASTSA package. Detailed technical information is provided separately for each command ofthe package in both Volume A of the MIDAS User Guide and the interactive MIDAS HELPutility.The present chapter is not meant to be a substitute for a textbook on time seriesanalysis. We recommend the publications by Deeming (1976) and Bloom�eld (1976) fora general introduction to TSA and works by Brandt (1970) and Eadie et al. (1971)for the statistical background. Relevant statistical tables are listed in Brandt (1970)and Abramovitz & Stegun (1972), and a code for the computation of the probabilityfunctions is provided by Press et al. (1986). However, we do explain the concepts usedin the description of our software and point out their statistical context (Sect. 2). Wewill discuss Fourier analysis as the crucial example of TSA (Sect _3). Sect. 4 contains thegeneral description of the MIDAS TSA package and its commands. A summary of thecommands and their syntaxes is listed in Sect. 5. Examples of some typical problems andtheir treatment within MIDAS are given in Sect. 6.Note that the present TSA package is not in any way related to the former TSApackage �rst implemented in the January 88 release of MIDAS. The ancestor of this newpackage originally was a stand-alone package developed at Warsaw Observatory and called12-1



12-2 CHAPTER 12. TIME SERIES ANALYSISULA. It was expanded and converted to MIDAS at the European Southern Observatoryin Garching.12.2 Basic principles of time series analysisThe practical problems in the analysis of time series concern1. the detection of a signal against noise,2. the estimation of the parameters characterizing the signal, and3. the presentation of the results.Presentation and/or evaluation of the results involves a function of the time seriescalled statistics. Detection of a signal, e.g. a period, and evaluation of its properties, e.g.error and signi�cance, then usually mean �nding and characterizing a related signal in theassociated statistics which is normally based on some model of the signal.12.2.1 Signals and their modelsSignals can be classi�ed broadly into deterministic and stochastic signals. A deterministicsignal, e.g. a periodic signal, can be predicted for arbitrary spaces of time. For a stochasticsignal, no such prediction can be made beyond a certain time interval, called the correl-ation length lcorr. For any �nite time series the classi�cation into these two categoriesis ambiguous so that methods suitable for both stochastic and periodic signals could beapplied to any time series with some success (e.g. quasiperiodic oscillations, Sect. 12.2.6).Usually processes in the source of the signal (e.g. the nucleus of an active galaxy)and/or observational errors introduce a random component into the series, called noise.The analysis of such series usually aims at removing the noise and �tting a model tothe remaining component of the series. Suitable models can be obtained by shifting aknown series by some time lag, l, or by repeating fragments of it with some frequency,�. Accordingly, we are speaking of an analysis in the time and frequency domain. Inthese domains the correlation length lcorr and oscillation frequency �o, respectively, haveparticularly simple meanings. It is transparent that the stochastic signals are analysedmore comfortably in the time domain and periodic signals in the frequency domain.Models usually depend on several parameters. Fitting of the model to the signal meanschoosing the best set of these parameters. Customarily, the observed series, X(o), is splitinto the modeled series X(m) and the residuals of the observations with respect to themodel, X(r) � X(o) �X(m).12.2.2 Signal detectionParadoxically, signal detection is concerned with �tting models to supposedly randomseries similarly to mathematical proofs by reductio ad absurdum of the antithesis. That is,the hypothesis (antithesis) Ho is made, that the observed series X(o) has properties of apure noise series, N (o). Then, a model is �tted and series X(m) and X(r) are obtained. If1{November{1996



12.2. BASIC PRINCIPLES OF TIME SERIES ANALYSIS 12-3the quality of the model �ts to the observations X(o) does not signi�cantly di�er from thequality of a �t to pure noise N (o), then Ho is true and we say that X(o) contains no signalbut noise. In the opposite case of model �tting X(o) signi�cantly better than N (o), wereject Ho and say that the model signal was detected in X(o). The di�erence is signi�cant(at some level) if it is not likely (at this level) to occur between two di�erent realizationsof the noise N (o).The quality of the �t is evaluated using a function S of the series X(o), X(m), and X(r).A function of random variables, such as S(X(o)), is a random variable itself and is calleda statistic. A random variable S is characterized by its probability distribution function.Following Ho we use the distribution of S for pure noise signal N (o), N (m) and N (r),to be denoted pN (S) or simply p(S). Precisely, we shall use the cumulative probabilitydistribution function which for a given critical value of the statistic S = So supplies theprobability p(So) for the observed S to fall on one side of the So.The observed value of the statistic and its probability distribution, S(X(o)) and p(S)respectively, are used to obtain the probability p(S(X)) of Ho being true. That is, if pturns out small, p < �, Ho is improbable and X(o) has no properties of N (o). Then wesay that the model signal has been detected at the con�dence level �. The smaller � is,the more convincing (signi�cant) is the detection. The special realization of a randomseries which consists of independent variables of common (gaussian) distribution is called(gaussian) white noise. We assume here that the noise N (o) is white noise. Note that inthe signal detection process, frequency � and lag l are considered independent variablesand do not count as parameters.Summarizing, the basis for the determination of the properties of a an observed timeseries is a test statistic, S, with known probability distribution for (white) noise, p(S).Let N (o) consist of no random variables and let a given model have nm parameters.Then the modeled series N (m) corresponds to a combination of nm random variables andthe residual series N (r) corresponds to a combination of nr = no � nm random variables.The proof rests on the observation that orthogonal transformations convert vectors ofindependent variables into vectors of independent variables. Let us consider an approx-imately linear model with matrix M so that N (m) = M� P , where P is a vector of nmparameters. Then N (m) spans a vector space with no more than nm orthogonal vectors(dimensions). The numbers no, nm and nr are called the numbers of degrees of freedomof the observations, the model �t, and the residuals, respectively.12.2.3 Test statisticsThe test statistic used for detection is a special case of a function of random variables.Testing the hypothesis Ho using the statistics S is a standard statistical procedure. Im-portant examples of the test statistics are signal variancesV arj � V ar[X(j)] = 1nj noXk=1 �x(j)k �2 j = o;m; r (12.1)For white noise (Ho is true), the distribution of V arj is a �2(nj) distribution. It isremarkable that, then, V arm and V arr are statistically independent. Note further the1{November{1996



12-4 CHAPTER 12. TIME SERIES ANALYSISinequality V arm � V aro � V arr which is due to the extra variance, V arm, in the modelsignal with respect to the variance, V aro, of the observations. The equality in theserelations holds for pure noise.The larger the variance of the model series V arm compared to the residual varianceV arr is, the more signi�cant is the detection or the better is the current parameter es-timate, for problems (1) and (2) respectively (Sect. 12.2). Usually, the test statistics S inTSA measure a ratio of two variances. They di�er according to the models assumed andthe combination of the variances chosen. Since models depend on frequency � (or timelag l), so do the variances V arm and V arr and test statistics S.The statistics we recommend for use in the frequency domain are the ones intro-duced by Scargle and the Analysis of Variance (AOV) statistics. These statistics areused in the MIDAS commands SCARGLE/TSA, ORT/TSA and AOV/TSA (Sect. 12.4.6). TheSCARGLE/TSA command uses a pure sine model, the ORT/TSA uses Fourier series andthe AOV/TSA uses a step function (phase binning). In the time domain, we recommend touse the V arr � �2 statistic with the COVAR/TSA and DELAY/TSA commands (Sect. 12.4.7).Both COVAR/TSA and DELAY/TSA are based on a second series of observations which is usedfor the model. COVAR/TSA and DELAY/TSA di�er in the method used for the interpolationof the series: the former deploys a step function (binning) while the latter relies on ananalytical approximation of the autocorrelation function (ACF, Sect. 12.3.2) as a moreelaborate approach. Among many other statistics we mention the one by Laer & Kinman(1965), phase dispersion minimization (PDM) also known as the Whittaker & Robinsonstatistic (Stellingwerf, 1978), string length (Dvoretsky, 1983), and statistic introduced byRenson (1983).In the limit of nr ! 0 (nm ! no) the sums of squares and degrees of freedom con-verge and so does the variance V arr ! V aro (V arm ! V aro). Since V arm � V aro,increasing the number of parameters of a model nm to no implies a decrease of V armand a corresponding decrease in the signi�cance of the detection. Therefore, we do notrecommend to use models (e.g. long Fourier series, �ne phase binning, string length andRenson statistics) with more parameters than are really required for the detection of thefeature in question.In the above limits, V aro and V arr (V arm) become perfectly correlated. Since all stat-istics named above except AOV use V aro at least implicitly, their probability distributionmay, because of this correlation, di�er considerably from what is generally supposed in theliterature (Schwarzenberg-Czerny, 1989). However, the correlation vanishes in the asymp-totic limit no !1 for �2, Scargle and Whitteker & Robinson statistics, so that they yieldcorrect results for su�ciently large data sets. Please note that the problem of correlationaggravates for observations with high signal-to-noise ratio, S=N ! 1, as V arm ! V aro,so that the statistics mentioned as using these variances become rather insensitive.12.2.4 Corrections to the probability distributionIn principle, it is possible to compute a value of the statistic S(�1) for a single frequency �1and to test its consistency with a random signal (Ho). The common procedure of inspectingthe whole periodogram for a detected signal corresponds to the N -fold repetition of the1{November{1996



12.2. BASIC PRINCIPLES OF TIME SERIES ANALYSIS 12-5single test for a set of trial frequencies, �n; n = 1; : : : ; N . The probability of the wholeperiodogram being consistent with Ho is 1 � (1 � p)N ! Np for p ! 0. The factor Nmeans that there is an increased probability of accepting a given value of the statisticas consistent with a random signal. Therefore, increasing the number of trial frequenciesdecreases the sensitivity for the detection of a signi�cant signal and accordingly is called thepenalty factor for multiple trials or for the frequency bandwidth used. The true numberof independent frequencies, Nt, remains generally unknown. It is usually less than thenumber of resolved frequencies Nr = ���t (Sect. 12.3.1) because of aliasing and still lessthan the number of computed frequencies Nc, because of oversampling: Nt � Nr � Nc.For a practical and conservative estimate, we recommend to use Nr as the number of trialfrequencies, N .According to the standard null hypothesis, Ho, the noise is white noise. This is not thecase in many practical cases. For instance, often the noise is a stochastic process with acertain correlation length lcorr > 0, so that on average ncorr consecutive observations arecorrelated. Such noise corresponds to white noise passed through a low pass �lter whichcuts o� all frequencies above 1=lcorr. Such correlation is not usually taken into accountby standard test statistics. The e�ect of this correlation is to reduce the e�ective numberof observations by a factor ncorr (Schwarzenberg-Czerny, 1989). This has to be accountedfor by scaling both the statistics S and the number of its degrees of freedom nj by factorsdepending on ncorr.In the test statistic, a continuum level which is inconsistent with the expected valueof the statistic EfSg may indicate the presence of such a correlation between consecutivedata points. A practical recipe to measure the correlation is to compute the residualtime series (e.g. with the SINEFIT/TSA command) and to look for its correlation lengthwith COVAR/TSA command. The e�ect of the correlation in the parameter estimationis an underestimation of the uncertainties of the parameters; the true variances of theparameters are a factor ncorr larger than computed.In the command individual descriptions, we often refer to probability distributions ofspeci�c statistics. For the properties of these individual distributions see e.g. Eadie et.al. (1971), Brandt (1970), and Abramovitz & Stegun (1972). The two latter referencescontain tables. For a computer code for the computation of the cumulative probabilitiessee Press et. al. (1986).12.2.5 Power of test statisticsThe question which method of the detection of features in the test statistic is the mostsensitive, is of considerable importance for all practical TSA applications. It directlytranslates into the comparison of the power of di�erent statistics. Let Y be a signal ofsome physical meaning, i.e. di�erent from the pure noise. A power � of the test statisticis the probability that Ho is accepted for the given Y : � = 1�pY (S). In other words, thisis the probability of the false rejection of the no-noise signal Y as pure noise. Generally,the relative power of various statistics depends on the type of the signal Y . An importantpractical consequence of this fact is that there is no such thing as the universally bestmethod for time series analysis. A method that is good for one type of signals may be1{November{1996



12-6 CHAPTER 12. TIME SERIES ANALYSISpoor for another one. An extensive list of signal types and recommended methods isclearly out of scope of the present manual. However, in order to guide the user's intuitionwe quote below the results of a comparison of the powers of various test statistics for twotypes of oscillations, both of small amplitude and observed at more or less even intervals(Schwarzenberg-Czerny, 1989):Let us �rst consider a sinusoidal oscillation with an amplitude not exceeding the noise.Then, all statistics based on models with 3 parameters have similar values of the testpower: power spectrum, Scargle statistics, �2(3) �t of a sinusoid, ORT(1), AOV(3) andcorrected PDM(3) statistics. (Please note that we depart here from the conventionalnotation by indicating in brackets the number nm of the degrees of freedom of the model- e.g. the number of series terms or phase bins - instead of the number of the residualdegrees of freedom nr.) Statistics with more than 3 parameters, e.g. ORT(n=2 + 1),AOV(n), PDM(n) and �2(n) with n > 3 and an extended Fourier series have less power.Our �nal choice is guided by the availability of the analytical probability distribution ofthe test statistics. Summing up, we recommend tu use for the detection of sinusoidal andother smooth oscillations of small amplitude the statistics with a coarse phase resolution,e.g. ORT(1), Scargle and AOV(3), .For a narrow gaussian pulse or eclipse of width w repeating with period P the mostpowerful statistics are these with the matching resolution: ORT(P=2w), AOV(P=w) and�2(P/w). Power spectrum, Scargle, ORT(1), AOV(3), �2(3), ORT(n/2), AOV(n) and�2(n), n � P=w all have less power. Note the equivalence of the �2(3) and Scargle'sstatistic (Lomb, 1976, Scargle, 1982) and the near-equivalence of the power spectrum andScargle's statistics in the case of nearly uniformly sampled observations. Considering bothtest power and computational convenience we recommend for signals with sharp features,e.g. narrow pulses or eclipses, to use the ORT and AOV with the resolution matched tothe width of these features.12.2.6 Time domain analysisAs noted above, periodic signals are best analysed in the frequency domain while stochasticsignals are usually more pro�tably analysed in the time domain. The analysis in thetime domain often involves the comparison of two di�erent signals while in the frequencydomain analyses usually concern only one signal. The expectation value of the covariancefunction of uncorrelated signals is zero. The expected value of the autocorrelation function(EfACFg, Sect. 12.3.2) of white noise also is zero everywhere except for 1 at zero lag.The expected ACF of a stochastic signal of correlation length l vanishes outside a range�l about the lags. The ACF of a deterministic function does not vanish at in�nity.In particular the ACF of a function with period P has the same value, P . Signals ofintermediate or mixed type with an ACF which has several maxima spaced evenly by land a correlation length L� l is called a quasiperiodic oscillation. Its power is signi�cantlyabove the noise in the 1=l� 1=L range of frequencies and its correlation length L is calledthe coherence length. 1{November{1996



12.3. FOURIER ANALYSIS: THE SINE MODEL 12-712.2.7 Presentation and inspection of resultsA simple way to graphically present the results of a TSA is to plot the test statistics Sagainst its parameter � or l, depending on whether the analysis was performed in thefrequency or time domain. Plots in the frequency domain are called periodograms. Inthem, oscillations are revealed by the presence of spectral lines. However, some (oftenmany) lines are spurious and simply arise from random uctuations of the signal. Bymeans of the con�dence level � and the probability distribution of S one can �nd thecritical value Scrit for signi�cant features. Examples of statistics used in the time domainare covariance and correlation functions. The correlation of a signal with itself or withanother signal produces maxima in these functions at particular lags. Detection of genuinelags then consists of testing the signi�cance of such maxima.12.2.8 Parameter estimationIn this context, � (or, in the time domain, l) are no longer independent variables. Theyare treated like any of the other parameters: i.e. are assumed to be random variablesto be estimated from the observations by �tting a model. Parameter estimation in thefrequency domain is best done by �tting models using �2 statistics (least squares). TheMIDAS TSA package contains just one such model, namely Fourier series (SINEFIT/TSA).However, note that with its non-linear least-squares �tting package, MIDAS o�ers veryversatile, dedicated tools for model �tting (see Chapter 8 in Vol. 8 of the MIDAS UserGuide).In the time domain, the most important parameters to be estimated from the dataare the correlation length of and time lag between the input signals. This measurementcan be done with the command WIDTH/TSA. The correlation length can be obtained as thewidth of the line centered at zero lag. The time lag can be measured as the center of thecorresponding line in the ACF.12.3 Fourier analysis: The sine model12.3.1 Fourier transformsTransformations which take functions, e.g. x, y as arguments and return functions asresults are called operators. The direct and inverse Fourier transform, F�1, and theconvolution, �, are operators de�ned in the following way:F�1[x](�) = C� Z +1�1 e�2�it�x(t)dt = 1n 1�12o noXk=1 xke�2�itk� (12.2)[x � y](l) = C Z +1�1 x(t)y(l� t)dt = 1no noXk=1 xkyl�k ; (12.3)where square brackets, [ ], indicate the order of the operators and round brackets, (),indicate the arguments of the input and output functions. Without loss of generality weconsider here functions with zero mean value. Note that because of the �nite and in�nite1{November{1996



12-8 CHAPTER 12. TIME SERIES ANALYSIScorrelation length of stochastic and periodic series, respectively, no unique normalizationC applies in the continuous case.The discrete operators F�1 and � are well de�ned only for observations and frequencieswhich are spaced evenly by �t and �� = 1=�t, respectively, and span ranges �t and�� = 1=�t. Then and only then F�1 reduces to orthogonal matrices. It follows directlyfrom Eq. (12.2) that we implicitly assume that the observations and their transforms areperiodic with the periods �t and ��, respectively. The assumption is of consequence onlyfor data strings which are short compared to the investigated periods or coherence lengthsor for a sampling which is coarse compared to these two quantities. Such situations shouldbe avoided also in the general case of unevenly sampled observations.The following properties of F and � are noteworthy:F [x+ y] = F [x] + F [y] (12.4)F [x � y] = F [x]F [y] (12.5)Fe�2�i�ot = ��o(�) (12.6)where �x denotes the Dirac symbol: R �xf(y)dy = f(x). In the discrete case, �x assumesthe value no for x and 0 elsewhere.12.3.2 The power spectrum and covariance statisticsLet us de�ne power spectrum, covariance and autocovariance statistics P , Cov and ACF :P [x](�) = jFxj2 (12.7)Cov[x; y](l) = x(t) � y(�t) (12.8)ACF [x](l) = Cov[x; x](l) (12.9)The power spectrum is special among the periodograms in that it is the square of a linearoperator and reveals the important correspondence between frequency and time domainanalyses: P [x](�) = F [ACF [x](l)](�); (12.10)by virtue of Eq. (12.5).Let us consider which linear operators or matrices convert series of independent randomvariables into series of independent variables. For the discrete, evenly sampled observationsthe ACF is computed as the scalar product of vectors obtained by circularly permutatingthe data of the series. For a series of independent random variables, e.g. white noise,the vectors are orthogonal. It is known from linear algebra that only orthogonal matricespreserve orthogonality. So, only in the special case of evenly spaced discrete observationsand frequencies (Sect. 12.3.1) are F [x] (and P [x]) independent for each frequency. In thenext subsection we discuss the case of dependent and correlated values of P [x].1{November{1996



12.4. MIDAS UTILITIES FOR TIME SERIES ANALYSIS 12-912.3.3 Sampling patternsThe e�ect of a certain sampling pattern in the frequency analysis is particularly trans-parent for the power spectrum. Let s be the sampling function taking on the value 1 atthe (unevenly spaced) times of the observations observation and 0 elsewhere. The powerspectrum of the sampling function W (�) = jFsj2 (12.11)is an ordinary, non-random function called the spectral window function. The discreteobservations are the product of s and the model function f : x = sf so that their transformis a convolution of transforms: Fx = [Fs]� [Ff ]� S �F , where S � Fs and F = Ff . Forf = A cos 2��t � A(e+2��t+e�2��t)=2 and F = Ff = A(�+�+��� )=2 we obtain the resultFx = A(S(� � �) + S(� + �))=2. Because of the linearity of F our result extends to anycombination of frequencies. Taking the square modulus of the result equation, we obtainboth squared and mixed terms. The mixed terms S(� + �k)S(� + �j) correspond to aninterference of frequencies �k and �j di�ering by either sign or absolute value. Therefore,if interference between frequencies is small, the power spectrum reduces to the sum of thewindow functions shifted in frequency:P (�) � X j[Fs](� + �k)j2 �XW (� + �k) (12.12)In the opposite case of strong interference, ghost patterns may arise in the powerspectrum due to interference of window function patterns belonging to positive as well asnegative frequencies. The ghost patterns produced at frequencies nearby or far from thetrue frequency are called aliases and power leaks, respectively.12.4 MIDAS utilities for time series analysisIn this section we describe the functioning of the MIDAS time series analysis (TSA)package. For a detailed description of syntax and usage we refer the reader to the respectiveHELP information. We precede the command description with the description of the scopeof the applications and the structure of the TSA input and output �les and of the keywordsholding the relevant parameters.12.4.1 Scope of applicationsOur package is well suited to the analysis of small to modest sized data sets, with noregard to the sampling which may be even or uneven. Thus our package suits astronomerswho often have to deal with unevenly sampled observations well. One of the advantagesof the package is the availability of tools for a statistical evaluation of the results.Data sets containing many observations but covering only few cycles and/or charac-teristic time intervals can be reduced in number by averaging or decimation, usually withlittle loss of information. However, the analysis of very extensive datasets, which covermany cycles, contain, say, over 105 observations and/or are sampled evenly, is more de-manding in terms of computing e�ciency than in the choice of the method. With the1{November{1996



12-10 CHAPTER 12. TIME SERIES ANALYSISpresent package, MIDAS o�ers an excellent general purpose environment and a varietyof tools for the analysis of astronomical data at the price of some computing overheads.Very large data sets usually concern important problems and therefore deserve extra at-tention in the analysis. For such cases any extra overhead is undesirable, whereas extrae�ciency can be gained from specialized algorithms implemented as purpose-built stand-alone codes. One class of such specialized algorithms not covered here is based upon thefast Fourier transform technique (see e.g. Bloom�eld, 1976, Press and Rybicki, 1991).12.4.2 The TSA environmentBefore any of the commands of the TSA package can be used, the package must be enabledby SET/CONTEXT TSA.Internally, the functioning of the MIDAS TSA commands depends on a number ofparameters whose values are stored in a number of keywords. The keywords specify thetime lag or the frequency grid used in the results (START, STEP and NSTEPS), parametersof statistics (ORDER) and names of I/O �les. These keywords are created and given theirinitial default value (where applicable) by the command SET/CONTEXT TSA. The currentvalues of all TSA-speci�c keywords can be inspected at any time with the SHOW/TSAcommand. The value of any keyword can be changed either by entering the desiredparameter value together with any of the TSA commands using this keyword and bythe commands SET/TSA, WRITE/KEYWORD and COMPUTE/KEYWORD. If on a command line aparameter is omitted, its value will by default be taken from the respective keyword.Execution of the command DELAY/TSA for certain options requires the source code ofa user-de�ned ACF function to be available in the local directory. The function name andcalling sequence must follow the conventions layed down in the HELP information for thecommand DELAY/TSA.12.4.3 Input data formatThe input to all basic routines is a MIDAS table containing at least two columns withthe mandatory labels :TIME and :VALUE. For analysis in the time domain a third column,:VAR, containing the variances of the column :VALUE is required. Since DOUBLE PRECISIONcomputations are used throughout the package, all input columns must be also in DOUBLEPRECISION. In any case, it is prudent to chop o� (by subtraction of a suitable constant)from the input :TIME column all leading digits which are insigni�cant for the presentTSA purposes. Also for numerical reasons, it is recommended to use the commandNORMALIZE/TSA to subtract the mean from :VALUE prior to the analysis.12.4.4 Output data formatOutput periodograms are computed at constant frequency steps and stored in the �rstrow of an image. The second row of this image contains some information on the qualityof the periodogram, speci�c for each method. Both can be conveniently plotted with thePLOT/ROW command. WIDTH/TSA is available for a �rst analysis.1{November{1996



12.4. MIDAS UTILITIES FOR TIME SERIES ANALYSIS 12-11Output time lag functions, resulting from the analysis of aperiodic signals, are stored ina table containing the columns :LAG and :FUNCT. They can be inspected by with standardMIDAS table commands such as PLOT/TABLE or READ/TABLE.12.4.5 Fourier analysisBecause of its universal relevance, it is recommended to always start the analysis bycomputing the power spectrum. However, since the power spectrum is not the optimalmethod for quite a number of TSA applications, other methods should always be triedthereafter.POWER/TSA { Power spectrum: This command computes the discrete power spectrumfor unevenly sampled data a by relatively slow method. The discrete Fourier powerspectrum (cf., e.g., Deeming, 1975) corresponds to a pure sinewave model and hasbasic signi�cance in time series analysis. The corresponding test statistic is S(�) =jFX(m)j2. Because the statistic is the sum of the squares of two generally correlatedvariables for sine and cosine, it has has no known statistical properties. Therefore, werecommend to use other statistics for a more reliable signal detection and evaluation.One of the important applications of the power spectrum analysis is the compu-tation of the window function in order to evaluate the sampling pattern. For thisparticular application, set all data values in column :VALUE to 1 (for instance byusing COMPUTE/TABLE) and then apply POWER/TSA. The resulting power spectrum isthe window function of the data set.12.4.6 Time series analysis in the frequency domainFor the detection of smooth signals, e.g. sinusoids, use either ORT/TSA with 'order'=1or 2 harmonics, SCARGLE/TSA or AOV/TSA with 'order'=3 or 4 bins. The sensitivity ofthese statistics to sharp signals (such as strongly pulsed variations or light curves of verywide eclipsing binaries) is poor. For the detection of such signals better use ORT/TSA orAOV/TSA with the width of these features matched by the width of the of the top harmonicsor the width of a phase bin, respectively.The command SINEFIT/TSA serves two purposes: a) least squares estimation of theparameters of a detected signal and b) �ltering the data for a given frequency (so-calledprewhitening). The trend removal (zero frequency) constitutes a special case of this �l-tering. For a pure sinusoid model, the �2 statistic used in SINEFIT/TSA is related to thatused in SCARGLE/TSA (Lomb, 1976, Scargle, 1982).ORT/TSA { Multiharmonic analysis of variance periodogram: The command com-putes the analysis of variance (AOV) periodogram for �tting data with a (multi-harmonic) Fourier series. The �t of the Fourier series is done by a new e�cientalgorithm, employing projection onto orthogonal trigonometric polynomials. Theresults of the �t are evaluated using the AOV statistics, a powerful method newlyadapted for the time series analysis (Schwarzenberg-Czerny, 1996, 1989). The modelused in this method is the Fourier series of n harmonics. The resolution of the1{November{1996



12-12 CHAPTER 12. TIME SERIES ANALYSISmethod may be tuned by change of n. Hence it is the method of choice for bothsmooth and sharp signals. The AOV statistic is the ratio S(�) = V arm=V arr.The distribution of S for white noise (Ho hypothesis) and n � order bins is theFisher-Snedecor distribution F (2n+1; no� 2n� 1). The expected value of the AOVstatistics for pure noise is 1 for uncorrelated observations and ncorr for observationscorrelated in groups of size ncorr.SCARGLE/TSA { Scargle sine model: This command computes Scargle's (1982) peri-odogram for unevenly spaced observations x. The Scargle statistic uses a pure sinemodel and is a special case of the power spectrum statistic normalized to the varianceof the raw data,jFX(m)j2=V ar[X(o)]. The phase origins of the sinusoids are for each frequency chosenin such a way that the sine and cosine components of FX become independent.Hence for white noise (Ho hypothesis) S is the ratio of �2(2) and �2(no). For largenumbers of observations no, numerator and denominator become uncorrelated sothat S has a Fisher-Snedecor distribution approaching an exponential distributionin the asymptotic limit: F (2; no � 1)! �2(2)=2 = e�S for n!1.We recommend this statistic for larger data sets and for the detection of smooth,nearly sinusoidal signals, since then its test power is large and the statistical proper-ties are known. In particular the expected value is 1. For observations correlated ingroups of size ncorr, divide the value of the Scargle statistics by ncorr (Sect. 12.2.4).The slow algorithm implemented here is suitable for modest numbers of observations.For a faster, FFT based version see Press and Rybicki (1991).SINEFIT/TSA { Least-squares sinewave �tting: This command �ts sine (Fourier)series by nonlinear least squares iterations with simultaneous correction of the fre-quency. Its main applications are the evaluation of the signi�cance of a detection,parameter estimation, and massaging of data. The values �tted for frequency andFourier coe�cients are displayed on the terminal. For observations correlated ingroups of size ncorr multiply the errors by pncorr (Sect. 12.2.4). With the lat-ter correction and for purely sinusoidal variations SINEFIT/TSA computes the fre-quency with an accuracy comparable to the one of the power spectrum (Lomb, 1976,Schwarzenberg-Czerny, 1991). Additionally, the command displays the parametersof the �tted base sinusoid, i.e. of the �rst Fourier term.SINEFIT/TSA returns also the table of the residuals X(r) (i.e. of the observationswith the �tted oscillation subtracted) in a format suitable for further analysis by anymethod supported by the TSA package. In this way, the command can be used toperform a CLEAN-like analysis manually by removing individual oscillations one byone in the time domain (see Roberts et al., 1987, Gray & Desikhary, 1973). Since inmost astronomical time series the number of di�erent sinusoids present is quite small,we recommend this manual procedure rather than its automated implementation infrequency space by the CLEAN algorithm.Alternatively, the command can be used to remove a trend from data. In orderto use SINEFIT/TSA for a �xed frequency, specify one iteration only. The corres-1{November{1996



12.4. MIDAS UTILITIES FOR TIME SERIES ANALYSIS 12-13ponding value of �2 may in principle be recovered from the standard deviation�o = p�2(df)=df , where df = nobs � nparm and nobs and nparm are the numberof observations and the number of Fourier coe�cients (including the mean value),respectively. However, the computation of the �2 periodogram with SINEFIT/TSA isvery cumbersome while the results should correspond exactly to the Scargle periodo-gram (Scargle, 1982, Lomb, 1976).AOV/TSA { Analysis of variance for phase bins: The command computes the analysisof variance (AOV) periodogram for phase folded and binned data. The AOV statist-ics is a new and powerful method especially suitable for the detection of nonsinusoidalsignals (Schwarzenberg-Czerny, 1989). It uses the step function model, i.e. phasebinning. Its statistic is S(�) = V arm=V arr. The distribution of S for white noise (Hohypothesis) and n � order bins is the Fisher-Snedecor distribution F (n�1; no�n),where n is number of bins. The expected value of the AOV statistics for pure noiseis 1 for uncorrelated observations and ncorr for observations correlated in groups ofsize ncorr.Among all statistics named in this chapter, AOV used by ORT/TSA and AOV/TSAis the only one with exactly known statistical properties even for small samples. Onlarge samples, AOV is not less sensitive than other statistics using phase binning,i.e. the step function model: �2, Whittaker & Roberts and PDM. Therefore werecommend the ORT/TSA and AOV/TSA commands for samples of all sizes andparticularly for signals with narrow sharp features (pulses, eclipses). If on the averagencorr consecutive observations are correlated, divide the value of the periodogram byncorr and use the F (n�1; no=ncorr�n) distribution (Sect. 12.2.4). For smooth lightcurves use low order, e.g. 4 or 3, for optimal sensitivity. For numerous observationsand sharp light curves use phase bins of width comparable to that of the narrowfeatures (e.g. pulses, eclipses). Note that phase coverage and consequently qualityof the statistics near 0 frequency are notoriously poor for most observations.12.4.7 Analysis in the time domainThe commands COVAR/TSA serves for the calculation of the covariance and autocovariancefunctions. Pairs of signals with matching ACF functions may be analysed further withDELAY/TSA. Matching ACF functions may be obtained for some data after some massaging.COVAR/TSA { Covariance analysis: This command computes the discrete covariancefunction for unevenly sampled data. Edelson and Krolik's (1988) method is used forthe estimation of the cross correlation function (CCF) of unevenly sampled series.The binned covariance function is returned with its gaussian errors. Signi�cantare the portions of the curve di�ering from 0 by more than a number of standarddeviations.This command can also be used for the calculation of the autocovariance function(ACF) by simply using the same series for the two input data sets. Here one shiftedseries is used as a model for the other. The covariance statistic is used to evaluatethe consistency of the two series.1{November{1996



12-14 CHAPTER 12. TIME SERIES ANALYSISThe covariance statistics is akin to the power spectrum statistics and hence to the�2 statistics (Sect. 12.3.2, Lomb, 1976, Scargle, 1982). The number of degrees offreedom varies among time lag bins. Thus, in order to facilitate the evaluation ofthe results, errors of the ACF are returned. The expected value of the ACF for purenoise is zero. The value returned for 0 lag corresponds to the correlation of nearbybut not identical observations. This is so because the correlation of any observationwith itself is ignored in the present algorithm, for numerical reasons. The correlationfunction for a lag identical to zero can be easily computed as the signal variance.DELAY/TSA { �2 delay analysis with interpolation: The command computes the �2time lag function for two time series by the Press et al. (1992) method. One seriesis used as a model for the other one, and the �2 statistics is used to evaluate theconsistency of the two series. DELAY/TSA di�ers from COVAR/TSA in that each seriesis interpolated to the times of observation in the respective other series. The in-terpolation is carried out in an elaborate way by using the common autocorrelationfunction (ACF) of the series. The average value is computed and subtracted fromthe series so that the resulting �2 is uncorrelated with the average value. This fea-ture of the model enables application to non-stationary series where a mean value isnot de�ned. Because of the interpolation, no coarse binning of the lags is required.Minima of the �2 at a given lag and at a level acceptable for the correspondingnumber of degrees of freedom indicate a physically signi�cant correlation betweenthe two time series via that lag. The corresponding number of degrees of freedomnr is the number of observations minus the number of �tted parameters (usually 2).For input, individual measurements must be given with their variances. DELAY/TSArequires the smoothed ACF, common for the two series, to be supplied by the userin analytical form. The form of the ACF can be determined using COVAR/TSA andthe MIDAS FIT package (Vol. A, Chapter 8). For this purpose, the ACF of bothseries should be the same. Often this can be achieved after some massaging of thedata. To broaden the ACF, pass the series through a low pass �lter. NORMALIZE/TSAmay be used to normalize the variances and thus to normalize the ACF maxima.The ACF is passed to the command either via values of the parameters of one of thefunctions prede�ned within the TSA package or as the source code of a user-suppliedFORTRAN function.The method is quite new; it should be applied with some caution. Its only presentlyknown practical test has been a consistency check of the results of independentanalyses of optical and radio light curves of a pair of gravitationally lensed quasarimages (Press et al., 1992). Not only shapes but also values of the ACF shouldmatch. This may be achieved by scaling the variances of the observations withNORMALIZE/TSA.12.4.8 Auxiliary utilitiesThe following commands implement auxiliary utilities for time series analysis:1{November{1996



12.4. MIDAS UTILITIES FOR TIME SERIES ANALYSIS 12-15BAND/TSA { Frequency grid: The frequency grid suitable for the analysis of evenlysampled observations is well determined. However, for uneven sampling no simplerules exist in general. BAND/TSA may be used to �nd a reasonable guess for the fre-quency grid. The results are returned in the keywords START, STEP and NSTEPS.BAND/TSA may err, as usual in guessing; its results must be checked for consistency.COVAR/TSA { Correlation length: The statistical evaluation of TSA results rests onthe assumption that the noise in the data is white noise. However, quite often thisassumption is wrong. One way to test its justi�cation is to compute the residualsfrom the model �t (e.g. by using SINEFIT/TSA) and to examine the correlation lengthin the residuals from the autocorrelation function (ACF; computed with COVAR/TSA).The average number of observations per correlation length is the average number ofcorrelated observations ncorr. For white noise this number should be of order 1.NORMALIZE/TSA { Normalize mean & variance: Normalize mean and (optionally)variance of a column to 0 and 1, respectively. Subtraction of the average valuefrom the data is always recommended for numerical reasons. Certain commands willnot work correctly for large mean values. Normalization of the variances to the sameunit value is required for DELAY/TSA.SINEFIT/TSA { Filtering of the series: This versatile command may be used not onlyfor parameter estimation but also for data massaging. SINEFIT/TSA may also beused to remove a trend from data (high pass �ltering). For this purpose choose alow value for frequency, so that only few cycles cover the time interval spanned bythe observations. Specify just 1 iteration, so that the routine does not attempt afrequency correction. Subtraction of such data from the raw data returns the �ttedtrend (low pass �ltering). The results are in a format suitable for renewed input tothe other frequency domain TSA commands.WIDTH/TSA { Width of spectral lines: Pro�les of spectral lines appearing in test statist-ics may be used to re�ne signal parameters and their errors. In its present primitiveform, this command analyses the strongest maximum (an 'emission' line) in the spe-ci�ed sub-spectrum. The window should not be too narrow as it is also used for thedetermination of the continuum level. A comparison of the continuum level with theexpected value of the statistic for a pure noise signal may reveal interference and/ornoise correlation. The width of the line may be used to estimate con�dence inter-val of the frequency associated with the line. However, note that the width at halfintensity is generally not a good estimate. For Scargle's statistic and power spectrause the width at the level corresponding to the peak level minus the average noiselevel P �N (Schwarzenberg-Czerny, 1991). For this purpose, this command returnsa small table of widths on the screen and in keyword OUTPUTR. In power spectra,the peak height of the line is a good measure of the square of the amplitude of theoscillation. { An 'absorption' line can be converted into a 'emission' line by simplychanging the sign with COMPUTE/TABLE.1{November{1996



12-16 CHAPTER 12. TIME SERIES ANALYSIS12.5 Command summaryAOV/TSA intab outima start step nsteps [order] [cover]Compute analysis of variance periodogram (Sect. 12.4.6).BAND/TSA intab [maxobs]Evaluate frequency band for time series analysis (Sect. 12.4.8).COVAR/TSA intab1 intab2 outtab start step nsteps [scale]Compute discrete covariance function for unevenly sampled data (Sect. 12.4.7).DELAY/TSA intab1 intab2 outtab start step nsteps [func,mode] [parm]Compute �2 - time lag function (Sect. 12.4.7).NORMALIZE/TSA intab1 outtab column [mode]Normalize mean and (optionally) variance to 0 and 1, respectively (Sect. 12.4.8).ORT/TSA intab outima start step nsteps [order]Compute multiharmonic analysis of variance periodogram (Sect. 12.4.6).POWER/TSA intab outima start step nstepsCompute discrete power spectrum for uneven sampling by slow method(Sect. 12.4.6).SCARGLE/TSA intab outima start step nstepsCompute Scargle periodogram for unevenly spaced observations (Sect. 12.4.6).SET/CONTEXT TSAEnable TSA context. Only after this command has been executed become thecomands of the TSA package available.SET/TSA keywordname=valueSet global keywords for TSA context (Sect. 12.4.2).SINEFIT/TSA intab outtab freque order iterFit sine (Fourier) series, return residuals (Sect. 12.4.6).SHOW/TSAShow contents of global keywords used within TSA context (Sect. 12.4.2).WIDTH/TSA inima [width] [centre]Evaluate spectral line width and pro�le (Sect. 12.4.8).12.6 Examples12.6.1 Period analysisLet us assume that table OBSERVP.tbl contains observations of a periodic phenomenon.The observations are stored in the DOUBLE PRECISION columns :TIME and :VALUE.1{November{1996



12.6. EXAMPLES 12-17CREATE/GRAPHICS ! Create graphics windowSET/CONTEXT TSA ! Enable TSA packageNORMALIZE/TSA OBSERVP :VALUE ! Subtract meanBAND/TSA OBSERVP ! Find suitable frequency bandSHOW/TSA ! Inspect corresponding settingsPOWER/TSA OBSERVP POWERSPEC ! Compute power spectrum and! spectral windowPLOT/ROW POWERSPEC ! Display power spectrumPLOT/ROW POWERSPEC 2 ! Display spectral windowORT/TSA ? AOVSPEC ? ? ? ! Compute multiharmonic spectrumPLOT/ROW AOVSPEC ! Inspect resultsPOWER/TSA ? LINESPEC 20 .01 501 ! Compute detail of power spec.PLOT/ROW LINESPEC! Plot itWIDTH/TSA LINESPEC ! Find parameters of! the oscillationSINEFIT/TSA OBSERVP CLNOBS 23 1 ! Remove one particular! Fourier componentPOWER/TSA CLNOBS POWCLN ! Inspect periodogram of data! after removal of 1 oscillation12.6.2 Comparison of two stochastic processesLet the two tables OBSERVA.tbl and OBSERVB.tbl contain two sets of observations. Eachset is stored in the DOUBLE PRECISION columns :TIME, :VALUE and :VAR containing thetimes of observation, data value and their variances.CREATE/GRAPHICS ! Create graphics windowSET/CONTEXT TSA ! Enable TSA packageNORMALIZE/TSA OBSERVA :VALUE V ! Normalize variance in both lightNORMALIZE/TSA OBSERVB :VALUE V ! curves to the same value of 1COVAR/TSA OBSERVA OBSERVA AUTOCOVA 1. 0.1 24 LOGCompute autocov. of `A'PLOT/TAB AUTOCOVA :LAG :COVAR ! Plot autocov. function of `A'COVAR/TSA OBSERVB OBSERVB AUTOCOVB ? ? ? LOGCompute autocov. of `B'PLOT/TAB AUTOCOVB :LAG :COVAR ! Plot autocov. function of `B'COVAR/TSA OBSERVA OBSERVB CROSSCOV ? ? ? LOGCompute crosscov. of `A' and `B'PLOT/TAB CROSSCOV :LAG :COVAR ! Plot crosscovariance function! Now you have to �t a common analytic formula to both autocor-! relation functions, AUTOCOVA and AUTOCOVBB. The MIDAS FIT package! or any other suitable tool may be used for this purpose.1{November{1996



12-18 CHAPTER 12. TIME SERIES ANALYSIS! Choose one of the prede�ned function forms or code your own! function URi, 0 < i < 10, in FORTRAN. Then, the analysis! of the delay can proceed:DELAY/TSA OBSERVA OBSERVB CHI2LAG 0 5 200 EXP 0,1,-0.25! Do Chi2-time lag analysisPLOT/TAB CHI2LAG :LAG :CHI2 ! Plot the resultsReferencesAbramovitz, M. & Stegun, I.A.: 1972, Handbook of Mathematical Functions, Dover,New York.Acton, F.S.: 1970, Numerical Methods that Work, Harper & Row, New York.Bloom�eld, P.: 1976, Fourier Analysis of Time Series: An Introduction, Wiley, NewYork.Brandt, S.: 1970, Statistical and computational methods in data analysis, NorthHolland, Amsterdam.Chat�eld, C.: 1985, The Analysis of Time Series: An Introduction, Chapman & Hall,London.Deeming, T.J.: 1975, Astron. Astrophys. Suppl. 36, 137.Dvoretsky, M.M.: 1983, Mon. Not. R. astr. Soc. 203, 917.Eadie, W.T., Drijard, D., James, F.E., Roos, M. & Sadoulet, B.: 1971, Statisticalmethods in experimental physics, NorthHolland, Amsterdam.Edelson, R.A. & Krolik J.H.: 1988, Astrophys. J. 333, 646.Gray, D.F. & Desikachary, K.: 1973, Astrophys. J. 181, 523.Laer, J. & Kinman, T.D.: 1965, Astrophys. J. Suppl. 11, 216.Lomb, N.R.: 1976, Astrophys. Space Sci. 39, 447.MIDAS Users Guide: 1992 November, European Southern Observatory, Garching.Press, W.H., Flannery, B.P, Teukolsky, S.A. & Vetterling, W.T.: 1986, NumericalRecipes, Cambridge University Press, Cambridge.Press, W.H. & Rybicki, G.B.: 1989, Astrophys. J. 338, 277.Press, W.H. et al.: 1992, Astrophys. J. 385, 404.Renson, P.: 1978, Astron. Astroph. 63, 125.Roberts, D.H. et al.: 1987, Astron. J. 93, 968.Scargle, J.H.: 1982, Astrophys. J. 263, 835.Schwarzenberg-Czerny, A.: 1989, Mon. Not. R. astr. Soc. 241, 153.Schwarzenberg-Czerny, A.: 1991, Mon. Not. R. astr. Soc. 253, 198.Schwarzenberg-Czerny, A.: 1996, Astrophys. J. 460, L107.Stellingwerf, R.F.: 1978, Astrophys. J. 224, 953.1{November{1996



Chapter 13PEPSYS general photometrypackageThis chapter describes the PEPSYS package for general photometric reductions. Thefunction of photometric reductions is to measure and remove, so far as possible, the in-strumental signature from the data. If we regard the Earth's atmosphere as a part of theinstrument not under the control of the observer, we see that measuring and correcting forextinction is an important part of this process. PEPSYS performs extinction correctionand transformation to a standard system, if possible.The package contains two main parts: a planning program and a reduction program.The planning program interacts with the user to �nd out the goals of the observing pro-gram, and then produces a schedule of the observations needed to meet those goals ef-�ciently. The reduction program is exible enough to model most types of photometricobservations accurately, and produce reliable estimates of the uncertainties of the para-meter values it obtains from the raw data.In addition, some auxiliary tools are provided to simplify the work of making therequired tables.Because the data reduction must model the instrument and observational procedureas accurately as possible, we must discuss photometric techniques. The recent book bySterken and Manfroid [22] and an earlier review [10] are good general references. We alsodiscuss the modelling process in some detail, to provide users with some assurance thatgood models are used.Please read through the documentation carefully before trying to use theprograms! Many problems can be avoided if you are thoroughly familiar with the contentsof this chapter.13.1 IntroductionGood photometry requires careful attention to calibrations. If there are no calibrationobservations of standard and extinction stars, the program-star observations cannot betransformed to a standard system. At the opposite extreme, if there are only observations13-1



13-2 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGEof standard and extinction stars, there is no time for program-star observations. In eithercase, the data produce no useful information. Obviously, somewhere in between theseextremes lies an optimum distribution of program and standard stars.The choices of which standards to observe, and when to observe them, involve not onlybalancing the gain in information by adding a calibration observation against the loss ofa program-star observation, but also assumptions about the stability and linearity of theequipment used. A good distribution of standards in each color index is also needed todetermine accurate transformations. When all these details had to be attended to by hand,it was easy for observers to neglect some essential item. Much experience was required todistribute observations e�ectively.Fortunately, the computer can be told to keep track of all these details, and willnot forget them. The planning program helps you approach the optimal distribution ofstandards, which gives the most accurate and precise results possible for a given amountof observing time.13.1.1 What is neededA basic principle of photometry goes back to Steinheil, who built the world's �rst stellarphotometer in the early 1830's. Steinheil's principle is that only similar things should becompared. That is, good results are obtained when as many variables as possible are kept�xed. This minimizes the number of instrumental parameters that have to be calibrated,and allows the necessary calibrations to be a small part of the total data gathered. Allobservations must be made with the same instrument, used under the same conditions.However, we cannot make all our observations at the same time, or at the same placein the sky. So we must be able to separate di�erent e�ects that can vary with time, suchas extinction coe�cients and instrumental zero points. To do this, we must distributethe observations so that the main independent variables (such as airmass, star color, andinstrumental temperature) are uncorrelated with each other. In particular, they should allbe uncorrelated with time, so far as possible. As some (like temperature) are inherentlylikely to be correlated with time, it is doubly important that others (like airmass) beuncorrelated. Achieving this condition requires a certain amount of advance planning.13.1.2 How to get itTo help you get the necessary calibration data in the least observing time, the planningprogram generates a schedule of required observations. A considerable amount of photo-metric expertise is built into this program, so that observers without much photometricexperience can con�dently adopt its recommended defaults, and obtain a plan that shouldbe satisfactory for most photometric observing programs. At the same time, the programis exible enough to let experienced observers design special-purpose programs.This exibility requires considerable interaction between the user and the planningprogram. The program needs information about the program stars, the calibration stars,the peculiarities of the instrument, and the requirements of the observer. This inputinformation is described in detail below, and in the appendix on data-�le formats.31{January{1993



13.2. GETTING STARTED 13-313.1.3 What to do with itOnce the observations are made, we must remove the instrumental signature, includingatmospheric e�ects, as fully as possible. To use the observational data e�ectively, thereduction program must make correct assumptions about the way the data were gathered,and the way the instrument itself (including the atmosphere!) really works.The atmospheric part can be removed quite accurately, but some remaining instru-mental e�ects, due to a mismatch between the instrumental and standard passbands,cannot be completely removed, because some information is missing (especially in the con-ventional photometric systems). Nevertheless, if the �lters are quite close to the standardones, the missing information is fairly small, and good results are possible.Again, interaction between the observer and the program is necessary, both to obtainthe necessary information and to decide how to proceed when choices are not clear-cut.Safe defaults are o�ered to the beginner; more experienced observers can try variousassumptions to see what works best for their purposes. In both programs, the goal is toallow a wide variety of choices, but to warn users of potential problems.13.2 Getting startedThe �rst step is to gather the information that will be needed to plan a program and toreduce the data. Information that is more or less permanent is stored in several MIDAStable �les:� Star tables: These give names and positions of stars to be used for calibrations, aswell as program stars. Common supplementary information, such as spectral types,may be included. Standard-star tables are provided for some popular systems, butyou will have to compile your own table of program stars.� Observatory table: This table contains the positions of various telescopes, togetherwith essential information such as apertures, and subsidiary information.� Horizon table: This table describes the apparent horizon as seen from a particulartelescope.All of the above information, except for program-star tables, should already be avail-able to you. Only if you are the �rst user of PEPSYS at an observatory will you needto construct the Observatory and Horizon tables yourself. They are described in the Ap-pendix; see also section 13.6.1 below. The Observatory �le is very simple, and data for theHorizon �le for a telescope can be collected in a few hours (the command MAKE/HORFORMwill help you compile the horizon data). Program-star tables are described below, alongwith the MAKE/STARTABLE command provided to produce them.In addition, you will need information about the instrument. As instruments tendto evolve with time, you will probably need to put this information together for eachobserving run separately. The MAKE/PHOTOMETER command will ask you questions, andmake a new �le from your answers; it can also show you the contents of an existing �le.31{January{1993



13-4 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGEIf an instrument is fairly stable, and a previous instrument-con�guration �le is available,you may be able to just edit the old �le, using the EDIT/TABLE command.Some of the instrumental information may not be available at the time you plan yourobserving run. You can give \don't know" responses to questions about such things, orleave items blank if you have no information. However, for the sake of accuracy, youshould try to obtain as much of the missing information as you can before reducing theobservations.13.2.1 Star tablesThe essential data needed for program stars are names, positions, and the equinox towhich the positions are referred. You may also include proper motions and the epoch ofthe position; spectral types; rough magnitudes, such as might be obtained from the HD;and comments. The command MAKE/STARTABLE helps you create a table of program stars.Some telescopes record the position toward which the control system thinks the tele-scope is pointing as part of the data stream, so it is tempting to extract these data to makea positional catalog for the program stars. In general, this is very unwise. The telescopesusually used for photometry generally have neither accurate nor precise pointing.The precision (repeatability) of the recorded positions does not indicate their accuracy| which could be far worse, if the observer adjusted the zero-points of the telescope'scoordinates to agree with mean places for some equinox removed a few years in time fromthe date of observations. A 20 altitude error corresponds to an airmass error of 0.002 at 2airmasses, more than 0.005 at 3 airmasses, and 0.01 airmass at 4 airmasses. Thus, sucherrors can cause appreciable systematic errors in extinction determination and correction.Although such recorded positions are available (by means of the CONVERT/PHOT com-mand) as a last resort, they are not recommended. Good catalog positions should be usedwhenever they are available.Standard-star tables also require columns for the standard values, which are often notknown for program stars. Because of this di�erence in content, you should keep standardand program stars in separate table �les. You can have several �les of each type. Theprograms will ask for the standard-star �les �rst, and then the program-star �les.You should also plan to keep extinction stars (and other constant objects, such ascomparison stars in variable-star programs) in a separate �le from variable stars. Thereduction program treats standard, constant, and variable stars di�erently, so each groupshould be kept in one or more separate �les (see subsection 13.5.6, \Reduction procedure").ASCII source �lesIf you are lucky, your program stars are available in machine-readable form. If so, simplycopy out the data for your program stars as �xed-format ASCII records, one star perrecord. It doesn't matter if the ASCII �le contains extraneous data; they can be ignoredin converting to MIDAS format. The command MAKE/STARTABLE helps you turn this atASCII �le into a MIDAS table of program stars. It will �rst ask for the name you wantto give your new program-star table. Then it checks to make sure you have the necessary31{January{1993



13.2. GETTING STARTED 13-5information, such as the ASCII table of stellar data, and a format �le.It is important to make sure the star names in your source �les match those in yourdata �les. In building star �les, keep in mind the need to have the same designationsappear in the observational data. If your data-logging system makes you enter star nameswhen they are observed, try to keep names short to avoid typing errors. That means usingshort, unique names in your program-star �les, to match those that will appear in the data.If your data-logging system takes star names from �les prepared in advance, try to adhereto the standard IAU name format (see the guidelines published in A&A \Indexes 1990and Thesaurus, Supplementary Issue, May, 1991", pp. A11-A13; PASP 102, 1231-1233,1990; and elsewhere).If possible, use at least two names for each star, as recommended by the IAU. You canuse two names in the star �les, and just use one in data �les; the reduction program issmart enough to match them up properly, or will ask for help if similar but not identicalnames occur. It is a good idea to separate aliases with an \=" sign; just leave a spaceon either side of it, so the program doesn't take it as part of a name string. Ordinaryspacing is allowed in names to make things readable: HR 8832, Chi Cygni, BD +4 4048,etc. Thus a name �eld might contain \HD 24587 = CD -24 1945 = HR 1213".Although you can use any naming system you like for program stars, so long as thesame name appears in star �les and data �les, a system of priorities is suggested formaking up catalogs of standard stars. The basic principle is that small catalogs generallyyield shorter names that are easier to use than do bigger catalogs. Generally, catalogsfor brighter stars contain fewer entries; so the lists with the brightest limiting magnitudeare preferred. Thus, common designations like Bayer letters and Flamsteed numbers areusually included for the brightest stars. The bright stars are also listed by HR number,and fainter ones by HD or DM number. Don't forget that there is considerable overlapamong the BD, CD, and CPD; specify the catalog, not just a zone and number. The HSTGuide Star Catalog is recommended for still fainter objects.If the reduction program �nds stars with di�erent names but nearly identical positions,it will ask you if they are the same star. Be prepared to answer such questions, if you enternames inconsistently. Many users �nd that repeatedly answering such questions becomestedious and irritating; you can avoid this problem by using identical name strings in bothstar �les and data �les.Don't use names like STAR A and STAR B, as the matching algorithm will spot thecommon word STAR and ask if they are the same; instead, just use the letter. If it isnecessary to intermix several similar names, try to make unique strings out of them. Forexample, if you are working on a group of clusters, and have local standards designatedby the same letters in each, attach the letter to the �eld designation: M67 A, M67 B, etc.Although it is not recommended, the CONVERT/PHOT command can extract appar-ent star positions from raw data �les in ESO and Danish formats (see section 13.2.1). Asintermediate output, this command will produce an ascii �le that can be edited. Manualediting may be necessary if you do not use consistent naming conventions while observing.Finally, don't try to create star �les with incomplete data. Missing values cause prob-lems when you try to reduce data. Be sure every entry is �lled in correctly.31{January{1993



13-6 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGEFormat �lesIf you have no format �le ready, MAKE/STARTABLE copies a standard table-format templatenamed starfile.fmt into your working directory. The ASCII format �le describes theinput �le by giving the column numbers (character positions) of the input �le in whicheach �eld (table column) begins and ends; it describes the �nal display formats withFortran-like format speci�cations. Note that the widths of the input and display formatsdo not have to match.You can edit this ASCII format �le with any editor. All you need to do is �ll in thecorrect �rst and last column numbers of the various �elds, and delete references to �eldsyou do not need. You may also want to modify some formats; for example, you may haveRight Ascensions given only to minutes and tenths instead of minutes and seconds. Theappropriate formats are explained in comment lines (beginning with \!") in the dummyformat �le. After editing the format �le, re-invoke MAKE/STARTABLE. This time, tell it youhave a format �le ready; it will use the formatting information to convert your ASCII �leto a MIDAS table �le.Manual entry of dataIf you have no ASCII table ready, you can enter stars manually from printed tables, usingthe EDIT/TABLE command to add them to the list. This editor is briey described under\Interactive Editing of Tables" in the MIDAS Users Guide. EDIT/TABLEwill automaticallybe invoked by MAKE/STARTABLE if you have no ASCII �le to convert. If you don't like theEDT-like editor provided by EDIT/TABLE, create an ASCII �le with whatever editor youlike and set up a *.fmt �le to convert it, as described above. Be very careful to double-check the results, as transposed digits and other errors are almost certain to creep in whenentering data by hand!Multiple star �lesProbably you will have several sources of program stars. Each one can be turned into aseparate MIDAS table �le, as just described; then, if you wish, the tables can be combinedinto one big table, using the MERGE/TABLE command. Note that the column displayformats will be taken from the �rst of the merged tables; this may inuence the order inwhich you do the merging.If the formats are di�erent, you may want to keep the program-star tables separate. Inany case, you should keep standard, constant, and variable stars in separate tables. Thenyou just enter the names of the di�erent tables one by one, as you run the planning andreduction programs.A more convenient way to handle multiple �les is to make a catalog, and then justsupply the catalog name. Only stars of a single type (standard, constant, or variable)should be kept in the same catalog. At present, only the reduction program can use starcatalogs. 31{January{1993



13.2. GETTING STARTED 13-7Standard-star �lesSome standard-star �les are supplied for the UBVRI and uvby-H-Beta systems. Theseshould be installed in the $MIDASHOME/$MIDVERS/calib/data/pepsys directory; see sec-tion 13.6.1 if they are not. The �les are named UBVSTD.tbl, UVBYST.tbl, saaoUBVRI.tbl,and saaouvbyHB.tbl. The latter two are the E- and F-region standards, established byA.W.J.Cousins.You can also make new tables of standard stars. The easiest way to make standard-star tables is to begin as though they were program-star tables, but to include columns ofstandard values in the ASCII �le, and �eld descriptions for them in the format �le, beforerunning MAKE/STARTABLE. The standard column names are tabulated in the \Standardvalues" subsection of \Star tables" in the Appendix. Don't forget to add the SYSTEMdescriptor when you are done!In making new tables of standard stars, remember that they will be used as extinctionstars by the planning program. Therefore, you should look for standards that pass withinabout 20 degrees of your zenith; this picks a zone of declination centered on your latitude.In right ascension, you want a fairly uniform distribution, so that a standard will beavailable at large air mass frequently during the night.The planning program will not select standards that are so near the Sun's right as-cension that they can only be observed at large air masses. The instrumental magnitudesof stars that cannot be observed at small air masses must be determined by transformingthe standard values to the instrumental system, and these transformed values have rel-atively large errors; therefore, they contribute relatively little extinction information (seepp. 162-163 of Young [10] for a discussion of this problem, and Beckert and Newberry[1]for examples of transformation errors).If you must go far from the zenith to pick up standards of rare types, put them in aspecial �le, and treat them as program stars when running the planning program. Thenobserve them only near the meridian, and don't try to use them as extinction stars. Theycan still be treated as standards when you run the reduction program.13.2.2 Observatory tableThe standard ESO observatory table, called esotel.tbl, is stored in the MIDAS directorysystem at $MID PEPSYS/esotel.tbl . This directory is not distributed with the regularMIDAS updates, but is part of the calib directory that can be reached by anonymous ftpfrom mc3.hq.eso.org (see the Dec. 1991 issue of the Courier for details). Just cd to themidaspub directory, and see the README �le there. These table �les must be installedon your local system before they can be used; there are procedures for creating them in thecalib directory. These and other �les in the calib directory subtree can also be obtainedon tape by special request.This is a short table, so if you need to make up a new one, just copy the ESOtable and edit the copy with the EDIT/TABLE command. (If you do this, don't forgetto change the descriptors as well as the table entries!) Or, using the dummy format �le$MIDASHOME/$MIDVERS/contrib/pepsys/lib/esotel.fmt to convert a *.dat �le to MI-31{January{1993



13-8 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGEDAS table form, you could create a whole new table. The absolutely essential columnsare the designation of the telescope focus, accurate coordinates (including height abovesea level), and the diameter of the telescope. Please consult the Appendix to clarify themeaning of the more obscure columns! They are not yet required by PEPSYS, but maybe in the future.13.2.3 Horizon tablesEvery telescope needs a horizon table, which tells where the telescope can look in the sky,and also from which parts of the sky the Moon can shine on the objective. Without ahorizon table, the programs will assume that the telescope has an unobstructed view ofthe horizon | an assumption that is probably wrong. The name of the table is keyed tothe name of the telescope; see the Appendix.If you need to make up a new table, the command MAKE/HORFORM will provide you witha form to �ll in while gathering the data, which can then be entered into the empty tableprovided.13.2.4 Instrument �leInstruments are more complicated than star catalogs, but a MIDAS table �le is still usefulfor holding the description of an instrument. The �le is partitioned into two sub-tables.The main sub-table contains information about the passbands used, and the second sub-table describes the detector(s). General information about the instrument is stored indescriptors.The MAKE/PHOTOMETER command will solicit the necessary information (if you need tomake up a new table), or display an existing table (so you can check its contents). Becausethe structure of instrument �les is rather complicated, you should use MAKE/PHOTOMETERto build a new �le when an instrument changes, rather than trying to edit the �le. Thiswill ensure that all the necessary information is included, and that the �le contains aninternally consistent description of your instrument.Basic data for an instrument �le include the passbands used (and any coding thatis used to represent them in the data); the detectors used, and their properties; andgeneral information about temperature control and optical cleanliness. If your data includeneutral-density �lters or indicate which measuring aperture was used, be sure to includethe corresponding information in this �le. See the \File Formats" Appendix for details.One property that needs special attention in pulse-counting systems is the type of deadtime. There are (in the textbook approximation) two kinds of counters; these are knownas paralyzable and non-paralyzable, and the corresponding dead times are described asextending or non-extending. Di�erent analytical expressions relate observed and truecounting rates for the two types, so it is important to know which kind you have. Thematter is very clearly discussed by Evans [4], which is a standard reference on this subject.If an instrument contains �lters for more than one system, it may be useful to maintainseparate �les for the di�erent systems used (e.g., UBV and uvby). This should certainlybe done if di�erent �lter wheels are used for di�erent systems.31{January{1993



13.3. PLANNING YOUR OBSERVING RUN 13-913.2.5 General advice about table �lesThe MIDAS table �le system contains several commands for editing and modifying table�les. Columns can be re-named, added, or deleted; various operations can be performed oncolumn contents, and the results stored in a new column; and so on. You should read theon-line help for all the commands with the TABLE quali�er, just to see what operationsare supported.One common problem arises with columns that contain character strings. When youcreate a table from an ASCII �le, the width of the table column is (by default) the widthof the �eld in the original *.dat �le. Later, you may want to add information to such acolumn, but �nd that the existing table column is too narrow to hold the whole string. Forexample, you might want to add aliases to the OBJECT names, or expand a COMMENTcolumn.The column cannot be made wider by the EDIT/TABLE command; however, there is away to widen it. First, use the \concat" operation of COMPUTE/TABLE to add a string ofblanks to the existing column, and store the widened column under a temporary name.Then delete the original column, and rename the new column with the old name.You can avoid this problem by specifying a width wider than the original ASCII �eldby using (say) C*32 instead of just C for the column in the format �le, when you createthe table. Specifying the width in the format �le overrides the default width. However,you may �nd that this wastes a lot of disk space if the column is mostly blanks.13.3 Planning your observing run13.3.1 IntroductionNow suppose you have all the �les set up to make MIDAS happy, and you are readyto plan an observing run. The proper distribution of extinction and standard stars wasdiscussed by Young [10]. The program is based on this discussion, but includes otherconsiderations as well (such as the need to measure time-dependent extinction, and tomeasure instrumental zero-point drifts). It should help you get the right amount of goodcalibration data with a minimum of observing e�ort.The command MAKE/PLAN will ask questions about what you are trying to do, andproduces a schedule of observations that will meet your goals, if possible. If you are tryingto do something impossible, it will tell you so, and o�er suggestions. In general, if youfollow the suggestions of the planning program, you will get the data you need | assumingthat the weather cooperates!The planning program needs to know which photometric system you want to work in,and will try to supply appropriate standard stars. You can provide other table �les ofstandard stars, if you wish; but be sure they really are on the same system as the built-instandards! 31{January{1993



13-10 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGE13.3.2 Preparing to use the planning programThe planning program will ask you for a lot of information, so be ready with the answersto its questions. Obviously, it needs to know the location and size of the telescope you willuse, and the stars you want to observe; so you must tell it the names of the �les in whichthis information is stored. It also needs to know the accuracy you want to achieve, whenyou want to observe, and so on. Some questions ask you for choices between plausiblealternatives, such as the kind of time you want to use (UT, local zone, or sidereal).You may need to look up or �nd out some of the information ahead of time. If you arenot using a common photometric system, you will need to supply the central wavelengthsand widths of the passbands you are using. Even if you are using a common system,information on your actual instrumental passbands will be helpful, if it is available. If youget halfway through and discover you lack some vital piece of information, just enter Q toquit. Get what you need, and begin again.Star coordinates are needed to a minute of arc or better for accurate data reduction,so you may as well supply accurate coordinates for planning, too. A few �les of standardstars are already available.If you are doing pulse-counting photometry, the uncertainty in the pulse-overlap cor-rection sets a limit to the brightest stars that can be used as standards. Therefore, youwill need to have both the e�ective dead-time of your system, and a realistic estimate ofits uncertainty.13.3.3 Using the planning programThe planning program asks a series of questions; you provide the answers. Many aresimple yes/no choices that can be answered as simply as y or n. In general, when a choiceamong several alternatives is required, you can truncate your answer (usually, to just theinitial letter) so long as it uniquely speci�es the choice. The less typing you do, the lesschance you have to make a mistake.In many cases, the program will o�er some guidance, or suggest reasonable defaultvalues. You will not go far wrong if you adopt its suggestions. However, experiencedobservers may have good reasons to \bend the rules" a little at times. The program willallow this, though it may complain if you are doing something it thinks is unwise.In general, input that is comprehensible to an astronomer is also understood by theprogram. For example, the �rst and last dates of your observing run can be entered in anyreasonable format, so long as the month is speci�ed either in full or by the usual 3-letterabbreviations. Because European and North American conventions for dates di�er in theorder of month, day, and year, the program will not accept ambiguous forms like 3/8/95.Because of the possibility of misinterpreting dates, the program will tell you how it hasinterpreted what you typed in, and give you a chance to correct any misunderstanding.If you make a mistake when entering the name of a �le, the program will give you achance to recover. The program checks to make sure �les exist and appear to be of theproper type. The su�x \.tbl" will be supplied automatically if you do not type it in. Ifyou mistakenly say there is another star �le, and the program �nds your last �lename does31{January{1993



13.3. PLANNING YOUR OBSERVING RUN 13-11not exist, you can enter \NONE" when it asks for another name, and it will go on to thenext question.13.3.4 Selection criteriaAn overall criterion for standard-star selection is the accuracy needed in the �nal results:if you need more accuracy, you will need more standard stars. The program asks whataccuracy you are trying to reach, and tries to select enough stars to meet your requestwithout being excessive.To determine the extinction accurately, you must observe some \extinction stars" atboth high and low altitudes. While it is possible to get a rough estimate of the extinction byobserving di�erent standard stars at high and low airmasses, the relatively large conformityerrors in most photometric systems, together with the low accuracy of some standards,make this method very ine�cient (see Young [10], p.178). The practical problem is that theextinction coe�cient can change considerably in the few hours needed for an extinctionstar to move from low to high airmass (or vice versa). To minimize this problem, theprogram selects stars that traverse a large range in airmass in the shortest possible time;these are stars that pass near your zenith. Furthermore, it asks you to observe extinctionstars that are both rising and setting, to avoid a correlation of airmass with time.However, the airmass changes slowly when stars are near the zenith. But to separateextinction drift from instrumental drift, you must observe a wide range in air massesin a short period of time. Therefore, the program selects times when the extinctionstars cross an almucantar a little removed from the zenith, rather than when they areon the meridian. This almucantar typically corresponds to about 1.1 airmasses. Thetimes of these crossings are denoted by 'EAST' and 'WEST' in the output of the planner.To optimize the precision of the extinction determination, the low-altitude observationsare placed at about 25� altitude, near 2.36 airmasses. Those scheduled observations aredenoted as 'RISING' and 'SETTING'.Furthermore, to track changes in the extinction accurately, you need an extinctionmeasurement (i.e., an observation of an extinction star at large airmass) two or threetimes per hour. This means that the stars used must be in the right places in the skyto be at large airmasses when you need them. In particular, although the Cousins E-region standards are excellent secondary standards for transformation purposes, Southern-Hemisphere observers should augment them with extinction stars more evenly distributedon the sky.Obviously, standard stars used for the transformation from instrumental to standardsystem can also be used for the transformation from inside to outside the atmosphere(traditionally called \extinction correction"). To minimize the number of calibration ob-servations, the planning program makes standard stars do double duty as extinction stars.These stars should be bright enough that their photon noise is negligible; the proper mag-nitude range depends on telescope size and the bandwidth of the �lter system used. Onlarge telescopes, bright stars are too bright, especially if you are doing pulse counting.Finally, the standard stars must have a good distribution in each of the color indicesof the system you are using. Because transformations are generally non-linear ([1], [29]),31{January{1993



13-12 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGEa wide range of each color should be covered rather uniformly; it is not enough to observea few very red and a few very blue stars. All these requirements impose constraints onthe selection of standard stars.Notice that, in using standard stars to measure extinction, we need not use the standardvalues transformed to the instrumental system (though this is possible). Instead, weuse the actual observed instrumental values for these stars, which are considerably moreaccurate than standard values transformed to the instrumental system (cf. p.184 of [10]),because of conformity errors [16]. We observe standards at both large and small airmasses,and determine the extinction directly from these observations. This matter is discussedmore fully in connection with the reduction program (see below).13.3.5 Inuencing the planThe program will propose reasonable default choices, and will provide some approximateestimates of the magnitudes where photon noise becomes excessive, and where photon andscintillation noise are comparable. Because the crossover between photon and scintillationnoise depends on both zenith distance and azimuth, a set of values will be presented foryour inspection. Table 13.1 shows what a typical crossover table looks like.SCINTILLATION = PHOTON NOISE Photon Noise Presentat secZ = 2.36 secZ = 1.10 of 5.sec.int. FAINTbetween between is0.005 mag.at limitU 9.9 & 8.9 7.1 & 7.0 10.5 5.5B 10.6 & 9.7 7.6 & 7.5 11.2 6.0V 10.7 & 9.8 7.5 & 7.4 11.3 5.9Table 13.1: A sample crossover tableThere's a lot of useful information in this table, so let's go over it carefully. First, noticethe similar pairs of columns at the left, under the title SCINTILLATION = PHOTON NOISE.The left-hand pair of columns gives crossover magnitudes for an airmass near 2.36; theright-hand pair, for an airmass of 1.10. These are the maximum and minimum airmassesat which the planning program expects to schedule observations of extinction stars. Thesmaller airmass will be adjusted by the program to provide more or fewer extinction stars,as needed; you can push it back and forth a little if you want.For each airmass, there is one pair of columns. These contain the magnitudes at whichscintillation noise and photon noise are expected to be equal, for two di�erent lines ofsight: one looking along the projected wind vector in the upper atmosphere, and theother looking at right angles to the wind. When we look at right angles to the wind, thescintillation shadow pattern moves with the full wind speed across the telescope aperture,and we have the maximum possible averaging of scintillation noise in a given integrationtime, the least scintillation noise, and thus the brightest possible crossover magnitude.But when we look directly along the wind azimuth, the motion of the shadow pattern isforeshortened by a factor of sec z; then the scintillation noise is maximized (for a given31{January{1993



13.3. PLANNING YOUR OBSERVING RUN 13-13zenith distance), and the crossover does not occur until some fainter magnitude, wherethe photon noise is big enough to match the increased scintillation.As we do not know the wind azimuth in advance, we can only say that the scintillationand photon noises will be equal somewhere in the interval between these two extremes. Wewould generally prefer to have the extinction measurements limited only by scintillationnoise, so the initial faint limit for extinction stars is set 1.5 magnitudes brighter than thebrightest of the crossover values. This makes the photon noise half as big as scintillation,near the zenith. (Our sample table shows these initial values.) These are conservativevalues.However, we may need to set the actual faint limit used in selecting standard andextinction stars (shown in the rightmost column of the table) somewhat fainter. Forexample, we may be using such a large telescope that we cannot observe such bright stars.(In particular, if you are doing pulse counting, the program will impose a bright limit aswell as a faint one.) In this case, both photon and scintillation noise will be quite small, andwe can safely use considerably fainter stars without compromising our requested precision.In the example above, the user has requested an accuracy of 0.01 magnitude. Theplanning program divides this error budget into four parts: scintillation, photon noise,transformation errors, and instrumental instabilities. If these are uncorrelated, each canhave half the size of the allowed total; in our example, that's 0.005 mag. So the table givesthe magnitude at which the photon noise reaches its allowed limit (in the next-to-lastcolumn), for the adopted integration time (5 seconds, in our example). This magnitudeshould be regarded as an absolute limit for extinction and standard stars.Obviously, we could actually push the extinction stars close to this photon-noise limit,without exceeding the requested error tolerance. However, between the photon-noise limitin the right half of the table and the crossover values to the left, there is a substantialcontribution of photon noise to the total, and hence a substantial advantage to usingbrighter stars. If we use this advantage, we provide some \insurance" | a little slack inthe error budget.Whenever the crossover table appears, you will be given an opportunity to change theactual planning limits, whose current values are given in the last column. The columns toits left provide you with the information you need to make a good choice: the crossovermagnitudes, and the pure photon limit, for each band.Although these values are given to 0.1 mag precision, you should be aware that thescintillation noise can uctuate by a factor of 2 or more within a few minutes, so thatonly a rough estimate is really possible. Furthermore, the photon-noise estimates are onlyas good as the estimates available to the program for the transmission of the instrumentand the detective quantum e�ciency of your detector. So all these numbers are a little\soft"; you should not take that last digit literally. Just bear in mind that the photonnoise varies with magnitude, and that the scintillation varies with airmass and azimuth,by the amounts shown in the table.Now, let's consider adjusting the circumzenithal airmass. If the high-altitude, low-airmass almucantar is too close to the zenith, only a few standard stars will be availablein the small zone it intercepts as the diurnal motion carries the stars past it. Then it maybe necessary to choose a larger minimum airmass to expand the region of sky available for31{January{1993



13-14 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGEchoosing extinction stars. Conversely, if too many extinction stars are selected, it makessense to reduce the zone width a little, thereby getting not only a more reasonable numberof stars, but also a little bigger range in airmass for each star.The planning program will make coarse adjustments in the minimum airmass (i.e., inthe width of this zone) to get about the right number of extinction and standard stars,but you can also make �ne adjustments yourself. The program gives you this option aftermaking a preliminary selection of standards. When it asks whether you want to adjustthe sky area or magnitude limits, reply \sky," and it will make a small change and tryagain. You may need to make several adjustments to get what you want.If you expect from past experience that you will have excellent photometric conditions,you may be able to reduce the number of extinction stars a little. However, this is risky:if the weather turns against you, you may need more stars than you expected! Conversely,if you know the observing run is at a place or time of year that usually has mediocreconditions, you will surely want to play it safe and add some extra extinction stars.You can also alter the number of candidate stars by adjusting the magnitude limits.By adjusting magnitude limits separately in di�erent bands, you can manipulate the rangeof colors available. For example, because signals tend to be low in ultraviolet passbands,the photon noise is high there, so it often happens that the default faint-magnitude limitsdo not allow enough very red stars. In this case, making (say) the faint U limit fainterand the V limit brighter biases the selection toward redder standards.Thus, you can manipulate the region of sky and the magnitude limits to select a reas-onable number of standards with a good range of colors. You can make such adjustmentsiteratively until you are satis�ed with the selection. At each stage, the program will showyou the distribution of the selected stars in a two-color diagram, as well as on the sky, andask if its selection is satisfactory. If it is not, you reply \no" to the question \Are thesestars OK?", and then have another chance to manipulate the zone width and magnituderange. When you �nally reply \yes", the program will make up an observing schedule foreach night of the observing run, using the set of stars you approved.Keep in mind the possibility that a star previously certi�ed as a photometric standardcan still turn out to be variable! A surprising number of bright eclipsing binaries continueto be discovered every year. Furthermore, stars of extremely early or late spectral type, andstars of high luminosity, tend to be intrinsically variable by small amounts. Therefore, it isimportant to use a few more standards than would otherwise be absolutely necessary, justin case of trouble. A little redundancy is cheap insurance against potential problems. Wealso need some redundancy to �nd data that should be down-weighted (see section 13.5.3to see why.)13.4 Getting the observationsWhen you go to the telescope, follow the plan as closely as you can. If the telescope andinstrumentation are unfamiliar to you, you may have trouble keeping to the schedule forthe �rst night or two, so try to work with a previous observer on the equipment for anight or two of training before your observing run. If you fall behind, try to keep as many31{January{1993



13.4. GETTING THE OBSERVATIONS 13-15low-altitude observations of extinction stars as you can, and drop some circumzenithalones if necessary.Don't change your mind in the middle of the night! If you think you will need to adopta di�erent plan in the middle of the run, make sure you generated that alternate planahead of time. The time to be creative is during the planning stage, not while observing.Remember Steinheil's principle: only similar data can be compared. That means:DON'T switch to a di�erent �lter set or detector in the middle of a run. DON'T use dif-ferent focal-plane apertures for di�erent stars or di�erent nights; they change the instru-ment's spectral response as well as its zero-point. DON'T alter temperature, high-voltage,or discriminator settings.There are very great advantages to getting homogeneous data, because then the de-termination of the instrumental parameters can be spread over several nights; for example,see [26], [10], [19], [15], and [21]. Likewise, the extinction can be determined much moreaccurately from observations spread over full nights than from partial nights. If you areonly interested in a small region of sky that is not up all night, either use the rest of thenight to get extinction and standard-star data, or try to combine your run with anotherprogram that uses the same equipment; then all the data from both programs can bereduced together.If there were instrumental parameters you weren't sure of when you made up the plan,make sure you �nd out their values during the observing run. The printed schedule willprovide blank spaces for you to write them in. Many useful instrumental tests can also berun during the daytime, or during cloudy nights.Remember that the extinction changes more on long time scales than on short ones;so arrange your observations to chop as much extinction variation as possible out of themost important data. If you need very good (u� v) colors, observe those �lters in directsequence. If you need to determine an eclipsing binary's light curve in several �lter bands,you may do better chopping between program and comparison stars before you change�lters (see [28] for further discussion).A very common problem in observing records is an incorrect clock setting. Even aone-second error is worth correcting. An hour o� is a common and much more seriousmistake. Sometimes tired observers enter the wrong kind of time (say, UT instead ofLST) into the observing records. It's a good idea to note both times in your observinglog | you do keep a written log of your observations, don't you? (It's easy to annotatethe printed output of the planning program for this purpose.) Even if the computer issupposed to keep track of these things, what happens if there is a power failure, or thecomputer crashes in the middle of the night?It doesn't hurt to take note of moonrise and moonset; they can be used to double-checkthe recorded times for gross errors. Be sure to write down anything that seems suspiciousin the data, or possible problems with the equipment. Don't imagine you will rememberall the details of what went on when you get around to reducing the data, which might beweeks or months later. For example, which night was it the mirror got snowed on? Youcan expect a big zero-point shift (or worse!) after that.If temperature and humidity readings are not recorded automatically, be sure you writethem down at least once an hour. (Space for this information is provided on the planning31{January{1993



13-16 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGEschedules.) The temperature that is important is the temperature of the photometer itself,not the observing room! But sometimes you only have a thermometer available on thewall; then record that, as any information is better than none at all. Be sure to recordthe time when each reading was taken. And don't forget to check the dark level now andthen; it is a useful check on the health of the instrument.It is very easy to forget that \nuisance" parameters, like extinction and sky brightness,have e�ects that propagate directly into errors of the measurements you care about. Butthis means you must be just as careful in measuring sky as in measuring stars, and ascareful with extinction and standard stars as with program stars. Accurate and carefulcentering of stars is very important, particularly with photometers using opaque (inclined)photocathodes. Machine-like regularity is the ideal, attainable with some (but not all)automatic centering systems.Likewise, one must always measure the sky the same distance from each star, regardlessof brightness. Otherwise, you include a di�erent fraction of the star's light in the skymeasurement. A common mistake is to o�set the telescope until the glow from the star isno longer visible in the measuring aperture; this guarantees that bright stars are measuredwith a di�erent system than faint ones. A �xed angular o�set | with due regard to thetelescope's di�raction spikes { should always be used. If possible, always measure the skyin the same place for each star, to make sure you include the same unseen backgroundstars in every measurement.Finally, because sky brightness uctuates on short time scales, it's best to measuresky for each star. You can use much shorter integrations for sky than for bright stars; butdon't let more than a few minutes go by without re-measuring sky. During lunar twilight,or when the Moon is near the horizon, when the sky is changing rapidly, measure sky bothbefore and after each star.And, if you are new to photometry, you won't believe how sensitive the results are tothe slightest hint of a cloud anywhere in the sky. Even a tiny cloud anywhere in the skymeans you probably have \incipient clouds" (variable patches of haze) all over the sky,because of the layered structure of the atmosphere. Even Steinheil, a century and a halfago, found that the slightest trace of cirrus made photometric measurements impossible| that's how gross the e�ects are.It's a good idea to look at the sky around sunset. If there are \layers" visible in thesky near the western horizon, or \notches" in the sides of the setting sun, you are in fortrouble, and will need to put extra e�ort into extinction determinations. During the night,any indications of clouds should be noted in your log. Often, cirrus is not visible until theMoon rises | or until the data are reduced!13.5 Reducing the observations13.5.1 PreliminariesNow you have your data, and are ready to reduce them. Table 13.2 gives a list of the �lesyou will need.If you need to make supplemental standard-star �les, refer to the \Standard-star �les"31{January{1993



13.5. REDUCING THE OBSERVATIONS 13-17File type Contents Made by ...Observatory Telescope information editing esotel.tblBuilt-in Standard-star Std.-star positions & values copying calib �lesAdditional Standard-star Std.-star positions & values edit �les, MAKE/STARTABLEProgram-star Program-star positions MAKE/STARTABLEInstrument Instrument information MAKE/PHOTOMETERData Stellar measurements CONVERT/PHOTTable 13.2: Checklist of necessary table �lessubsection at the end of section 13.2.1. If your data �les use di�erent names for standardstars than are used in some existing standard-star �le, you can just supply a \program-star" �le that contains your names for these stars; use MAKE/STARFILE to make this table.The reduction program will try to make the cross-identi�cations, using positional coincid-ences as well as names to decide which entries to match up.If you were able to �nd additional information about the instrument while you wereobserving, be sure to add any missing information to the instrument �le. The reductionprogram needs to have an accurate model of the instrument, as well as your procedure.You can check an existing instrument �le by running MAKE/PHOTOMETER.Next, you must convert your observational data to the format MIDAS can digest. Ifother people have already used the same equipment you did, there are probably programsavailable to do this conversion. If not, you will have to devise the conversion yourself.In any case, you should look over the data �les, line by line, to make sure there areno garbled records. Often, either equipment malfunctions, operator errors, or problemson reading and writing tapes convert some part of the data into nonsense. You cannotreasonably expect any �le-conversion program to cope with nonsense, so edit it out �rst.The sooner mistakes are removed from data, the less trouble they cause. Each data-logging system is likely to make its own peculiar kinds of mistakes; and each observertends to make some particular kinds of errors at the telescope. Therefore, it is stronglyrecommended that users have their own preprocessing software, to detect mistakes andinconsistencies in raw data �les, before running CONVERT/PHOT.A common problem is an incorrect time or date setting; be particularly careful tocorrect any errors that were discovered belatedly while observing. Other common problemsinclude misidenti�ed stars; incorrect designations of star and sky measurements; missingor incorrect data in star �les; and non-standard data formats.In �xing errors in the data, always save a copy of the original in case you make amistake while editing.13.5.2 Format conversionIf you have a program to convert data to MIDAS input format, �ne. Use it and go on tothe next section. 31{January{1993



13-18 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGEIf you do not, �rst see if there is any existing program that reads your data format.(Very likely there is, unless the instrument is new.) All you need to do is cannibalizethe part of the existing program that reads the data, and add a short piece of code tore-format the data �rst as a at ASCII �le, one measurement per line; and then convertthis to *.tbl format. Sound familiar? It's just like the process of creating a program-startable. Once again, a dummy *.fmt �le is provided to help you.That's usually the easiest way to go. You may decide to write a short MIDAS script toapply your format-conversion program and the edited *.fmt �le to each night's data. Thatcan be put into a procedure, given a name, and invoked as needed. This has already beendone for data in the formats produced by the photometers at the 1-meter ESO and theDanish telescopes on La Silla; the command CONVERT/PHOT will convert their data�les to the proper MIDAS tables.If you are very lucky, your data may already be in the form of a at ASCII �le ofconsistent format; then all you need to do is edit the *.fmt �le and apply it to generatethe *.tbl �les MIDAS needs. More likely, you have most of your data in this form, butinterspersed with comments and/or records of other types. In this case, it may be possibleto write a simple pre-processor (or use some UNIX utility, like awk) to strip out the dataas a �xed-format ASCII �le.If there are just a few distinct record formats in your data �les, it may be mostconvenient to strip out each type separately; convert each one �rst to a homogeneousASCII �le, and then to a MIDAS *.tbl �le; and then use MERGE/TABLE to combinethe separate tables into the �nal �le for input to the reduction program. If each line ofeach �le is correctly time-tagged, a simple sort on the MJD OBS column will then puteverything back together in the right order.In any case, you should automate this procedure as much as possible. That meanswriting a short MIDAS or shell script. Whatever you do, don't resort to copying thingsout by hand! At worst, you might need to insert a little timing information by hand tolabel comments in the original data.You should be careful to make sure enough information is in the �nal *.tbl �le to tellthe reduction program everything it needs to know. For example, if you measure darkcurrent, and have more than one detector channel, the table must show which detector'sdark current is being measured. That is usually indicated by the �lter position; so youwill probably need to have a non-blank �lter position for \dark" measurements. Note,however, that you do not need to distinguish among standard, extinction, program, andvariable stars in data �les, as this information is either supplied when you read in the star�les, or determined dynamically during the reductions.The minimum of essential columns in a data �le are object identi�cation, band identi-�cation, signal, time, and integration time. The section \Required observational data" inthe Appendix describes these columns. For standard band names in commonly-used sys-tems, see the Appendix (particularly Table 2 in the section \Standard values" under \Startables", and the description of the BAND column in the \Passbands" subsection under Sec-tion 5). Usually, you will also need the STARSKY column, to distinguish between star andsky measurements. But many other data can be useful: temperatures, relative humidity,various instrumental settings, and error estimates. The section \Additional information"31{January{1993



13.5. REDUCING THE OBSERVATIONS 13-19in the Appendix describes these in detail.Note that temperature and humidity data can be interpolated, if they are not routinelyrecorded with each observation. If your instrument table shows that neutral-density �ltersmay be used, you need to include this information as part of the band designation in thedata �les. Conversely, if your data indicate that ND �lters have been used, their presenceand nominal attenuation factors should be included in the instrument table.It would be nice to have a universal data-conversion utility. Unfortunately, the amaz-ing variety of formats produced by dozens of home-grown data-logging systems seems toprevent it. You know your data better than anyone else; so you can put them in standardform better than anyone else.13.5.3 Reductions | at last!Now you really are ready to run the reduction program. You have all the necessary inform-ation in the right �le formats. Usually, it's convenient to keep each night's observationsin a separate �le.The command REDUCE/PHOT will start up the reduction program. It starts out verymuch like the planning program, as it also needs the telescope, standard-star, and in-strument information. But instead of asking about output formats and the date of theobserving run, it requests the names of the data �les. Normally, each data �le is one night;you can reduce up to 30 nights together.To save typing, it is convenient to make a catalog that refers to all the data �les; usethe MIDAS command CREATE/TCAT to do this. For example, if your data �les have nameslike night1.tbl, night2.tbl, and so on, the MIDAS command lineCREATE/TCAT data night*.tblwill make a catalog named data.cat that refers to the whole group.As with star �les, if you say by mistake that there is another data �le, you can enter\NONE" when it asks for another �le name, and it will end the list and go on.If the data are pulse counts, they are corrected for the nominal dead time (using aformula appropriate to the type of counter used) as they are read in. If they are rawmagnitudes, they are converted to intensities at this stage, so the reduction can proceedin the same way for all types of data. At this point, observations are in intensity unitson some arbitrary instrumental scale. The intensities are then corrected for the nominalvalues of any neutral attenuators that may have been used.Once the data are read, the reduction proceeds in two main stages: �rst, �lling inmissing meteorological data, subtracting dark readings, and subtracting sky; and second,�tting the remaining stellar data to appropriate models.If they are present, the temperatures and relative humidities for each night are dis-played graphically. After looking at each graph, you can choose one of three treatments:polygon interpolation (i.e., just a straight line segment between adjacent data); linearsmoothing (a straight line �tted to the whole set); or adopting a constant value for thewhole night. Usually, polygon interpolation is adequate. However, it is sensitive to aber-rant or bad points. If you believe there are outliers in the data, and the rest are reasonablylinear, use the linear �t, which resists the e�ects of bad points. If you think a bad point31{January{1993



13-20 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGEcan be �xed, or should be removed before proceeding, just enter \q" to quit, and dealwith the bad datum.Robust �ts and bad pointsAlready, we must decide how to deal with discordant data. As this is a subject of consid-erable importance, a short digression is in order.Poincar�e attributed to Lippmann the remark that \Everyone believes in the normallaw of errors: the mathematicians, because they think it is an experimental fact; andthe experimenters, because they suppose it is a theorem of mathematics." However, it isneither an experimental fact nor a theorem of mathematics.Experimentally, numerous investigations have shown that real errors are rarely if evernormally distributed. Nearly always, large errors are much more frequent than would beexpected for a normal distribution (see [18], pp. 10 { 12, and [12], pp. 20 { 31). Menziesand Laing [17] show clear examples in photometric data.Mathematically, the reason for this behavior is well understood: although the CentralLimit Theorem promises a Gaussian distribution in the limit as the number of comparableerror sources approaches in�nity, the actual approach to this limit is agonizingly slow |especially in the tails, where a small number of large individual contributors dominate.In fact, if there are n independent and identically distributed contributors, the rate ofconvergence is no faster than n�1=2 [11]. If we wanted to be sure that our distributionwas Gaussian to an accuracy of 1%, we would need some 104 elemental contributions |clearly, an unrealistic requirement. In practice, a few large error sources dominate thesum.Furthermore, the proportionality constant in the convergence formula changes rapidlywith distance from the center of the distribution, so that convergence is very slow inthe tails. This guarantees that the tails of real error distributions are always far fromGaussian.In the last 30 years, the implications of these deviations from \normality" for practicaldata analysis have become widely appreciated by statisticians. Traditionally, the excessof large errors was handled by applying the method of least squares, after rejecting somesubset of the data that appeared suspiciously discordant. There are several problems withthis approach.First, the decision whether to keep or reject a datum has an arbitrary character. Agreat deal of experience is needed to obtain reliable results. But manual rejection may beimpractical for large data sets; and automated rejection rules are known to have inferiorperformance. Second, rejection criteria based on some �xed number of standard deviationsresult in no rejections at all when the number of degrees of freedom is small, because asingle aberrant point greatly inates the estimated standard deviation ([12], pp. 64 { 69).The common \3-�" rejection rule rejects nothing in samples smaller than 11, no matterhow large the biggest residual is; the ination of the estimated standard deviation byjust one wild point outruns the largest residual in smaller data sets. There is no hope ofrejecting a bad point this way in samples of 10 or smaller; but one rarely measures thesame star 10 times. For the more typical sample sizes of 3 and 4, the largest possible31{January{1993



13.5. REDUCING THE OBSERVATIONS 13-21residuals are only 1.15 and 1.5 times the estimated standard deviation. Third, includingor rejecting a single point typically introduces discontinuous changes in the estimatedparameters that are comparable to their estimated errors, so that the estimated valuesundergo relatively large jumps in response to small changes in the data. We would havemore trust in estimators that are continuous functions of the data.Finally, the nature of most observed error distributions is not that data are clearlyeither \good" or \bad", but that the few obviously wrong points are accompanied bya much larger number of \marginal" cases. Thus the problem of rejection is usually notclear-cut, and the data analyst is left with doubts, no matter where the rejection thresholdis set. The reason for this situation is also well understood: most data are a�ected byerror sources that vary, so that the \marginal" cases represent data gathered when thedominant error source was larger than average. Such observations are not \wrong", thoughthey clearly deserve smaller weights than those with smaller residuals.In particular, we know that photometric data are a�icted with variable errors. Forexample, scintillation noise can vary by a factor of 2 on time scales of a few minutes; andby an additional factor of sec Z at a given air mass, depending on whether one observesalong or at right angles to the upper-atmospheric wind vector. Menzies and Laing [17]discuss other possible sources of error. Therefore, we know we must deal with an errordistribution that is longer-tailed than a Gaussian. Furthermore, both scintillation andphoton noise are decidedly asymmetrical. As these are the main sources of random errorin photometric observations, we can be sure that we never deal with truly Gaussian errorsin photometry.Unfortunately, the method of least squares, which is optimal for the Gaussian distri-bution, loses a great deal of its statistical e�ciency for even slightly non-Gaussian errors.(Statistical e�ciency simply refers to the number of observations you need to get a de-sired level of reliability. If one estimator is twice as e�cient as another, it will give youthe same information with half as many observations.) The classical example is Tukey'scontaminated distribution. Suppose all but some fraction � of the data are drawn froma normal distribution, and the remainder are drawn from another Gaussian that is threetimes as broad. Tukey [23] asked for the level of contamination � that would make themean of the absolute values of the residuals (the so-called average deviation, or A.D.) amore e�cient estimator of the population width than the standard deviation, which is theleast-squares estimator of width.Although the mean absolute deviation has only 88% of the e�ciency of the standarddeviation for a pure Gaussian, Tukey found that less than 0.2% contamination was enoughto make the A.D. more e�cient. The reason is simply that least squares weights largeerrors according to the squares of their magnitudes, which gives them an unreasonablylarge inuence on the results.Similar, though less spectacular, results exist for position estimators. For example,about 10% contamination is enough to make the median as e�cient as the mean (theleast-squares estimator); while several \robust" estimators are some 40% more e�cientthan the mean at this level of contamination. Real data seem to be somewhat longertailed than this, so the mean (i.e., least squares) is typically even worse than this simpleexample suggests. 31{January{1993



13-22 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGEBecause convergence of the central limit theorem is much faster near the center of theerror distribution than in the tails, we can expect real error distributions to be nearlyGaussian in the middle, and this is in fact observed to be true. A practical approach todata analysis is then to treat the bulk of the data (in the middle of the distribution) asin least squares; but to reduce the contribution of the points with large residuals, whichwould be rare in a genuinely Gaussian distribution, in a smooth and continuous fashion.There is now a large literature on \robust" estimation | that is, on methods thatare less critically dependent on detailed assumptions about the actual error distributionthan is least squares. They can be regarded as re-weighted least squares, in which theweights of data with moderate to large residuals are decreased smoothly to zero. Thereare many ways to do this; all produce rather similar results. The really \wild points"are completely rejected; the marginal cases are allowed to participate in the solution, butwith reduced weight. The result is only a few per cent less e�cient than least squaresfor exactly Gaussian errors, and much better than least squares | typically, by a factorof the order of two |for realistic error distributions. These methods are also typically10% or so more e�cient than results obtained by experienced data analysts using carefulrejection methods ([12], pp. 67 { 69).The particular method used here for reducing photometric data is known to the stat-isticians as \Tukey's biweight"; it is easy to calculate, and produces results of uniformlyhigh e�ciency for a range of realistic distributions. To prevent iteration problems, it isalways started with values obtained from even more robust (but less e�cient) estimators,such as the median and its o�spring, Tukey's robust line [13]. The usual method startswith a very robust but ine�cient estimator such as the median or Tukey's robust line;switches to Huber's M-estimator for initial re�nement until scale is well established; andthen iterates to the �nal values using the biweight. If you are unaware of the need toprecede the biweight with an estimator having an non-redescending inuence function,don't worry. This is known to be a numerically stable procedure.As robust methods depend on \majority logic" to decide which data to down-weight,they obviously require a certain amount of redundancy. One cannot �nd even a single badpoint unless there are at least three to choose from (corresponding to the old rule aboutnever going to sea with two chronometers). Therefore, it is better to obtain a large numberof short integrations than a smaller number of longer ones, provided that the repetitionsare separated in time enough to be independent. The planning program will help you getthe necessary data.In summary, photometric data are known to have decidedly non-Gaussian error distri-butions; so we use methods designed to be nearly optimal for these distributions, ratherthan the less reliable method of least squares. These methods are closely related to leastsquares, but are much less sensitive to the bigger-than-Gaussian tails of real error dis-tributions. From the point of view of the average user, the methods employed here aresimply a more e�ective re�nement of the old method of rejecting outliers.The advantage of using these well-established, modern methods is a gain in e�ciencyof some tens of per cent | exactly equivalent to increasing the amount of observing timeby such an amount. It's about like getting an extra night per week of observing time.This advantage is well worth having.31{January{1993



13.5. REDUCING THE OBSERVATIONS 13-23Subtraction of dark and sky measurementsAfter interpolating any meteorological values that exist, you may have to subtract darkcurrent and/or sky values. If there are no data for dark current, the reduction programwill complain but continue. Sky values may have already been subtracted (e.g., in CCDmeasurements or other data marked as RAWMAG instead of SIGNAL.)DARK CURRENT: Dark current is usually a strong function of detector temperature.If you have regulated the detector temperature, then only a weak time dependence mightbe expected | perhaps only a small di�erence from one night to the next, or a weak lineardrift during each night. You will have the choice of the model to be used in interpolatingdark values.If the detector temperature is measured, you should look for a temperature dependencethat is the same for all nights. The programwill show you all the dark data, with a separatesymbol for each night, as a function of temperature. If all nights seem to show the samebehavior, you can then �t a smoothing function of temperature to the dark values. Youcan choose a constant, a simple exponential (i.e., a straight line in the plot of log (DARK)vs. temperature), or the sum of two exponential terms.Although in principle these ought to be of the form D = a exp (�b=T ), the rangeof temperature available is usually insu�cient to distinguish between this and a simplea exp (cT ) term. Furthermore, though the temperatures ought to be absolute temperaturesin Kelvins, you may have only some arbitrary numbers available, which might even assumenegative values. In this case, an attempt to �t the correct physical form would blow up,but the simple exponential term might still give reasonable results. So the simpler formis actually used.If the plot of log (DARK) vs. temperature bends up at the ends, or at least at theright end, you should be able to get a good two-term �t. If it looks linear, you can just�t a single line. You also have the option of adopting a single mean value.On the other hand, if the data are not consistent from night to night, or show a temper-ature dependence that is di�erent from the expected form, or if you have no temperatureinformation at all, you may have to interpolate the dark data simply as a function oftime. As with the weather data, you have a choice of polygon, linear, or constant �ts.Remember that a polygon �t uses every datum, right or wrong, and so is not robust.After removing a temperature-dependent �t, you will see the remaining residuals plot-ted as a function of time. This provides a double check on the adequacy of dark subtraction.SKY SUBTRACTION: Sky data must be treated separately for each night and pass-band. Here, your options are more numerous. You can choose the usual linear or constant�ts; but those are likely to be a poor representation of sky brightness.More conventional choices are to use either the preceding or following sky for each starobservation, or the \nearest" sky (in which both time and position separations are used todecide what \nearest" means). Linear interpolation between successive sky measurements(i.e., a polygon �t) is also an option. These choices, while conventional, are not robust.They are sensitive to gross errors in sky data, such as star observations that have beenmarked as sky by mistake.One might argue that bad sky data will stand out in the plots discussed below, and31{January{1993



13-24 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGEthat careful users will remove them and re-reduce their data. One might also argue thatreally bad sky values will cause the stellar data to be discarded or down-weighted in thelater reductions, so that a robust �t at this stage is not absolutely necessary. However,such arguments are not completely convincing. Therefore a more elaborate sky subtractionoption is available, which tries to model the sky brightness, discriminating against outlyingpoints in a robust regression.To help you choose the best method, the program displays three plots of sky brightnessagainst di�erent independent variables: time, airmass, and lunar elongation. In the timeplot, the times of moonrise and moonset are marked, and twilight data are marked t;Figure 13.1 shows an example. In the other two plots, points with the Moon above thehorizon are marked with the letter M, points with the Moon below the horizon are markedby a minus sign, and twilight data are marked t. In these and other plots, the characters^ on the top line or v on the lower edge indicate points outside the plotting area; and $indicates multiple overlapping points. You can re-display the plots if you want to look atthem again before deciding which sky-subtraction method to use.u SKY on FEB 14 1993 R = moonrise t = twilight skyX I ^ ^ ^^10.II t R3.+ | tI |II2.+ * ttI * $I $* * * **$** *I t $* **$$**$*$* $$ * * t1.+ tt * * $ $$*$*$$$**$*$* ** * $ tI t * * $$$* $*$$**$I t ****$* * **I *$ * $$$$ $0.+ $III-1.+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+---0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 4E-02TIME (MJD = 49032 + decimal of day) -->Figure 13.1: Plot of sky brightness as a function of time31{January{1993



13.5. REDUCING THE OBSERVATIONS 13-25Note that no one method is best for all circumstances. While modelling the sky shouldwork well under good conditions, there are certainly cases in which it will fail.For example, when using DC or charge-integration equipment, an observer commonlyuses the same gain setting for both (star+sky) and sky alone. This is perfectly appropriate,as it makes any electrical zero-point error cancel out in taking the di�erence. But oftenthe limited precision available | for example, a 3-digit digital voltmeter | means thatthe sky brightness is measured with a precision of barely one signi�cant �gure when brightstars are observed. If a bright star reading is 782 and the sky alone is 3, one does not havemuch information to use in modelling the sky.Another case where one does better to subtract individual sky readings is observationsmade during auroral activity. While one would prefer not to use such data, because ofthe rapidity of sky variations, they must sometimes be used. Here again, subtractionof the nearest sky reading is better than using a model, because the rapid uctuationsare not modelled. Likewise, when terrestrial light sources around the horizon make thesky brightness change rapidly with azimuth and/or time, no simple sky model would beadequate.If it is necessary to make measurements of some objects through two or more di�erentfocal-plane diaphragms, these measurements cannot be combined directly. Ordinarily,all observations to be reduced together should be measured through the same aperture,because the instrumental system changes in an unpredictable way with aperture size. Eventhe sky measurements are not exactly proportional to the diaphragm area. However, itmay be possible to reduce program objects observed with a non-standard aperture as ifthey were measured through the standard one, and then apply a suitable transformationafter the fact. This means that a su�cient number of calibration measurements of starshaving a considerable range in color must be taken, using both aperture sizes, to determinethe transformation between the two instrumental systems. In such cases, individual skyreadings taken through the same apertures must be used in the reductions. The reductionprogram will complain if you try to intermix data taken through di�erent diaphragms,and data taken with a peculiar aperture will be rejected if there are no corresponding skymeasurements.Finally, when very faint stars are observed (as in setting up secondary standards foruse with a CCD), so that the sky is a large fraction of the star measurement, it maybe necessary to subtract individual sky readings simply because the model used is notsu�ciently accurate. The model is reasonably good, but is not good enough to produceestimates free of systematic error.In any case, the plots of sky vs. time, airmass, and lunar elongation should prove use-ful in assessing the quality of the sky data, and in choosing the best subtraction strategy.Furthermore, the residuals from the sky model may be useful in identifying bad sky meas-ures that should be removed; so it is a good idea to run the sky model, even if you decidenot to subtract its calculated values from the star data.31{January{1993



13-26 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGESky modelsFor the user interested in the details of the methods used, here are the actual algorithmsused in selecting the \nearest" sky, and in the sky-brightness model:In the \nearest" method, a distance estimator is computed that includes separationsboth in time and on the sky. The estimator isS = 20jt1 � t2j+ jAM1 �AM2j+ j(AM1 +AM2)(AZ1 � AZ2)jwhere the t's are times in decimal days, the AM 's are air masses, and the AZ's areazimuths (in radians) of the two observations being compared. (The azimuth di�erence isalways taken to be less than � radians.) S crudely takes account of the greater variationin sky brightness with position near the horizon. At moderate air masses, it makes aseparation of a minute in time about equivalent to a degree on the sky.This estimator is computed for the two sky samples closest in time to each star ob-servation, one before the star and the other after it. Only observations made with thesame �lter (and, if diaphragm size is available, with the same diaphragm) are used. Thesky observation that gives the smaller value of S is the one used in the \nearest" samplemethod. Obviously, if the star is the �rst or last of the night, there may be no sky sampleon one side; then the one on the other side (in time) is used.The angular part of S is necessary to prevent problems when groups of variable andcomparison stars are observed. It can happen that the sky is observed only after two starsin a group have been observed, if only a single sky position is used for the whole group.If sky was measured after the last star before the group, that previous sky may be closerto the �rst star of the group, in time alone, than the appropriate sky within the group.Then a purely time-based criterion would assign the (distant) previous star's sky to the�rst star of the group, instead of the correct (following) sky. Similar e�ects can occur atthe end of a group, of course.While this problem can be prevented by careful observers, not all observers are suf-�ciently careful to avoid it. The crude separation used here is adequate to resolve theproblem without going into lengthy calculations. Note that both the airmass dependenceof sky brightness and the possible presence of local sky-brightness sources around the ho-rizon (e.g., nearby cities) make the horizon system preferable to equatorial coordinates forthis purpose.This brings us to the sky model. The general approach is to represent the sky brightnessas the sum of two terms, a general one due to scattered starlight, zodiacal light, andairglow; and an additional moonlight term that applies only when the Moon is above thehorizon.The airglow and scattered starlight are proportional to the airmass, to a �rst approx-imation. Actually, extinction reduces the brightness of the sky light near the horizon.However, the full stellar extinction appears only in the airglow and zodiacal components,not in the scattered light. All three components are of comparable magnitude in the visiblepart of the spectrum.While Garstang [6, 7, 8] has made models for the night-sky brightness, these re-quire much detailed information that is not usually available to the photometric observer.31{January{1993



13.5. REDUCING THE OBSERVATIONS 13-27Garstang's models also were intended to produce absolute sky brightnesses, while data atthis preliminary stage of reduction do not have absolute calibrations. Finally, they do notinclude moonlight. Therefore, a simpler, parametric model is used.Some guidance regarding the scattered starlight can be obtained from the multiple-scattering results given by van de Hulst [24]. In photometric conditions, the aerosolscattering is at most a few per cent, and the total optical depth of the atmosphere is lessthan unity. In the visible, the extinction is dominated by Rayleigh scattering, which isnot far from isotropic, and nearly conservative. Therefore, we are interested in cases withmoderate to small optical depth, and conservative, nearly isotropic scattering. Becausethe light sources (airglow, stars, and zodiacal light) are widely distributed over the sky,we expect small variations with azimuth, and can use the values in van de Hulst's Table12 to see that azumuthally-averaged scattering has the following properties:1. For air masses such that the total optical depth along the line of sight is less than1, the brightness is very nearly proportional to air mass, regardless of the altitude of theilluminating source.2. For vertical optical depths � less than about 1.5, the sky brightness reaches amaximum at an air mass on the order of 1=� , and then declines to a �xed limiting valueas M ! 1 (remember that for the plane-parallel model, the airmass does go to in�nityat the horizon).The decrease in the scattered light at the horizon is also to be expected in the directairglow and zodiacal components attenuated by extinction; so the same general behavioris expected for all components. The simplest function that has these properties isB1 = (aM + bM2)=(1 + dM2);where M is the airmass; the limiting brightness at the horizon is just b=c. Actually,a substantially better �t can be obtained to the values in van de Hulst's Table 12 byincluding a linear term in the denominator; so the approximationB1 = (aM + bM2)=(1 + cM + dM2);is used to represent the airglow and scattered light.There is a problem in �tting such a function to sky data that cover a limited range ofairmass. Except for optical depths approaching unity (i.e., near-UV bands), the maximumin the function lies well beyond the range of airmasses usually covered by photometricobservations. That means that the available data usually do not sample the large valuesof M at which the squared terms become important. Thus, one can usually choose ratherarbitrary values of these terms, and just �t the well-determined linear terms. It turnsout that choosing b = 0 is often satisfactory. If the data bend over enough, d can bedetermined; otherwise, it defaults to 0.01 times the square of the largest airmass in thedata.An example of data that extend to large enough airmass to determine all four paramet-ers is the dark-sky brightness table published by Walker [25], which were used by Garstangto check his models. These data extend to Z = 85�. The model above �ts them about aswell as do Garstang's models; typical errors are a few per cent. Various subsets, with the31{January{1993



13-28 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGElargest-Z data omitted, give similarly good �ts. This indicates that the model is adequatefor our purposes here.In principle, one could add separate terms for zodiacal and di�use galactic light thatdepend on the appropriate latitudes; but this seems an excessive complication, as thesecomponents vary with wavelength and longitude as well. We have also neglected theground albedo. Unless the ground is covered with snow, this is a minor e�ect except nearthe horizon. Furthermore, the airglow can vary by a factor of 2 during the night; so wecannot expect a very tight �t with any simple formula.The moonlight term is more complicated. In principle, it consists of single scattering,which in turn depends on the size and height distributions of the aerosols, as well asRayleigh scattering from the molecular atmosphere; and additional terms due to multiplescattering. The radiative-transfer problem is complicated further by the large polarizationof the Rayleigh-scattered component, which can approach 100%. Rather than try to modelall these e�ects in detail, we adopt a simple parametric form that o�ers fair agreementwith observation, but does not have too many free parameters to handle e�ectively.First of all, van de Hulst [24] points out that the brightness of the solar aureole variesnearly inversely with elongation from the Sun. We assume the lunar aureole has the sameproperty. And, for the small optical depths we usually encounter, and the moderate tosmall airmasses at which we observe, we can simply assume the brightness of the lunaraureole is nearly proportional to airmass.Second, interchanging the directions of illumination and observation would give geo-metries related by the reciprocity theorem if the ground were black. For typical groundalbedoes, we can still assume approximate reciprocity. We can also assume cos Z = 1=M ,where M is the airmass, accurate to a few per cent for actual photometric data, in calcu-lating elongations from the Moon.The adopted form isB2 =M(a=E + b+ cE) � [exp(�dS) + e=P ];where M is the airmass in the direction of observation, E is the angular elongation fromthe Moon, S is the sum of observed and lunar airmasses, and P is their product. (Notethat the lower-case parameters here are di�erent from the ones in the dark-sky model.)The factor in parentheses mainly represents the single-scattering phase function, andshould be nearly constant in good photometric conditions. It is plotted as a \normalized"sky brightness. Its parameter a is a measure of the lunar aureole strength; if a=b islarge, you probably have non-photometric conditions. The factor in brackets handlesthe reciprocity e�ects. The e=P term produces the correct asymptotic behavior for ahomogeneous atmosphere; however, it cannot represent \Umkehr" e�ects at wavelengthswhere ozone absorbs strongly.Both factors have the symmetry required by the reciprocity theorem. This conditionmay be violated by ground-albedo e�ects, and by photometers that have a large instru-mental polarization.Unfortunately, when the telescope is pointed so that the Moon can shine on the object-ive, the apparent aureole is nearly always dominated by light scattered from the telescope31{January{1993



13.5. REDUCING THE OBSERVATIONS 13-29optics, not from the atmosphere. Even if the mirror has been freshly aluminized, thescattered light may not be negligible, because of surface scattering. This scattering hasdi�erent angular and wavelength dependences from those of the true sky brightness, andso is not represented by the sky model. This means we should avoid observing so near theMoon that it can shine directly on the primary mirror.However, we cannot avoid having the star shine on the mirror; so we must include aterm in the \sky" model that is proportional to the brightness of the measured star, toallow for the wings of the star image that we include in our \sky" measurements. Even ifthis fraction is so small (say, below 10�3) as to have no e�ect on the sky-subtracted stellardata, it can be important in the sky model, if fairly bright stars are observed. The fractionof starlight measured depends on the distance from the star to the sky area chosen; asmentioned before, one must keep this distance �xed for all stars when observing.Using the sky modelIf you elect to model the sky, you will see some graphs showing the progress of the �ttingprocedure. First, if some bright stars were observed, you see a plot of sky data (for agiven band and night) as a function of the adjacent star's brightness. A crude linear �t,indicated by + signs, shows the initial estimate of the star contribution to \sky" data.Second, if there are enough dark-sky data to model, you will see a plot of the dark-skydata (corrected for star light) as a function of airmass, with the �tted B1 term drawn inas + signs. Both these plots show instrumental intensity units on the vertical scale.Next, if there are enough data with the Moon above the horizon to �t the B2 term, youwill see a plot of the moonlit sky, corrected for both the stellar and the dark-sky terms,as a function of elongation from the Moon. To show the importance of the lunar aureole(whose presence is an indicator of considerable aerosol scattering, and hence probablynon-photometric conditions), this plot is normalized by multiplication by the factor insquare brackets (cf. the equation for B2 in the previous subsection) and division by theairmass; that is, it is simply a plot of the E-dependent factor in parentheses. Again, the �tis shown with + signs. If the subtraction of the stellar and dark-sky terms produced someapparently negative intensities, the calculated zero level for the B2 term will be drawn asa horizontal line.If the sky is good, this plot will be nearly horizontal. Usually, it bends up near 0 and3 radians, with a minimum near 1.7; your data may not cover this whole range, so payattention to the numbers on the horizontal scale. The vertical scale is chosen to makethe range of most measurements visible, so the zero level may be suppressed; look at thenumbers on the vertical scale.It often happens that the range of the independent variables in these �ts is inadequateto allow a full �t of all the parameters. Reasonable starting values will be used for theindeterminate parameters. The �tting strategy is to adjust the best-determined paramet-ers �rst, and release parameters in turn until nothing more can be done. At each stage,the results of a �t are examined to see whether the values determined are reasonable. Forexample, most of the parameters must be positive; and the dimensionless ones should notbe much larger than unity. 31{January{1993



13-30 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGEYou will be informed of the progress of these �tting attempts. Do not be alarmedby \error messages" like DLSQ FAILED or SINGULAR MATRIX or Solution abandoned. Itis quite common for solutions to fail when several parameters are being adjusted, if thedata are not well distributed over the sky. Sometimes, when a solution fails, the �ttingsubroutine will check to make sure the partial derivatives were computed correctly. Thisis a safety feature built into this subroutine, and you should always �nd that the error inthe derivatives is 10�6 or less. The program should then comment that the model anddata are incompatible, because we are usually trying to �t more parameters than the datacan support. Remember that the program will adopt the best solution it can get; so watchfor messages like 3-parameter fit accepted, and don't worry about the failures.Pay more attention to the graphs that compare the �ts to the data. Are there regionswhere they become widely separated? If so, the �t is poor, and you can forget about themodel. If the �t looks good, the model is useful for detecting bad sky data, and may evenbe useful for interpolating missing sky measurements.When the �tting is complete, the program will print the terms used in the �t. Then,three summary graphs display the quality of the �t. The moonlit data are marked M ineach of these three plots. The �rst shows the observed sky brightness as a function of themodel value. This plot should be a straight line.The second diagnostic plot shows the residuals of the sky �t as a function of theadjacent star brightness. These points should be clustered about the axis indicated bydashes. If you tend to measure sky farther from bright stars than from faint stars, as somebeginners tend to do, the points will show a downward trend toward the right. That's asign that you need to be more careful in choosing sky positions. Likewise, a large scatterin this plot probably means you have been careless in choosing sky positions, sometimesmeasuring closer to the star and sometimes farther away. (Here, \large" means largecompared to the typical sky values on previous plots.)The �nal plot in this group shows the ratio of the observed to the computed (modelled)sky brightness, as a function of time. If the airglow changes with time, you will see wavesand wiggles in the dark-sky portion. Likewise, if the aerosol is varying with time, you willsee coherent variations in the moonlit portion. The upper and lower limits of this plot are�xed in absolute value, so the scatter visible here is a direct indication of the quality ofthe overall �t.Finally, if there are aberrant points that do not �t the model, they will be tabulated.If the data are not well represented by the model, there will be many entries in thistable. Pay particular attention to the last column, which gives the ratio plotted in thelast diagnostic graph. If the �ts were generally satisfactory, the few sky measurementstabulated here may be in error, and may indicate a instrumental or procedural problem.They should be examined carefully to determine the cause of the problem.After all this information has been presented, you will be asked whether you wantto subtract the modelled sky from the stellar data. You can reply Yes or No, or enterR to repeat the whole process, or H to ask for help. If you reply Yes, the model valueswill be subtracted from all the stellar data that were not taken during twilight. However,as twilight is not modelled, the nearest-neighbor method will be used to correct starsobserved during twilight. If you reply No, you will be given the option of subtracting the31{January{1993



13.5. REDUCING THE OBSERVATIONS 13-31nearest neighbor in all cases.The sky models do not work well if only a few observations are made with the Mooneither above or below the horizon. They do not handle solar or lunar twilight. They canhave di�culties if the observations are not well distributed over the sky. In these, as insome other cases discussed above, one should choose some other method instead of usinga model for sky subtraction.13.5.4 Choosing a gradient estimatorNow the program knows which stars have been observed, and can show you a two-colordiagram of the available standards. It displays a plot of the two nearest color indices foreach band. For example, in the uvby system, plots of (u� v) vs. (v� b) are displayed forthe u and v passbands, and plots of (v � b) against (b� y) for both b and y. The degreeof correlation between the two displayed color indices is also printed. The goal is to selectan appropriate estimator of the stellar spectral gradient across each passband.You are now asked to choose whether to use the single default color index (which wouldbe (u � v) for u, and (u � b) for v), or both colors displayed on the plot, as the basis fortransformations. In general, if the plot shows a high degree of correlation, adding thesecond index adds little information, and may weaken the solution by allowing an addi-tional degree of freedom to be adjusted. If the points cover an appreciable two-dimensionalarea, or follow a curved line rather than a straight one, you may gain substantial accuracyin transforming by using both indices as independent variables. When in doubt, ask theprogram for help.Note that you make this choice separately for each passband. (It might make senseto use two colors in reducing b, but only one in reducing y, even though the same 2-colordiagram is presented in each case.) Once you have set this choice, it will be followedthroughout the remainder of the run.Note that you will be given this choice only if there are enough standard stars to makeit a reasonable course of action. With only a few standards, and too many adjustableparameters, there is the danger that the program may simply �t a function to a few pointsand ignore the rest.In principle, these plots should employ the instrumental rather than the standardcolors of the standard stars. Unfortunately, the choice of a gradient estimator must bemade before extinction-corrected instrumental colors are available, so the standard colorsmust stand in for the instrumental ones. In practice, this should not be a problem, unlessthe instrumental system is a very poor match to the standard one. For example, if theB band of a UBV photometer includes too much ultraviolet, the instrumental B-V indexmay contain appreciable contamination from U that would not be seen in the standard2-color plot.13.5.5 Extinction and transformation modelsTo determine the parameters we want (stellar magnitudes and colors) from the observa-tions we have, we �t the data to a model. The model should represent the circumstances of31{January{1993



13-32 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGEthe observations as realistically as possible; otherwise, e�ects present in the data but notin the model will be distributed among the available adjustable parameters, such as stellarmagnitudes, extinction coe�cients, and transformation parameters. The result may wellbe a good �t to the data, with small residuals; but the parameters will be biased | thatis, they will have signi�cant systematic errors. Such errors are called reduction errors byManfroid and Sterken [16]The bias problemBias can also be introduced by improper �tting procedures. For example, the reductionprogram known as SNOPY, used for many years at La Silla and also at La Palma, usesa simple iterative technique in which some subsets of the parameters are solved for, whileothers are held �xed; then the ones last solved for are held �xed, while the ones previously�xed are redetermined. The earliest version of PEPSYS used this technique [26]. However,it required hundreds of iterations to approach the true minimum in the sum of squares,and consequently was abandoned as soon as computers became large enough to allowsimultaneous solutions for all the parameters.A particularly treacherous aspect of such subspace alternation is that the sum ofsquares decreases rapidly for the �rst few iterations and then levels o�. If the itera-tions are performed by hand, as they are with SNOPY, the user is likely to think that thesystem has converged when both the residuals and the parameter changes have becomesmall. Nevertheless, the current values of the parameters can be far from the desiredsolution.What happens is that the solution �nds its way to the oor of a long, narrow valley inthe sum-of-squares hypersurface in the n-dimensional parameter space. Even with optimalscaling, such valleys occur whenever the independent variables are partially correlated, sothat the parameters themselves are correlated. This nearly always happens in multipara-meter least-squares problems. At each iteration, the descent to the valley oor (i.e., theminimum in the mean-square error) occurs within the subspace of the parameters thatare adjusted at each iteration, but is necessarily at the starting values of the parametersthat were held �xed. At the next iteration, the solution moves a short distance in thisorthogonal subspace, and again �nds a point on the valley oor; but, again, it only �nds anearby point on the axis of the valley, and is unable to progress along the axis, because ofthe parameters that are held �xed. Succeeding iterations take very small steps, back andforth across the valley axis, while making only very slow progress toward the true min-imum at the lowest point on that axis. This behavior is notorious in the numerical-analysiscommunity, where it is known as \hemstitching".The fatal slowness of convergence along coordinate directions is explicitly describedand illustrated on pp. 294-295 of Numerical Recipes [20], although the schematic diagramshown there does not show how slow the process really is. Actual computations show thathundreds or even many thousands of iterations may not be enough to get acceptably closeto the true minimum: see, for example, Figure 4j of Gill et al. [9] or Figure 9.7 of Kahaneret al. [14]. But in every iteration after the �rst few, the sum of the squared residuals issmall and changes very slowly. One must not forget that obtaining small residuals is not31{January{1993



13.5. REDUCING THE OBSERVATIONS 13-33an end in itself, but is merely the means of �nding what we really want, namely, the bestestimates of the parameters.The most e�ective way to prevent hemstitching is to adjust all the parameters simultan-eously. In photometric problems, this means solving a rather large system of simultaneousequations. For example, if we have 100 stars observed in 4 colors on 5 nights, there are400 di�erent stellar parameters, 25 extinction coe�cients and nightly zero-points, and afew additional transformation coe�cients to be determined, if they are estimated simul-taneously. In broadband photometry, there are also parameters proportional to the secondcentral moments of the passbands to be estimated, which introduce cross-terms and hencenonlinearity. Fortunately, the nonlinearity is weak, and can be very well handled bystandard techniques (cf. [3]) that converge quickly.The problem can be speeded up further by taking advantage of its special structure:the matrix of normal equations is moderately sparse, with a banded-bordered structure;the largest block (containing the stellar parameters) is itself of block-diagonal form. Thusmatrix partitioning, with a block-by-block inversion of the stellar submatrix, provides thesolution much more quickly than simple brute-force elimination of the whole matrix. Asingle iteration takes only a few seconds, in typical problems.Equations of conditionAssured of a reliable method of solving the normal equations, we now consider the equa-tions of condition. The observed magnitude m of a star at M air masses with trueinstrumental magnitude m0 is modelled as ([10], [28])m = m0 +AeffM + Zn;where Zn is a nightly zero-point. The e�ective extinction coe�cient Aeff depends on thee�ective spectral gradient [29] of the star, for which we use some color index, a�ected byhalf the atmospheric reddening ([26], [10]):Aeff = A0 �W (C0 + RM=2):Here A0 is the extinction coe�cient for the e�ective wavelength of the passband; W isproportional to the second central moment of the instrumental passband; C0 is the extra-atmospheric color of the star (obtained by di�erencing the m0 values in the appropriatepair of passbands); and R is the atmospheric reddening per unit airmass, obtained bydi�erencing the corresponding pair of A0 values.On general numerical-analysis grounds, we initially assume the best pair of passbandsto use for C0 and R to be the pair that ank the passband in which m was observed. Thus,for the B band of UBV, we use the (U-V) color. This is not conventional practice; however,it provides a general rule that works reasonably well for all photometric systems. Such arule is required in a general-purpose reduction program. For a well-sampled system, thisproduces a strikingly accurate representation of the extinction correction [30]. For under-sampled systems, we can use a somewhat more accurate gradient estimator, using a linearcombination of the two adjacent color indices, as described above (see subsection 13.5.4,31{January{1993



13-34 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGE\Choosing a gradient estimator"). For bands at the extreme wavelengths of our system,we adopt just the neighboring color index (e.g., (U-B) for the U magnitude and (B-V) forthe V magnitude of UBV).Regarding the use of (U-V), we may note Bessell's remark [2] (in connection withthe problems created by the wide and variable B band) that \in retrospect, it would havebeen much better had (U-V) rather than (U-B) been used by Johnson in his establishmentof the UBV system." In any case, there are special problems in UBV, both due to theinadequate de�nition of the original system, and the neglect of the transformation frominside to outside the atmosphere entirely in the (U-B) index, which made the \B" of (B-V)and the \B" of (U-B) have di�erent e�ective wavelengths; in principle, it is incorrect toadd the two indices to a V magnitude and come up with a \U magnitude" as a result.Consequently, one must be very careful in doing UBV photometry, no matter how it isreduced; the only safe course is to observe at least the 20 standard stars recommended byJohnson (more would be preferable), and to look very carefully for systematic trends inthe transformation residuals.Although, for astrophysical reasons, there may be partial correlations of the true stellargradient at a given band with color indices that are remote in wavelength from the band inquestion, such correlations will depend on metallicity, reddening, and other peculiaritiesof individual stars. If correlations obtained from one group of stars are applied to anothergroup, the results may easily be worse than if the additional correlation had been ignoredin the �rst place. Thus, it is exceedingly dangerous to employ distant color indices unlessthe calibration and program stars are very similar in all these respects. We cannot relyon such good matching in general, so these partial correlations are not used in the presentpackage. However, one can expect that very good results will be obtained if the programand extinction/standard stars cover the same region of parameter space. That is, theyshould have the same ranges of spectral types, reddening, chemical composition, etc.Because �lter photometers observe di�erent bands at di�erent times, we have to do thereduction in terms of magnitudes (which are measured), rather than colors (which are not| see [10], pp. 152 { 154). This also allows isolated observations of extinction stars in asingle �lter, or a partial subset of �lters, to be used. Furthermore, the best estimate of theextra-atmospheric color C0 is used to reduce every observation, so that errors in individualmeasurements have the least e�ect on the reduction of each particular observation.Of course, it may be necessary to allow the extinction A0 to be a function of time; wealways solve for individual values on di�erent nights, as many careful investigations havedemonstrated the inadequacy of \mean extinction". The instrumental zero-point termsZ may likewise be functions of time, temperature, or relative humidity. Finally, the zero-points may be kept the same in each passband for all nights in a run if the instrument issu�ciently stable.StrategyBear in mind that you should have enough standard stars, but not too many. It is betterto have 5 observations each of 30 standard/extinction stars, than to have 3 observationseach of 50 stars; in the latter case, we are spreading the same observational weight over31{January{1993



13.5. REDUCING THE OBSERVATIONS 13-35nearly twice as many parameters. Because one observation is \used up" in determining thestellar values, only (n�1) of n observations per star are available for measuring extinction.Thus a star observed 5 times contributes twice as much to the extinction determination asa star observed only 3 times, which in turn contributes twice as much as a star observedonly twice. The planning program will help you choose the right number of stars.Furthermore, the running time of the reduction program is roughly proportional to thenumber of observations, but to the cube of the number of parameters to be adjusted. Thus,the program will take almost 5 times as long to run if there are 50 stars to be adjustedthan if there are only 30. The storage required is proportional to the square of the numberof parameters, and this may limit the number that can be handled on machines with smallmemories. At some point, any machine becomes overloaded; there is a practical limit tothe number of stars that can be adjusted in a single solution. The reduction programautomatically excludes non-standard stars that have been observed only once from theextinction solution.In sum, though one can hardly have too many observations of standard stars, oneshould not go beyond the optimum number of stars recommended by the planning program.Some observers who follow Hardie's [10] method observe a large number of standard starsjust once each; this is extremely ine�cient use of telescope time.Although these questions ought to be considered before one goes to the telescope,some observers only consider them when trying to reduce data that have been badlydistributed. Even a sophisticated reduction program cannot generate information thatwas not gathered at the telescope.Standard starsStandard stars can be included in the extinction solution, if one is careful. The problemis that there are usually appreciable \conformity errors" due to mismatch between theinstrumental and the standard passbands [16]. These are due to the integrated inuenceof features in the spectra of individual stars, which di�er in age, metallicity, reddening,etc. at a given color index value. Thus, it is wrong to assume that the transformationbetween the instrumental system and the standard system is exact, even if there were nomeasurement error in either system [1].Usually, one �nds that the instrumental system can be reproduced internally with muchmore precision than one can transform between it and the standard system. This meanswe should regard the standard values as imprecise estimates of the extra-atmosphericinstrumental values, after transforming from standard to instrumental system. In e�ect,we regard the standard values as noisy pseudo-observations of the instrumental, extra-atmospheric magnitudes.Therefore, a reasonable equation of condition to use for the standard values is:mstd = m0 + aC0where we e�ectively regress the noisy (because of conformity errors) standard values onthe internally precise instrumental system. No zero-point term appears, as we alreadytook it out in conjunction with the extinction. As before, m0 is the extra-atmospheric31{January{1993



13-36 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGEinstrumental magnitude, and C0 is the estimator of stellar gradients across the passbandbeing transformed; the same gradient estimator should be used in both extinction andtransformation equations. The transformation coe�cient a is then estimated in the generalsolution. In general, we expect a higher-order polynomial in C0 to be needed [29]; it canbe determined if enough standard stars are available. This equation then gives an explicittransformation from the instrumental to the standard system.One problem is to know what weights to assign such pseudo-observations. The con-formity errors in the transformation are usually much larger than the internal errors ofmeasurement in the standard system, so that quoted uncertainties in well-observed stand-ard stars are usually irrelevant to our problem. For convenience, unit weight in the extinc-tion solution is intended to correspond to errors of 0.01 magnitude. This is a typical orderof magnitude of conformity errors as well, so we can start with unit weight for these val-ues, and adjust the weights after a trial solution, followed by examination of the residuals.This process assigns self-consistent weights to the standard values.Alternatively, we can omit the standard stars from the extinction solution, determinethe extinction entirely from the observations, and then determine the transformation ina separate step. In this case, a separate set of zero-points must be determined in thetransformation solution, as the nightly zero-points in the extinction solution are no longercoupled to the transformation. However, this does not increase the number of unknowns,as we must then �x one night's zero points to prevent indeterminacy. (In principle, oneshould do this using Lagrange multipliers; in practice, it hardly matters, because thenightly zero points are always determined much more precisely than other parameters inthe solution.) This process is preferable if there are enough extinction observations, asit does not propagate systematic errors from the transformation into the extinction (seepp. 178 { 179 of [10], and [19]).However, observers sometimes do not get enough extinction data to permit solvingfor extinction directly. Those who follow Hardie's [10] bad advice sometimes observe eachstandard star just once; then, if there are no real extinction stars, the standard values haveto be used to obtain any extinction solution at all. But usually, in combined solutions,the extinction coe�cients will be slightly more precise, but less accurate, than in separatesolutions. The reduction program will tell you if one method or the other seems preferable;in any case, it lets you decide which method to use.There has been much splitting of hairs in the astronomical literature over the directionin which the standard-star regression should be performed. Unfortunately, the argumentshave all assumed that the regression model is functional rather than structural; that is,they assume there is an exact relation connecting the two systems, in the absence ofmeasurement noise. In practice, conformity errors are usually larger than measurementerrors, so the functional-regression model is incorrect. In any case, the problem we havehere is a calibration problem: given measurements of some stars in the standard systemA and the instrumental system B, we want to predict the values that would have beenobserved in A from the values we have observed in B, for the program stars. In this case,the regression of A on B provides the desired relationship [5].While the conformity errors make it reasonable to do the regression in the sense de-scribed above, it is also clear that they involve signi�cant e�ects that are not accounted31{January{1993



13.5. REDUCING THE OBSERVATIONS 13-37for in the usual treatments of transformation. In particular, substantial non-linear termsare to be expected in transformations, and the neglect of higher-order cross-product termsin general makes transformations appear to be multivalued [29]. The correct treatment ofthese problems requires a well-sampled system. Trying to correct for missing informationafter the fact is a lost cause; e�ort should instead go into minimizing the conformity errorsin the �rst place.In general, one cannot emphasize too strongly the need to measure the instrumentalspectral response functions, and to choose �lters | by actual transmission, not by thick-ness! | that reproduce the standard system as accurately as possible. The di�erencebetween instrumental and standard response functions represents a serious disparity thatcannot be made up by any reduction algorithm, no matter how cleverly contrived.13.5.6 Reduction procedureAfter subtracting dark current and sky brightness from your stellar data, and asking youto select a gradient estimator for each band, the reduction program converts intensitiesto magnitudes. At this stage, it warns you of any observations that seem to have zero ornegative intensities (which obviously cannot be converted to magnitudes). These are oftenan indication that you have confused sky and star readings. The program then estimatesstarting values for the full solution.The program treats four di�erent categories of stars di�erently: standard stars, ex-tinction stars, program stars, and variable stars. It asks for the category of each �le ofstars when the positions are read in. Standard stars are those having known standardvalues, which are used only to determine transformation coe�cients. They may also beused to determine extinction. Be cautious about using published catalog values as stand-ards; these often have systematic errors that will propagate errors into everything else.Extinction stars are constant stars, observed over an appreciable range of airmass, whosestandard magnitudes and colors are unknown, or too poorly known to serve as standards.Ordinary stars taken from catalogs of photometric data are best used as extinction stars;later, you can compare their derived standard values with the published ones as a roughcheck. Program stars may be re-classi�ed as either extinction or variable stars during thecourse of the extinction solution. If they are not used as extinction stars, they are notincluded in the solutions, but are treated as variable stars at the end. Variable stars areexcluded from the extinction and transformation solutions. Their individual observationswill be corrected for extinction and transformation after the necessary parameters havebeen evaluated.You will do best to maintain separate star �les for each category; however, you canintermix extinction and variable stars in a \program star" �le, and PEPSYS will do thebest it can to sort them out, if you ask it to use program stars for extinction (see below).Remember that only star �les need to be separated this way; a data �le normally has allthe observations for a given night, regardless of the type of object.You can also group related �les in a MIDAS \catalog" �le. Use the MIDAS commandCREATE/TCAT to refer to several similar *.tbl �les as a catalog �le. Note that (a) you mustenter the \.cat" su�x explicitly when giving PEPSYS a catalog; and (b) a catalog must31{January{1993



13-38 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGEcontain only tables of the same kind | e.g., only standard stars, or only program stars.Catalogs can be used for both star �les and data �les.When all the star �les have been read, the program asks for the name of the table�le that describes the instrument. As usual, you can omit the \.tbl" su�x and it will besupplied.Then the program asks for the data �les. Remember to add the \.cat" su�x if you usea catalog. While reading data, it may ask you for help in supplying cross-identi�cationsif a star name in the data did not occur in a star table. If all your data �les have beenread, but it is still asking for the name of a data �le, reply NONE and it will go on. (Thissame trick works for star �les too.)The program will display a plot of airmass vs. time for the standard and extinctionstars on each night, so you can judge whether it makes sense to try to solve for time-dependent extinction later on. If the airmass range is small, it will warn you that you maynot be able to determine extinction.If the data are well distributed, and there are numerous standard stars, it will obtainstarting values of extinction coe�cients from the standard values; otherwise, it assumesreasonable extinction coe�cients and estimates starting values of the magnitudes fromthem. (These starting values are simple linear �ts, somewhat in the style of SNOPY,except that robust lines are used instead of least squares.) From the preliminary values ofmagnitudes, it tries to determine transformation coe�cients, if standards are available.This whole process is iterated a few times to obtain a self-consistent set of startingvalues for all the parameters, except for bandwidth factors. Each time the program loopsback to re�ne the starting values, it adds a line like \BEGIN CYCLE n" to the log. Don'tconfuse these iterations, which are just to get good starting values, with the iterationsperformed later in the full solution.One problem in this preliminary estimation is that faint stars with a lot of photonnoise might just add noise to the extinction coe�cients. The program tries to determinewhere stars become too faint and noisy to be useful for estimating extinction. The roughextinction and transformation coe�cients will be displayed as they are determined; if anyfall outside a reasonable range of values, the program will tell you and give you a chanceto try more reasonable values.When reasonable starting values have been found for the parameters that will beestimated in the full solution, the program still needs to decide how to do the solution.Should the standard values of the standard stars be used in determining extinction (whichrequires estimating transformation coe�cients simultaneously), or should extinction bedetermined from the observations alone, and the transformations found afterward? Theprogram will ask your advice.If you have designated no extinction stars, the reduction program will ask you whetheryou want to treat program stars as extinction stars. If you believe most of them areconstant in light, you can try using all of them as extinction stars. If some turn out to bevariable, you will have a chance to label them as such later on. If many of the programstars are faint, they may be too noisy to contribute anything useful to the extinctionsolution; then you could leave them out and speed up the solution. On the other hand,values obtained from multiple observations in the general solution will be a little more31{January{1993



13.5. REDUCING THE OBSERVATIONS 13-39accurate than values obtained by averaging individual data at the end.When the program is ready to begin iterating, it will ask how much output you want.When you �rst use PEPSYS, you may �nd it useful to choose option 2 (display of iterationnumber and variance). After you get used to how long a given amount of data is likelyto take to reduce, you can just choose option 1 (no information about iterations). Thedetailed output from the other options is quite long, and should only be requested if theiterations are not converging properly and you want to look at the full details.If you ask for iteration output, you will always see the value of the weighted sum ofsquares of the residuals (called WVAR in the output), and the value of the typical residualfor an observation of unit weight (called SCALE), which should be near 0.01 magnitude.The weights are chosen so that the error corresponding to unit weight is intended to be 0.01mag. When SCALE changes, there can be considerable changes in WVAR | in particular,don't be alarmed if it occasionally increases. A ag called MODE is also displayed, whichis reset to zero when SCALE is adjusted. During normal iterations, MODE = 4; ordinarily,most of the iterations are in mode 4, with occasional reversions to mode 1 when SCALE isadjusted. More detailed output contains the values of all the parameters at each iteration,and other internal values used in the solution; these are mainly useful for debugging, andcan be ignored by the average user.Typically 20 or 30 iterations are needed for convergence; if the data are poorly dis-tributed, so that some parameters are highly correlated, more iterations will be needed.If convergence is not reached in 99 iterations, the program will give up and check thevalues of the parameters (see next paragraph). This usually indicates that you are tryingto determine parameters that are not well constrained by the data. It will also check thevalues of the partial derivatives used in the problem; if there is an error here larger thana few parts in 106, you have found a bug in the program.At the end of a solution, the program prints the typical error, and then examines theparameters obtained. If extinction or transformation coe�cients or bandwidth parametersseem very unreasonable, the program will simply �x them at reasonable values and tryagain. If they seem marginally unreasonable, the program will ask for your advice.When reasonable values are obtained for all the parameters, the program will check theerrors in the transformation equations, if standard values have been used in the extinctionsolution. Then, if necessary, it will readjust the weights assigned to the standard-stardata, and repeat the solution. Usually 3 or 4 such cycles are required to achieve completeconvergence. Thus, including the transformation parameters in the extinction solutionmeans the program may take longer to reach full convergence.Having reached a solution in which the weights are consistent with the residuals, theprogram examines the stellar data again. If you have \program" stars that might be usedto strengthen the extinction solution, it will ask if you want to use all, some, or none ofthem for extinction. If you reply SOME, it will go through the list of stars one by one ando�er those that look promising; you can then accept or reject each individual star as anextinction star. Only stars whose observations cover a signi�cant interval of time and/orairmass will be o�ered as extinction candidates.In examining the individual stars, the program may �nd some that show signs ofvariability. For those that have several observations, a \light-curve" of residuals will be31{January{1993



13-40 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGEdisplayed. Pay close attention to the numbers on the vertical scale of this plot! Eachstar's residuals are scaled to �ll the screen. If there are only a few data for a star, onlythe calculated RMS variation is shown.A star may show more variation than expected, but if this is under 0.01 magnitude, itmay still be a useful extinction star | indeed, the star may not really be variable, but mayhave had its apparent variation enhanced by one or two anomalous data points. Anotherproblem that can occur, if you have only a few extinction stars, or only one or two nightsof data, is a variation in the extinction with time. This can produce a drift in the residualsof a standard or extinction star that may look like some kind of slow variation. Watch outfor repeated clumps of anomalously dim measurements that occur about the same timefor one star after another; this often indicates the passage of a patch of cirrus.The program will show you several doubtful cases for every star that really turns outto be variable, so be cautious in deciding to treat them as variable stars. If you decidethat a star really looks variable, you can change its category to \variable", and it will beexcluded from all further extinction solutions.If you change the category of any star, the program goes back and re-does the wholeextinction solution again from the very beginning. When you get through a consistentsolution without changing any star's category, the program announces that it has done allit can do, displays some residual plots, and prints the �nal results.All reductions are done in the instrumental system, even if standard-star values (andhence transformations) are included as part of the extinction solution. It may be helpfulto look at a schematic picture of the reduction process (see Figure 13.2 on the next page).13.5.7 Final resultsResidual plotsFirst, there is a set of residual plots against airmass for each night. The plots for individualpassbands are compressed so that two will �t on the screen at once; this allows you tonotice correlations in the behavior of residuals in adjacent bands.Next, there are residuals as functions of time for each night (again compressed to makecomparisons easy). Examine these plots carefully for evidence of trends with time. Afteryou have inspected the run of the residuals with time, the program will ask if you wantto solve for time-dependent parameters. If you reply \YES", it will show you some plotsintended to help you distinguish between time-dependent extinction and time-dependentzero-point drift. These plots are accompanied by some numbers that may also be helpful(see Fig. 13.3).The principle behind these plots is that time-dependent extinction produces errors(and hence, we hope, residuals) that are proportional to airmass; but instrumental driftproduces residuals uncorrelated with airmass. Suppose we have two successive observationsat airmasses M1 and M2, which produce residuals �1 and �2. If the extinction changesslowly with time, we expect the ratios (�1� �2)=(M1�M2) and (�1+ �2)=(M1+M2) to beequal, as each is (on the average) the deviation of the current extinction coe�cient fromthe mean extinction for the night, multiplied by the airmass di�erence of the points being31{January{1993



13.5. REDUCING THE OBSERVATIONS 13-41Pre-process data: Subtract Dark,Sky, and Red leaks?Initialize solution: �START?Include std./program stars?Get starting values: ?Use std. valuesor mean ext.?���	std.Cycle: �nd ext.from stars -6check photonnoise level @@@Rmeancorrect stars for ext.?�nd approx. transform.?good starting values?no�6� ?yesFull solution: Do full iterations?Results OK?yes�Reduce individual data,tabulate results. DONE. no -
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%Figure 13.2: Schematic owchart for reductions31{January{1993



13-42 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGEv drift plot slope = 1.50 32 datadifferential offsetX I.01 II *I-1.+I *I * * * *II * * $ +++++++++++++0.+ - - - - - ++++++++++*+++++*++++++++++ - - -I ++++++++++++ * * *I * * $* $I * * *I *1.+I *II *I2.+---+---+---+---+---+---+---+---+---+---+---+---+---+--14 12 10 8 6 4 2 0 -2 -4 -6 -8 -10 E-04mean offset --> ratios: 0.089 0.083Figure 13.3: Sample drift plotcompared.Unfortunately, a plot of the �rst ratio against the second produces an uninformativescatter diagram, because the divisor (M1 � M2) makes the scatter of the points veryunequal. If, instead, we plot (�1 � �2) against (�1 + �2)(M1 �M2)=(M1 +M2), the valuesshould all have comparable scatter. This is the plot shown in Fig. 13.3. The line drawnwith + signs has the �tted slope and passes through the origin. Again, we expect unitslope if the extinction is changing with time, and zero slope if the instrument is at fault.The actual slope is printed above the plot.We can obtain additional information from the scatter of the values. The verticalspread of the plotted points is just proportional to a typical residual. The horizontal spreadhas the same value, but diminished by a typical value of the ratio (M1�M2)=(M1+M2).This average ratio, followed by the ratio of the spreads, is shown at the bottom of the plot.If the errors are dominated by changes in the extinction, we expect the ratio of spreads tobe just this average ratio. But if instrumental drift dominates the errors, the spread in theordinates should be much smaller than the spread in the abscissas, because the correlatedpart of the residuals cancels out in the di�erences.31{January{1993



13.5. REDUCING THE OBSERVATIONS 13-43If the drifts are small, so that the data are dominated by random noise, we expect themean slope to be zero, and the ratio of spreads to be the average ratio of airmass di�erenceto airmass sum, (M1�M2)=(M1+M2). We can therefore take a mean slope greater than0.5 as evidence in favor of extinction drift, but a smaller slope is only weak evidence ofzero drift, as it could be due to noise. Similarly, a spread ratio near zero is strong evidencefor zero-point drift, but a value near the mean airmass ratio could be due to noise. Onthis basis, the sample data shown in Fig. 13.3 show good evidence for extinction drift.After showing the individual drift plots, the program displays a table that summarizesthe results for all bands and nights. In this table, cases that favor extinction drift aremarked \E" and those that favor zero-point drift, \Z". Lower-case letters indicate weakerevidence, and a dash indicates nights with too few data to make a useful plot.At this point, you will be asked to choose whether to solve for time-dependent ex-tinction, time-dependent zero points, neither, or both. In general, you should choose thesituation that seems most typical; help is available if you want it. It is usually not wiseto try to solve for both kinds of drift; unless the data are very well distributed, one usu-ally �nds a strong anti-correlation of the derived drifts in extinction and zero-point. Atpresent, only linear drifts with time are modelled; but this should su�ce for most goodnights.If you choose to change the model (i.e., either add or remove a time-dependent term,compared to what was previously used), the program loops back to the beginning of thesolution, and repeats its work, using the new model. Initially, solutions are always donewithout time-dependent terms. This strategy lets you choose an optimal set of extinctionstars before trying to solve for any time-dependent terms, which are usually rather weaklydetermined. If you make no changes in the time-dependence of the model, the extinctionsolution is �nished at this point.If you included standard-star values in the extinction solution, the transformationcoe�cients were included in the parameter adjustments. Then full-screen plots of thetransformation residuals are shown, followed by residuals plotted as a linearity check. Ifyou did not include standard-star values, the linearity check is plotted, and the programthen determines the transformation separately.Estimated parametersAfter the last residual plot, the �nal parameter values (and their errors) are printed,including the magnitudes and colors of the individual stars in the extinction solution. Theerrors for the color indices take account of the covariances between the magnitudes. This isfollowed by a table of the individual residuals, which includes the symbols used to identifydi�erent stars in the residual plots.Individual dataFinally, the individual observations themselves are reduced, using the parameters fromthe extinction solution. This is a little tricky, as one needs color values to include thecolor terms in both extinction and transformation equations. If all colors are observed31{January{1993



13-44 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGEsimultaneously, as is done with multichannel spectrometers, these colors can easily beextracted from the neighboring data. But a �lter photometer or CCD must observepassbands sequentially. Again, this may not be a problem, if the star is constant inlight.However, for variable stars, the brightness is changing in all bands, and it is di�cultto de�ne the correct color to use in the reduction. In principle, one should constructthe full light curve of the star, and then interpolate the colors to the time at which eachpassband was observed. In practice, a simpler compromise is used: the colors are simplyinterpolated linearly in time, if there are earlier and later observations of the star on thesame night. For the �rst and last observations of a star on a given night, the nearestobservations (in time) in the adjoining bands are used. In every case, the values of thecolors used to reduce each magnitude are shown on the output.Every observation is given individually, including observations of standard and extinc-tion stars, together with the U.T. day fraction and heliocentric Julian Date. These dataare of interest for standard and extinction stars if they later turn out to be variable. Notethat the values of stellar parameters adopted in the extinction solution are to be preferredto values obtained by averaging these individual observations that have been corrected forextinction and transformation.NOTE: Because colors are needed to transform the observations, �rst to outside theatmosphere and then to a standard system, only stars that were observed in all passbandson a given night can be reduced in this section of the program. This is in contrastto the treatment of constant stars in the general solution, where even single-passbandmeasurements are useful, provided that (a) every star was observed at least once duringthe run in every passband; and (b) every night has some observations in all passbands.That is, the extinction solution can in principle produce results if we observe extinctionstar 1 only in passband A and star 2 in passband B on night 1, and star 1 only in passbandB and star 2 in passband A on night 2. This ful�lls the requirements for data in bothbands for each night, and for each star. Even if the passbands are linked by color termsin the extinction, the solution is possible, because we do obtain mean colors for each star.However, none of these data could be reduced individually, as there are no observationsof either star in both bands on the same night.Log�le outputAll the on-line output goes into the MIDAS log�le. Normally, you would print this outafter a reduction run, to have a record of what you have done. This may run a hundred ormore pages in length, so you may want to use a reduced-size or \two-up" option in printing,if you have it available. The �nal values are also stored in a table named results.tbl, whichcan be incorporated in the Archive (using a procedure yet to be written!) You can extractvalues from this table to make tables or plots for publication.To avoid cluttering up your reduction log with other MIDAS output, you can run theDELETE/LOGFILE command before starting the reductions. Note that the log�le (normallykept in your $HOME/midwork directory) is a at ascii �le that can be edited to removeunwanted matter before printing. 31{January{1993



13.5. REDUCING THE OBSERVATIONS 13-45Table �le outputThe individual data, reduced as described above, are put into a simple output table �lenamed \results.tbl". Its columns give both MJD and heliocentric Julian Date (minus2400000); the name of the object; the band; and the corresponding standard magnitude.This makes the results of the reductions available for further processing with MIDASutilities.For example, although the table entries are written in the same order they are prin-ted in the log�le (star by star, so that the necessary color data are adjacent), they canbe rearranged into chronological order, or by passband, with the SORT/TABLE command.Columns can be extracted to a new table, using PROJECT/TABLE. You could interpol-ate the values of a comparison star to every time in the table by using FIT/TABLE orREGRESS/TABLE, and then use COMPUTE/TABLE to subtract these from the values for avariable star to produce di�erential photometry.Additional columns could be transferred from the original data to the new table, usingPROJECT/TABLE and JOIN/TABLE or MERGE/TABLE, so that correlations and e�ects notlooked for by the reduction program can be detected. In general, because the PEPSYSpackage makes heavy use of table �les, the user should try to become familiar with theutilities MIDAS provides to deal with them.13.5.8 Interpreting the outputWhen you look over the printed output, pay particular attention to the following:1. Rejected stars: These are marked with an asterisk (*) in the right margin when theresiduals are listed. An occasional reject is normal; but clumps of rejected observationsare not. If every observation of a standard star is rejected, it may be misidenti�ed. If thestandard values of a standard star are all rejected, there may be a catalog (or copying)error; or the wrong star may have been observed.Abnormally faint observations of program stars are often due to the dome being in theway. Be careful to check the dome slit while observing, if it is not controlled automatically.Another cause of abnormally faint star readings is confusion of star and sky measurements(see item 4 below).2. Reading plots: Remember the conventions used in low-resolution plotting: the $symbol marks overlapping points; ^ and v mark points beyond the upper and lower edgesof the plot (think of them as arrowheads). Some plots have �tted lines indicated by a seriesof dashes. The residual plots identify di�erent stars with di�erent symbols; these are givenin the tables of residuals.3. Trends in residual plots: Similar trends in the run of residuals with time in di�erentbands usually indicate either instrumental instability (zero-point drift) or varying extinc-tion. Instrumental drifts are usually a function of temperature and/or relative humidity;but a bad high-voltage supply can produce irregular variations. Extinction variations areusually larger at shorter wavelengths, and may show short-lived dips as wisps of cirruscross the sky.4. Observations with negative intensities: These can be caused by star observations31{January{1993



13-46 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGEmisidenti�ed as sky, or vice versa. Check your data very carefully for errors. Ordinarily,sky data should be much fainter than the star measurements, for stars brighter than aboutmagnitude 15. If you have fainter program stars than this, use a CCD to obtain the con-siderable bene�ts of simultaneous measurements of star and sky. The sky is considerablybrighter in the infrared, or during auroral displays. Here, large uctuations in sky bright-ness can occur, occasionally producing negative star intensities after sky subtraction. Ifyour sky uctuations are appreciable, compared to your faintest program star, be sure tochop back and forth quickly between star and sky to subtract the uctuations accurately.13.5.9 Special problemsMissing bandsBecause a full set of colors is required to account for color terms, it is not possible toreduce data for stars that have not been observed in all �lters. If you have some starsthat were observed in only a subset of bands, you should extract from the entire table ofobservations just the subset of bands, and run the whole set of stars in this band subsetto obtain reduced values for the stars with incomplete observations. Then make a secondset of data from which the incomplete observations are removed, and reduce these to getgood values for the stars with complete observations. Be aware that the reduced valueswill di�er systematically in the two subsets.For example, some stars might be observed only in B and V in a run when most starswere observed in the full UBV set of bands. You would then do two separate reductions:one for all stars, using only the B and V data, and one with only the stars having fullUBV data. Notice that the B and V values for the stars in common will di�er slightly inthe two solutions. The values from the full UBV solution should be more accurate; butyou should not intermix them with values from the BV solution. If homogeneity is moreimportant than accuracy, you could try adopting the B and V values for all stars from theBV solution, and the U-B colors from the full solution. The B's in the B-V colors thendi�er from the B's in the U-B colors; but this is basically what Johnson did in setting upthe system. To avoid the problem, make sure you observe every star in every band.Although the reduction program assumes you will observe a contiguous subset of thebands in any standard system, you could still force it to reduce a non-contiguous subsetby replying OTHER when asked for the system name. You would then supply, in orderof increasing wavelength, the bands you actually used. However, you would also have tomake up a special set of standard-star �les, in which the indices skip any missing bands.Note that standard-star data that are missing some passbands may still be useful. Ingeneral, at least one magnitude is required; except for H-Beta standards, stars with onlyindices and no magnitudes are not useful.NonlinearityAlthough it is possible to solve for nonlinearity (e.g., dead-time) corrections in both pulse-counting and DC photometry, extreme care should be used in doing so. The problem isthat the nonlinearity is strongly coupled to other parameters in the solution. A common31{January{1993



13.5. REDUCING THE OBSERVATIONS 13-47error is to include standard-star values in the solution; this aliases conformity errors forthe 2 or 3 brightest stars into the nonlinearity parameter. Nonsensical values of boththe nonlinearity and the transformation parameters are the usual result, accompaniedby a misleadingly \good" �t (small residuals, and small standard errors on the coupledparameters).To determine nonlinearity accurately, a neutral attenuator should be used to observe aconsiderable number (say, 15 or 20) of the brightest stars. The fainter stars serve to calib-rate the attenuator; the brightest stars then determine the nonlinearity, through comparis-ons between their attenuated and unattenuated observations. A less precise determinationof nonlinearity is possible by using the atmospheric extinction as the attenuator; unfortu-nately, this is not neutral, so the coupling between nonlinearity, extinction, and bandwidthparameters can produce systematic reduction errors. In either case, the transformationsolution should be done separately from the extinction-and-nonlinearity �t.It is particularly dangerous to have a single star much brighter than the rest, as its highleverage on the nonlinearity parameter will guarantee systematic errors. Such a star willstand out as isolated points on the right-hand side of the linearity plots. If the brighteststar is extremely red or blue in any color index, the errors will a�ect the transformationsmore strongly. Try to �nd 2 or 3 bright stars of intermediate color within half a magnitudeof one another, to determine the nonlinearity.While the best linearity is obtained with a good DC system, used at small anodecurrents, an overloaded DC system can be just as nonlinear as an overloaded pulse counter.The best policy is to know and understand your equipment thoroughly, and (if possible)to avoid observing in the range where nonlinearity is known to be a problem.Special systemsIf you want to either plan or reduce observations made in your own non-standard system,both the planning and the reduction programs let you declare the system as NONE or OTHER.Use NONE when you want to work entirely in the instrumental system, and OTHER whenyou want to use a special system of standard stars. In either case, you will need to specifycentral wavelengths, bandwidths, and the relation between the passband magnitudes andwhatever color indices you use.You can maintain your own �les of standard stars for your private system, or foryour instrumental system. Sometimes it is convenient to maintain instrumental-systemstandards, to avoid the information loss of conformity errors, which should be negligiblein this case. Instrumental mean values can then be used to determine extinction veryaccurately.Marginal nightsOften, one �nds that some nights of a run were of marginal photometric quality. Theremay have been clouds or cirrus visible; or the residuals may simply be anomalously large.How should these marginal nights be treated?The safest thing is to reduce all the nights of a run together at �rst. If one or two nights31{January{1993



13-48 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGEthen have a large number of rejected observations, try to decide whether the problemis instrumental or transparency problems. Nights with instrumental problems shouldprobably be rejected completely. Nights with variable transparency may sometimes besalvaged, either by throwing out the worst part of the night, and reducing the rest togetherwith the good data; or by removing a dubious night from the solution, and treating itseparately.In treating a bad night separately, one can either force the extinction coe�cients tohave particular values, or force the standard and extinction stars to have particular values(by creating a special standard-star �le). Much of the time, the best thing to do with baddata is throw them away.Sky problemsIf the program complains that you have negative intensities, this is usually due to misid-entifying star observations as sky. It can also be caused by marking sky observations asstar data. Check the STARSKY column of your data tables.Another problem with sky occurs when the program cannot �nd a suitable sky observa-tion to subtract from a star datum. This can occur when di�erent measuring diaphragmshave been used. Remember that you cannot correct an observation for sky unless thereare sky data taken in the same band through the same aperture.Finally, as the sky-modelling algorithm does not try to model twilight, it uses the\nearest-neighbor" method to correct star observations made during twilight for sky. Youmay �nd that such observations cannot be corrected for sky by this method, if the starwas measured during twilight, but the corresponding sky measurement occurs just afterthe end of evening twilight or just before the start of morning twilight. You can preventthis problem by measuring sky both before and after each star measured during twilight;but you should do this anyway. Note that the planning program tells you when twilightbegins and ends.CCD dataIf CCD data are to be reduced, it is essential that they all be on the same instrumentalsystem. First, all the data for each night must be reduced with a common average at�eld, for a given �lter. (It is possible to use a di�erent at for each night, which willintroduce a zero-point shift from one night to the next.)Second, all the data for a given night must be comparable, to satisfy Steinheil's prin-ciple. One can have problems with some image-extraction routines that use PSF �tting.Because of seeing variations during to night | and especially because of the dependenceof seeing on airmass | there may be systematic errors introduced by using di�erent point-spread functions on di�erent frames. If a very detailed PSF model is available, so that thewhole energy in a star image is well extracted, with very small residuals, one may expectPSF-�tting to work adequately. However, one must be sure that the extracted magnitudesrefer to the total energy in the image, and are not just scaled to the peak.If you use a PSF-�tting routine that leaves obvious \blemishes" when the �tted pro�le31{January{1993



13.6. INSTALLATION 13-49is subtracted from the original frame, it is likely that there will be systematic errors thatdepend on seeing. In turn, this means systematic errors that depend on airmass, whichwill spoil the determination of extinction coe�cients.In general, the safest approach with CCD data is to simulate \aperture" photometry,as it is often called | just integrate the total signal in a box (round or square) of �xed sizecentered accurately on each star. This may give larger random errors than PSF-�tting,but smaller systematic errors. This balance between accuracy and precision is a commondilemma in stellar photometry.Problems with star namesIf the star names used in data �les are not exactly the same character strings as thoseused in star �les, the reduction program will try to make cross-identi�cations. These arebased on heuristic rules that are generally observed in naming stars | for example, manystars have a catalog abbreviation followed by a number, or a Greek letter followed by aconstellation abbreviation. The program recognizes some common catalog abbreviations(HR, BS, BD, CD, CPD, HD, NGC), but will guess that two or three letters followed bya number represents such a name. It also can cope with common su�xes like A, B, andAB for multiple stars.The program applies these rules in attempting to parse name strings containing mul-tiple designations that are not separated by the \ = " string (surrounded by blanks). If yousometimes write a name with an embedded blank and sometimes without (e.g., \HR 123"vs. \HR123"), it may be able to identify the two as equivalent, or it may ask for help. Itis di�cult to write a simple set of foolproof rules for recognizing star names; for example,the program cannot simply squeeze out embedded blanks, as it would then confuse BD+1 2345 with BD +12 345.Occasionally a typing error can confuse the program, and it will print Cannot parse:followed by a name string. For example, spelling errors in constellation abbreviations,Greek letters, or the letter O for a digit 0 can cause such a message. In these cases,the program asks for help, and asks for a replacement name string (which can containembedded blanks). Afterward, the replacement string will be used instead of the one thatcaused problems.This situation can be avoided by making sure that all star names are spelled consist-ently, and that names in star �les agree with names in data �les.13.6 InstallationThe �rst user of PEPSYS at a new site must make sure that the necessary table �les havebeen installed. Also, it may be useful to change some PARAMETER statements to suit localcircumstances. Most users will never have to worry about these things; but here they are,just in case you need them. 31{January{1993



13-50 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGE13.6.1 Table �lesMIDAS table �les are binary �les, to save the considerable overhead of converting betweenascii and the machine's internal binary representation of numbers. The price to be paid forfast response while reading a table is that tables are not transportable between di�erentmachines. This means that the standard tables have to be created on each new machine.Fortunately, MIDAS also understands FITS formats, which are portable. Therefore,the tables of standard stars (and some other sample tables) are available as portable ascii�les, and a script is provided to create the tables. The FITS �les are (on a UNIX system)in the directory $MIDASHOME/calib/raw/pepsys, which contains several �les with thesu�x .mt. The directory $MIDASHOME/calib/install contains scripts for installing such�les; the script you want is pepsys.prg. The local MIDAS guru should run this script tocreate the table �les in $MIDASHOME/calib/data/pepsys. After running the script, pleasecheck the newly-created table �les to make sure users can read them but not re-write orremove them.If the \calib" directories and �les are not part of your system, they can be obtainedby ftp, or (if necessary) on magnetic tape.13.6.2 Maximum limitsThe planning and reduction programs are distributed with array sizes set large enoughto let most observers work without di�culty. However, you might need to reduce avery large data set, or to deal with a very large number of passbands (9 is the nom-inal limit). The programs are all written in FORTRAN, and the dimensions of thesearrays are set by PARAMETER statements in \include" �les. All these short �les are in the$MIDASHOME/$MIDVERS/contrib/pepsys/incl subdirectory.The programs check for array overows as they read data. If you encounter a limit,the program will tell you which PARAMETER statement to change. Ask your MIDAS guruto edit the PARAMETER statement and recompile the programs. To make sure everything isinternally consistent, compile the subroutines before compiling the main programs: moveto the pepsys/libsrc directory and make the subroutines, then go to the pepsys/srcdirectory to make the main programs.The main limitation on what is practical is machine memory. If your machine does nothave enough memory to store all the necessary arrays without swapping pages back andforth to disk, the reduction program may run very slowly. (Bear in mind that responseon multi-user machines also depends on what else is being run by other users at the sametime.) The main problem is holding the matrix of normal equations during the iterations;on the other hand, star catalogs can be made quite large without paying much of a pricein terms of performance. (However, if the number of stars exceeds 2048, the binary-searchsubroutine NBIN will need to be modi�ed.)You can get a rough idea of where you will run into problems by noting that thematrix of normal equations is made of double-precision numbers, and is a square matrix(well... triangular, actually) with as many elements each way as there are parameters tobe evaluated. For example, to solve for 120 extinction and standard stars in 4 colors takes31{January{1993



13.7. A BRIEF HISTORY OF PEPSYS 13-51480 parameters; there will be some extinction and transformation coe�cients, too, so thisproblem is about 500 x 500, using a quarter of a million matrix elements. Each element is8 bytes long, on most systems; so we need roughly 2 MB of memory | no problem thesedays. Of course, only half the matrix is stored, as it is symmetric. On the other hand,you need space for the right-hand-side vector, and the program as well, not to mentionother arrays that are needed. So this rough calculation is good enough for astrophysicalaccuracy.On the other hand, if you wanted to do 1000 stars simultaneously in 4 colors, you'dneed some 16 million elements of 8 bytes each, or 128 MB of storage. That's probably toobig for most machines to handle gracefully. Or, if you wanted to reduce 100 channels ofspectrophotometry simultaneously, even 20 stars would give you 2000 parameters (plus 100extinction coe�cients per night!); that would be over 32 MB, and heading for trouble. Inthis latter case, it would probably make sense to reduce smaller subsets of bands together,to allow more stars and nights to be combined. In general, you should try to reduce atleast 4 or 5 nights' data together, to improve the extinction determinations.If your machine proves to be a bottleneck, you might want to maintain two variantsof the reduction program: one small enough to run quickly on ordinary data sets, and amonster version for the occasional monster problem. In this case, the small, fast versionwould be kept in the regular MIDAS directory tree, and the gigantic version could beowned by the rare user who needs it.If you �nd it necessary to increase some of the array parameters, please let the ImageProcessing Group at ESO know what changes you make. This will allow revised parametersto be distributed in future releases.13.7 A brief history of PEPSYSThis package is descended from a program originally written for the IBM 704 in the late1950's [26]. It used all constant stars as extinction stars, combined multiple nights withseparate extinction coe�cients, and employed King's correct representation of color termsin the extinction. That program was written in assembly language after an initial try inFORTRAN II would not �t into the 8192 words of the machine's memory. Data werepacked, two to a word, on magnetic drums. Computers at that time were so small thatthe program needed every cell of the machine; even so, it had to be split into overlays.When the 7090 came along, the program was stored on a loadable tape that displacedthe FMS operating system from core memory, and pulled the system back in when it�nished. This special system tape was labelled PEPSYS (for Photo-Electric PhotometrySYStem). This original PEPSYS died when the IBM 709x systems became obsolete.A second attempt was made on a Cyber 175 many years later. The planning programwas added in the 1980's. This was ported to a VAX, and later to other machines (AT&T3B2 and Sun 4). These ports shook a lot of portability bugs out of the common subroutines.The Manfroid { Heck program [15], and a program used at that time by Peter Stetsonwere investigated, but found to be too specialized to particular photometric systems anddata formats to be generally useful, so a proposal was made to NSF to develop something31{January{1993



13-52 CHAPTER 13. PEPSYS GENERAL PHOTOMETRY PACKAGEalong the lines of the present system. The proposal was rejected on the grounds that (a)it was too expensive, and (b) such a thing is impossible anyway.The heart of the present reduction program | the fast matrix inversion using parti-tioning { was developed during a simulation study in the late 1980's. However, it was usedonly on phony data, and lacked the extensive user interface of the present version. Someuser interface, especially material now embedded in the MAKE/PHOTOMETER command, wasdeveloped on an Intel 80386 system running SCO Xenix System V.The current system was sponsored by ESO; I thank Chris Sterken and Preben Grosb�lfor setting up my visit to Garching. This version was developed within ESO's ImageProcessing Group. Although an image-processing system o�ers the photometrist as manyinconveniences to work around as useful tools, it has been possible to hide most of theproblems from the user.13.8 AcknowledgementsMany people have contributed help and advice in developing the current version of PEPSYS.I have learned a lot about photometry over the years from A. W. J. Cousins, whose pa-pers I recommend to every observer. John Menzies communicated the Cousins E-regionstandards in both UBV and uvby systems. Erik Olsen provided the latest uvby { H-Betastandards, and advice on their use. Harri Lindgren and Petr Harmanec provided muchuseful discussion of reduction methods. Stan Ste was the �rst user of PEPSYS at ESO,and uncovered a number of bugs as well as suggesting helpful features. Chris Sterkentested the reduction program, helped �nd bugs, and made useful suggestions. Josef Hroncarefully read the documentation and suggested numerous improvements. Fionn Murtaghpointed out a useful reference [5]. The members of the IPG all helped me with numerousMIDAS problems. Above all, I must thank Chris Sterken and Jean Manfroid for thinkinghard about photometric reductions, and publishing a stimulating series of papers on thesubject, as well as their recent textbook [22].13.9 Summary of PEPSYS commands� MAKE/HORFORM: Makes a blank form to �ll in with horizon data� MAKE/STARTABLE: Helps you make a *.tbl �le for program stars� MAKE/PHOTOMETER: Makes or displays an instrument-description �le.� MAKE/PLAN: Makes an observing schedule for you� CONVERT/PHOT: Converts some ascii data �les to MIDAS tables.� REDUCE/PHOT: Reduces the data.31{January{1993
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Chapter 14The Wavelet Transform14.1 IntroductionThe Fourier transform is a tool widely used for many scienti�c purposes, but it is well suitedonly to the study of stationary signals where all frequencies have an in�nite coherencetime. The Fourier analysis brings only global information which is not su�cient to detectcompact patterns. Gabor [13] introduced a local Fourier analysis, taking into account asliding window, leading to a time frequency-analysis. This method is only applicable tosituations where the coherence time is independent of the frequency. This is the case forinstance for singing signals which have their coherence time determined by the geometryof the oral cavity. Morlet introduced the Wavelet Transform in order to have a coherencetime proportional to the period [26].Extensive literature exists on the Wavelet Transform and its applications ([7, 9, 27,29, 28, 31]). We summarize the main features here.14.2 The continuous wavelet transformThe Morlet-Grossmann de�nition of the continuous wavelet transform [17] for a 1D signalf(x) 2 L2(R) is: W (a; b) = 1pa Z +1�1 f(x) �(x� ba )dx (14.1)where z� denotes the complex conjugate of z,  �(x) is the analyzing wavelet, a (> 0) isthe scale parameter and b is the position parameter. The transform is characterized bythe following three properties:1. it is a linear transformation,2. it is covariant under translations:f(x) �! f(x� u) W (a; b) �! W (a; b� u) (14.2)14-1



14-2 CHAPTER 14. THE WAVELET TRANSFORM3. it is covariant under dilations:f(x) �! f(sx) W (a; b) �! s� 12W (sa; sb) (14.3)The last property makes the wavelet transform very suitable for analyzing hierarchicalstructures. It is like a mathematical microscope with properties that do not depend onthe magni�cation.In Fourier space, we have:Ŵ (a; �) = paf̂(�) ̂�(a�) (14.4)When the scale a varies, the �lter  ̂�(a�) is only reduced or dilated while keeping thesame pattern.Now consider a function W (a; b) which is the wavelet transform of a given functionf(x). It has been shown [17, 19] that f(x) can be restored using the formula:f(x) = 1C� Z +10 Z +1�1 1paW (a; b)�(x� ba )da:dba2 (14.5)where: C� = Z +10  ̂�(�)�̂(�)� d� = Z 0�1  ̂�(�)�̂(�)� d� (14.6)Generally �(x) =  (x), but other choices can enhance certain features for some applica-tions.The reconstruction is only available if C� is de�ned (admissibility condition). In thecase of �(x) =  (x), this condition implies  ̂(0) = 0, i.e. the mean of the wavelet functionis 0.14.3 Examples of Wavelets14.3.1 Morlet's WaveletThe wavelet de�ned by Morlet is [16]:ĝ(!) = e�2�2(���0)2 (14.7)it is a complex wavelet which can be decomposed in two parts, one for the real part, andthe other for the imaginary part.gr(x) = 1p2�e�x22 cos(2��0x)gi(x) = 1p2�e�x22 sin(2��0x)where �0 is a constant. The admissibility condition is veri�ed only if �0 > 0:8. Figure 14.1shows these two functions. 1{November{1993



14.4. THE DISCRETE WAVELET TRANSFORM 14-3
Figure 14.1: Morlet's wavelet: real part at left and imaginary part at right.Mexican HatThe Mexican hat de�ned by Murenzi [30] is:g(x) = (1� x2)e� 12x2 (14.8)it is the second derivative of a Gaussian (see �gure 14.2).

Figure 14.2: Mexican Hat14.4 The discrete wavelet transform14.4.1 IntroductionFor processing classical images the sampling is made in accordance with Shannon's [32]well-known theorem. The discrete wavelet transform (DWT) can be derived from thistheorem if we process a signal which has a cut-o� frequency. For such images the frequencyband is always limited by the size of the camera aperture.1{November{1993



14-4 CHAPTER 14. THE WAVELET TRANSFORMA digital analysis is provided by the discretisation of formula 14.1, with some simpleconsiderations on the modi�cation of the wavelet pattern by dilation. Usually the waveletfunction  �(x) has no cut-o� frequency and it is necessary to suppress the values outsidethe frequency band in order to avoid aliasing e�ects. We can work in Fourier space,computing the transform scale by scale. The number of elements for a scale can bereduced, if the frequency bandwidth is also reduced. This is possible only for a waveletwhich also has a cut-o� frequency. The decomposition proposed by Littlewood and Paley[22] provides a very nice illustration of the reduction of elements scale by scale. Thisdecomposition is based on an iterative dichotomy of the frequency band. The associatedwavelet is well localized in Fourier space where it allows a reasonable analysis to be madealthough not in the original space. The search for a discrete transform which is welllocalized in both spaces leads to multiresolution analysis.14.4.2 Multiresolution AnalysisMultiresolution analysis [25] results from the embedded subsets generated by the inter-polations at di�erent scales.A function f(x) is projected at each step j onto the subset Vj. This projection isde�ned by the scalar product cj(k) of f(x) with the scaling function �(x) which is dilatedand translated: cj(k) =< f(x); 2�j�(2�jx� k) > (14.9)As �(x) is a scaling function which has the property:12�(x2) =Xn h(n)�(x� n) (14.10)or �̂(2�) = ĥ(�)�̂(�) (14.11)where ĥ(�) is the Fourier transform of the function Pn h(n)�(x� n). We get:ĥ(�) =Xn h(n)e�2�n� (14.12)Equation 14.10 permits to compute directly the set cj+1(k) from cj(k). If we start fromthe set c0(k) we compute all the sets cj(k), with j > 0, without directly computing anyother scalar product: cj+1(k) =Xn h(n� 2k)cj(n) (14.13)At each step, the number of scalar products is divided by 2. Step by step the signalis smoothed and information is lost. The remaining information can be restored using1{November{1993



14.4. THE DISCRETE WAVELET TRANSFORM 14-5the complementary subspace Wj+1 of Vj+1 in Vj . This subspace can be generated by asuitable wavelet function  (x) with translation and dilation.12 (x2) =Xn g(n)�(x� n) (14.14)or  ̂(2�) = ĝ(�)�̂(�) (14.15)We compute the scalar products < f(x); 2�(j+1) (2�(j+1)x� k) > with:wj+1(k) =Xn g(n� 2k)cj(n) (14.16)With this analysis, we have built the �rst part of a �lter bank [34]. In order to restorethe original data, Mallat uses the properties of orthogonal wavelets, but the theory hasbeen generalized to a large class of �lters [8] by introducing two other �lters ~h and ~g namedconjugated to h and g. The restoration is performed with:cj(k) = 2Xl [cj+1(l)~h(k + 2l) + wj+1(l)~g(k + 2l)] (14.17)In order to get an exact restoration, two conditions are required for the conjugate�lters:� Dealiasing condition: ĥ(� + 12)~̂h(�) + ĝ(� + 12)~̂g(�) = 0 (14.18)� Exact restoration: ĥ(�)~̂h(�) + ĝ(�)~̂g(�) = 1 (14.19)In the decomposition, the function is successively convolved with the two �lters H (lowfrequencies) and G (high frequencies). Each resulting function is decimated by suppressionof one sample out of two. The high frequency signal is left, and we iterate with the lowfrequency signal (upper part of �gure 14.3). In the reconstruction, we restore the samplingby inserting a 0 between each sample, then we convolve with the conjugate �lters ~H and~G, we add the resulting functions and we multiply the result by 2. We iterate up to thesmallest scale (lower part of �gure 14.3).Orthogonal wavelets correspond to the restricted case where:ĝ(�) = e�2�� ĥ�(� + 12) (14.20)~̂h(�) = ĥ�(�) (14.21)~̂g(�) = ĝ�(�) (14.22)1{November{1993
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Figure 14.3: The �lter bank associated with the multiresolution analysisand j ĥ(�) j2 + j ĥ(� + 12 j2= 1 (14.23)We can easily see that this set satis�es the two basic relations 14.18 and 14.19. Daubech-ies wavelets are the only compact solutions. For biorthogonal wavelets [8] we have therelations: ĝ(�) = e�2�� ~̂h�(� + 12) (14.24)~̂g(�) = e2�� ĥ�(� + 12) (14.25)and ĥ(�)~̂h(�) + ĥ�(� + 12)~̂h�(� + 12) = 1 (14.26)We also satisfy relations 14.18 and 14.19. A large class of compact wavelet functions canbe derived. Many sets of �lters were proposed, especially for coding. It was shown [9] thatthe choice of these �lters must be guided by the regularity of the scaling and the waveletfunctions. The complexity is proportional to N . The algorithm provides a pyramid of Nelements. 1{November{1993



14.4. THE DISCRETE WAVELET TRANSFORM 14-7The 2D algorithm is based on separate variables leading to prioritizing of x and ydirections. The scaling function is de�ned by:�(x; y) = �(x)�(y) (14.27)The passage from a resolution to the next one is done by:fj+1(kx; ky) = +1Xlx=�1 +1Xly=�1 h(lx � 2kx)h(ly � 2ky)fj(lx; ly) (14.28)The detail signal is obtained from three wavelets:� a vertical wavelet :  1(x; y) = �(x) (y)� a horizontal wavelet:  2(x; y) =  (x)�(y)� a diagonal wavelet:  3(x; y) =  (x) (y)which leads to three sub-images:C1j+1(kx; ky) = +1Xlx=�1 +1Xly=�1 g(lx � 2kx)h(ly � 2ky)fj(lx; ly)C2j+1(kx; ky) = +1Xlx=�1 +1Xly=�1 h(lx � 2kx)g(ly � 2ky)fj(lx; ly)C3j+1(kx; ky) = +1Xlx=�1 +1Xly=�1 g(lx� 2kx)g(ly � 2ky)fj(lx; ly)The wavelet transform can be interpreted as the decomposition on frequency sets witha spatial orientation.14.4.3 The �a trous algorithmThe discrete approach of the wavelet transform can be done with the special version ofthe so-called �a trous algorithm (with holes) [20, 33]. One assumes that the sampled datafc0(k)g are the scalar products at pixels k of the function f(x) with a scaling function�(x) which corresponds to a low pass �lter.The �rst �ltering is then performed by a twice magni�ed scale leading to the fc1(k)gset. The signal di�erence fc0(k)g � fc1(k)g contains the information between these twoscales and is the discrete set associated with the wavelet transform corresponding to �(x).The associated wavelet is therefore  (x).12 (x2) = �(x)� 12�(x2) (14.29)1{November{1993
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Figure 14.4: Wavelet transform representation of an imageThe distance between samples increasing by a factor 2 from the scale (i � 1) (i > 0)to the next one, ci(k) is given by:ci(k) =Xl h(l)ci�1(k + 2i�1l) (14.30)and the discrete wavelet transform wi(k) by:wi(k) = ci�1(k)� ci(k) (14.31)The coe�cients fh(k)g derive from the scaling function �(x):12�(x2) =Xl h(l)�(x� l) (14.32)The algorithm allowing one to rebuild the data frame is evident: the last smoothedarray cnp is added to all the di�erences wi.c0(k) = cnp(k) npXj=1wj(k) (14.33)If we choose the linear interpolation for the scaling function � (see �gure 14.5):�(x) = 1� j x j if x 2 [�1; 1]�(x) = 0 if x 62 [�1; 1]1{November{1993



14.4. THE DISCRETE WAVELET TRANSFORM 14-9
Figure 14.5: linear interpolation �we have: 12�(x2) = 14�(x+ 1) + 12�(x) + 14�(x� 1) (14.34)c1 is obtained by: c1(k) = 14c0(k � 1) + 12c0(k) + 14c0(k+ 1) (14.35)and cj+1 is obtained from cj by:cj+1(k) = 14cj(k � 2j) + 12cj(k) + 14cj(k + 2j) (14.36)The �gure 14.6 shows the wavelet associated to the scaling function.

Figure 14.6: Wavelet  The wavelet coe�cients at the scale j are:Cj+1(k) = �14cj(k� 2j) + 12cj(k)� 14cj(k + 2j) (14.37)1{November{1993



14-10 CHAPTER 14. THE WAVELET TRANSFORMThe above �a trous algorithm is easily extensible to the two dimensional space. Thisleads to a convolution with a mask of 3 � 3 pixels for the wavelet connected to linearinterpolation. The coe�cents of the mask are:0BB@ 116 18 11618 14 18116 18 116 1CCAAt each scale j, we obtain a set fwj(k; l)g (we will call it wavelet plane in the following),which has the same number of pixels as the image.If we choose a B3-spline for the scaling function, the coe�cients of the convolutionmask in one dimension are ( 116 ; 14 ; 38 ; 14 ; 116), and in two dimensions:0BBBBBBB@ 1256 164 3128 164 1256164 116 332 116 1643128 332 964 332 3128164 116 332 116 1641256 164 3128 164 1256 1CCCCCCCA14.4.4 Pyramidal AlgorithmThe Laplacian PyramidThe Laplacian Pyramid has been developed by Burt and Adelson in 1981 [4] in order tocompress images. After the �ltering, only one sample out of two is kept. The number ofpixels decreases by a factor two at each scale.The convolution is done with the �lter h by keeping one sample out of two (see �gure14.7): cj+1(k) =Xl h(l� 2k)cj(l) (14.38)To reconstruct cj from cj+1, we need to calculate the di�erence signal wj+1.wj+1(k) = cj(k)� ~cj(k) (14.39)where ~cj is the signal reconstructed by the following operation (see �gure 14.8):~cj(k) = 2Xl h(k � 2l)cj(k) (14.40)In two dimensions, the method is similar. The convolution is done by keeping onesample out of two in the two directions. We have:cj+1(n;m) =Xk;l h(k � 2n; l� 2m)cj(k; l) (14.41)1{November{1993
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 h(−2)    h(−1)  h(0)    h(1)      h(2)Figure 14.8: Passage from C1 to C0.and ~cj is: ~cj(n;m) = 2Xk;l h(n� 2l;m� 2l)cj+1(k; l) (14.42)The number of samples is divided by four. If the image size is N�N , then the pyramidsize is 43N2. We get a pyramidal structure (see �gure 14.9).The laplacian pyramid leads to an analysis with four wavelets [3] and there is noinvariance to translation.Pyramidal Algorithm with one WaveletTo modify the previous algorithm in order to have an isotropic wavelet transform, wecompute the di�erence signal by:wj+1(k) = cj(k)� ~cj(k) (14.43)but ~cj is computed without reducing the number of samples:~cj(k) =Xl h(k � l)cj(k) (14.44)1{November{1993



14-12 CHAPTER 14. THE WAVELET TRANSFORM
Figure 14.9: Pyramidal Structureand cj+1 is obtained by: cj+1(k) =Xl h(l� 2k)cj(l) (14.45)The reconstruction method is the same as with the laplacian pyramid, but the recon-struction is not exact. However, the exact reconstruction can be performed by an iterativealgorithm. If P0 represents the wavelet coe�cients pyramid, we look for an image suchthat the wavelet transform of this image gives P0. Van Cittert's iterative algorithm gives:Pn+1 = P0 + Pn �R(Pn) (14.46)where� P0 is the pyramid to be reconstructed� Pn is the pyramid after n iterations� R is an operator which consists in doing a reconstruction followed by a wavelettransform.The solution is obtained by reconstructing the pyramid Pn.We need no more than 7 or 8 iterations to converge. Another way to have a pyramidalwavelet transform with an isotropic wavelet is to use a scaling function with a cut-o�frequency. 1{November{1993



14.4. THE DISCRETE WAVELET TRANSFORM 14-1314.4.5 Multiresolution with scaling functions with a frequency cut-o�The Wavelet transform using the Fourier transformWe start with the set of scalar products c0(k) =< f(x); �(x � k) >. If �(x) has a cut-o� frequency �c � 12 [35, 36, 37, 38], the data are correctly sampled. The data at theresolution j = 1 are: c1(k) =< f(x); 12�(x2 � k) > (14.47)and we can compute the set c1(k) from c0(k) with a discrete �lter ĥ(�):ĥ(�) = 8<: �̂(2�)�̂(�) if j � j< �c0 if �c �j � j< 12 (14.48)and 8�; 8n ĥ(� + n) = ĥ(�) (14.49)where n is an integer. So: ĉj+1(�) = ĉj(�)ĥ(2j�) (14.50)The cut-o� frequency is reduced by a factor 2 at each step, allowing a reduction of thenumber of samples by this factor.The wavelet coe�cients at the scale j + 1 are:wj+1(k) =< f(x); 2�(j+1) (2�(j+1)x� k) > (14.51)and they can be computed directly from cj(k) by:ŵj+1(�) = ĉj(�)ĝ(2j�) (14.52)where g is the following discrete �lter:ĝ(�) = 8<:  ̂(2�)�̂(�) if j � j< �c1 if �c �j � j< 12 (14.53)and 8�; 8n ĝ(� + n) = ĝ(�) (14.54)The frequency band is also reduced by a factor 2 at each step. Applying the samplingtheorem, we can build a pyramid of N+ N2 + : : :+1 = 2N elements. For an image analysisthe number of elements is 43N2. The overdetermination is not very high.1{November{1993



14-14 CHAPTER 14. THE WAVELET TRANSFORMThe B-spline functions are compact in this directe space. They correspond to theautoconvolution of a square function. In the Fourier space we have:B̂l(�) = sin ���� l+1 (14.55)B3(x) is a set of 4 polynomials of degree 3. We choose the scaling function �(�) whichhas a B3(x) pro�le in the Fourier space:�̂(�) = 32B3(4�) (14.56)In the direct space we get: �(x) = 38[sin �x4�x4 ]4 (14.57)This function is quite similar to a Gaussian one and converges rapidly to 0. For 2-D thescaling function is de�ned by �̂(u; v) = 32B3(4r), with r = p(u2 + v2). It is an isotropicfunction.The wavelet transform algorithm with np scales is the following one:1. We start with a B3-Spline scaling function and we derive  , h and g numerically.2. We compute the corresponding image FFT.We name T0 the resulting complex array;3. We set j to 0. We iterate:4. We multiply Tj by ĝ(2ju; 2jv). We get the complex array Wj+1. The inverse FFTgives the wavelet coe�cients at the scale 2j ;5. We multiply Tj by ĥ(2ju; 2jv). We get the array Tj+1. Its inverse FFT gives theimage at the scale 2j+1. The frequency band is reduced by a factor 2.6. We increment j7. If j � np, we go back to 4.8. The set fw1; w2; : : : ; wnp ; cnpg describes the wavelet transform.If the wavelet is the di�erence between two resolutions, we have: ̂(2�) = �̂(�)� �̂(2�) (14.58)and: ĝ(�) = 1� ĥ(�) (14.59)then the wavelet coe�cients ŵj(�) can be computed by ĉj�1(�)� ĉj(�).1{November{1993



14.4. THE DISCRETE WAVELET TRANSFORM 14-15The ReconstructionIf the wavelet is the di�erence between two resolutions, an evident reconstruction for awavelet transform W = fw1; w2; : : : ; wnp; cnpg is:ĉ0(�) = ĉnp(�) +Xj ŵj(�) (14.60)But this is a particular case and other wavelet functions can be chosen. The reconstructioncan be done step by step, starting from the lowest resolution. At each scale, we have therelations: ĉj+1 = ĥ(2j�)ĉj(�) (14.61)ŵj+1 = ĝ(2j�)ĉj(�) (14.62)we look for cj knowing cj+1, wj+1, h and g. We restore ĉj(�) with a least mean squareestimator:̂ph(2j�)jĉj+1(�)� ĥ(2j�)ĉj(�)j2 + p̂g(2j�)jŵj+1(�)� ĝ(2j�)ĉj(�)j2 (14.63)is minimum. p̂h(�) and p̂g(�) are weight functions which permit a general solution to therestoration of ĉj(�). By ĉj(�) derivation we get:ĉj(�) = ĉj+1(�)~̂h(2j�) + ŵj+1(�)~̂g(2j�) (14.64)where the conjugate �lters have the expression:~̂h(�) = p̂h(�)ĥ�(�)p̂h(�)jĥ(�)j2+p̂g(�)jĝ(�)j2 (14.65)~̂g(�) = p̂g(�)ĝ�(�)p̂h(�)jĥ(�)j2+p̂g(�)jĝ(�)j2 (14.66)It is easy to see that these �lters satisfy the exact reconstruction equation 14.19. In fact,equations 14.65 and 14.66 give the general solution to this equation. In this analysis, theShannon sampling condition is always respected. No aliasing exists, so that the dealiasingcondition 14.18 is not necessary.The denominator is reduced if we choose:ĝ(�) = q1� j ĥ(�) j2This corresponds to the case where the wavelet is the di�erence between the square of tworesolutions: j  ̂(2�) j2=j �̂(�) j2 � j �̂(2�) j2 (14.67)We plot in �gure 14.10 the chosen scaling function derived from a B-spline of degree3 in the frequency space and its resulting wavelet function. Their conjugate functions areplotted in �gure 14.11.The reconstruction algorithm is:1{November{1993



14-16 CHAPTER 14. THE WAVELET TRANSFORM
Figure 14.10: Left, the interpolation function �̂ and right, the wavelet  ̂.

Figure 14.11: On left, the �lter ~̂h, and on right the �lter ~̂g.1. We compute the FFT of the image at the low resolution.2. We set j to np. We iterate:3. We compute the FFT of the wavelet coe�cients at the scale j.4. We multiply the wavelet coe�cients ŵj by ~̂g.5. We multiply the image at the lower resolution ĉj by ~̂h.6. The inverse Fourier Transform of the addition of ŵj ~̂g and ĉi~̂h gives the image cj�1.7. j = j � 1 and we go back to 3.The use of a scaling function with a cut-o� frequency allows a reduction of samplingat each scale, and limits the computing time and the memory size.1{November{1993



14.5. VISUALIZATION OF THE WAVELET TRANSFORM 14-17
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Figure 14.12: Galaxy NGC229714.5 Visualization of the Wavelet TransformWe have seen that the wavelet transform furnishes a number of data which depends onthe algorithm used. We distinguish three classes of algorithms:� those which do not reduce the sampling. The number of wavelet coe�cients is equalto the number of pixels of the image multiplied by the number of scales. This is thecase if we use the �a trous algorithm.� those which furnish a pyramidal set of data� those which furnish an imageIn the following, we present how the galaxy (�gure 14.12) can be represented in the waveletspace.14.5.1 Visualisation of the �rst classThe wavelet coe�cients can be represented in several ways. Five visualisation tools areavailable in MIDAS.� Through the command visual/plan, a window is created for each scale. The user canselect one window and do all the operations available in MIDAS for an image.1{November{1993



14-18 CHAPTER 14. THE WAVELET TRANSFORM� All the scales can be plotted in a unique window. Figure 14.13, obtained by thecommand visual/cube, shows the superposition of the scales in a window.� In �gure 14.14, each scale is plotted in a 3 dimensional representation (commandvisual/pers).� In �gure 14.15, each scale is binarized and represented by gray level (commandvisual/synt).� In �gure 14.16, one contour per scale is plotted (command visual/cont).

-47 302Figure 14.13: Superposition of all the scales. This image is obtained by the commandvisual/cube. 1{November{1993



14.5. VISUALIZATION OF THE WAVELET TRANSFORM 14-19
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Figure 14.14: Superposition of all the scales. Each scale is plotted in a 3 dimensionalrepresentation. This image is obtained by the command visual/pers.
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Figure 14.15: Synthesis image (command visual/synt). Each scale is binarized, and rep-resented by one gray level. 1{November{1993



14-20 CHAPTER 14. THE WAVELET TRANSFORM

Figure 14.16: One contour per scale is plotted (command visual/cont).14.5.2 Visualisation of the second classFive visualisation tools are available in MIDAS for pyramidal wavelet transform.� Through the command visual/plan, a window is created for each scale. The usercan select one window and do all the operations available in MIDAS for an image.Scales are interpolated in order to have the same size as the image.� All the scales can be plotted in a unique window. The �gure 14.17, obtained by thecommand visual/cube, shows the superposition of the scales in a window.� In �gure 14.18, each scale is plotted in a 3 dimensional representation (commandvisual/pers).� In �gure 14.19, all the scales are represented in an image which is 2 times biggerthan the original one (command visual/synt).� By interpolating each scale to the size of the original image, a plot similar to �gure14.16 can be obtained ( command visual/cont).1{November{1993



14.5. VISUALIZATION OF THE WAVELET TRANSFORM 14-21

-47 302Figure 14.17: Superposition of all the scales. This image is obtained by the commandvisual/cube. 1{November{1993



14-22 CHAPTER 14. THE WAVELET TRANSFORM
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Figure 14.18: Superposition of all the scales. Each scale is plotted in a 3 dim. represent-ation. This image is obtained by the command visual/pers.
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Figure 14.19: Synthesis image (command visual/synt).1{November{1993



14.5. VISUALIZATION OF THE WAVELET TRANSFORM 14-2314.5.3 Visualisation of the third classThe last class has only two visualisation tools. One consists in displaying the waveletcoe�cients in an image, and the second does the same thing, but normalizing all thescales in order to have a better representation (see �gure 14.20).
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Figure 14.20: Synthesis image (command visual/synt). Each scale is normalized.1{November{1993



14-24 CHAPTER 14. THE WAVELET TRANSFORM14.6 Noise reduction from the wavelet transform14.6.1 The convolution from the continuous wavelet transformWe will examine here the computation of a convolution by using the continuous wave-let transform in order to get a framework for linear smoothings. Let us consider theconvolution product of two functions:h(x) = Z +1�1 f(u)g(x� u)dx (14.68)We introduce two real wavelets functions  (x) and �(x) such that:C = Z +10  ̂�(�)�̂(�)� d� (14.69)is de�ned. Wg(a; b) denotes the wavelet transform of g with the wavelet function  (x):Wg(a; b) = 1pa Z +1�1 g(x) �(x� ba )dx (14.70)We restore g(x) with the wavelet function �(x):g(x) = 1C Z +10 Z +1�1 1paWg(a; b)�(x� ba )dadba2 (14.71)The convolution product can be written as:h(x) = 1C Z +10 daa 52 Z +1�1 Wg(a; b)db Z +1�1 f(u)�(x� u� ba )du (14.72)Let us denote ~�(x) = �(�x). The wavelet transform Wf(a; b) of f(x) with the wavelet~�(x) is: ~Wf(a; b) = 1pa Z +1�1 f(x)~�(x� ba )dx (14.73)That leads to: h(x) = 1C Z +10 daa2 Z +1�1 ~Wf(a; x� b)Wg(a; b)db (14.74)Then we get the �nal result:h(x) = 1C Z +10 ~Wf(a; x)
Wg(a; x)daa2 (14.75)In order to compute a convolution with the continuous wavelet transform:� We compute the wavelet transform ~Wf (a; b) of the function f(x) with the waveletfunction ~�(x); 1{November{1993



14.6. NOISE REDUCTION FROM THE WAVELET TRANSFORM 14-25� We compute the wavelet transform Wg(a; b) of the function g(x) with the waveletfunction  (x);� We sum the convolution product of the wavelet transforms, scale by scale.The wavelet transform permits us to perform any linear �ltering. Its e�ciency dependson the number of terms in the wavelet transform associated with g(x) for a given signalf(x). If we have a �lter where the number of signi�cant coe�cients is small for each scale,the complexity of the algorithm is proportional to N . For a classical convolution, thecomplexity is also proportional to N , but the number of operations is also proportional tothe length of the convolution mask. The main advantage of the present technique lies inthe possibility of having a �lter with long scale terms without computing the convolutionon a large window. If we achieve the convolution with the FFT algorithm, the complexityis of order N log2N . The computing time is longer than the one obtained with the wavelettransform if we concentrate the energy on very few coe�cients.14.6.2 The Wiener-like �ltering in the wavelet spaceLet us consider a measured wavelet coe�cient wi at the scale i. We assume that itsvalue, at a given scale and a given position, results from a noisy process, with a Gaussiandistribution with a mathematical expectation Wi, and a standard deviation Bi:P (wi=Wi) = 1p2�Bi e� (wi�Wi)22B2i (14.76)Now, we assume that the set of expected coe�cients Wi for a given scale also follows aGaussian distribution, with a null mean and a standard deviation Si:P (Wi) = 1p2�Si e�W2i2S2i (14.77)The null mean value results from the wavelet property:Z +1�1  �(x)dx = 0 (14.78)We want to get an estimate of Wi knowing wi. Bayes' theorem gives:P (Wi=wi) = P (Wi)P (wi=Wi)P (wi) (14.79)We get: P (Wi=wi) = 1p2��i e� (Wi��iwi)22�2i (14.80)where: �i = S2iS2i +B2i (14.81)1{November{1993



14-26 CHAPTER 14. THE WAVELET TRANSFORMthe probability P (Wi=wi) follows a Gaussian distribution with a mean:m = �iwi (14.82)and a variance: �2i = S2iB2iS2i +B2i (14.83)The mathematical expectation of Wi is �iwi.With a simple multiplication of the coe�cients by the constant �i, we get a linear�lter. The algorithm is:1. Compute the wavelet transform of the data. We get wi.2. Estimate the standard deviation of the noise B0 of the �rst plane from the histogramof w0. As we process oversampled images, the values of the wavelet image corres-ponding to the �rst scale (w0) are due mainly to the noise. The histogram showsa Gaussian peak around 0. We compute the standard deviation of this Gaussianfunction, with a 3� clipping, rejecting pixels where the signal could be signi�cant;3. Set i to 0.4. Estimate the standard deviation of the noise Bi from B0. This is done from thestudy of the variation of the noise between two scales, with an hypothesis of a whitegaussian noise;5. S2i = s2i �B2i where s2i is the variance of wi.6. �i = S2iS2i +B2i .7. Wi = �iwi.8. i = i+ 1 and go to 4.9. Reconstruct the picture from Wi.14.6.3 Hierarchical Wiener �lteringIn the above process, we do not use the information between the wavelet coe�cients atdi�erent scales. We modify the previous algorithm by introducing a prediction wh of thewavelet coe�cient from the upper scale. This prediction could be determined from theregression [2] between the two scales but better results are obtained when we only set whto Wi+1. Between the expectation coe�cient Wi and the prediction, a dispersion existswhere we assume that it is a Gaussian distribution:P (Wi=wh) = 1p2�Ti e� (Wi�wh)22T2i (14.84)1{November{1993



14.6. NOISE REDUCTION FROM THE WAVELET TRANSFORM 14-27The relation which gives the coe�cient Wi knowing wi and wh is:P (Wi=wi and wh) = 1p2��i e� (Wi��iwi)22�2i 1p2�Ti e� (Wi�wh)22T2i (14.85)with: �2i = S2i B2iS2 +B2i (14.86)and: �i = S2iS2i +B2i (14.87)This follows a Gaussian distribution with a mathematical expectation:Wi = T 2iB2i + T 2i +Q2i wi + B2iB2i + T 2i +Q2i wh (14.88)with: Q2i = T 2i B2iS2i (14.89)Wi is the barycentre of the three values wi, wh, 0 with the weights T 2i , B2i , Q2i . Theparticular cases are:� If the noise is large (Si � Bi) and even if the correlation between the two scales isgood (Ti is low), we get Wi ! 0.� if Bi � Si � T then Wi ! wi.� if Bi � Ti � S then Wi ! wi.� if Ti � Bi � S then Wi ! wh.At each scale, by changing all the wavelet coe�cients wi of the plane by the estimatevalue Wi, we get a Hierarchical Wiener Filter. The algorithm is:1. Compute the wavelet transform of the data. We get wi.2. Estimate the standard deviation of the noise B0 of the �rst plane from the histogramof w0.3. Set i to the index associated with the last plane: i = n4. Estimate the standard deviation of the noise Bi from B0.5. S2i = s2i �B2i where s2i is the variance of wi6. Set wh to Wi+1 and compute the standard deviation Ti of wi � wh.7. Wi = T 2iB2i+T 2i +Q2i wi + B2iB2i+T 2i +Q2i wh8. i = i� 1. If i > 0 go to 49. Reconstruct the picture 1{November{1993



14-28 CHAPTER 14. THE WAVELET TRANSFORM14.6.4 Adaptive �ltering from the wavelet transformIn the preceding algorithm we have assumed the properties of the signal and the noise tobe stationary. The wavelet transform was �rst used to obtain an algorithm which is fasterthan classical Wiener Filtering. Then we took into account the correlation between twodi�erent scales. In this way we got a �ltering with stationary properties. In fact, thesehypotheses were too simple, because in general the signal may not arise from a Gaussianstochastic process. Knowing the noise distribution, we can determine the statisticallysigni�cant level at each scale of the measured wavelet coe�cients. If wi(x) is very weak,this level is not signi�cant and could be due to noise. Then the hypothesis that the valueWi(x) is null is not forbidden. In the opposite case where wi(x) is signi�cant, we keep itsvalue. If the noise is Gaussian, we write:Wi = 0 if j wi j< kBi (14.90)Wi = wi if j wi j� kBi (14.91)Generally, we choose k = 3.With a �lter bank we have a biunivocity between the image and its transform, so thatthe thresholded transform leads to only one restored image. Some experiments show usthat uncontrolled artifacts appear for high level thresholding (k = 3). The decimation doneat each step on the wavelet transform takes into account the knowledge of the coe�cientsat further resolutions. The thresholding sets to zero the intrinsic small terms which playtheir part in the reconstruction. With the lattice �lter the situation is very di�erent.No decimation is done and the thresholding keeps all signi�cant coe�cients. Where thecoe�cients are set to zero, we do not put zero, but we say that these values are unknown.The redundancy is used to restore them. Before the thresholding we have a redundanttransform, which can be decimated, after the thresholding we get a set of coe�cients fromwhich we wish to restore in image.If one applies the reconstruction algorithm, then it is not guaranteed that the wavelettransform of the restored image will give the same values for the coe�cients. This is notimportant in the case where they are not signi�cant, but otherwise the same values mustbe found. If W (s)i are the coe�cients obtained by the thresholding, then we require Wi(x)such that: P:Wi(x) = W (s)i (x) (14.92)where P is the non linear operator which performs the inverse transform, the wavelettransform, and the thresholding. An alternative is to use the following iterative solutionwhich is similar to Van Cittert's algorithm:W (n)i (x) = W (s)i (x) +W (n�1)i (x)� P:W (n�1)i (x) (14.93)for the signi�cant coe�cients (W (s)i (x) 6= 0) and:W (n)i (x) = W (n�1)i (x) (14.94)for the non signi�cant coe�cients (W (s)i (x) = 0).The algorithm is the following one:1{November{1993



14.7. COMPARISON USING A MULTIRESOLUTION QUALITY CRITERION 14-291. Compute the wavelet transform of the data. We get wi.2. Estimate the standard deviation of the noise B0 of the �rst plane from the histogramof w0.3. Estimate the standard deviation of the noise Bi from B0 at each scale.4. Estimate the signi�cant level at each scale, and threshold.5. Initialize: W (0)i (x) = W (s)i (x)6. Reconstruct the picture by using the iterative method.The thresholding may introduce negative values in the resulting image. A positivityconstraint can be introduced in the iterative process, by thresholding the restored image.The algorithm converges after �ve or six iterations.14.6.5 Hierarchical adaptive �lteringIn the previous algorithm we do not use the hierarchy of structures. We have exploredmany approaches for introducing a non-linear hierarchical law in the adaptive �lteringand we found that the best way was to link the threshold to the wavelet coe�cient of theprevious plane wh. We get:Wi(x) = wi(x) if j wi(x) j� LWi(x) = 0 if j wi(x) j< Land L is a threshold estimated by:if j wi(x) j� kBi then L = kBiif j wi(x) j< kBi then L = kBit(j whSh j)where Sh is the standard deviation of wh. The function t(a) must return a value between0 and 1. A possible function for t is:� t(a) = 0 if a � k� t(a) = 1� 1ka if a < k14.7 Comparison using a multiresolution quality criterionIt is sometimes useful, as in image restoration where we want to evaluate the quality ofthe restoration, to compare images with an objective criterion. Very few quantitative1{November{1993



14-30 CHAPTER 14. THE WAVELET TRANSFORMparameters can be extracted for that. The correlation between the original image I(i; j)and the restored one ~I(i; j) gives a classical criterion. The correlation coe�cient is:Cor = PNi=1PNj=1 I(i; j)~I(i; j)qPNi=1PNj=1 I2(i; j)PNi=1PNj=1 ~I2(i; j) (14.95)The correlation is 1 if the images are identical, and less if some di�erences exist. Anotherway to compare two pictures is to determine the mean-square error:E2ms = 1N2 NXi=1 NXj=1(I(i; j)� ~I(i; j))2 (14.96)E2ms can be normalized by:E2nms = PNi=1PNj=1(I(i; j)� ~I(i; j))2PNi=1PNj=1 I2(i; j) (14.97)The Signal-to-Noise Ratio (SNR) corresponding to the above error is:SNRdB = 10 log10 1E2nms dB (14.98)These criteria are not su�cient, they give no information on the resulting resolution.A complete criterion must take into account the resolution. For each dyadic scale, wecan compute the correlation coe�cient and the quadratic error between the wavelet trans-forms of the original and the restored images. Hence, we can compare, the quality of therestoration for each resolution.Figures 14.21 and 14.22 show the comparison of three images with a reference image.Data20 is a simulated noisy image, median and wave are the output images after respect-ively applying a median �lter, and a thresholding in the wavelet space. These curves showthat the thresholding in the wavelet space is better than the median at all the scales.
1{November{1993



14.8. DECONVOLUTION 14-31
Figure 14.21: Correlation.14.8 Deconvolution14.8.1 IntroductionConsider an image characterized by its intensity distribution I(x; y), corresponding to theobservation of an object O(x; y) through an optical system. If the imaging system is linearand shift-invariant, the relation between the object and the image in the same coordinateframe is a convolution: I(x; y) = O(x; y) � P (x; y) +N(x; y) (14.99)P (x; y) is the point spread function (PSF) of the imaging system, andN(x; y) is an additivenoise. In Fourier space we have:Î(u; v) = Ô(u; v)P̂(u; v) + N̂(u; v) (14.100)We want to determine O(x; y) knowing I(x; y) and P (x; y). This inverse problem hasled to a large amount of work, the main di�culties being the existence of: (i) a cut-o�frequency of the PSF, and (ii) an intensity noise (see for example [6]).Equation 14.99 is always an ill-posed problem. This means that there is not a uniqueleast-squares solution of minimal norm k I(x; y)�P (x; y)�O(x; y) k2 and a regularizationis necessary.The best restoration algorithms are generally iterative [24]. Van Cittert [41] proposedthe following iteration:O(n+1)(x; y) = O(n)(x; y) + �(I(x; y)� P (x; y) �O(n)(x; y)) (14.101)1{November{1993



14-32 CHAPTER 14. THE WAVELET TRANSFORM
Figure 14.22: Signal to noise ratio.where � is a converging parameter generally taken as 1. In this equation, the object dis-tribution is modi�ed by adding a term proportional to the residual. But this algorithmdiverges when we have noise [12]. Another iterative algorithm is provided by the minim-ization of the norm k I(x; y)� P (x; y) �O(x; y) k2 [21] and leads to:O(n+1)(x; y) = O(n)(x; y) + �Ps(x; y) � [I(x; y)� P (x; y) �O(n)(x; y)] (14.102)where Ps(x; y) = P (�x;�y).Tikhonov's regularization [40] consists of minimizing the term:k I(x; y)� P (x; y) �O(x; y) k2 +� k H �O k2 (14.103)where H corresponds to a high-pass �lter. This criterion contains two terms; the �rst one,k I(x; y)� P (x; y) � O(x; y) k2, expresses �delity to the data I(x; y) and the second one,� k H � O k2, smoothness of the restored image. � is the regularization parameter andrepresents the trade-o� between �delity to the data and the restored image smoothness.Finding the optimal value � necessitates use of numeric techniques such as Cross-Validation[15] [14].This method works well, but it is relatively long and produces smoothed images. Thissecond point can be a real problem when we seek compact structures as is the case inastronomical imaging.An iterative approach for computing maximum likelihood estimates may be used. TheLucy method [23, 24, 1] uses such an iterative approach:O(n+1) = O(n)[ II(n) � P �] (14.104)1{November{1993



14.8. DECONVOLUTION 14-33and I(n) = P �O(n) (14.105)where P � is the conjugate of the PSF.14.8.2 Regularization in the wavelet space14.8.3 Tikhonov's regularization and multiresolution analysisIf w(I)j are the wavelet coe�cients of the image I at the scale j, we have:ŵ(I)j (u; v) = ĝ(2j�1u; 2j�1v) i=0Yi=j�2 ĥ(2iu; 2iv)Î(u; v)=  ̂(2ju; 2jv)�̂(u; v) P̂ (u; v)Ô(u; v) (14.106)= ŵ(P )j Ô(u; v)where w(P )j are the wavelet coe�cients of the PSF at the scale j. The wavelet coe�cientsof the image I are the product of convolution of object O by the wavelet coe�cients ofthe PSF.To deconvolve the image, we have to minimize for each scale j:k  ̂(2ju; 2jv)�̂(u; v) P̂ (u; v)Ô(u; v)� ŵ(I)j (u; v) k2 (14.107)and for the plane at the lower resolution:k �̂(2n�1u; 2n�1v)�̂(u; v) P̂ (u; v)Ô(u; v)� ĉ(I)n�1(u; v) k2 (14.108)n being the number of planes of the wavelet transform ((n� 1) wavelet coe�cient planesand one plane for the image at the lower resolution). The problem has not generally aunique solution, and we need to do a regularization [40]. At each scale, we add the term:j k w(O)j k2 min (14.109)This is a smoothness constraint. We want to have the minimum information in the restoredobject. From equations 14.107, 14.108, 14.109, we �nd:D̂(u; v)Ô(u; v) = N̂(u; v) (14.110)with:D̂(u; v) =Xj j  ̂(2ju; 2jv) j2 (j P̂ (u; v) j2 +j)+ j �̂(2n�1u; 2n�1v)P̂ (u; v) j21{November{1993



14-34 CHAPTER 14. THE WAVELET TRANSFORMand:̂N(u; v) = �̂(u; v)[Xj P̂ �(u; v) ̂�(2ju; 2jv)ŵ(I)j + P̂ �(u; v)�̂�(2n�1u; 2n�1v)ĉ(I)n�1]if the equation is well constrained, the object can be computed by a simple division of N̂by D̂. An iterative algorithm can be used to do this inversion if we want to add otherconstraints such as positivity. We have in fact a multiresolution Tikhonov's regularization.This method has the advantage to furnish a solution quickly, but optimal regularizationparameters j cannot be found directly, and several tests are generally necessary before�nding an acceptable solution. Hovewer, the method can be interesting if we need todeconvolve a big number of images with the same noise characteristics. In this case,parameters have to be determined only the �rst time. In a general way, we prefer to useone of the following iterative algorithms.14.8.4 Regularization from signi�cant structuresIf we use an iterative deconvolution algorithm, such as Van Cittert's or Lucy's one, wede�ne R(n)(x; y), the error at iteration n:R(n)(x; y) = I(x; y)� P (x; y) �O(n)(x; y) (14.111)By using the �a trous wavelet transform algorithm, R(n) can be de�ned by the sum ofits np wavelet planes and the last smooth plane (see equation 14.33).R(n)(x; y) = cnp(x; y) + npXj=1wj(x; y) (14.112)The wavelet coe�cients provide a mechanism to extract from the residuals at eachiteration only the signi�cant structures. A large part of these residuals are generallystatistically non signi�cant. The signi�cant residual is:�R(n)(x; y) = cnp(x; y) + npXj=1�(wj(x; y); Nj) wi(x; y) (14.113)Nj is the standard deviation of the noise at scale j, and � is a function which is de�nedby: �(a; �) = ( 1 if j a j� k�0 if j a j< k� (14.114)The standard deviation of the noise Nj is estimated from the standard deviation of thenoise in the image. This is done from the study of noise variation in the wavelet space,with the hypothesis of a white Gaussian noise.We now show how the iterative deconvolution algorithms can be modi�ed in order totake into account only the signi�cant structure at each scale.1{November{1993



14.8. DECONVOLUTION 14-35Regularization of Van Cittert's algorithmVan Cittert's iteration is:O(n+1)(x; y) = O(n)(x; y) + �R(n)(x; y) (14.115)with R(n)(x; y) = I(x; y) � P (x; y) � O(n)(x; y). The regularization by the signi�cantstructures leads to: O(n+1)(x; y) = O(n)(x; y) + � �R(n)(x; y) (14.116)The basic idea of our method consists of detecting, at each scale, structures of a given sizein the residual R(n)(x; y) and putting them in the restored image O(n)(x; y). The process�nishes when no more structures are detected. Then, we have separated the image I(x; y)into two images ~O(x; y) and R(x; y). ~O is the restored image, which does not contain anynoise, and R(x; y) is the �nal residual which does not contain any structure. R is ourestimation of the noise N(x; y).Regularization of the one-step gradient methodThe one-step gradient iteration is:O(n+1)(x; y) = O(n)(x; y) + P (�x;�y) �R(n)(x; y) (14.117)with R(n)(x; y) = I(x; y) � P (x; y) � O(n)(x; y). The regularization by the signi�cantstructures leads to:O(n+1)(x; y) = O(n)(x; y) + P (�x;�y) � �R(n)(x; y) (14.118)Regularization of Lucy's algorithmNow, de�ne I(n)(x; y) = P (x; y) � O(n)(x; y). Then R(n)(x; y) = I(x; y)� I(n)(x; y), andhence I(x; y) = I(n)(x; y) + R(n)(x; y). Lucy's equation is:O(n+1)(x; y) = O(n)(x; y)[I(n)(x; y) +R(n)(x; y)I(n)(x; y) � P (�x;�y)] (14.119)and the regularization leads [39] to:O(n+1)(x; y) = O(n)(x; y)[I(n)(x; y) + �R(n)(x; y)I(n)(x; y) � P (�x;�y)] (14.120)ConvergenceThe standard deviation of the residual is decreasing until no more signi�cant structuresare found. The convergence can be estimated from the residual. The algorithm stopswhen: �R(n�1) � �R(n)�R(n) < � (14.121)1{November{1993



14-36 CHAPTER 14. THE WAVELET TRANSFORM14.9 The wavelet context in MIDAS14.9.1 IntroductionA wavelet package concerning two dimensional imaging has been implemented in MIDAS.This package contains several wavelet transform algorithms, speci�c tools for the wave-let transform, visualisation commands, and three applications of the use of the wavelettransform: �ltering, comparison, and deconvolution. These commands can be called if thewavelet context has been initialized by:set/context waveletTable 14.1 shows the available commands.14.9.2 Commands DescriptionTRANSF/WAVETRANSF/WAVE Image Wavelet [Algo] [Nbr Scale] [Fc]This command creates a �le which contains the wavelet transform. The su�xe of a wavelettransform �le is \.wave". It is automatically added to the name passed to the command.Several algorithms are proposed:1. �a trous algorithm with a linear scaling function. The wavelet function is the di�erencebetween two resolutions (see 14.4.3).2. �a trous with a B3-spline scaling function (default value). The wavelet function is thedi�erence between two resolutions (see 14.4.3).3. algorithm using the Fourier transform, without any reduction of the samples betweentwo scales. The Fourier transform of the scaling function is a b3-spline and thewavelet function is the di�erence between two resolutions (14.4.5).4. pyramidal algorithm in the direct space, with a linear scaling function (see section14.4.4).5. pyramidal algorithm in the direct space, with a b3-spline scaling function (see section14.4.4).6. algorithm using the Fourier transform with a reduction of the samples between twoscales. The Fourier transform of the scaling function is a b3-spline the waveletfunction is the di�erence between two resolutions (14.4.5).7. algorithm using the Fourier transform with a reduction of the samples between twoscales. The Fourier transform of the scaling function is a b3-spline. The waveletfunction is the di�erence between the square of two resolutions (14.4.5).8. Mallat's Algorithm with biorthogonal �lters (14.4.2).1{November{1993



14.9. THE WAVELET CONTEXT IN MIDAS 14-37Commands DescriptionTRANSF/WAVE Image Wavelet [Algo] [Nbr Scale] [Fc]creates the wavelet transform of an imageRECONS/WAVE Wavelet Rec Imagereconstructs an image from its wavelet transformHEADER/WAVE Waveletgives information about a wavelet transformINFO/WAVE Waveletgives information about each scale of a wavelet transformEXTRAC/WAVE Wavelet Image Out Scale Numbercreates an image from a scale of the wavelet transformENTER/WAVE Wavelet in Image in Scale Number Wavelet outreplaces a scale of a wavelet transform by an imageVISUAL/WAVE Wavelet [Visu Type]visualizes a wavelet transform with default parametersVISUAL/CUBE Wavelet [output �le] [Disp] [Visu Mode] [Display]visualizes a wavelet transform in a cubeVISUAL/CONT Wavelet [Graphic Number] [Visu Mode] [Contour Level]visualizes the contours of a wavelet transformVISUAL/SYNT Wavelet [output �le] [Display Number] [Display]creates a visualization image from a wavelet transformVISUAL/PLAN Wavelet [Display]display each scale of the wavelet transform in a windowVISUAL/PERS Wavelet [out �le] [Disp N] [Visu Mode] [Incr] [Thres] [Display]visualizes in perpsective a wavelet transformFILTER/WAVE I In I Out [Algo] [T Filter] [Iter Nbr] [N Scale] [N Sigma] [Noise]�lters an image by using the wavelet transformCOMPAR/WAVE Imag 1 Imag 2 [N Scal] [N Sigma] [T Cor] [T Snr] [Disp] [Init]compares two images in the wavelet spacePLOT/SNR Tab Snrplots the SNR table resulting from the comparisonPLOT/COR Tab Correlplots the correlation resulting from the comparisonTUTORIAL/WAVE visualizes the wavelet transform of the galaxy NGC2997with several algorithmsDIRECT/WAVE Imag In Psf Imag Out [Nb Scales] [1,2,3,...]deconvolution with a multiresolution Tichonov's RegularisationCITTERT/WAVE Im In Psf Im Out [Resi] [Scal, Iter] [N Sig, Noise] [Eps] [Fwhm]deconvolution by the regularized Van Cittert's algorithmGRAD/WAVE Im In Psf Im Out [Resi] [Nb Scales] [N Sigma, Noise] [Eps] [Max Iter]deconvolution by the regularized one-step gradient algorithmLUCY/WAVE Im In Psf Im Out [Resi] [Nb Scales] [N Sigma, Noise] [Eps] [Max Iter]deconvolution by the regularized Lucy's algorithmTRAN1D/WAVE Im In Wave Out [Num Trans] [Num Line] [Channel] [Nu]one dimensional wavelet transformREC1D/WAVE Wave in Im out [Num Trans] [Channel] [Nu0]reconstructs a 1D signal from its wavelet transformTable 14.1: Midas commands1{November{1993



14-38 CHAPTER 14. THE WAVELET TRANSFORMThe parameter Algo can be chosen between 1 and 8. If Algo is in f1,2,3g, the number ofdata of the wavelet transform is equal to the number of pixels multiplied by the numberof scales (if the number of pixels of the image is N2, the number of wavelet coe�cients isNbr Scale:N2). Algorithms 4, 5, 6, and 7 are pyramidal (the number of wavelet coe�cientsis 43N2), and the 8th algorithm does not increase the number of data (the size of thewavelet transform is N2). Due to the discretisation and the undersampling, the propertiesof these algorithms are not the same. The 8th algorithm is more compact, but is notisotropic (see section 14.4.2). Algorithms 3, 6, and 7 compute the wavelet transform inthe Fourier space (see section 14.4.5) and the undersampling respect Shannon's theorem.Pyramidal algorithms 4 and 5 compute the wavelet transform in the direct space, but needan interative reconstruction. Algorithms 1 and 2 are isotropic but increase the number ofdata. The 2D-discrete wavelet transform is not restricted the previous algorithms. Otheralgorithms exist (see for example Feauveau's one [11] which is not diadic). The interestof the wavelet transform is that it is a very exible tool. We can adapt the transform toour problem. We prefer the 8th for image compression, 6 and 7 for image restoration, 2for data analysis, etc.. The wavelet function can be derived too from the speci�c problemto resolve (see [35]).The parameter Nbr Scale speci�es the number of scales to compute. The wavelettransform will contain Nbr Scale� 1 wavelet coe�cients planes and one plane which willbe the image at a very low resolution.The parameter Fc de�nes the cut-o� frequency of the scaling function (0 < Fc � 0:5).It is used only if the selected wavelet transform algorithm uses the FFT.RECONS/WAVE RECONS/WAVE Wavelet Rec ImageReconstructs an image from its wavelet transform. If the wavelet transform has beencomputed with the pyramidal algorithm in the direct space, the reconstruction is iterative.HEADER/WAVE HEADER/WAVE WaveletGives information about a wavelet �le and write them into keywords. The followingkeywords are modi�ed:� OUTPUTI[1] = number of lines of the original image� OUTPUTI[2] = number of columns of the original image� OUTPUTI[3] = number of scales of the wavelet transform� OUTPUTI[4] = algorithm number� OUTPUTR[1] = Frequency cut-o�� OUT A = PYR, CUB or IMA1{November{1993



14.9. THE WAVELET CONTEXT IN MIDAS 14-39{ PYR if it is pyramidal algorithm.{ CUB if there is no reduction of the sampling.{ IMA if the wavelet transform has the same size as the original image.INFO/WAVE INFO/WAVE WaveletThis command gives the following information:� Which wavelet tranform algorithm has been used.� Name and size of the image.� Number of scales.� Min, Max and standard deviation of each scale.EXTRAC/WAVEEXTRAC/WAVE Wavelet Image Out Scale NumberCreates an image from a scale of a wavelet transform. The parameter Scale Number de�nesthis scale.ENTER/WAVEENTER/WAVE Wavelet In Image Out Scale Number Wavelet outCreates a new wavelet �leWavelet out , by replacing the scale Scale Number of the waveletWavelet In by an image.VISUAL/WAVE VISUAL/WAVE Wavelet [Visu Type]Visualizes a wavelet transform with default parameters. The parameter Visu Type cantake the following values (see section 14.5):� CUB = visualization in a cube. See �gures 14.13 and 14.17.� SYN = creation of one image from the coe�cients (�gures 14.15,14.19 and 14.20).� PER = visualization in perspective (�gures 14.14 and 14.18).� PLAN = visualization of each scale in a window.� CONT = plot one level per scale (�gures 14.16).the default value is PLAN. 1{November{1993



14-40 CHAPTER 14. THE WAVELET TRANSFORMVISUAL/CUBVISUAL/CUBE Wavelet [output �le] [Disp] [Visu Mode] [Display]Creates a visualization �le and load it in a window if the parameter Display equal toY (Y by default) ( see �gures 14.13 and 14.17). The default name of the output �le is�le visu.bdf. The image is loaded in the window number Disp (default is 1). Visu Modecan take the value CO or BW (color or black and white).VISUAL/CONTVISUAL/CONT Wavelet [Graphic Number] [Visu Mode] [Contour Level]Plots one contour per scale of the wavelet transform on the graphic window numberGraphic Number (default 0). The contour are plotted in color if Visu Mode equal to CO.The contour level L plotted at each scale j is de�ned by:L = �14j�1 � Contour Levelwhere �1 is the standard deviation of the �rst scale. The Contour Level default value is 3.VISUAL/SYNTVISUAL/SYNT Wavelet [output �le] [Display Number] [Display]Creates a visualization �le and loads it in a window if the parameter Display equal to Y(Y by default) (see �gures 14.15,14.19 and 14.20). The default name of the output �le is�le visu.bdf. The image is loaded in the window number Display Number (default is 1).VISUAL/PLAN VISUAL/PLAN Wavelet [Display]Creates an image from each scale of the wavelet transform, and displays the scales inwindows if the parameter Display equal to Y (Y by default). The names of the createdimages are scale 1.bdf for the �rst scale, scale 2.bdf for the second, ... The size of thewindow is limited to 512. If the image size is greater, scrolling can be done in the windowby using the command VIEW/IMAGE.VISUAL/PERSVISUAL/PERS Wavelet [out �le] [Disp] [Visu Mode] [Incr] [Thres] [Display]Visualizes the wavelet transform of an image in perspective. A �le is created and loaded inthe window if the parameter Display equal to Y (Y by default) ( �gures 14.14 and 14.18).The default name of the output �le is �le visu.bdf. The image is loaded in the windownumber Disp (default is 1). Visu Mode can take the value CO or BW (color or black andwhite). Incr is a parameter which de�nes the number of lines of the image used. If Incr =3, only on line on 3 are used (default value is 1). Threshold is a parameter which de�nes1{November{1993



14.9. THE WAVELET CONTEXT IN MIDAS 14-41the maximum value which is taken into account. All the values superior to this maximumare set to the maximum. The maximum value Mj at the scale j is:M = �j �ThresholdThe default value is 5.FILTER/WAVEFILTER/WAVE I In I Out [Algo] [T Filter] [Iter Nbr] [N Scale] [N Sigma] [Noise]Filters an image in the wavelet space (see section 14.6). The used algorithm for thetransform depends on the parameter Algo (see TRANSF/WAVE). T Filter de�nes thetype of �ltering. It can take the values 1,2,3,4 (default value is 1):1. Thresholding (see section 14.6.4).2. Hierarchical Thresholding (see section 14.6.5).3. Hierarchical Wiener Filtering (see section 14.6.3).4. Multiresolution Wiener Filtering (see section 14.6.2).If we threshold (T Filter = 1 or 2), the reconstruction can be done iteratively, and theparameter Iter Nbr speci�es the number of iterations (by default it is 1, no iteration).N Scale is the number of scales (default value is 4). N Sigma is used only if we threshold.We consider that at a given scale j, the signi�cant level L is:L = N Sigma:�jwhere �j is the standard deviation of the noise at the scale j. Noise is the standarddeviation of the noise in the image. If Noise equal to 0 (0 is the default value), thestandard deviation is estimated automatically in the program from the histogram of theimage by a 3� clipping.COMPAR/WAVECOMPAR/WAVE Imag 1 Imag 2 [N Scal] [N Sigma] [T Cor] [T Snr] [Disp] [Init]Compares two images in the wavelet space (see section 14.7). At each scale the signal tonoise ratio and the correlation is calculated. The results are stored in tables T Cor andTab Snr (the default names for the two tables are \cmp correl.tbl" and \cmp snr.tbl").N Scal de�nes the number of scales for the wavelet transform (default is 3). N Sigma is aparameter which allows us to select the wavelet coe�cients which are taken into accountin the comparison. Only the wavelet coe�cients Wj of the �rst image who veri�es thefollowing relation are taken into account:Wj > N Sigma:�j1{November{1993



14-42 CHAPTER 14. THE WAVELET TRANSFORMwhere �j is the standard deviation of the scale j. The default value is 0, this means thatall the wavelet coe�cients are used. If Disp equal to Y (yes), the results are plotted in twographics window (Y is the default value) by calling the two procedures PLOT/COR andPLOT/SNR. If Init equal to Y , the tables T Cor and Tab Snr are initialized, and if Initequal to N, columns are added to the tables. That allows us to compare several images toa reference image.PLOT/SNR PLOT/SNR [Tab Snr]Plots the SNR table resulting from the comparison. Tab Snr is the table which contains thecomparison result concerning the signal to noise ratio. The default value is \cmp snr.tbl".PLOT/COR PLOT/COR [Tab Correl]Plots the correlation resulting from the comparison. Tab Correl is the table which containsthe comparison result concerning the correlation. The default value is \cmp correl.tbl"DIRECT/WAVEDIRECT/WAVE Imag In Psf Imag Out [Nb Scales] [1,2,3,...]Deconvolves an image by the method described in section 14.8.3. j are generally chosensuch that j < j+1 because the regularization has to be stronger on high frequencies. Thedeconvolution is done by a division in the Fourier space. If all j equal to 0, it correspondsto the Fourier quotient method. Nb Scales de�nes the number of scales used in the wavelettransform. Imag In is the �le name of the image to deconvolve, Psf is the �le name of thepoint spread function, and Imag Out is the �le name of the deconvolved image.CITTERT/WAVECITTERT/WAVE Im In Psf Im Out [Resi] [Scal, Iter] [N Sig, Noise] [Eps] [Fwhm]Deconvolves an image by the method described in section 14.8.4. Resi is the �le nameof the output residual (default value is residual.bdf). Noise is the standard deviation ofthe noise in the image. If Noise equals to 0 (which is the default value), an estimationof the noise is done automatically from a 3� clipping. N Sig is the parameter used tode�ne the level of signi�cant structure in the wavelet space (4 is the default value). Epsis the convergence parameter (0.001 is the default value). Iter is the maximum number ofiterations allowed in the deconvolution. Fwhm (Full Width at Half Maximum) allows usto limit the resolution in the restored image. The default value is 0 (no limitation).GRAD/WAVEGRAD/WAVE Im In Psf Im Out [Resi] [Nb Scales] [N Sigma, Noise] [Eps] [Max Iter]1{November{1993



14.9. THE WAVELET CONTEXT IN MIDAS 14-43Deconvolves an image by the method described in section 14.8.4.LUCY/WAVELUCY/WAVE Im In Psf Im Out [Resi] [Nb Scales] [N Sigma, Noise] [Eps] [Max Iter]Deconvolves an image by the method described in section 14.8.4.TUTORIAL/WAVE TUTORIAL/WAVEVisualizes the wavelet transform of the galaxy NGC2997 with several algorithms.Two commands are proposed for one dimensional signals:TRAN1D/WAVETRAN1D/WAVE Im In Wave Out [Num Trans] [Num Line] [Channel] [Nu]Computes the one dimensional wavelet transform of a spectrum or a line of an image.Im In is the input image and Wave Out is the output wavelet transform. The wavelettransform of a one dimensional signal is an image. Num Trans is the wavelet transformchosen. 6 transforms are possible:1. French hat2. Mexican hat3. �a trous algorithm with a linear scaling function4. �a trous algorithm with a B1-spline scaling function5. �a trous algorithm with a B3-spline scaling function6. Morlet's transform.in case of Morlet's transform, the wavelet transform is complex. The modulus of thetransform is stored in the �rst part of the output image, and the phase in the second part.Default value is 2. Num Line is the line number in the input image which will be used (1is the default value). Channel is the number of channels per octave (the default value is12). This parameter is not used in the �a-trous algorithm because �a-trous algorithm is adiadic algorithm (1 channel per octave). Nu is the Morlet's parameter and is only usedwith Morlet's transform.REC1D/WAVEREC1D/WAVE Wave In Im Out [Num Trans] [Num Line] [Channel] [Nu]reconstructs a one dimensional signal from its wavelet transform. Wave In is the inputimage wich contains the wavelet transform, and Im Out is the reconstructed signal. It isan image with one line. The reconstruction parameters must be the same as the wavelettransform parameters. 1{November{1993
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Chapter 15The Data Organizer15.1 IntroductionBefore being able to actually reduce and analyse a new set of observations, the observerhas to prepare, sort out and arrange the data. That is, for instance, make a �rst qualitycheck, classify data according to a set of rules and associate with each science frame a setof relevant calibration frames . This task can be cumbersome because of the complexityof the instruments and the large number and the diversity of the data �les they produce.For instance, the EMMI instrument mounted on the New Technology Telescope allows awide range of observing modes from wide-�eld imaging to high-dispersion spectroscopy,including long-slit, multiple-object spectroscopy and a dichroic mode where spectra aretaken simultaneously in the blue and in the red arm of the instrument. The FITS �lesthat are produced contain more than 50 di�erent keywords, and making sense of thisinformation without a proper tool may be very di�cult.The Data Organizer is built entirely on existing capabilities of the MIDAS Table FileSystem. Therefore the astronomer does not have to learn any new computer jargon, changeenvironments, or convert data formats. The output �les created by the Data Organizerare MIDAS Tables and can therefore be used by any reduction package.The concept of a Data Organizer tool is new and this �rst implementation may besubject to revisions as experience with processing of large amounts of data is obtained.15.2 Overview of the Data OrganizerThe current implementation of the Data Organizer consists of 6 commands which are listedin Table 15.2. In order to be able to execute these commands the context DO should beenabled �rst. This can be done using the command SET/CONTEXT DO.15.3 The Observation Summary TableThe Data Organizer uses as input a list of FITS �les or MIDAS images as well as a listof MIDAS descriptors which are considered to be relevant (e.g., exposure time, telescope15-1



15-2 CHAPTER 15. THE DATA ORGANIZERCommand DescriptionTUTORIAL/DO on line tutorialCREATE/OST create an Observation Summary Table (OST)CREATE/CRULE create a classi�cation rule for an OSTCLASSIFY/IMAGE classify �les by applying one or more classi�cation rulesASSOCIATE/IMAGE associate suitable calibrations frames with scienti�c exposuresGROUP/ROW group the rows of a table by the value of one of its columnTable 15.1: DO commandssetting, instrument mode). Each of these descriptors is mapped into one column of a tablethat is called the Observation Summary Table (OST), and the corresponding informationfor a given input �le is stored into one of its rows.15.3.1 Mapping of FITS keywords into MIDAS descriptorsThe Data Organizer expects as initial input a list of MIDAS descriptors. These descriptorsare the result of a translation of the FITS keywords following a scheme described inVol. A, chapter 7 and automatically performed by MIDAS command INTAPE/FITS. Forinstance, the FITS keyword 'OBJECT' is translated into the MIDAS descriptor 'IDENT',the contents of the keyword 'EXPTIME' is stored into the 7th element of the descriptor'O TIME' and the ESO hierarchical keyword 'HIERARCH ESO GEN EXPO TYPE' istranslated into the descriptor ' EGE TYPE'15.3.2 The Descriptor TableThe list of pertinent MIDAS descriptors should be stored into a MIDAS table containingthe following columns:DESCR_INAME (Character Column) contains the list of MIDASdescriptors to be mappedinto the columns of the OST.IPOS (Integer Column) contains for each descriptorthe position of the element to beread.DESCR_ONAME (Character Column) contains for each descriptor thelabel of the column of the OSTin which its values will be stored.OTYPE (Character Column) contains for each descriptor thetype of the column of the OST in1{November{1993



15.3. THE OBSERVATION SUMMARY TABLE 15-3which its values will be stored.I (integer), R(eal), D(doubleprecision), C*n (character string)The following columns will be automatically created in the OST:1. :FILENAME (containing the frame name)2. :MJD (containing the Modi�ed Julian Date of the exposure).If a descriptor contains more than one element, the one at the position de�ned in thecolumn :IPOS is taken. The table may be created using the commands CREATE/TABLE,CREATE/COLUMN, and the di�erent parameters may be entered using the Table Editor(EDIT/TABLE). In the future we will supply on anonymous ftp templates for the di�erentESO instruments.Table 15.2 shows a descriptor table created for NTT data obtained with the SUSIinstrument. (Most of the examples in this document will be based on this set of 14 SUSI�les.)
DESCR_INAME

NPIX

NPIX

START

START

IDENT

O_POS

O_POS

O_AIRM

O_TIME

_EI_ID

_EI_MODE

_EIO2_ID

_EIO2_TYPE

_ED_NAME

_ED_MODE

_ED_PIXSIZE

_ED_TEMPMEAN

_ED_AD_VALUE

IPOS

1

2

1

2

*

1

2

*

7

*

*

*

*

*

*

*

*

*

DESCR_ONAME

NPIX_1

NPIX_2

START_1

START_2

IDENT

RA

DEC

AIRMASS

EXPTIME

INSTRUMENT

INST_MODE

FILTER_NO

FILTER_TYPE

DET_NAME

DET_MODE

DET_PIXSIZE

DET_TEMPMEAN

DET_AD_VALUE

OTYPE

C*8

C*8

R

R

C*32

D

D

R

R

C*8

C*8

C*8

C*8

C*9

C*1

R

R

RTable 15.2: A descriptor Table for SUSI exposures1{November{1993



15-4 CHAPTER 15. THE DATA ORGANIZER15.3.3 Creating The Observation Summary Table
DET_TEMPMEAN

171.1

172.0

172.1

172.1

172.1

172.1

172.0

172.0

172.3

172.3

172.3

172.3

172.1

172.1

BIAS

BIAS

FF B

FF B

FF B

S295/R/5M

FF R 2d night

FF U

BIAS 2d night

BIAS 2d night

BIAS 2d night

MS0955/B/30M

S0504/B/30M

S295/B/30M

MJD_LOC

0.3587

0.3666

0.3843

0.3869

0.3894

0.4582

0.4673

0.4921

0.5238

1.3055

1.3087

1.3100

1.3806

1.3898

FILENAME

susi0001.mt

susi0002.mt

susi0003.mt

susi0004.mt

susi0005.mt

susi0006.mt

susi0007.mt

susi0008.mt

susi0009.mt

susi0010.mt

susi0011.mt

susi0012.mt

susi0013.mt

susi0014.mt

IDENT

Table 15.3: An Observation Summary Table (OST)The command CREATE/OST allows the user to create an Observation SummaryTable (OST). The following command:CREATE/OST susi.mt ? susi descr susi ostwill process all the FITS �les whose names match the pattern susi*.mt, read in each ofthem the MIDAS descriptors listed in the column :DESCR INAME of the table susi descrand store the values of the elements speci�ed in the column :IPOS into the table susi ost.An extract of this table is shown in Table 15.3.15.4 Classi�cation of ImagesA natural way of getting an overview of the data one has consists of classifying the �lesinto a set of groups. One may for instance want to group the frames according to theexposure type or one may need to put together all the �les observed in a given instrumentmode.15.4.1 Creation of the Classi�cation RulesAn instruction for grouping at �eld exposures could be: Select all �les which have adescriptor IDENT matching one of the substrings 'FF', 'SKYFL', or 'FLAT'. With all1{November{1993



15.4. CLASSIFICATION OF IMAGES 15-5
COLUMN

NPIX_1

NPIX_2

START_1

START_2

IDENT

RA

DEC

AIRMASS

EXPTIME

INSTRUMENT

INST_MODE

FILTER_NO

FILTER_TYPE

DET_NAME

DET_MODE

DET_PIXSIZE

DET_TEMPMEAN

DET_AD_VALUE

RULE

*BIAS*

<=1

Table 15.4: Formulation of a Classi�cation Rulerelevant information being available in an Observation Summary Table, this can be ac-complished by supplying a suitable logical expression to the general purpose commandSELECT/TABLE. Because observers nomenclatures usually don't follow any standardconventions, the possibility is given to the users to write their own rules using an interfacebuilt on top on the Table Editor. This interface enables the user to interactively enterconstraints on the existing �elds of the OST. Relational operators ( >, <, != or =) maybe used as well as logical operators (&, j). Values or ranges of values have to be speci�ed(\*" is the wildcard character, \~" ignores the case and the \.." speci�es a range of val-ues). Constraints applied to more than one column are ANDed and translated into anexpression understandable by the SELECT command. This expression is stored into adescriptor of the OST. The commandCREATE/CRULE susi ost bias�rst creates a temporary table containing two columns labeled respectively :COLUMN and:RULE and then invokes the table editor. The user should then, for instance, formulatea rule for classifying BIAS exposures by entering constraints on columns of the OST(Table 15.4). Finally the command stores the derived selection criterion in the descriptorBIAS of the table susi ost:IDENT.eq."*BIAS*".AND.:EXPTIME.LE.1This rule would lead to all �les being classi�ed as bias exposures which contain the stringBIAS and the exposure time of which did not exceed one second. The temporary table1{November{1993



15-6 CHAPTER 15. THE DATA ORGANIZER�le is automatically deleted when the descriptor of the OST has been created.15.4.2 Classi�cation of imagesThe classi�cation process (command CLASSIFY/IMAGE) tags each frame with one ormore character strings supplied by the user that classify the image in a unique way andwill be stored into columns of the OST. For instance scienti�c exposures observed in SUSIusing the �lter number 639 may be described` with the two strings \SCI" and \FILT 639".The practical problem is however that the very large number of di�erent possible opticalelements mounted on instruments like EMMI/SUSI is not �xed in advance; for example,�lters may be added or changed. Clearly, one do not want to write classi�cation rules forall �lter numbers or all combinations of grisms and gratings.We have for those reasons introduced the concept of \Wild Card Replacement Character";This character & may be used to build the output classi�cation string in the followingway: substring&n will be built by �nding the n-th occurrence of the � character in theclassi�cation rule, reading the content of the corresponding column and appending it tosubstring. Midas 001> CREATE/CRULE susi ost BIAS.. The Table Editor is invoked ..Midas 002> READ/DESCR susi ost.tbl BIAS:IDENT.EQ."*BIAS*".AND.:EXPTIME.LE.1Midas 003> CREATE/CRULE susi ost FF.. The Table Editor is invoked ..Midas 004> READ/DESCR susi ost.tbl FF:IDENT.EQ."FF*"Midas 005> CREATE/CRULE susi ost SCI.. The Table Editor is invoked ..Midas 006> READ/DESCR susi ost.tbl SCI:IDENT.NE."*BIAS*".AND.:IDENT.NE."*FF*"Midas 007> CLASSIFY/IMAGE susi ost BIAS EXPTYPE BIASMidas 008> CLASSIFY/IMAGE susi ost FF EXPTYPE FFMidas 009> CLASSIFY/IMAGE susi ost SCI EXPTYPE SCIMidas 010> CREATE/CRULE susi ost OPATH.. The Table Editor is invoked ..Midas 011> READ/DESCR susi ost.tbl OPATH:FILTER NO.EQ."#*".AND.:FILTER TYPE.EQ."FILTER*"Midas 012> CLASSIFY/IMAGE susi ost OPATH OPATH FILT &1Table 15.5: MIDAS session for classifying SUSI exposures1{November{1993



15.4. CLASSIFICATION OF IMAGES 15-7Suppose you have created the classi�cation rule WFIB for agging all exposures ob-tained in the blue arm of EMMI using the wide-�eld imaging mode. Now you want to agthese exposures with a character string containing the �lter number that has been used.The corresponding descriptor WFIB of the OST may in natural language be: \frame ex-posed in the blue arm using any �lter and no grating" The translated selected criterionlooks as follows::FILTB ID.EQ."*".AND.:FILTB TYP.EQ."FILTER*".AND.:GRATB ID.EQ.""The commandCLASSIFY/IMAGE ntt WFIB :OPATH FB&1will ag all �les in the OST ntt which satisfy this selection criterion and will store inthe column :OPATH the character string obtained by appending the contents of column:FILTB ID to the string FB. The classi�cation given in the column :OPATH is obviouslymore convenient to use than the original selection criteria.Note:This implementation of the sofware expects, for the association process, thatthe type of the exposures is stored in a column labeled :EXPTYPE and that framesclassified as scientific exposures are flagged with the string SCI.15.4.3 An example of a Classi�cation ProcessWe have de�ned a set of rules for classifying SUSI exposures according to the exposuretype (BIAS, FF, SCI) and a set of rules for classifying them according to the optical path.(In this case, this consists simply in classifying the frames according to the �lter numberthat was used.)The MIDAS session shown in Table 15.5 creates these rules and applies them to our setof SUSI exposures (Table 15.3). The result of the classi�cation process is illustrated inTable 15.6.For convenience, one may also store all the classi�cation parameters in a table (Table 15.7)and apply a set of classi�cation rules in one step.Note that instead of the interactive command CREATE/CRULE the equivalent commandWRITE/DESCR may be used. The table must contain the following columns:� :DESCR { character columnContains the names of the classi�cation rules descriptors� :OUTCOL { character columnContains the label of the output column of the OST in which the string agging theexposures satisfying the corresponding rule should be stored.� :OUTCHAR { character columnContains the character string for agging the rows satisfying the corresponding rule.1{November{1993



15-8 CHAPTER 15. THE DATA ORGANIZERIn the session mentioned above, one can replace the four calls to the commandCLASSIFY/IMAGE by:CLASSIFY/IMAGE susi ost susi rule.tbl
OPATH

FILT_639

FILT_639

FILT_642

FILT_639

FILT_639

FILT_639

FILT_639

FILT_642

FILT_642

IDENT

BIAS

BIAS

FF B

FF B

FF B

S295/R/5M

FF R 2d night

FF U

BIAS 2d night

BIAS 2d night

BIAS 2d night

MS0955/B/30M

S0504/B/30M

S295?B/30M

FILTER_NO

#639

#639

#639

#642

#639

#639

#639

#642

#640

EXPTYPE

BIAS

BIAS

FF

FF

FF

SCI

SCI

SCI

SCI

BIAS

BIAS

BIAS

FF

FFTable 15.6: Observation Summary Table with �le classi�cations appended in column :EX-PTYPE and :OPATH as de�ned and applied in Table 15.5
DESCR OUTCOL OUTCHAR

BIAS

FF

SCI

OPATH

EXPTYPE

EXPTYPE

EXPTYPE

EXPTYPE

BIAS

FF

SCI

FILT_&1Table 15.7: Classi�cation Table for SUSI exposures (susi rule.tbl)15.4.4 Checking the quality of the data using the OSTAt this stage of the process, it is already possible to make a preliminary statistical analysisof the observing run without having to inspect the �les individually. One can, for instance,plot the r.m.s noise of the at �eld exposures against their mean pixel value to check thegeneral consistency of the frames. Or one may want to plot the mean temperature of thedetector against the date of the exposures to check whether there are outliers.( Figure 15.1)1{November{1993



15.5. ASSOCIATION OF IMAGES 15-9

Figure 15.1: Trend analysis of the detector mean temperature with Modi�ed Julian Date15.5 Association of imagesThe association of scienti�c frames with suitable calibration images is achieved by selectingand ranking all calibration frames which for a given scienti�c exposure match a set of userde�ned selection criteria. One may expand the search by submitting a \second choice"set of criteria when too few frames match the original one. For instance, this may innatural language be expressed as: \Find for each scienti�c frame 2 dark exposures whichhave been observed within the same night. If not found, look for dark exposures observedwithin 3 days."15.5.1 Creation of the Association RulesThe two sets of selection criteria (\�rst choice" and \second choice") have to be enteredin a table containing four columns:� :FUNCTION {character column (max 256 char)This column de�nes the di�erent selection criteria and shall contain mathematicalexpressions in which the variables may be the columns of the OST. The expressionmay contain arithmetic as well as mathematical functions. On top of the operat-ors and functions supported by the SELECT/TABLE command, a new functionREFVAL is available. REFVAL(:col) will return the value of the column 'col' atthe row corresponding at the scienti�c exposure that is being processed. Suppose1{November{1993



15-10 CHAPTER 15. THE DATA ORGANIZERyou try, for instance, to associate exposures to the image susi0006.mt (Table 15.3),REFVAL(:MJD LOC) will be 0.4582.� :RANGE 1 {character column (max 256 char)Contains the ranges de�ning the "�rst choice" selection criteria.� :RANGE 2 {character column (max 256 char)Contains the ranges de�ning the second choice selection criteria.� :WEIGHT {real columnDe�nes the weighting factors for the di�erent selection criteria. These weights areused to rank the frames that satisfy the selection criteria.15.5.2 An example of selection criteriaTable 15.8 shows a table of association rules that has been created to associate biasexposures with scienti�c frames. A column labeled :MJD LOC has been created in theOST and contains a number derived from the Modi�ed Julian Date of the exposure.� ABS(:MJD LOC-REFVAL(:MJD LOC)) is the absolute di�erence between the timeof the scienti�c frame that is being studied and the time of a dark exposure� ABS(:DET TEMPMEAN-REFVAL(:DET TEMPMEAN)) is the absolute di�erencebetween the mean temperature of the detector when the dark exposure was takenand the mean temperature of the detector when the scienti�c frame was observed.� :NPIX 1-REFVAL(:NPIX 1) is the di�erence between the CCD window sizes in theX-direction of a dark exposure and the scienti�c frame while :NPIX 2-REFVAL(:NPIX 2)is the di�erence between the CCD window sizes in the Y-direction of a dark exposureand the scienti�c frame.Each row of the column labeled :RANGE 1 de�nes the acceptable \�rst choice" ranges foreach of the four functions mentioned previously, and the combination of these four criteriade�nes the \�rst choice" set of criteria. This may be expressed as:Given a scienti�c exposure, select all dark exposures that satisfy:� The elapsed time between the two exposures is less than 12 hours� The detector mean temperature did not vary by more than 0.15 degrees between thetwo exposures� The two frames have exactly the same size.1{November{1993



15.5. ASSOCIATION OF IMAGES 15-11The column RANGE 2 de�nes in the same way the set of \second choice" criteria thatcan be expressed as:Given a scienti�c exposure, select all dark exposures that satisfy:� The elapsed time between the two exposures is less than 12 hours� The detector mean temperature did not vary by more than 0.5 degrees between thetwo exposures� The two frames have exactly the same size.The graphs of Figure 15.2 illustrate the association of two dark exposures with eachof two scienti�c images from our observing run: susi0006.bdf and susi0009.bdf. Theassociation process when applying the set of criteria mentioned above will �nd two suitablecandidates for susi0006.bdf satisfying the \�rst choice" set of criteria. No \�rst choice"candidates for susi0009.bdf will be found while �ve \second choice" candidates may beselected. Because more importance is assigned to the time di�erence (weight=0.8) than tothe detector temperature di�erence (weight=0.2), the �les susi0001.bdf and susi0002.bdfwill be agged as the \best" ones. (Note that the di�erences are computed in the unitsinvolved in the columns involved. In the given example they are degrees kelvin and days,respectively.)A table of rules (Table 15.9) for associating at-�eld exposures has been created followingthe same scheme. One criterion has to be added to the rules mentioned above: One has tomake sure that one associates only frames obtained in the same instrument con�guration(i.e in this case with the same �lter). Figure 15.3 shows that only one at �eld can beassociated with the frame susi0006.bdf (for clarity, only the FFs obtained with the same�lter as the scienti�c image are numbered) while three suitable at-�elds may be selectedfor susi0009.bdf
FUNCTION RANGE_2 WEIGHTRANGE_1

ABS(:MJD_LOC-REFVAL(:MJD_LOC))

ABS(:DET_TEMPMEAN-REFVAL(:DET_TEMPMEAN))

:NPIX_1-REFVAL(:NPIX_1)

:NPIX_2-REFVAL(:NPIX_2)

<=0.15

<=0.5

=0

=0 =0

=0

<=0.5

<=1 0.8

0.2

0

0Table 15.8: Rules for the association of DARK exposures (cf. Fig. 15.3 and 15.2)15.5.3 Association of Calibration ExposuresThe association process creates an output table that contains the following columns:1{November{1993



15-12 CHAPTER 15. THE DATA ORGANIZER
FUNCTION

ABS(:MJD_LOC-REFVAL(:MJD_LOC))

ABS(:DET_TEMPMEAN-REFVAL(:DET_TEMPMEAN))

:NPIX_1-REFVAL(:NPIX_1)

:NPIX_2-REFVAL(:NPIX_2)

<=0.5

<=0.15

=0

=0

=REFVAL(:OPATH)

<=1

<=0.5

=0

=0

=0.8

=0.2

=0

=0

=0

RANGE_1 RANGE_2 WEIGHT

=REFVAL(:OPATH):OPATH Table 15.9: Rules for the association of FF exposures (cf. Fig. 15.3 and 15.3)� A character column labeled :SCI containing the names of the scienti�c frames. Thesenames are extracted from the column :FILENAME of the OST� A character column labeled `exptype' (i.e DARK, FF, etc) containing the names ofthe associated exposures� An integer column QUAL `exptype' (i.e QUAL DARK, QUAL FF, etc) containingfor each associated frame its quality ag. The calibration matching the \�rst choice"set of criteria get a quality of 1 while the exposures matching only the \second choice"set of criteria get a quality of 2.The commands :ASSOCIATE/IMA susi ost bias bias rule susi asso C 2ASSOCIATE/IMA susi ost ff ff rule susi asso A 2associates with each scienti�c frame two dark exposures by applying the rules stored inthe table bias rule, two at �eld by applying the rules stored in the table � rule and storesthe result in the table susi asso (Table 15.10).
2

*

1

1

1

2

2

1

susi0006.mt

susi0006.mt

susi0007.mt

susi0007.mt

susi0008.mt

susi0008.mt

susi0009.mt

susi0009.mt

SCI BIAS

susi0001.mt

susi0002.mt

susi0002.mt

susi0001.mt

susi0002.mt

susi0001.mt

susi0001.mt

susi0002.mt

QUAL_BIAS

1

1

1

1

1

1

2

2

FF

susi0014.mt

susi0003.mt

susi0004.mt

susi0003.mt

susi0004.mt

susi0005.mt

susi0004.mt

QUAL_FF

Table 15.10: Table of Associated Exposures1{November{1993



15.5. ASSOCIATION OF IMAGES 15-13

Figure 15.2: Association of DARK exposures with scienti�c frames

1{November{1993



15-14 CHAPTER 15. THE DATA ORGANIZER
Figure 15.3: Association of FF exposures with scienti�c frames15.6 Command Syntax SummaryTable 15.6 lists the commands of the DO context as well as their syntax.CommandTUTORIAL/DOCREATE/OST file specs [file pref] intable outtable flagCREATE/CRULE table descrCLASSIFY/IMAGE table descr outcol outchartable classtableASSOCIATE/IMAGE ost exptype rule table outtable [flag] [nexp]GROUP/ROW table incol outcolTable 15.11: DO Command List

1{November{1993



Chapter 16ASTROMET astrometry package16.1 IntroductionThis chapter briey describes the astrometry context ASTROMET in MIDAS. The ap-plications in this context correspond to Richards West's original POS1 program. Theinput/output are made compatible with MIDAS, but the algorithm has not been changed(as it proved to be extremely accurate, this would have been masochism).***** IMPORTANT NOTE *****Currently, the package has only been tested on system running SunOS. Correct install-ation and performance on platforms other than those running SunOS is explicitly NOTGUARANTEED. Performance, however, can be tested by executing the test describedin the �le directory /midas/$VERS/contrib/astromet/tmp/pos1.exp. The data for thistest consists of two MIDAS tables: ppm300.tbl and xy300.tbl. Both tables can be foundin the directory /midas/demo/data and can be retrieved by anonymous ftp.16.2 Available CommandsThe context ASTROMET can be enabled by the command SET/CONTEXT ASTROMET.Whilein the original implementation everything was done in one programme, in the contextASTROMET the software is split into three commands. These commands take care of thefollowing:� read the measurements and standard stars, and compute the transformation para-meters (this step is performed by the command ASTROMET/TRANSFORM);� edit the standard star table to remove/restore some stars (this step is performed bythe command ASTROMET/EDIT);� actually compute the converted coordinates (this step is performed by the commandASTROMET/COMPUTE).Steps 1 and 2 can be iterated until a satisfactory result is obtained.16-1



16-2 CHAPTER 16. ASTROMET ASTROMETRY PACKAGEThe whole process can also be executed in an iterative way by the command ASTROMET/POS1.This commands asks for all input parameters.16.2.1 ASTROMET/TRANSFORMThis command computes the astrometric transformation parameters for the input dataset using a least-square �tting algorithm. The input data is assumed to be two MIDAStables with �xed columns names. The accuracy has been tested on standard stars, andin real life on many objects including comet Shoemaker-Levy 9, leading to very accurateimpact times. ASTROMET/TRANSFORM only computes the transformation parameters. Othercommands (see below) should be used to actually do the transformations, to edit the data,or to display the residuals.The �rst input MIDAS table should contain the coordinates of the standard stars inRA and Dec. It should contain the following columns:� :PPM Integer column (I6) containing the identi�er of the standards;� :R A Real column containing the right ascension in degrees;� :DEC Real column with the declination in degrees;� :MAG Real column with the magnitude;� :PMA Real column with the proper motion in RA in arcsec/year (NOT time second);� :PMD Real column with the proper motion in Dec in arcsec/year.A possible way to produce this table is to use StarCat, with the MIDAS table outputoption, in the PPM catalogue.The second MIDAS table should contain the XY measurements of the standards andshould have, as a minimum, the following columns:� :IDENT Character columns (A16) which must contain a character string; leadingletters (e.g. PPM) are ignored;� :XCEN Real column to contain the X measurement;� :YCEN Real column to contain the Y measurement.The remaining parameters are: the coordinate of the center, the epoch of the plateand the reference epoch of the catalogue, two instruments ag, a tolerance on the meas-urements, and a selection ag. These parameters are described in the help �le of thecommand (HELP ASTROMET/TRANSFORM).1{November{1994



16.3. COMMAND OVERVIEW 16-316.2.2 ASTROMET/EDITWith this command the user can delete and undelete the astrometric standards used forthe transformation, and optionally displays (slowly) the residuals. Input is the MIDAStable with the coordinates of the standard stars.After having displayed the residuals, the programs ask for the identi�cation of a starto be deleted/restored. This must be the sequence Number in the MIDAS table and NOTthe identi�er of the star. To �nish the editing session type 0.16.2.3 ASTROMET/COMPUTEThis command converts the measured X, Y coordinates to RA and Dec. It uses thetransformation parameters computed by the command ASTROMET/TRANSFORM. The inputis a table containing the XY coordinates which must have been processed previously byASTROMET/TRANSFORM in order to have the descriptors with the transformation parametersset.The user can choose among various options for doing the coordinate transformation.The output table will contain the computed coordinates. This table can be used as stand-ard stars table in case a multi step astrometric calibration is needed.ASTROMET/COMPUTE computes the RA,Dec coordinates from X,Y coordinates directlyfrom the transformation parameters, while it obtains X,Y from the RA,Dec ones in aniterative manner. Also note that the equinox of the computed coordinates is the sameas the standard star catalogue (which is NOT necessarily the same as its epoch) and is2000.0 in case the PPM catalogue is used.16.2.4 ASTROMET/POS1This command corresponds to the original POS1 program and does an interactive astro-metric reduction. The command can also be used to test the performance of the packageand as a tutorial.16.3 Command OverviewASTROMET/COMPUTE mes option out trailconvert coordinates from the measured XY to RA, Dec or vice versaASTROMET/EDIT std plotdelete/undelete the astrometric standardsASTROMET/POS1 interactive procedure for the POS1 astrometry packageASTROMET/TRANS std mes center pla,cat schmidt,blink tol xterm,yterm stdcompute the astrometric transformation parameters of a dataTable 16.1: ASTROMET commands1{November{1994



16-4 CHAPTER 16. ASTROMET ASTROMETRY PACKAGE
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Appendix ACommand SummaryBelow is an alphabetical list of all basic MIDAS commands. The following abbreviationshave been used where appropriate for the command parameters:input image: infr infr 1, infr 2...output image: outfr outfr 1, outfr 2...input tables: intab intab 1, intab 2...output tables: outtab outtab 1, outtab 2...display channel: chan chan 1device: deviceA.1 Core Commands@@ proc [par1] . . . [par8]execute a MIDAS procedure@ proc [par1] . . . [par8]execute a procedure in MID PROC (MIDAS core procedures)@a proc [par1] . . . [par8]execute a procedure in APP PROC (MIDAS application procedures)@s proc [par1] . . . [par8]execute a procedure in STD PROC (MIDAS standard reduction pro-cedure)ADD/ACAT [cat name] frame listadd entries to an ASCII �le catalogADD/FCAT [cat name] �le list [lowstr,histr]add entries to a �t�le catalogADD/ICAT [cat name] frame list [lowstr,histr]add entries to an image catalogADD/TCAT [cat name] table list [lowstr,histr]A-1



A-2 APPENDIX A. COMMAND SUMMARYadd entries to a table catalogALIGN/CENTER inframe re�rame incent x, y refcent x, ycompute start coordinates for inframe to match with re�rame centerALIGN/IMAGE intab reftab [option] [overlay ag] [residual ag]compute transformation coe�cients for two rotated imagesAPPLY/CONVERSION IMTB ima tab thresholdconvert a "mask" image to a tableAPPLY/CONVERSION TBIM tab ima npx1,npx2 sta1,sta2,stp1,stp2 bg,fgconvert a table to a "mask" imageAPPLY/EDGE inframe outframe [thresh]do edge detection on an imageAPPLY/MAP outframe = inframe mapframe control agsuse an image frame like a Lookup TableAPPLY/THIN inframe outframeapply thinning algorithmASSIGN/DEFAULTassign default devicesASSIGN/DISPLAY [dev] [�le name]de�ne output device for displayASSIGN/GRAPHICS [device] [option]de�ne the graphic device for plot outputASSIGN/INPUT [dev] [�le name]de�ne input device for writingASSIGN/PRINT [dev] [�le name]de�ne output device for printingAVERAGE/AVERAGE [in specs] [out specs] [out opt] [draw ag]compute average over subimageAVERAGE/COLUMN out = in [start,end] [SUM]average image columnsAVERAGE/IMAGES out = in specs [merge] [null] [av option] [dat intval]average imagesAVERAGE/KAPPA [in specs] [out specs] [out opt] [draw ag] [no iter]compute average (kappa-sigma clipping) over subimageAVERAGE/MEDIAN [in specs] [out specs] [out opt] [draw ag]compute average (median value) over subimageAVERAGE/ROW out = in [start,end] [SUM]average image rowsAVERAGE/WEIGHTS out = in specs [merge] [null] [av option] [dat intval]average weighted imagesAVERAGE/WINDOW out = in specs [meth] [bgerr,snoise]compute average of (consistent) pixel valuesBLINK/CHANNEL [cha1,cha2,..] [intval] [area option]31{March{1999



A.1. CORE COMMANDS A-3blink between Image Display channelsBYE [proc]terminate a MIDAS session + return to the host systemCENTER/GAUSS [in specs] [out specs] [out opt] [curs specs][wsize] [zw option] [invert ag]�nd intensity weighted centerCENTER/IQE [in specs] [out specs] [out opt] [curs specs][wsize] [zw option] [invert ag]�nd intensity weighted center + get angle of major axisCENTER/MOMENT [in specs] [out specs] [out opt] [curs specs][wsize] [zw option] [invert ag]�nd intensity weighted centerCHANGE/DIRECTORY direcchange the default (current) directory for MIDASCLEAR/ACATdeactivate the ASCII �le catalogCLEAR/ALPHAclear the alpha-numerics memory of the image displayCLEAR/BACKGROUND [no secs]put Midas session into "foreground" modeCLEAR/BUFFERclear the command bu�er + reset command numbersCLEAR/CHANNEL [chanl]clear + initialize memory channelCLEAR/CONTEXT [context]remove command de�nitions of a contextCLEAR/DISPLAYreset image displayCLEAR/FCATdisable automatic catalog functions for �t �lesCLEAR/GRAPHICerase the screen of the graphic window or terminalCLEAR/ICATdisable automatic catalog functions for image framesCLEAR/ITT [chanl]bypass ITT on display of memoryCLEAR/LUTbypass LUT on image displayCLEAR/OVERLAYdisable graphics/overlay plane of displayCLEAR/SCROLL [chanl]reset scroll values 31{March{1999



A-4 APPENDIX A. COMMAND SUMMARYCLEAR/TCATdisable automatic catalog functions for table �lesCLEAR/ZOOM [chanl]clear zoomCLOSE/FILE �le idclose an ASCII �leCOMPUTE/AIRMASS frame [long] [lat]COMPUTE/AIRMASS alpha delta ST [exptime] [long] [lat] [date] [UT]compute airmass (from sec z)COMPUTE/BARYCORR date UT alpha delta [longitude] [latitude]COMPUTE/BARYCORR table.tbl [longitude] [latitude]COMPUTE/BARYCORR image alpha delta [longitude] [latitude]correct universal times and radial velocities to center of sun orbarycenter of solar systemCOMPUTE/COLUMN res frame.column = arithmetic expressiondo arithmetics on columns of an imageCOMPUTE/DIMAGE [outspec =] expressioncompute arithmetic expressionCOMPUTE/DPIXEL [outspec =] expressioncompute expression on pixel basisCOMPUTE/DPLANE res frame.plane = arithmetic expressiondo arithmetics on planes of imagesCOMPUTE/HISTOGRAM result = table col [bin [min [max]]]table-to-image or table-to-table histogram transformationCOMPUTE/IMAGE [outspec =] expressioncompute arithmetic expressionCOMPUTE/KEYWORD key = arithmetic expressioncompute values of a keywordCOMPUTE/PIXEL [outspec =] expressioncompute expression on pixel basisCOMPUTE/PLANE res frame.plane = arithmetic expressiondo arithmetics on planes of imagesCOMPUTE/PRECESSION alpha delta equinox0 equinox1COMPUTE/PRECESSION table.tbl equinox0 equinox1precess equatorial coordinates from one epoch to anotherCOMPUTE/REGRESSION table column = name[(ind)] [d type]compute result of a regressionCOMPUTE/ROW res frame.row = arithmetic expressiondo arithmetics on rows (lines) of imagesCOMPUTE/ST date UT [longitude]COMPUTE/ST table.tbl [longitude]COMPUTE/ST image [longitude]calculate geocentric Julian date (JD) and local mean sidereal time (ST)from civil date and universal time (UT)31{March{1999



A.1. CORE COMMANDS A-5COMPUTE/TABLE table column = expressioncompute arithmetic or string operations on table columnsCOMPUTE/UT date ST [longitude]COMPUTE/UT table.tbl [longitude]COMPUTE/UT image [longitude]calculate geocentric Julian date (JD) and universal time (UT) fromcivil date and local mean sidereal time (ST)COMPUTE/WEIGHTS input specs [window specs]determine weights for command AVERAGE/WEIGHTSCOMPUTE/XYPLANE result cube = expressioncompute arithmetic expression on xy planes of cubesCOMPUTE/XZPLANE result cube = expressioncompute arithmetic expression on xz planes of cubesCOMPUTE/ZYPLANE result cube = expressioncompute arithmetic expression on zy planes of cubesCONNECT/BACK MIDAS unit wait specs b char methodconnect "command syntax" to another MIDASCONVERT/COORDS image coord string [dsplay ag]frame pixel ro world coordinates conversion (and vice versa)CONVERT/TABLE image = table x[,y] z re�ma [method] [par]CONVERT/TABLE image = table x[,y] re�ma FREQtable to image conversionCONVOLVE/IMAGE frame psf resultconvolve image with point spread functionCOPY/AD ASCII �le dest frame dest desc [max len]copy contents of ASCII �le to character descriptor of dest frameCOPY/DA source frame source desc ASCII �lecopy descriptor of source frame to ASCII �leCOPY/DD source frame source desc dest frame dest desccopy descriptors of source frame to destination frameCOPY/DIMA source frame source desc dest framecopy descriptor of source frame to new imageCOPY/DISPLAY [out dev] [stop g] [ITTdef] [LUTnam] [prag] [prmode]make a hardcopy of the display on output deviceCOPY/DK source frame source desc dest keycopy descriptor of source frame to keywordCOPY/DKEY source frame source desc dest keycopy descriptor of source frame to keywordCOPY/GRAPHICS [device] [plot�le]copy the existing plot �le to the graphic deviceCOPY/ID source frame dest frame dest desccopy image data to descriptor of destination frameCOPY/II source frame dest frame dest format agscopy source frame to destination frame31{March{1999



A-6 APPENDIX A. COMMAND SUMMARYCOPY/IT inframe outable [column]copy image into tableCOPY/KD source key dest frame dest desccopy keyword to descriptor of destination frameCOPY/KEYWORD source key dest key [M unit]copy keywords of same typeCOPY/KI source key dest framecopy keyword to new frameCOPY/KT keyword table [column ...] elementcopy keyword into table elementCOPY/LSDD list source frame dest framecopy list of descriptors of source frame to descriptors of dest frameCOPY/LSDK list source framecopy list of descriptors of source frame to keywordsCOPY/LSKD list dest framecopy list of keywords to descriptors of destination frameCOPY/OVERLAY [chanl] [append ag]copy all graphics and text from the overlay plane to image channelCOPY/PSCR image [PS �le] [options] [prnt ags] [scales] [LUT specs]convert MIDAS images (bdf-�les) to PostScript formatCOPY/TABLE intable outable [organization]copy source table to destination tableCOPY/TEIMA table column rows [npix] [coor] [pre�x]Convert a 3D-table element to a MIDAS image �leCOPY/TI intable outimagecopy table into imageCOPY/TK table [column ...] element keywordcopy table element into keywordCOPY/TT intable incolumn [outable] outcolumncopy a table column to an other existing tableCOPY/ZOOM [out dev] [stop g] [ITTnam] [LUTnam] [prag] [prmode]make a copy of the zoom window on output deviceCREATE/ACAT [cat name] [dir spec]create a catalog of �les in the current directoryCREATE/COLUMN table column [unit] [format] [type]create a table columnCREATE/COMMAND comnd textcreate a "user" commandCREATE/CURSOR [dspid] [wind specs] [Xstation]create a cursor windowCREATE/D COMMAND comnd textcreate a directory "user" commandCREATE/DEFAULT comnd def1 def2 ... def8create special defaults for MIDAS command31{March{1999



A.1. CORE COMMANDS A-7CREATE/DISPLAY [dspid] [dspinfo] [meminfo] [alph ag] [gsize] [Xstation]create a display windowCREATE/FCAT [catname] [dir spec]create a catalog of �t �les in the current directoryCREATE/FILTER frame [dim specs] [frame specs] [�lt type] [coefs]create �lter frameCREATE/GRAPHICS [graph id] [graph spec] [gsize] [Xstation]create a graphics windowCREATE/ICAT [catname] [dir spec] [descr]create a catalog of images in the current directoryCREATE/IMAGE frame [dim specs] [frame specs] [func type] [coefs]create an imageCREATE/LUT LUT table H specs S specs I specs cyclic agcreate a colour lookup tableCREATE/RANDOM name [dims] [starts,steps] [func type] [coefs] [seed]CREATE/RANDOM name = ref frame [func type] [coefs] [seed]create a random imageCREATE/ROW table row position number of rowsadd one or several rows at a given position of a tableCREATE/TABLE table ncol nrow �le [format �le] [organization]create a tableCREATE/TCAT [catname] [dir spec] [descr]create a catalog of tables in the current directoryCREATE/VIRTUAL virtual tablecreate a virtual table from a physical tableCREATE/ZOOM [dspid] [wind specs] [Xstation]create a zoom windowCUTS/IMAGE frame [cut specs]display or set low + high cut values of an image frameDEBUG/MODULE [low lev,hi lev] [switch]run MIDAS modules in debug modeDEBUG/PROCEDURE [low lev,hi lev] [switch]run MIDAS procedures in debug modeDECONVOLVE/IMAGE frame psf result [no iter] [cont ag]deconvolve image with point spread functionDELETE/ACAT [catalog] [conf ag] [range]delete �les with entry in ASCII �le catalogDELETE/COLUMN table column seldelete table column(s)DELETE/COMMAND [comnd]delete user de�ned commandDELETE/CURSOR [disp] 31{March{1999



A-8 APPENDIX A. COMMAND SUMMARYdelete cursor window(s) on XWindow displaysDELETE/DEFAULTS [comnd]delete special defaults for commandDELETE/DESCRIPTOR frame descr list [stop ag]delete descriptors of frameDELETE/DISPLAY [disp]delete display window(s) on XWindow displaysDELETE/FCAT [catalog] [conf ag] [range]delete �t �les with entry in catalogDELETE/FIT name [conf ag]delete a �t �leDELETE/GRAPHICS [grap]delete graphic window(s) on XWindow displaysDELETE/ICAT [catalog] [conf ag] [range]delete image frames with entry in catalogDELETE/IMAGE name [conf ag]delete an image frameDELETE/KEYWORD keydelete user de�ned keywordDELETE/LOGFILEdelete current log�leDELETE/ROW table row position number of rowsdelete one or several rows of a tableDELETE/TABLE name [conf ag]delete a table �leDELETE/TCAT [catalog] [conf ag] [range]delete table �les with entry in catalogDELETE/TEMPdelete temporary MIDAS �lesDELETE/ZOOM [disp]delete zoom window(s) on XWindow displaysDISCONNECT/BACK MIDAS unit [server ag]disconnect from a background MIDASDISPLAY/CHANNEL [chanl]display contents loaded in an Image Display channelDISPLAY/LUT [switch]en/disable display of current LUTDRAW/ANY [intens]draw manually or with input from �le into the overlay channelDRAW/ARROW [in spec] [coord ref] [draw opt] [intens] [nocurs] [key ag]draw arrows in the overlay channelDRAW/CIRCLE [in spec] [coord ref] [draw opt] [draw specs][nocurs] [key ag] [arc defs]draw circles in the overlay channel31{March{1999



A.1. CORE COMMANDS A-9DRAW/CROSS [in spec] [coord ref] [draw opt] [intens] [nocurs] [key ag]draw crosses in the overlay channelDRAW/ELLIPS [in spec] [coord ref] [draw opt] [draw specs][nocurs] [key ag] [arc defs]draw ellipses in the overlay channelDRAW/IMAGE frame [chanl] [scale] [center] [cuts] [over] [iaux] [�x]draw intensities of a line of an image into display channelDRAW/LINE [in spec] [coord ref] [draw opt] [intens] [nocurs] [key ag]draw straight line in the overlay channelDRAW/RECTANGLE [in spec] [coord ref] [draw opt] [intens] [nocurs] [key ag]draw rectangles in the overlay channelDRAW/SLIT [in spec] [coord ref] [draw opt] [intens] [nocurs] [key ag]draw IUE slits in the overlay channelECHO/FULL [levla,levlb]show substitutions in MIDAS procedure �lesECHO/OFF [levla,levlb]suppress display of input from MIDAS procedure �lesECHO/ON [levla,levlb]display input from MIDAS procedure �lesEDIT/TABLE table [edit option] [col] [row]interactive table editorEQUALIZE/HISTOGRAM frame descr itt nameperform histogram equalizationEXECUTE/CATALOG com string parm1 ... parm7execute a MIDAS procedure or command for all entries in a catalogEXECUTE/TABLE table command-stringexecute command on all rows of tableEXTRACT/CTRACE [step] [frame] [plot ag] [zw option]extract a column from displayed imageEXTRACT/CURSOR [subfr] [xpx,ypx] [loop ag]extract a subframe via cursorEXTRACT/IMAGE out = in intvalEXTRACT/IMAGE out = in center spec lo� ro�extract a subimage from an image frameEXTRACT/LINE out = in[..] stepextract a 1-dim line from a 2-dim frameEXTRACT/REFERENCE IMAGE in ref out threshextract subimage according to reference imageEXTRACT/ROTATED IMAGE steps frameextract a rotated subimage from displayed imageEXTRACT/RTRACE [step] [frame] [plot ag] [zw option]extract a row from displayed image31{March{1999



A-10 APPENDIX A. COMMAND SUMMARYEXTRACT/SLIT [in option] [resframe] [slit specs]extract a subimage de�ned by a �xed slit from imageEXTRACT/TRACE [step] [frame] [plot ag] [cut option] [zw option]extract a line from displayed imageFFT/FINVERSE inr ini outr outimake inverse discrete Fourier transformFFT/FPOWER inr ini outr outi pow specmake discrete Fourier transform and power spectrumFFT/FREQUENCY inr ini outr outimake discrete Fourier transform with frequency scalingFFT/IMAGE inr ini outr outimake discrete Fourier transformFFT/INVERSE inr ini outr outimake inverse discrete Fourier transformFFT/POWER inr ini outr outi pow specmake discrete Fourier transform and power spectrumFILTER/COSMIC inframe outframe sky,gain,ron,[ns],[rc] [mask]remove cosmic ray events.FILTER/DIGITAL frame outframe [�lter specs] [subimage] [options]use digital �lter on an imageFILTER/GAUSS in out [radx,rady] [gauss specs] [subima] [�ltnam] [options]use Gaussian �lter on an imageFILTER/MAX frame outfram [xyradius] [subima] [options]apply maximum �lter to an imageFILTER/MEDIAN frame outfram [�lt specs] [ag] [subima] [options]smooth an image with median �lterFILTER/MIN frame outfram [xyradius] [subima] [options]apply minimum �lter to an imageFILTER/SMOOTH frame outfram [�lter specs] [ag] [subima] [options]smooth an image by averagingFIND/MINMAX frame�nd min, max of frame and corresponding pixel numbersFIND/PIXEL frame lo,hi [inout ag] [�rst ag] [out spec] [maxnpix] [area]�nd �rst/all pixel(s) with a value in/outside interval [low,high]FIT/FLAT SKY outframe = inframe [in specs] [order] [back surface]FIT/FLAT SKY inframe [in specs] [order] [back surface]Approximate background of image by a surfaceFLIP/IMAGE frame [ag]ip an image around an axisGET/CURSOR [output] [option] [marker] [curs specs] [zw option]read cursor coords from display31{March{1999



A.1. CORE COMMANDS A-11GET/GCURSOR [output spec] [app ag] [max]read and store cursor coordinates from the graphics displayGET/IMAGE frame [input source] [ITT ag]read image from displayed image channelGET/ITT out specs [chanl] [sect]read currently active ITT from image displayGET/LUT out specs [get specs] [ITT] [format] [range]read currently active LUT from image displayGROW/CUBE frame no planes frame listexpand 2-dim/3-dim frameGROW/IMAGE out = in [start,step,no] [lincol specs] [lincol ag]expand single line into 2-dim imageHELP [help topic]display info about help topicHELP/APPLIC [proc]display header information of application procedureHELP/CL [command]display help for commands only used in MIDAS proceduresHELP/CONTRIB [proc]display header information of procedures in the Midas `contrib' areaHELP/KEYWORD keyexplain contents of given keyHELP/QUALIF [qualif]display all commands with given quali�erHELP/SUBJECT [topic]display information related to given topicINDISK/ASCII in �le [out �le] [npix string]read ASCII �le from disk + convert to Midas imageINDISK/FITS in �les [out spec] [option] [check ag]read FITS �les from diskINFO/DESCR frame descrget type and size of descriptorINFO/IMAGE frame [option]get internal info of frameINFO/KEYWORD keywordget type, size, lockno and mod-time of keywordINFO/SETUP [setup]display all the information about a SetupINITIALIZE/DISPLAY [noLUT,maxLUTsz,minLUTsz] [ownLUT] [M unit] [fonts][colmode] 31{March{1999



A-12 APPENDIX A. COMMAND SUMMARYinitialize the image displayINITIALIZE/SETUP [setup]initialize the variables of a SetupINSERT/IMAGE subframe modframe [startx,y,z]insert a subframe into another frameINTAPE/FITS �le specs �le-id device [ags]read frames from magtape in FITS/IHAP formatINTERPOLATE/II outima inima re�ma [s] [degree]interpolate Image to ImageINTERPOLATE/IT outtab i,d inima [s] [degree]interpolate Image to TableINTERPOLATE/TI outima intab i,d re�ma [s] [degree]interpolate Image to ImageINTERPOLATE/TT outtab i,d intab i,d [s] [degree]interpolate Table to TableITF/IMAGE inframe table coli,colo scal outframeITF correctionJOIN/TABLE intab1 :X1,[:Y1] intab2 :X2,[:Y2] outtable [tolX,tolY]join table �lesLABEL/ANY �lenamewrite text labels stored in a �le on the image displayLABEL/DISPLAY labl [position] [mode] [option] [size] [key ag]write a label on the image displayLABEL/GRAPHIC label [x pos,y pos[,mm]] [angle] [size] [pos ind]write a label string on the graphics deviceLOAD/IMAGE frame spec [chanl] [scale] [center] [cuts] [dirs] [�x]load image into display deviceLOAD/ITT in specs [chanl]load intensity transfer table to Image DisplayLOAD/LUT in specs [load specs] [disp ag] [format]load colour lookup table into Image DisplayLOAD/TABLE table x y [ident] [symbol] [size] [color] [conn ag]load table into overlay channel of Image DisplayLOCK/KEYWORD key list locknolock keyword(s)LOG/OFFsuppress loggingLOG/ONenable loggingLOG/TOF 31{March{1999



A.1. CORE COMMANDS A-13write top of form into log�leMAGNITUDE/CENTER [in specs] [out specs] [Fsiz,Nsiz,Bsiz] [out opt][center params] [curs specs] [zw option]compute magnitude in centerMAGNITUDE/CIRCLE [in specs] [out specs] [Fsiz,Nsiz,Bsiz] [out opt][center params] [curs specs] [zw option]compute magnitude within circular apertureMAGNITUDE/RECTANGLE [in specs] [out specs] [pix area] [out opt][center params] [curs specs] [zw option]compute magnitude within square apertureMERGE/TABLE intable [intable ...] outtablemerge table �lesMODIFY/AREA [source] [resfram] [degree] [constant] [drawg]remove bad data from a circular pixel-area in an imageMODIFY/COLUMN source def res frame [col type] [column coords]approximate values in a columnMODIFY/CUTS [image] [cursor spec]modify cut values of full frame or in cursor selected windowsMODIFY/DISPLAY [target]toggle the state of a display window (mapped Window <-> Icon)MODIFY/GCURSOR frm in frm out y-coord xstart,xend no curs,degreeinteractive modi�cation of pixel values in a frameMODIFY/GRAPHICS [target]toggle the state of a graphics window (mapped Window <-> Icon)MODIFY/ITT [method] [value] [prag]modify the currently active ITTMODIFY/LUT [method] [colour] [prag]modify the currently active LUTMODIFY/PIXELS [source] [resfram] [arfacts] [xdeg,ydeg,niter] [drawg] [noise][ima sec]approximate pixel-area in an imageMODIFY/ROW source def res frame [row type] [row coords]approximate values in a rowNAME/COLUMN table column [new-column] [unit] [format]rede�nes label/unit/format of a columnOPEN/FILE �lename ag �le control keyopen an ASCII �le for reading or writingOUTDISK/FITS in �les [out spec] [option] [out type]write Midas frames to FITS �les on disk31{March{1999



A-14 APPENDIX A. COMMAND SUMMARYOUTDISK/SFITS in1[,in2[,...]] [out] [ags]convert set of MIDAS �les to a single FITS �le on diskOUTTAPE/FITS [catalog[,list]] device [ags] [density,block] [type]write to device in FITS formatOVERPLOT/AXES [x axis spec] [y axis spec] [x sc,y sci[,x o�,y o�]][x lab] [y lab]overplot a coordinate box with tickmarks and labelsOVERPLOT/AXES [coord str] [x lab] [y lab]overplot a coordinate box around a displayed frameOVERPLOT/COLUMN frame [x-coord] [y start,y end] [o�set] [l type]overplot a column of a frame on a graphic deviceOVERPLOT/COLUMN frame [x-coord] [y start,y end] [o�set] [l type]overplot a column of a frame on a graphic deviceOVERPLOT/CONTOUR frame [coord str] [contours] [sm par]overplot contour map of 2-dim. frame with smoothing optionOVERPLOT/DESCRIPTOR frame [descr] [start,end] [o�set]overplot the contents of a descriptorOVERPLOT/ERROR table [col1] [col2] col3 [direct] [bar]overplot table error columnOVERPLOT/GRAY frame [coord str] [gray lev] [sm par] [gray ness] [options]overplot gray scale map of 2-dim. frame with smoothing optionOVERPLOT/GRID gridoverplot a grid on an existing coordinate boxOVERPLOT/HISTOGRAM tab col [o�set] [bin[,min[,max]]] [exc] [log] [opt]overplot histogram of a column in the tableOVERPLOT/HISTOGRAM frame [o�set] [log] [opt]overplot the histogram of an imageOVERPLOT/KEYWORD [key name] [start,end] [o�set]overplot the contents of a keywordOVERPLOT/LINE [l type] [x sta,y sta [x end,y end]]overplot a line on a graphic deviceOVERPLOT/ROW frame [y-coord] [x start,x end] [o�set] [l type]overplot a row (line) of a frame on a graphic deviceOVERPLOT/SYMBOL [s type] [x coord,y coord] [s size]overplot a symbolOVERPLOT/TABLE table [plane1] [plane2] [x sc,y sc[,x o�,y o�]][symbols] [lines] [ag dir]plot table data on selected plotting deviceOVERPLOT/VECTOR fram a fram b [coord str] [scale r] [pos range] [sm par] [head]overplot vector map from two 2-dim. images with smoothing optionPLAYBACK/FILE nameplayback MIDAS commands from an ASCII �le31{March{1999



A.1. CORE COMMANDS A-15PLAYBACK/LOGFILE �leplayback MIDAS commands from a previous log�lePLOT/AXES [x axis spec] [y axis spec] [x sc,y sc[,x o�,y o�]] [x lab] [y lab]plot a coordinate box with large and small tickmarks and labelsPLOT/AXES [coord str] [x lab] [y lab]plot a coordinate box around a displayed framePLOT/COLUMN frame [x coord] [y sta,y end] [x sc,y sc,x o�,y o�]plot a column of an image on a plotting devicePLOT/CONTOUR frame [coord str] [x sc,y sc[,x o�,y o�]] [contours] [c type][sm par]plot contour map of 2-dim. image with smoothing optionPLOT/DESCRIPTOR frame [descr] [start,end] [x sc,y sc[,x o�,y o�]]plot a descriptor on plotting devicePLOT/GRAY frame [coord str] [x sc,y sc[,x o�,y o�]] [gray lev][sm par] [gray ness] [gray opt]plot gray scale map of 2-dim. image with smoothing optionPLOT/HISTOGRAM tab col [x sc,y sc[,x o�,y o�]] [bin[,min[,max]]][exc] [log] [opt]plot histogram of a column in the tablePLOT/HISTOGRAM frame [x sc,y sc[,x o�,y o�]] [exs] [log] [opt]plot the histogram of an imagePLOT/KEYWORD [key name] [start,end] [x sc,y sc[,x o�,y o�]]plot the contents of a keywordPLOT/PERSPECTIVE frame [coord str] [alt,azi] [scal,o�s] [sm par] [xy ag]tree dim. representation of a 2-dim. frame, with smoothing optionPLOT/ROW frame [y coord] [x sta,x end] [x sc,y sc[,x o�,y o�]]plot a row (line) of an image on a plotting devicePLOT/TABLE table [plane1] [plane2] [x sc,y sc[,x o�,y o�]][symbols] [lines] [ag dir]plot table data on selected plotting devicePLOT/VECTOR frame a frame b [coord str] [x sc,y sc[,x o�,y o�]] [scale r][range] [sm par] [head]plot vector map from two 2-dim. images with smoothing optionPRINT/ACAT [cat name] [lowno,hino]print ASCII �le catalog entriesPRINT/DESCR frame [descr list] [disp ag]print descriptor valuesPRINT/FCAT [cat name] [lowno,hino]print �t �le catalog entriesPRINT/HELP [help topic]print info about help topicPRINT/HISTOGRAM table column [bin [min [max]]]print statistics of a columnPRINT/ICAT [cat name] [lowno,hino]31{March{1999



A-16 APPENDIX A. COMMAND SUMMARYprint image catalog entriesPRINT/IMAGE frame specs [pixel specs] [hide header ag]print image data valuesPRINT/KEYWORD [key list] [since]print contents of keywordsPRINT/LOGFILE [page specs]print contents of log�lePRINT/TABLE table [column ...] [elem1 [elem2]] [N] [width]PRINT/TABLE table [elem1 [elem2]] [form] [N]print table values on the device/�le speci�ed via ASSIGN/PRINTPRINT/TCAT [cat name] [lowno,hino]print table catalog entriesPROJECTION/TABLE intable outable column selectionprojection of one or more columns from a tableREAD/ACAT [cat name] [lowno,hino]read ASCII Catalog entriesREAD/COMMANDS [proc]read commands from a procedure + store into command bu�erREAD/DESCR frame [descr list] [disp ag]display descriptor valuesREAD/FCAT [cat name] [lowno,hino]read �t �le catalog entriesREAD/FILE �le id cbuf key [maxrd]read an ASCII �leREAD/HISTOGRAM table column [bin [min [max]]]display statistics of table columnREAD/ICAT [cat name] [lowno,hino]read Image Catalog entriesREAD/IMAGE frame specs [pixel specs] [hide header ag]display image data valuesREAD/KEYWORD [key list] [disp ag] [since] [Midunit]display contents of keywordsREAD/SETUP setupread the contents of the variables related to a SetupREAD/TABLE table [column sel] [row sel] [form]display table elementsREAD/TCAT [cat name] [lowno,hino]read Table Catalog entriesREBIN/II outima inima re�ma [func] [param] [intop]nonlinear rebin Image to ImageREBIN/IT outtab i,d[,b] inima [func] [param] [intop]nonlinear rebin Image to Table31{March{1999



A.1. CORE COMMANDS A-17REBIN/LINEAR in out [stepx,stepy] [o�x,o�y] [stx,sty] [uxcons] [proc mode]REBIN/LINEAR in out [re�rame] [uxcons] [proc mode]rebin an image linearlyREBIN/ROTATE in out [rot specs] [ref frame] [ref ag]rotate + rebin an imageREBIN/SPLINE in out [stepx,stepy] [o�x,o�y] [startx,starty]REBIN/SPLINE in out [re�rame]rebin an image using cubic splinesREBIN/STATISTICS in out [xpix,ypix] [stat val]rebin image using statistical values as new pixel valuesREBIN/TI outima intab i,d[,b] re�ma [func] [param] [intop]nonlinear rebin Table to ImageREBIN/TT outtab i,d[,b] intab i,d[,b] [func] [param] [intop]nonlinear rebin Table to TableREGRESSION/LINEAR table y x1,x2,...linear regression on table columnsREGRESSION/POLY table y x1[,x2] d1[,d2]polynomial �t on table columnsREGRESSION/ROBUST tab y x1[,x2,..,xn] [�le] [out col] [res col]Robust multi-variate regression by Least Median of SquaresREGRESSION/TABLE table1 x1[,x2] table2 y1[,y2] degree tol [guess]polynomial �t of variables in two tables (not yet implemented)RENAME/FIT old new [history] [overwrite]rename a �t �leRENAME/IMAGE old new [history] [overwrite]rename an image frameRENAME/TABLE old new [history] [overwrite]rename a table frameREPLACE/IMAGE in out [test/]low,hi=express1[,express2]replace pixels according to intensityREPLACE/POLYGON in,intab out test/low,hi=valuereplace pixels inside polygonREPORT/PROBLEM [err�le]send error reports and comments to the person(s) in charge of MIDASRESAMPLE/IMAGE in out steppingresample an imageRESET/DISPLAYreset Xwindow display after Control CRESTORE/NAME [�le spec] [verbose] [history] [overwrite] [descr]change �le name according to descr. FILENAMERETRO/TAB tableretro�t 3-dim table to old 90NOV formatROTATE/1DIM in out nop agrotate a 1-dim pro�le around its startpoint31{March{1999



A-18 APPENDIX A. COMMAND SUMMARYROTATE/CLOCK in out [factor]rotate an image by multiples of 90 degrees clockwiseROTATE/COUNTER CLOCK in out [factor]rotate an image by multiples of 90 degrees counter clockwiseRUN progrexecute a program inside the MIDAS environmentSAVE/REGRESSION table namesave results of a regressionSCROLL/CHANNEL [chanl] [scrolx,scroly]scroll given ImageDisplay channelSEARCH/FCAT [cat name] search string [options]search in �t �le catalog for frame with matching descriptor IDENTSEARCH/ICAT [cat name] search string [options]search in image catalog for frame with matching Ident �eldSEARCH/TCAT [cat name] search string [options]search in table catalog for table with matching Ident �eldSELECT/TABLE table logical-expressionselect table entriesSET/ACAT [cat name]make given catalog the "active" ASCII �le catalogSET/BACKGROUND [method] [echo] [sleep time]put Midas session into "background" modeSET/BUFFER [no lines]set up command bu�er for MIDASSET/CONTEXT cntxtenable new contextSET/CURSOR [curs no] [curs form] [curs coords] [ag]set cursor form and positionSET/DISPLAY [colour mode]set up Image Display for RGB or pseudo coloursSET/FCAT [cat name]make given catalog the "active" �t �le catalogSET/FORMAT [format specs]set formats for replacement of Midas dataSET/GCURSOR [curs no] [curs form]set cursor form in graphics windowSET/GRAPHICS option1[=value1] option2[=value2] ...set plot characteristicsSET/ICAT [cat name]make given catalog the "active" image frame catalogSET/ITT [chanl]enable ITT for Image display channel31{March{1999



A.1. CORE COMMANDS A-19SET/LUT [sect]enable usage of colour lookup tablesSET/MIDAS SYSTEM option=valueset di�erent modes and options for MidasSET/OVERLAYenable graphics overlaySET/REFCOLUMN table columnde�ne column as reference in table accessSET/TCAT [cat name]make given catalog the "active" table �le catalogSHIFT/IMAGE inframe outframe [x,yshift]shift the pixels in an imageSHOW/ACAT [cat name] [display ag]show no. of entries in an ASCII �le catalogSHOW/BACK MIDAS unit [disp option]show info related to background MIDAS sessionsSHOW/CHANNEL [chanl]show info related to ImageDisplay channelSHOW/CODE command string [option]display the procedure which implements the command stringSHOW/COMMAND [comnd/qualif]display MIDAS commandsSHOW/CONTEXT [name]show enabled contextsSHOW/DEFAULTSdisplay all special defaultsSHOW/DESCR frame [descr list] [ag]show existing descriptors with name, type and sizeSHOW/DISPLAYshow current status of ImageDisplay + GraphicsSHOW/FCAT [cat name] [display ag]show no. of entries in a �t �le catalogSHOW/GRAPHICS device nameshow the setup parameters for plottingSHOW/ICAT [cat name] [display ag]show no. of entries in an image catalogSHOW/KEYWORD [keyword]display contents of keyword data baseSHOW/TABLE tabledisplay table parametersSHOW/TCAT [cat name] [display ag]show no. of entries in a table catalogSHRINK/IMAGE in image out image [option]shrink 2 or 3-dim image to 1-dim image31{March{1999



A-20 APPENDIX A. COMMAND SUMMARYSORT/FCAT [cat name]sort a �t �le catalogSORT/ICAT [cat name]sort an image catalogSORT/TABLE table keyssort table according to (ascending) valuesSORT/TCAT [cat name]sort a table catalogSTATISTICS/IMAGE [frame] [area] [bins] [lo,hi exc] [option] [outtab][plotg] [format]calculate statistics of a frameSTATISTICS/TABLE table columnsimple statistics on a table columnSTORE/FRAME key frame [indx] [exit label]store frame or entries of catalog into keySUBTRACT/ACAT [cat name] frame listremove entries from an ASCII �le catalogSUBTRACT/FCAT [cat name] frame listremove entries from a �t �le catalogSUBTRACT/ICAT [cat name] frame listremove entries from an image catalogSUBTRACT/TCAT [cat name] frame listremove entries from an table catalogSYNCHRONIZE/MIDASwrite key�le and log�le to diskSYNCHRONIZE/TIME optiondo time synchronization functionsTRANSLATE/SHOW proc optiontranslate MIDAS procedure and display resulting codeTRANSPOSE/CUBE inframe [outframe] [plane spec]rearrange the planes of a cubeTRANSPOSE/IMAGE inima outima [diagonal]transpose imageTUTORIAL/EXTRACTdemonstrate some of the di�erent EXTRACT commandsTUTORIAL/FILTERexplain the usage of �ltersTUTORIAL/GRAPHICS optionexplain the use of the graphics packagesTUTORIAL/HELPexplain usage of the HELP commandTUTORIAL/ITT [plotag] 31{March{1999



A.1. CORE COMMANDS A-21explain the usage of ITT'sTUTORIAL/LUT [plotag]show some standard LUT's and related MIDAS commandsTUTORIAL/SPLITexplain the usage of "split screen", i.e. multiple windowsTUTORIAL/TABLEexplain usage of tablesUNLOCK/KEYWORD key list locknounlock keyword(s)$ comndexecute a host system commandVIEW/IMAGE [frame] [out tab] [plot option] [g,zhardcopy]view an image with a "looking glass"WAIT/BACK MIDAS [unit]wait until command in background MIDAS terminatesWAIT/SECS [no of secs]suspend MIDAS monitor for no of secs secondsWRITE/COMMANDS [procnam] [par1] [par2] ... [par8]save commands from command bu�er + write into a procedureWRITE/DESCR frame descr data [g]store values into a descriptorWRITE/DHELP frame descr textstore help-text/comments for an existing descriptorWRITE/FILE �le id charbufwrite into an ASCII �leWRITE/IMAGE frame [pix specs] data [all g] [process g]WRITE/IMAGE CURSOR,option data [process g]update values of image frameWRITE/KEYWORD key data [g]write values into a keywordWRITE/OUT text spec [section] [label]display text on terminalWRITE/SETUP [setup]modify the variables of a SetupWRITE/TABLE table column row sel valueStore a value into a tableXCORRELATE/IMAGE temp spec result shift31{March{1999



A-22 APPENDIX A. COMMAND SUMMARYcorrelate 2 similar 1-dim frames over 2*(shift) bandwithZOOM/CHANNEL [zoom fact] [center]zoom image on image displayZOOM/OVERLAY [zoom fact] [center]zoom image + overlay togetherA.2 Application CommandsASSOCIATE/RANK table col1 col2 [action]rank-order correlation coe�cientBIN/TABLE table col1 col2 [bin] [min] [max] [sigma]creates a table, bin.tbl with averages of col2 in bins of col1COMPARE/2SAM table col1 col2kolmogorov two-sample testCOMPUTE/FIT image[,error] [= function[(re�ma)]]compute �tted image valuesCOMPUTE/FIT table y[,error] [= function[(ind)]]compute �tted table valuesCOMPUTE/FUNCTION image = function[(re�ma)]compute function values, result as imageCOMPUTE/FUNCTION table y = function[(ind)]compute function values, result in table columnCREATE/FUNCTION fun1[,fun2...] [library specs]de�ne user functions for �ttingCREATE/GUI [name]Creates graphical user interfacesCREATE/STAR in frm in tab out frm [n size] [frm specs] [dmin,dmax] [radius]create the pro�le of a reference star by adding and averagingEDIT/FIT functioninteractive function editorFILTER/ADAPTIV frame outframe [maskframe] [type] [shape] size k noiseadaptive �ltering of an imageFIT/IMAGE [nfeval[,prec[,metpar]]] [image[,wgt]] [funct]31{March{1999



A.2. APPLICATION COMMANDS A-23�t image valuesFIT/TABLE [nfeval[,prec[,metpar]]] table :dep,[:wgt] :ind [funct]�t tableFTEST/VAR table col1 col2f-test for di�erent variancesGET/FIT table [image]create a table for �tting subimagesIDENTIFY/CURSOR table ident x [y] [error]identify table entries from displayIDENTIFY/GCURSOR table ident x [y] [error]identify table entries from graphic terminalINTEGRATE/APERTURE [in specs] [out tab] [radius]integrate the ux within an aperatureINTEGRATE/LINE frame [y coo] [x sta,x end] [n cur,deg] [batch] [x-pos,range]integrate area in a (spectral) lineINTEGRATE/STAR [in specs] [out tab] [parameters] [mode]computes ux, radius and background of stars previously centeredKSTEST/1SAM table col distri coe�skolmogorov one-sample testMODIFY/FIT table seq no [name]modify �t parametersPRINT/FIT func nameprint function parametersREAD/FIT func namedisplay �tted function parametersREGISTER/SESSION session directory �le tableRegister a session in the session managerREPLACE/FUNCTION fun1[,fun2...]replace user functions for �ttingSAVE/FIT table seq no [name]save results of a regression31{March{1999



A-24 APPENDIX A. COMMAND SUMMARYSELECT/FUNCTION name number[,...]select function componentsSET/FIT par=value [par=value ...]set parameters for the FITTING packageSHOW/FITdisplay parameters used in FITTING packageSORT/COLUMN input outputcolumn oriented sorting of the pixels of a frame.SORT/ROW input outputrow oriented sorting of the pixels of a frame.STEST/MEAN table col1 col2student t-test for di�erent meansTUTORIAL/ALIGNexplain the alignment of two imagesTUTORIAL/FITexplain the modelling of table and image data by �tting non-linearfunctions.A.3 Standard Reduction CommandsA.3.1 ccdredALIGN/MOSAIC in frm in tab out frm method,data [nxrsub,nyrsub] [xref,yref][x size,y size]Align the elements of the mosaiced frameBIAS/CCD [in fram] [out fram] [bs fram]Correct the input frame for the bias o�set using a bias frameCOMBINE/CCD exp [in spec] [out fram]Combined a number of CCD frames of the same exposure typeCREATE/MOSAIC in cat out frm out tab nx sub,ny sub [not1,not2,...][nocol,norow]Mosaic a set of (infrared) ccd framesDARK/CCD [in fram] [out fram] [dk fram]Correct input frame for dark current o�set using a dark current frameFIT/MOSAIC in frm in msk in tab out frm [match] [nxrsub,nyrsub] [xref,yref][x size,y size]Align and match the elements of the mosaiced frameFIXPIX/CCD [in fram] [out fram] [�x table] [�x meth]Do a correction of bad pixels in the input frameFLAT/CCD [in fram] [out fram] [� fram]Do a at �eld correction of the input frame31{March{1999



A.3. STANDARD REDUCTION COMMANDS A-25FRCOR/CCD [in spec] [out frm] [xboxmn,xboxmx] [yboxmn,yboxmx] [clip][lowsig,higsig]Make fringe correction frame(s0 from sky framesFRINGE/CCD [in fram] [out fram] [fr fram] [fr scale]Do a fringe correction of the input frameHELP/CCD [keyword]show the parameter setting of the current CCD sessionILLCOR/CCD [in spec] [out frm] [xboxmn,xboxmx] [yboxmn,yboxmx] [clip][lowsig,higsig]Make at �eld illumination correction frame(s)ILLFLAT/CCD [in spec] [out frm] [xboxmn,xboxmx] [yboxmn,yboxmx] [clip][lowsig,higsig]Apply correction to a at �eld to remove illumination patternILLUMINATION/CCD [in fram] [out fram] [il fram]Do an illumination correction of the input frameINIT/CCD [name]Initialize the CCD package, optionally using the setting of a saved ses-sionLOAD/CCD [intr]Load instrument/detector speci�cations into the CCD contextMATCH/MOSAIC in frm in tab out frm method,data [match] [nxrsub,nyrsub][xref,yref] [x size,y size]Align and match the elements of the mosaiced frameMKREDT/CCD out tabCreate CCD empty table with columns for science and calibrationframesOVERSCAN/CCD [in fram] [out fram] [sc area] [mode]Correct the input frame for the bias o�set in the overscan regionREDUCE/CCD [in spec] [out frm]Do the (partial) calibration of one or more framesSAVE/CCD namesave current CCD sessionSET/CCD keyw=value [...]De�ne the values of parameters in the current CCD session.SHIFT/MOSAIC out tab [curs opt] [csx,csy] [clear opt]Get x and y shifts of the subraster in the mosaic frameSHOW/CCD [subject]Show (part of) the setup of the CCD packageSKYCOR/CCD [in spec] [out frm] [xboxmn,xboxmx] [yboxmn,yboxmx] [clip][lowsig,higsig]Make sky illumination correction frame(s)SKYCOR/CCD [in spec] [out frm] [xboxmn,xboxmx] [yboxmn,yboxmx] [clip][lowsig,higsig]Apply sky observation to at �eld to remove illumination pattern31{March{1999



A-26 APPENDIX A. COMMAND SUMMARYTRIM/CCD [in fram] [out fram] [im sec] [del g]Extract the useful data from the ccd frame.A.3.2 ccdtestTEST1/CCD in cat [out id] [meth] [option]Combine bias frames stored in a catalogue and display itTESTB2/CCD in frm [out id] [row ran] [col ran]Compute row and column average of a (averaged) bias frameTESTB3/CCD in frm [out id] [area] [size] [option]Find the hot pixels in a (combined) bias frameTESTB4/CCD in frm [out id] [area] [size,fac]Make a histogram of the pixel intensities and rebin the input frameTESTB5/CCD in cat [out id] [area] [size,fac]Do the statistics of the bias frame is a catalogue.TESTBA/CCD in cat [out id] [meth] [row ran] [col ran] [area] [size,fac]Do a series of tests of a catalogue of bias framesTESTC/CCD in frm [rows] x pix [colums] y pixCompute the horizontal and vertical charge transfer e�ciency.TESTD/CCD in cat [out id] [dec fac]Do a test on a catalogue of dark current framesTESTF1/CCD in cat [out id] [meth] [area] [exp ran] [option]Combine the at frame in the input catalogue and displayTESTF2/CCD in frm [out id] [area] [thresh] [option]Find the cold pixels in the combined low count at.TESTFA/CCD in cat [out id] [meth] [area] [exp ran] [thresh]Do a series of tests on a catalogue of low count at framesTESTS/CCD in frm1 inf frm2 [out frm] n exp [dec fac]Find the shutter error distributionTESTT1/CCD in cat [out id] [area] [option]Display the linearity and transfer curves of pairs of at frames.TESTT2/CCD in tab [out id] [select] [tim int]Fit the linearity cursves and determine the shutter o�setTESTT3/CCD in tab [out id] [select]Fit the transfer curve and determine the ADU conv. factor and RONTESTTA/CCD in cat [out id] [area] [tim int] [select]Do linearity and transfer tests on a catalogue of at framesA.3.3 doASSOCIATE/IMA ost exptype rule table outtable [ag] [nexp]associates to scienti�c exposures a set of suitable calibration images31{March{1999



A.3. STANDARD REDUCTION COMMANDS A-27CLASSIFY/IMAGE table descr outcol outcharclassify images according to one or several rules.CREATE/CRULE table rulecreate an classi�cation rule for a given Observation Summary TableCREATE/OST �le specs [�le pref] intable outtable agcreate an Observation Summary TableGROUP/ROW table incol outcolgroup the rows of a table by the value of one of its columnA.3.4 echelleAVERAGE/TABLE frame table xy col outcol [size]Read pixels in a frame at positions de�ned by a table.BACKGROUND/ECHELLE in out [radx,rady,step] [degree] [smooth] [method]estimate interorder scattered light of an echelle spectrumBACKGROUND/SMOOTH input output [radx,rady] [niter] [visu]estimate interorder scattered light of an echelle spectrumCALIBRATE/ECHELLE [defmtd] [wlcmtd]performs order de�nition and wavelength calibrationCLEAN/ECHELLEClears contexts Echelle and Spec and removes process tablesCONVERT/ECHELLE input output domain function param optionresample echelle ordersDEFINE/ECHE [ordref] [width1,thres1,slope] [defmtd] [defpol]de�ne echelle order positionsDEFINE/HOUGH [ordref] [nbord] [hwid] [hough par] [thresh] [degx,degy][hot thres,step] [hough setup]de�ne echelle order positions; automatic detection by Hough transform.DEFINE/SKY ima [nsky] [possky] [half width]de�nes limits of the sky windowsDISPLAY/ECHELLE image [g ag]Optionally creates a display and graphic windows and scales animage to be displayed.ERROR/ECHELLE command keywordLow-level error message generator for the echelle packageEXTR/ECH input output [params] [method]extract echelle ordersEXTR/OPT input output slit,ord1,ord2 [ron,g,sigma] [table] [coe�s]weigthed extraction of echelle ordersEXTRACT/ORDER inp out sl,ang,o� meth table coe� [ord1,ord2]Extract echelle orders and produces a frame in space pixel-orderEXTRACT/SKY in out [mode]Extracts sky spectrum. 31{March{1999



A-28 APPENDIX A. COMMAND SUMMARYFILTER/ECHELLE input output�lter echelle frame for cosmic ray hits and subtract backgroundFLAT/ECHELLE [at] [correct] [blaze]subtract background from at-�eld image and approximate blaze pro-�leHELP/ECHELLE keyword [mode]Provides short help on an echelle session keywordHOUGH/ECHELLE input [scan] [step,nbtr] [nbord] [ags] [hwid] [thres] [params]perform Hough transform and orders detection on a at-�eld frameIDENT/ECHEL [wlc] [lincat] [dc] [tol] [wlcloop] [wlcmtd][guess,[shift]] [ccdbin]perform wavelength calibration of echelle spectraINIT/ECHELLE [name]initializes echelle parametersINITIAL/EMMI [ref] [grism]Initializes the Echelle context for a given EMMI con�gurationKEYDEL/ECHELLE [table]Deletes echelle session keywordsLOAD/CALIBRATIONdisplay wavelength calibration resultLOAD/ECHELLEdisplay echelle orders (and optionally background) positionsLOAD/IDENTIFICATIONdisplay initial identi�cations.LOAD/SEARCHLoads on display the position of the lines found by theSEARCH/ECHELLE command.MERGE/ECHELLE inframe outframe [params] [method]merge echelle ordersMERGE/OPTIMAL rebima weight out [delta]Optimal weighted merging of echelle ordersOFFSET/ECHELLE [image] [range] [cover] [ordtab] [mode]Determines the o�set along the slit between the ordercoe�cients and a given echelle spectrum.OVERLAP/ECHELLE rebima orderPlots the overlap region between adjacent orders n and n+1PLOT/CALIBRATE [ord1,ord2]plot dispersion relation in echelle reductionPLOT/ECHELLE frame [ord1,ord2] [printer]plot extracted echelle orders.PLOT/IDENTIFICATION frame [ord1,ord2] [printer]plot line identi�cations in echelle reductionPLOT/RESIDUAL [ord1,ord2]plot dispersion residuals in echelle reduction31{March{1999



A.3. STANDARD REDUCTION COMMANDS A-29PLOT/SPECTRUM in [start,end]plots a rebinned spectrum in wavelength rangePREPARE/BACKGROUND [step] [init] [back tab] [order tab] [descr]low-level command; create table back.tblPREPARE/WINDOW catalogue at-bkg lhcutsprepare echelle images for the command AVERAGE/WINDOWREBIN/ECHELLE input output samplerebin echelle orders into wavelengthREDUCE/ECHELLE input output [bkcor]reduction of echelle spectra.REGRESSION/ECHELLE [defpol] [niter] [absres] [kappa]�t 2-dim. polynomial to order positions (defpol limited to 5,5)REPEAT/ECHELLE [scalx,scaly] [response]iterate on the response computationRESPONSE/ECHELLE [std] [uxtab] [response]compute instrument responseRIPPLE/ECHELLE input output [params] [method] [option]correct for the blaze functionROTATE/ECHELLE cat,ima root-name [mode] [ip axis] [angle] [o time]rotate (and optionally ip) echelle imagesSAVE/ECHELLE namesaves current echelle sessionSAVINIT/ECHELLE ima,tab modesaves/reads echelle session keywords as descriptor of an image/tableSCAN/ECHELLE frame [scan-par]update echelle keywords SCAN and IMSIZE.SEARCH/ECHELLE frame [width2,thres2]search for emission linesSEARCH/ORDER [ordref] [w,t,s] [ordtab] [defmtd]de�ne echelle order positionsSELECT/BACKGROUND [all]interactive unselection of background reference positionsSET/ECHELLE par=value [...]set echelle keywordsSHOW/ECHELLEshow echelle sessionSUBTRACT/BACKGROUND input bkg output [bkgmtd] [bkgvisu]compute and subtract background from input frame.TUTORIAL/ECHELLEdemonstrates main commands of echelle packageUPDATE/ECHELLE imagelow-level command handling image geometry in world-coordinatesUPDATE/ORDER image [o�set]Updates order de�nition coe�cients and background table.31{March{1999



A-30 APPENDIX A. COMMAND SUMMARYVERIFY/ECHELLE �le [type]check consistency of frame size against prede�ned values.A.3.5 irac2ACUTS/IRAC2 [image] [load] [plot] [upper]Display an image with cuts mean-3*sig and mean+upper*sigCMASK/IRAC2 ffield clnffield lthrshold,hthrshold [dispflag]create a mask of bad pixels using a at�eld.DCOMB/IRAC2 [select] [seqname] [accsky] [align] output [trim] [tag]Sky subtract and combine dithered images.FFIELD/IRAC obj frame � frame out frameFlat Field an IRAC frameFOCUS/IRAC2 seqnum [focout] [create]Used to determine the best focus from a focus sequence.LAST [num]Gives very brief information on the most recent exposuresMASK/IRAC2 inframe outframereplaces bad pixels by closest good pixelMKFLAT/IRAC lamp on lamp o� at �eldMake a at �eldOBSLIST/IRAC2 [start] [end]Lists a subsection of the IRAC2B OST (Observation Summary Table)OBSREP start endPrint out a subsection of the IRAC2B OST (Observation SummaryTable)QL/IRAC2 image1 image2 [outimage]Subtracts one IRAC2 image from another taking into account thedetector integration times.RCOMB/IRAC2 select [align] outputCombine frames created with the command RCOMB/IRAC2SEEING/IRAC2Determine the seeing, de�ned as the FWHM of stellar images, ofIRAC2 images.SSUB/IRAC obj frame sky frame out frameSky Subtract an IRAC frameA.3.6 irspecBADPIX/IRSPEC in out [l=load opt.] [dir=clean opt.] [debug=debug opt.]Clean image of �xed pattern of bad pixelsCALIBRATE/IRSPEC ima 31{March{1999



A.3. STANDARD REDUCTION COMMANDS A-31Apply on-line (mechanical) wavelength calibration.CALIBRATE/IRSPEC ima ref mode=de�neDe�ne and store in ima ref precise calibration from sky/lamp linesCALIBRATE/IRSPEC ima ref=ima refApply precise wavelength calibration to frame ima from parametersstored in ima refDEFINE/IRSPEC image table [mode] [threshold] [number] [load option]De�ne �xed pattern of bad pixels and store it into a table.FLAT/IRSPEC in at in dark out [l=load opt.] [t=threshold][v=vignetted value]Create a normalized at from an input at frame.FLUX/IRSPEC in ima response ima out ima [smooth=s1,s2] [shift=sh][norm=normalize option] [rect=rectify option]Flux calibrate a spectrum (either 2D or 1D) using a response framecreated using RESPONSE/IRSPECMERGE/IRSPEC pre�x ima i1,i2[,i3] out table [excl=#pixels excluded][corr=correct option] [ref=#reference image] [plot=plot option][format=i format]Merge 1D spectra into a table forcing connection of overlapping regionsRECTIFY/IRSPEC in out [l=load opt.] [tilt=tilt value] [ref=reference row]Rectify tilted spectral lines.RESPONSE/IRSPEC in ima ux table out response ima [yrows=y1,y2,y3,y4][obs=observation mode] [norm=normalize option][rect=rectify option]Create a response frame from a standard star 2D spectrum anda ux table.SKYSUB/IRSPEC ima obj ima sky out factor[,shift[,deltax,deltay]][sky=sky table] [force=force sky to zero][cuts=cuts values] [debug=debug option]Perform obj-sky correcting for variation and shift of sky lines.STANDARD/IRSPEC in ascii �le out table interp method[degree=degree] [step=wavelength step] [limits=wl1,wl2][units=wavelength units] [plot=plot option]Create standard star ux table from a "ux ascii �le".SUBTRACT/IRSPEC in ima out ima degree [exclude=area to exclude][cont=continuum image] [load=load option]Fit and subtract, row by row, polynomial to a given image.TUTORIAL/CALIBRdemonstration of wavelength calibration commands in IRSPECTUTORIAL/IRSPECGeneral tutorial for the package IRSPECTUTORIAL/SKYSUBTutorial for sy substraction with IRSPEC package31{March{1999



A-32 APPENDIX A. COMMAND SUMMARYA.3.7 longAPPLY/DISPERSION in out [y] [coef]Apply the dispersion relation to a 1D spectrum and generates a tableBATCH/LONGPrepare the Batch Reduction user interfaceCALIBRA/FLUX in out [resp]Correct an image for the instrumental response functionCALIBRATE/LONG [tol] [deg] [mtd] [guess]Wavelength calibration of 1D and long-slit spectraCALIBRATE/TWICEPerforms the wavelength calibration on a selected set of lines.CLEAN/LONGClear context LongCOMBINE/LONG catalog output [mtd]Average a catalog of imagesEDIT/FLUX [resp]Edit the instrumental response tableERASE/LONGInteractive rejection of dispersion relation nodes.ESTIMATE/DISPERSION wdisp wcent [ystart] [line] [cat]Estimate a linear approximation of the dispersion relationEXTINCTION/LONG in out [scale] [table] [col]correct spectra for interstellar or atmopsheric extinctionEXTRACT/AVERAGE in out [obj] [sky] [mtd]extract a long-slit spectrum by averaging rowsEXTRACT/LONG in out [sky] [obj] [order,niter] [ron,g,sigma]Optimal extraction of a long-slit spectrumGCOORD/LONG [number] [outtab]Get coordinates from the display windowGRAPH/LONG [size] [position] [id]Creates a graphic windowHELP/LONG [keyword]provides information about session keywords.IDENTIFY/LONG [wlc] [ystart] [lintab] [tol]Interactive calibration of lines in an arc spectrumINITIALIZE/LONG [session]Initialises parameters of context longINTEGRATE/LONG std [ux] [resp]Generates an intermediate response table from a standard star spec-trumLINADD/LONG in w,bin [y] [mtd] [mode] [line]Adds entries to the table line.tblLOAD/LONG image [scale x,[scale y]]31{March{1999



A.3. STANDARD REDUCTION COMMANDS A-33MAKE/DISPLAYCreates a display windowNORMALIZE/FLAT in out [bias] [deg] [�t] [visu]Normalisation of at-�eldsPLOT/CALIBRATE [mode]Plot wavelength calibration identi�cations.PLOT/DELTA [mode]Plot the �tted dispersion relation and allow interactiverejection of arc lines.PLOT/DISTORTION wave [delta] [mode]Plot the �tted position of arc lines in wavelength/y-coordinate space.PLOT/FLUX [uxtab]Plot the ux tablePLOT/IDENT [wlc] [line] [x] [id] [wave]Plot interactive identi�cationsPLOT/RESIDUAL [y] [table]Plots residual after wavelength calibrationPLOT/RESPONSE [resp]Plots the response correction functionPLOT/SEARCH [mode] [table]Plot the results of SEARCH/LONGPLOT/SPECTRUM tablePlots a 1D spectrum in table format, as supplied by APPLY/DISPERSIONPREPARE/LONG in [out] [limits]Extracts sub-images from an image or a catalog.REBIN/LONG in out [start,end,step] [mtd] [table]Rebin a long-slit spectrum using the row-by-row methodRECTIFY/LONG in out [reference] [nrep] [deconvol ag] [line]rectify geometrically a distorted 2-D spectrumREDUCE/INIT partabInitialises the batch reduction parametersREDUCE/LONG inputBatch reduction of long-slit spectra.REDUCE/SAVE partabSaves the batch reduction parametersRESPONSE/FILTER std [ux] [resp]Generate a response image by �ltering based method.RESPONSE/LONG [plot] [�t] [deg] [smo] [table] [image] [visu]Converts the response correction from table to image format.SAVE/LONG sessionSaves session keywordsSEARCH/LONG [in] [thres] [width] [yaver] [step] [mtd] [mode]search for spectral features in a long-slit spectrumSELECT/LINE 31{March{1999



A-34 APPENDIX A. COMMAND SUMMARYSelect lines identi�ed in all rows of an arc spectrum.SET/LONG key=value [...]Assigns a value to long-slit session keywordsSHOW/LONG [section]Displays values of session keywords.SKYFIT/LONG input output [sky] [degree] [mode] [r,g,t] [radius]�t polynomial to spatial ux distribution in windows of every columnTUTORIAL/LONGdemonstrate commands of the package LongVERIFY/LONG �le modeChecks conformity of �les in the long-slit contextXIDENT/LONG [wlc] [ystart] [lintab] [tol]Invoke the identi�cation graphical user interfaceA.3.8 optopusCREATE/OPTOPUS inp �le [out tab] [fmt �le] [old equinox]create input table for HOLES/OPTOPUS commandDRILL/OPTOPUS in table [name]write OPTOPUS drill command �leHOLES/OPTOPUS [inp tab] [out tab] [HH,MM,SS.sss] [+/-DD,AM,AS.ss][ac ag] [p ag] [old eq,new eq]detetermine holes positions on Optopus plate.MODIFY/OPTOPUS [table]plot positions of holes on plate and enable rejection of objects.PLOT/OPTOPUS [table] [label] [EW ip ag]plot positions of holes on Optopus plate.PRECESS/OPTOPUS [inp tab] [new equinox]p recess RA and DEC coordinates in table created by CREATE/OPTO.REFRACTION/OPTOPUS [inp tab] [out tab] [year,month,day] [exp] [lambda1,lambda2][start st slot,end st slot] [opt st] [ast ag]correct for atmospheric refraction X and Y coord. on Optopus plate.RESTORE/OPTOPUS tablerestore previously saved session parameters.SAVE/OPTOPUS tablesave session parameters in descriptorsSET/OPTOPUS option1[=value1] option2[=value2] ...set Optopus context parametersSHOW/OPTOPUSshow session parameters.ZOOM/OPTOPUS [table] [zooming factor]blow up section of Optopus plate and enable rejection of objects.31{March{1999



A.3. STANDARD REDUCTION COMMANDS A-35A.3.9 piscoREDUCE/PISCO catalog table sky calibration [mode]perform complete reduction of polarimetric dataA.3.10 specCENTER/HISTOGRAM imageMedian estimate and scale estimates of an imageCOMPUTE/PARAL ra dec st wave refwComputes parallactic angle and atmospheric di�erential refractionCONTINUUM/SPEC in out [radius/meth] [type] [smooth] [degree]Fitting of a spectrum continuum by smoothing splinesCORRELATE/LINE table 1 table 2 [pixel] [cntr,tol,rg,st] [pos,ref,wgt][ref value] [outima]Cross-correlation between table columns.CUMULATE/HISTOGRAM in outTransforms a histogram image into the cumulated histogramDEBLEND/LINE in�le [�tim] [�tpar] [method] [contin] [input] [intab]multiple component Gaussian �tting of spectral linesDISPERS/HOUGH [wdisp] [wcent] fr specs [line] [cat] [mode] [range] [vag]Determination of dispersion relations by HTEXTINCTION/SPECTRUM inframe outframe scale [table] [col]correct spectra for interstellar or atmopsheric extinctionFILTER/RIPPLE frame outframe period [start,end]correct 1-dim. images for periodic ripple (Reticon)GRAPH/SPEC [size] [position] [id]Creates a long graphic window adpated for spectroscopyHST/SPEC �ts wave �ts ux tableconverts two HST FITS �les providing wavelength and ux informationMERGE/SPECTRUM spec1 spec2 out [interval] [mode] [var1] [var2]merge two 1D spectraNORMALIZE/SPECTRUM inframe outframe [mode] [table] [batch ag]approximate continuum of 1-dim. spectra for later normalizationOVERPLOT/IDENTIFICATION [table] [xpos] [ident] [ypos]overplot line identi�cationsREFRACTION/LONG inim outim [mode]Di�erential atmospheric correction for slit spectraREGRESSION/ROBUST tab y x1[,x2,..,xn] [�le] [out col] [res col]Robust multi-variate regression by Least Median of SquaresROTATE/SPEC cat [root] [meth] [ip] [angle] [mode]rotate (and optionally ip) a catalog of imagesSEARCH/LINE frame w,t[,nscan] [table] [meth] [type]31{March{1999



A-36 APPENDIX A. COMMAND SUMMARYsearch for spectral linesVERIFY/SPEC �le dir keyw [type]low-level spec command checking the existence of calibration tablesA.4 Contributed CommandsA.4.1 astrometASTROMETRY/COMPUTE mes option out trailConvert the coordinates from the measured xy ot RA,Dec vice versaASTROMETRY/EDIT std plotDelete/undelete the astrometric standardsASTROMETRY/POS1Interactive procedure for the POS1 astrometry packageASTROMETRY/TRANS std mes center pla,cat schmidt,blink tol xterm,yterm stdCompute the astrometric transformation parameters of a dataA.4.2 cloudCOMPUTE/ABSORPTION inframe outframe [cm table] [ap table] [psframe]computes a synthetic 1dim. absorption spectrumCOMPUTE/EMISSION outframe [em table]computes a synthetic 1dim. emission spectrumCREATE/PSF [outframe] fwhmcreates a 1-dim. image of a normalized gaussianA.4.3 daophotALLSTAR/DAOPHOTdo simultaneous multiple-pro�le-�ttingDAOMID/DAOPHOT tableconvert a DAOPHOT table into a MIDAS tableDAOPHOT/DAOPHOTdo precise photometry and astrometry in a 2-dim frameMIDDAO/DAOPHOT tableconvert a MIDAS table into a DAOPHOT tableA.4.4 esolvFROMOD/ESOLV [mode] [colour] [intable] [column]retrieve frames from optical disk31{March{1999



A.4. CONTRIBUTED COMMANDS A-37MTABLV/ESOLV [table] col1 col2 l frac col3�nd semidiameter of ellipses at given fraction of lightSTATPL/ESOLV table col1 select dispcomputes mean and sd of table �le column given in p2TABFLV/ESOLV [table] ascii file flaglists the contents of special table �leTEXLV/ESOLV [table] tex fileprepare Tex �le with selected parameters from ESOLVA.4.5 geotestCREATE/ART IMAGE frame frame dims [starts,steps] [func type] [coefs]CREATE/ART IMAGE frame = ref frame [func type] [coefs]create arti�cial imageCREATE/RAMP image [slope] [angle] [dimension ]generate uniform sloping image, with mean ux per pixel of 100 unitsCREATE/SPC1 image [slope] [ampl] [period] [phase] [dim]generate sinusoidal, sloping 1-dimensional imageCREATE/SPC2 image [period] [slope] [phase] [dimension]generate a discrete 1-dimensional imageCREATE/SPC3 image psf option centring table boxwidth-or-fwhmgenerate an arti�cial spectrum with linesCREATE/WAVE image [amplitude] [period] [dimension]generate 2-dimensional sinusoidal background imageA.4.6 inventANALYSE/INVENTORY frame in tab [out tab] [ver par] [deb mode] [out psf]verify the used table of objects and calculates the image parametersCLASSIFY/INVENT tableclassify the analysed objects into stars, galaxies and spurious objectsSEARCH/INVENTORY frame tablesearch objects in an image frame and store the parametersSET/INVENTORY par1 [par2]display and modify the values of the keywords used by InventorySHOW/INVENTORY par1 [par2]display the values of the keywords used by the Inventory packageA.4.7 mvaCLUSTER/TABLE intable outable [method]hierarchical clustering 31{March{1999



A-38 APPENDIX A. COMMAND SUMMARYCMDS/TAB input table output table ncols. output tablemultidimensional scalingCORRES/TAB input output row/column analysis ncolumn outablecorrespondence analysisEDIST/TAB input table output tablestandard distancesKNN/TAB training table no. of gp.1 members test table no. of NNsdiscriminant analysisLDA/TAB Input table Output tableFisher's linear discriminant analysis.MDA/TAB input table output table eigenvectorsdiscriminant analysisMST/TABLE intable outtable grid sizecreate minimal spanning tree for position tablePARTITION/TABLE intable outable [no of class] [alg] [min. card] [s value]non-hierarchical clusteringPCA/TAB in tab out tab option row/col anal ncols table eigenvectorsprincipal components analysisPLOT/TREE intable [col ref]plot output created by minimal spanning tree algorithmA.4.8 pepsysCONVERT/PHOTHelps you make a new table of observational dataMAKE/HORFORMMake a blank FORM to �ll in with horizon-obstruction dataMAKE/PHOTOMETERgenerates or checks the instrumental table file for a photometerMAKE/PLANgenerates a photometric observing planMAKE/STARFILE arglistHelps you make a new file of program or standard starsREDUCE/PHOTReduces tables of observational dataA.4.9 romafotADAPT/ROMAFOT int tab [thres] [fac int] [fac sky] [fac hol] [x siz,y siz]derive trial values for �tting a new frameADSTAR/ROMAFOT in frame out frame [reg tab] [cat tab] [x dim,y dim] [n sub]create an arti�cial image with subframes added at random positions31{March{1999



A.4. CONTRIBUTED COMMANDS A-39ANALYSE/ROMAFOT frame [cat tab] [int tab] [sigma,sat]INPUT MODE select all stars within selected sub�elds;OUTPUT MODE check at the results of the �t operation and selectCBASE/ROMAFOT frame 1 frame 2 [out tab1] [out tab2]create two tables for coordinate transformationCHECK/ROMAFOT cat tab reg tab err magexamine number of arti�cial stars recovered and check the accuracyCTRANS/ROMAFOT int tab [tab 1] [tab 2] [pol deg]�nd transformation of coordinates and apply to an intermediate tableDIAPHRAGM/ROMAFOT frame [regi tab] [rego tab] ap raddo aperture photometry with �xed diaphragmEXAMINE/ROMAFOT int tab [hmin,hmax]examine quality of �tted objects and ag badly �tted onesFCLEAN/ROMAFOT cat tab inti tab [into tab]selects windows in intermediate table present in catalogue tableFIND/ROMAFOT frame [cat tab]select objects using the image displayFIT/ROMAFOT frame [int tab] [thres,sky] [sig,sat,tol,iter] [meth,[beta]][�t opt] [mean opt]determine characteristics of stellar images by non-linear �ttingGROUP/ROMAFOT frame [area] [cat tab] [int tab] [thres] [wnd max][end rad,sta rad] [wnd perc]automatic grouping of objectsMFIT/ROMAFOT frame [int tab] [thres,sky] [sig,sat,tol,iter] [meth,[beta]][�t opt] [mean opt] [mod �le]determine characteristics of stellar images by non-linear �ttingMODEL/ROMAFOT [mod �le]compute (sub)pixel values for a model observationREGISTER/ROMAFOT int tab reg tab [wnd opt] [obj opt]computes and store the absolute quantities in the registration tableRESIDUAL/ROMAFOT in frame out frame di� frame [reg tab]compute reconstructed image and di�erence with original imageSEARCH/ROMAFOT 07-AUG-1989 RHWdo the actual search for objects above a certain thresholdSELECT/ROMAFOT frame [int tab] [wnd size]select objects and store the positions in intermediate tableSKY/ROMAFOT frame [sky tab] [area] [nrx,nry] [min,max]determines intensity histogram and sky background in selected areasA.4.10 surfphotCOMPUTE/FCOEFF infram orient rin,rout,rstep outtabcompute fourier coe�cients of azimuthal pro�les in spiral galaxies31{March{1999



A-40 APPENDIX A. COMMAND SUMMARYCOMPUTE/GRID anglecreate image and table with distorted rect. and evenly spaced gridCOMPUTE/SKY infram1 infram2 caltab method sky factorcompute the sky background and restitute the frameFILTER/FILL inframe outframe rx,ry thresh�ll up low-ux (below threshold) pixels with nearby high-ux pixelsFIND/PAIR intab1 intab2 outtab colums [errors] [coo sys]match (pair) two coordinates tables and produce an output tableFIND/POSINC infram x pos,y pos rin,rout,rstep�nd the position angle and inclination of a galaxyFIT/BACKGROUND outframe = inframe(s) [deg,it] [clp1,clpn] [skew] [outbck]FIT/BACKGROUND outframe = inframe(s) [coef] [outbck]FIT/BACKGROUND inframe(s) [deg,it] [clp1,clpn] [skew] [outbck]FIT/BACKGROUND inframe(s) [coef] [outbck]compute 2-dim. polynomial �t of the backgroundFIT/ELL1 inframe outframe l iso,h iso x cen,y cen max rad�t an ellips with respect to prede�ned centerFIT/ELL2 inframe pol opt iso tol iso levels [center[ [radius] [sky level]�t an ellips with respect to prede�ned centerFIT/ELL3 inframe outframe [step] [x,y] [low,high] [min,max] [opt]�t ellipses to the isophotes of an object in a 2-dim. frameFIT/POSINC infram orient rin,rout,rstep region�t the position angle and inclination to 2nd and 4th harmonicINTEGRATE/ELLIPS frame [ellips par] [ag]integrate pixel intensities within ellipse in 2-dim. imageNORMALIZE/IMAGE infram outfram trunc vals control valsnormalize and truncate a frameREBIN/DECONVOLVE frame psf result zoom x,zoom y n iterrebin image linearly in space and simultaneously deconvolve it with psfRECTIFY/IMAGE in out table [nrep] [deconvol ag]rectify geometrically a distorted direct imageSUBTRACT/SKY inframe outframe nx,nyremove sky by subtraction of histogram-modeled substitute-skyA.4.11 tsaAOV/TSA intab outima start step nsteps [order] [cover]compute analysis of variance periodogrammeBAND/TSA intab [maxobs] Evaluate frequency band for time series analysisCOVAR/TSA intab1 intab2 outtab start step nsteps scalecompute discrete covariance function for unevenly sampled dataDELAY/TSA intab1 intab2 outtab start step nsteps [func,mode] [parm]compute chi2-time lag function31{March{1999



A.5. PROCEDURE CONTROL COMMANDS A-41INTERPOLATE/TSA intab outtab func parmInterpolate an unevenly sampled series using its covariance functionNORMALIZE/TSA intab1 outtab column [mode]Normalize mean and variance to 0 and 1ORT/TSA intab outima start step nsteps [order]compute multiharmonic AOV periodogramPOWER/TSA intab outima start step nstepsCompute discrete power spectrum for uneven sampling by slow methodSCARGLE/TSA intab outima start step nstepsCompute Scargle periodogramme for unevenly spaced observationsSET/TSA set global keywords for TSA contextSHOW/TSA show global keywords for TSA contextSINEFIT/TSA intab outtab freque order iter�t sine (Fourier) series, subtract it from input and return residualsTABLE/TSA inascii [outtab] [type] [mxcol] convert ASCI table into MIDAS tableWIDTH/TSA inima [width] [centre] Evaluate line width and pro�leA.5 Procedure Control CommandsBRANCH var comparisons labelsmulti-way branchingCROSSREF labl1 labl2 labl3 labl4 labl5 labl6 labl7 labl8de�ne cross reference labels for the 8 parametersDEFINE/LOCAL key def data A lower levels agde�ne the maximum no. of parameters for a procedureDEFINE/PARAMETER Pi default type/option prompt str low lim,hi limde�ne default, type and valid interval for parameter iDO loopvar = start end [step]de�ne a DO loop (as in FORTRAN)ENTRY procde�ne begin of procedure in a �le with di�erent name than the proced-ureGOTO labelbranch to command line containing label:IF par1 op par2 command stringexecute conditional statementINQUIRE/KEY key prompt stringget terminal input in a MIDAS procedureLABL: de�ne a label, LABL in this exampleRETURN par1 par2 par3return to calling procedure (or terminal) and optionally pass up to 331{March{1999



A-42 APPENDIX A. COMMAND SUMMARYparameters back`A.6 Commands Grouped by SubjectIn the following list, general MIDAS commands are given grouped in main applicationareas. Only the most common commands are listed to make the list easier to use. Com-mands used for special types of data reduction are given in appropriate chapters in themain part of this manual.A.6.1 MIDAS System Control@@ Execute a MIDAS procedureBYE Terminate the MIDAS sessionCHANGE/DIRECTORY Change the default (current) directory for MIDASCLEAR/CONTEXT Clear current context level or all levelsCOMPUTE/KEYWORD Compute values of a keywordCONNECT/BACK MIDAS Connect "command syntax" to another MIDASCREATE/COMMAND Create a user commandCREATE/DEFAULTS Create special defaults for MIDAS commandsDEBUG/PROCEDURE Run MIDAS procedures in debug modeDEBUG/MODULE Run MIDAS modules in debug modeDELETE/COMMAND Delete a user de�ned commandDELETE/DEFAULTS Delete special defaults for commandDELETE/IMAGE Delete an image frameDELETE/KEYWORD Delete user de�ned keywordDELETE/LOG Delete log �leDISCONNECT/BACK MIDAS Disconnect from a background MIDASECHO/FULL Show substitutions in program �lesECHO/OFF Suppress display of input from program �lesECHO/ON Display input from program �lesLOG/OFF Disable loggingLOG/ON Enable loggingPLAYBACK/LOG Playback log �leREAD/KEYWORD Display contents of keywordsRENAME/IMAGE Rename an image frameRUN Execute program inside MIDASSAVE/COMMANDS Save commands from command window in a procedureSET/CONTEXT Set new context levelSET/FORMAT Format for \number-to-string" conversionSET/MIDAS SYSTEM Set di�erent modes and options for MIDASWAIT/BACK MIDAS Wait until command in background MIDAS terminates31{March{1999



A.6. COMMANDS GROUPED BY SUBJECT A-43WAIT/SECS Suspend MIDAS monitor for no of secs secondWRITE/COMMANDS Store commands from a procedure into the command windowWRITE/KEYWORD Store values into a keywordWRITE/OUT Write out textA.6.2 Help and InformationHELP Display help info for a commandHELP/. . . Display info about various topicsINFO/. . . Get information about frames, descriptors and speci�c setupPRINT/HELP Print help informationPRINT/LOG Print log �leSHOW/COMMANDS Display MIDAS commandsSHOW/DEFAULTS Display all special defaultsA.6.3 Tape Input and OutputINDISK/... Read data from disk in FITS or ASCII formatINTAPE/FITS Read data from tape in FITS or IHAP formatOUTTAPE/FITS Write data to tape in FITS formatA.6.4 Image Directory and HeaderADD/xCAT Add one or more entries to a catalogueCOPY/DD Copy descriptors from one �le to anotherCREATE/xCAT Create a catalogueDELETE/... Delete a frameDELETE/DESCRIPTOR Delete a descriptorINFO/DESCRIPTOR Get type and size of descriptorREAD/DESCRIPTOR Read descriptorsRENAME/. . . Rename a frameSORT/xCAT Sort entries in a catalogueSUBTRACT/xCAT Remove an entry from a catalogueWRITE/DESCRIPTOR Write a descriptorWRITE/DHELP Write descriptor helpA.6.5 Image DisplayBLINK/CHANNEL Blink between channelsCLEAR/ALPHA Clear the alpha-numerics memoryCLEAR/CHANNEL Clear and initialize memory channelCLEAR/DISPLAY Reset monitorCLEAR/LUT Bypass LUT in screen segment on monitorCLEAR/SPLIT Disable split screenCLEAR/ZOOM Clear zoom31{March{1999



A-44 APPENDIX A. COMMAND SUMMARYCOPY/CHANNEL Copy image memory channelsCOPY/DISPLAY Hard copy of image displayCREATE/CURSOR Create cursor windowCREATE/ZOOM Create zoom windowCREATE/DISPLAY Create a display window (using Xwindow)CUTS/IMAGE Set display thresholds for imageDELETE/DISPLAY Delete the display windowsDISPLAY/CHANNEL Display image loaded into channelDRAW/... Draw rectangle and other �gures in the overlay planeEXTRACT/CURSOR Extract a subframe from the frame currentlydisplayedEXTRACT/ROTATED Extract a rotated subimage from displayedimageEXTRACT/TRACE Extract interactively a line from an imageGET/CURSOR Coordinates from display device by cursorGET/IMAGE Read currently loaded image from channelINITIALIZE/DISPLAY Initialize the image displayLABEL/DISPLAY Write character string on display deviceLOAD/CURSOR Display cursor into display device (DeAnza only)LOAD/IMAGE Load image into display deviceLOAD/ITT Load an intensity transfer tableLOAD/LUT Load a colour lookup table into display unitLOAD/TABLE Display table data on image displayMODIFY/LUT Modify the currently active lookup tableSCROLL/CHANNEL Scroll image on given channelSET/CURSOR Set cursor form and positionSET/DISPLAY De�ne colour display control, size of screen etc. (DeAnza only)SET/LUT Enable use of colour lookup tableSET/SPLIT Enable split screen (DeAnza only)SHOW/CHANNEL Show information related to channelVIEW/IMAGE Explore an image interactivelyZOOM/CHANNEL Zoom image on displayA.6.6 Graphics DisplayASSIGN/GRAPHICS De�ne plotter output device and replotCLEAR/GRAPHICS Clear graphic screenCOPY/GRAPHICS Copy the plot �le to the speci�c graphic deviceCREATE/GRAPHICS Create a graphic window (using Xwindow)CUTS/IMAGE Set plot thresholds (high and low) for imageDELETE/GRAPHICS Delete the graphic windowsGET/GCURSOR Coordinates from graphic device by cursorLABEL/GRAPHICS Plot text in an existing plotOVERPLOT/ERROR Overplot table error column31{March{1999



A.6. COMMANDS GROUPED BY SUBJECT A-45OVERPLOT/HISTOGRAM Overplot histogram of table column or imageOVERPLOT/ROW Overplot row/line of image data on previous plotOVERPLOT/TABLE Overplot table data on previous plotPLOT/AXES Plot a coordinate box with large and small tickmarks and labelsPLOT/CONTOUR Contour plotting of an imagePLOT/DESCRIPTOR Plot an entry in a descriptorPLOT/HISTOGRAM Plot a histogram of a table column or an imagePLOT/ROW Plot row/line of an imagePLOT/PERSPECTIVE Perspective plotting (3-dim.) of an imagePLOT/TABLE Plot table dataSET/GRAPHICS Set plot characteristics like scalingSHOW/GRAPHICS Show graphic characteristicsA.6.7 Image CoordinatesCENTER/. . . Find centerGET/CURSOR Coordinates from image display via cursorGET/GCURSOR Get coordinates from graphics device by cursorREAD/DESCRIPTOR List reference coordinatesWRITE/DESCRIPTOR Write reference coordinatesA.6.8 Coordinate Transformation of ImagesALIGN/IMAGE Calculate linear transformation between 2 imagesEXTRACT/IMAGE Extract part of imageFLIP/IMAGE Flip image in x and/or yGROW/IMAGE Repeat one scan line to make 2 dim imagesINSERT/IMAGE Insert a subimage into father imageREBIN/II Logarithmic, exponential, r1=4 frequency rebinREBIN/LINEAR Pixel rebinning of imageREBIN/ROTATE Rotate an image any angleREBIN/SPLINE Rebin an image with cube splinesREBIN/WAVE Rebin 1-D image to linear wavelengthRECTIFY/IMAGE General geometric correctionROTATE/CLOCK Rotate clockwise 90 degreesTRANSPOSE/CUBE Rearrange planes of 3-dim data cubeTRANSPOSE/IMAGE Transpose an imageA.6.9 Image ArithmeticAVERAGE/AVERAGE Compute simple average of all pixels in a subimageAVERAGE/COLUMN Compute average of image columnsAVERAGE/IMAGE Calculate the average of imagesAVERAGE/ROW Compute average of image rowsAVERAGE/WINDOW Compare images, then take the meaning31{March{1999



A-46 APPENDIX A. COMMAND SUMMARYCOMPUTE/COLUMN Perform arithmetic expression on image columnCOMPUTE/IMAGE Compute arithmetic expression of imagesCOMPUTE/PIXEL Perform arithmetic operations on images usingpixel coordinatesCOMPUTE/ROW Compute arithmetic expression on image scan linesCOMPUTE/..PLANE Do arithmatic on planes of a data cubeA.6.10 FilteringCONVOLVE/IMAGE Convolve image with given point spread functionCREATE/FILTER Create �lter imageDECONVOLVE/IMAGE Deconvolve image with point spread functionFILTER/GAUSS Use Gauss �lter on imageFILTER/MAX Apply maximum �lter to an imageFILTER/MEDIAN Median �lter imageFILTER/MIN Apply minimum �lter to an imageFILTER/SMOOTH Smooth an imageFFT/IMAGE Compute discrete fourier transform of a complexinput frameFFT/INVERSE Compute inverse discrete fourier transform of acomplex input frameA.6.11 Image Creation and ExtractionCOPY/II Copy image framesCREATE/IMAGE Create new imageCREATE/RANDOM Create a new image from a random distributionEXTRACT/CURSOR Extract a subframe from the frame displayedEXTRACT/IMAGE Extract part of an imageEXTRACT/LINE Extract a line from a frameEXTRACT/ROTATED Extract a rotated imageEXTRACT/SLIT Extract subimage de�ned by �xed slitEXTRACT/TRACE Extract line from an imageINDISK/ASCII Read ASCII �le from diskINDISK/FITS Read FITS �le from diskINSERT/IMAGE Insert a subimage into father imageA.6.12 Transformations on Pixel ValuesFIT/FLAT SKY Correct an image for sky variationsITF/IMAGE Transform pixel values in an imageMODIFY/AREA Remove bad pixel from circular areaMODIFY/CURSOR Change pixel values in image by cursorMODIFY/GCURSOR Change pixel values in image by graphic cursorMODIFY/PIXEL Change pixel values in image31{March{1999



A.6. COMMANDS GROUPED BY SUBJECT A-47REPLACE/IMAGE Modify pixel values in given intensity intervalREPLACE/POLYGON Replace pixel values inside a polygonA.6.13 Numerical Values of Image PixelsFIND/MINMAX Display (ands tore) max and min valueFIND/PIXEL Find �rst pixel with a value inside or outsidethe intervalFIT/FLAT SKY Fit background imageINTEGRATE/APERTURE Integrate ux inside apertureINTEGRATE/LINE Integrate pixel-values over area in imageMAGNITUDE/CIRCLE Compute the magnitude of the speci�ed objectby integrating over the central area de�nedby a circular apertureMAGNITUDE/RECTANGLE Compute the magnitude of the speci�ed objectby integrating over the central area de�nedby a rectangular apertureMODIFY/CURSOR Change pixel values in image by cursorMODIFY/GCURSOR Change pixel values in image by graphic cursorMODIFY/PIXEL Change pixel values in imagePLOT/HISTOGRAM Plot histogram of pixel values in imagePRINT/IMAGE Print an imageREAD/IMAGE List pixel values into imageSTATISTICS/IMAGE Calculate statistics of an imageWRITE/IMAGE Change pixel values in image (world coordinates)A.6.14 Spectral AnalysisCALIBRATE/LINE Calculate coe�cients for wavelength calibrationCENTER/. . . Compute center of lineCONVERT/TABLE Make image from table valuesEXTINCTION/SPECTRUM Correct 1-D image for extinctionIDENTIFY/GCURSOR Identify table entries from graphic displayIDENTIFY/LINE Equate X positions to wavelengthsINTEGRATE/GCURSOR Integrate line interactivelyMODIFY/GCURSOR Change data in line interactivelyOVERPLOT/IDENT Overplot line identi�cationsPLOT/IDENT Plot line identi�cationsREBIN/. . . Linear or non-linear image rebinningRESPONSE/SPECTRUM Make �le for ux correction, response curveSEARCH/LINE Search calibration linesA.6.15 Least Squares FittingCOMPUTE/FIT Compute �tted image or table31{March{1999



A-48 APPENDIX A. COMMAND SUMMARYCOMPUTE/FUNCTION Compute function values of image or tableEDIT/FIT De�ne function for �ttingFIT/IMAGE Least squares �tting in imageFIT/TABLE Least squares �tting in tablePRINT/FIT Print �tted valuesREAD/FIT Read �tted valuesSELECT/FUNCTION Select functions to be �ttedSET/FIT Control execution of �ttingSHOW/FIT Display control parametersA.6.16 Table File OperationsBIN/TABLE Create a table with averages of col2 in bins of col1COMPUTE/HISTOGRAM Compute histogram for a table columnCOMPUTE/REGRESSION Compute column from regresion coe�cientsCOMPUTE/TABLE Compute arithmetic expression between columnsCONVERT/TABLE Compute image from table dataCOPY/TT Copy keys from table to table �leCREATE/COLUMN Create new column in a table �leCREATE/TABLE Create a table �leDELETE/COLUMN Delete column from an element in a table �leEDIT/TABLE Change value of entry in table �leMERGE/TABLE Merge two table �lesNAME/COLUMN Insert a label name for a columnPRINT/TABLE Print tableREAD/TABLE List elements of a table �leREGRESSION/POLYNOMIAL Compute regression between column in table �leSELECT/TABLE Select a subtableSHOW/TABLE List table directorySORT/TABLE Order a table �leSTATISTICS/TABLE Computes low order statistics for a column
31{March{1999



Appendix BDetectorsB.1 CCD DetectorsThe description of CCD reductions is divided into four parts. Section B.1.1 describes theideas behind the relative calibration of 2{dimensional photometric CCD{images.Section B.1.3 gives a description of the steps required to perform a relative calibrationof the CCD and discusses the various MIDAS commands that are available to perform therequired operations. Section B.1.9 provides some examples of typical reduction scenarios.Section B.1.10 is a summary of the relevant commands.The procedures described in the manual will yield CCD{frames whose pixel valuesrepresent relative ux from one to the other. In order to proceed to calibrate the imagesin terms of magnitudes requires further steps not detailed here.B.1.1 IntroductionThe nominal output Xij of a CCD{element to a quantum of light Iij can be given asXij = Aij +Bij � Iij + non{linear terms + BIAS (B.1)This equation does not account for charge transfer ine�ciencies and other e�ects knownto exist in CCDs.The dark current and the cold columns contribute to the additive term A; the quantum{and transfer{e�ciency enter into the multiplicative term B � I . It is known that theresponse of the CCD is essentially linear so the non{linear terms are generally neglected.The Bias is normally added to the output electronically to avoid problems with digitisingvalues near to zero.The objective of the �rst step in reducing CCD{images is to determine the relativeintensity Iij of a science data frame. In order to do this, two more frames are required inaddition to the science picture, namely:� FLAT{frames to determine the term Bij , and� DARK{frames to describe the term Aij .B-1



B-2 APPENDIX B. DETECTORSFLAT{�elds are made by illuminating the CCD with a uniformly emitting source. TheFlat{�eld then describes the sensitivity over the CCD which is not uniform. For FLAT{�eld exposures and SCIENCE{frames we get from Equation (B.1)FLAT FRM(i; j) = DARK(i; j) + B(i; j)� ICONS + BIAS (B.2)SCIE FRM(i; j) = DARK(i; j) + B(i; j)� INT FRM(i; j) + BIAS (B.3)where ICONS represents a ux from a uniform source, and BIAS is a constant signal whichis added to the video signal of the CCD before being digitised.The DARK{current is measured in the absence of any external input signal:DARK FRM(i; j) = DARK(i; j) + BIAS (B.4)Combining Eqs.(B.2), (B.3) and (B.4) we isolate:INT FRM(i; j) = SCIE FRM(i; j)�DARK FRM(i; j)FLAT FRM(i; j)� DARK FRM(i; j) � ICONS (B.5)ICONS can be any number. If set to the average signal of the dark{corrected FLAT{frame or a subimage thereof:ICONS = hFLAT FRM�DARK FRMi (B.6)then the reduced intensity frame INT FRM will have similar data values as the originalSCIE FRM.B.1.2 DiscussionThe mean absolute error of INT FRM(i,j) yields with ICONS = 1:(�I)2 = � @I@S�2 (�S)2+ � @I@D�2 (�D)2 + � @I@F �2 (�F )2 (B.7)(Only the �rst letter is used for abbreviations.)Computing the partial derivatives we get(�I)2 = (F �D)2(�S)2 + (S � F )2(�D)2 + (S �D)2(�F )2(F �D)4 (B.8)A small error in �I is obtained if �S, �D and �F are kept small. This is achievedby averaging Dark, Flat and Science frames. �I is further reduced if S = F , thenEquation (B.8) simpli�es to (�I)2 = (�S)2+ (�F )2(F �D)2 (B.9)This equation holds only at levels near the sky{background and is relevant for detectionof low{brightness emission. In practice however it is di�cult to get a similar exposure levelfor the FLAT FRM and SCIE FRM since the ats are usually measured inside the Dome.From this point of view it is desirable to measure the empty sky (adjacent to the object)just before or after the object observations.31{March{1999



B.1. CCD DETECTORS B-3B.1.3 Reduction StepsThe software now available is a package for doing relative calibrations of the pixels, foraveraging frames, and for cleaning images. Cleaning in this context means removal ofinstrumental faults and other defects from the images. A list of the relevant commands isprovided for reference in the section B.1.10 of this appendix.The CCD{reduction involves the steps outlined below. Steps in paranthesis [. . . ] areoptional but see the following discussion to determine if they are optional in your particularcase.� [ Remove irrelevant columns of all frames ]� [ Bias correct all frames ]� compute an average DARK =) DARK AVG� [ remove defects from DARK AVG ]� compute an average FLAT =) FLAT AVG� dark subtraction ) FLAT AVG = FLAT AVG - DARK AVG� [ remove defects from FLAT AVG ]� [ normalize the FLAT AVG,( see Eq. (B.6)) ) FLAT NRM ]� dark subtraction ) SCIE FRM = SCIE FRM - DARK AVG� [ remove defects from SCIE FRM ]� at�eld the scie-frame SCIE FLAT = SCIE FRM/FLAT NRM� compute the average of science frames ) SCIE AVGThe sections below describe and discuss the various options which are available to performthe needed operations. These sections discuss bias corrections, techniques for computingaverages, techniques for cleaning images and removing speci�c defects, and �nally how touse the COMPUTE command for dark subtraction and at �elding.B.1.4 Removing Irrelevant ColumnsWith the ESO CCD systems currently in use, some columns or/and rows are added inelectronically and contain no valid data. The command:EXTRACT/CCD extr coords [catalog]will remove these columns from all frames in the referenced catalog. The default is thegeneral catalog. This function will slightly speed up subsequent operations and will avoidpossible problems with strange pixel values sometimes found in these columns.31{March{1999



B-4 APPENDIX B. DETECTORSB.1.5 Bias CorrectionsA bias level is present in every CCD{image and arises from an electronic o�set whichis added to the signal from the CCD before being converted to digital values (the biasprevents a negative output signal). Under the present operating conditions the bias levelhas a value of about 200 data units.A special purpose command has been generated to subtract the bias from a series offrames. Note, however, that this procedure is not necessary if you are not going to takea weighted average of frames. Only in this case, will the inclusion of a bias e�ect theweighting given to an individual frame.To subtract a bias value for a series of frames, execute the command:BIAS/CCD bias value [catalog]where catalog is the name of the catalog containing the series of frames. The default isthe general catalog. To understand how to create and use catalogs, see the description ofcatalogs in Volume A, Chapter 3.B.1.6 Averaging and Merging FramesThree di�erent techniques for averaging have been introduced. The �rst is a straight for-ward simple average without regard for statistical weights or possible non{statistical pixelvalues. The second average takes account of the fact that the images being averaged mayhave di�erent statistical weights. The di�erence in statistical weights may arise, since oneimage may have been exposed through clouds or may have di�erent noise characteristicsfor some reason or other. The third averaging technique not only takes account of possibledi�erent statistical weights and mean values, but also excludes from the resulting averagethose pixels which di�er from the others in a non{statistical way.The average functions mentioned above will normally produce a result frame whoseworld coordinates are the intersection of the father frames' world coordinates. It is possibleto specify that the result be the union of the world coordinates of the father frames. Inthis case, the average functions will produce merged images.Simple averaging | This function will take the given frames and produce a simpleaverage of the pixel values. The inputs are either a list of frames names separated bycommas, or a catalog reference. In the latter case, all frames in the catalog will beaveraged to produce the result. The command is:AVERAGE/IMAGE OUT = IN 1,IN 2,: : :,IN n [M] [null]AVERAGE/IMAGE OUT = catalog.CAT [M] [null]where in the �rst case, the series of speci�c input frames will be averaged and in thesecond case all entries in the speci�ed catalog will be averaged to produce the outputframe. The optional parameter M determines whether or not the images will be mergedin world coordinate space. The optional parameter null is used to specify the value thatwill be used to replace invalid pixels.31{March{1999



B.1. CCD DETECTORS B-5Weighted averaging | This function is very similar to the simple average func-tion only each input frame must have a precalculated weighting factor. The average iscalculated according to the following formula:OUT = Pi INi �WiPiWi (B.10)The function is called as:AVERAGE/WEIGHT OUT = IN 1,IN 2,: : :,IN n [M] [null]AVERAGE/WEIGHT OUT = catalog.CAT [M] [null]where the parameters have exactly the same meaning as in the simple average command.The weighting factor has to be calculated beforehand with the command COMPUTE/WEIGHTor has to be entered by hand in a real descriptor WEIGHT.Averaging statistically consistent values|This command di�ers somewhat fromthe purely mathematical functions of the previous two commands in the sense that ittries to anticipate some of the astronomical content of the input data frames. The func-tion requires that four auxiliary parameters (in descriptors) be de�ned for each inputframe before it can process the frames. These parameters can be de�ned by the functionWRITE/DESCRIPTOR and are:� LHCUTS(5),LHCUTS(6)| low and high limits for valid pixels� O TIME(7) | exposure time� FLAT BCK(1) | mean background value.The function calculates the following:OUT = Pi(INi� Bi)�WiPiWi (B.11)with the restriction that only those pixels satisfying the conditionjINi �Bi � hIN � Bij < 2:0� �(Background) (B.12)are accepted into the average. The threshold for rejection of pixels is a selectable parameterin the command. The default is shown.The function is referenced to as:AVERAGE/WINDOW OUT = IN 1,IN 2,: : :,IN n bgerr,snoiseAVERAGE/WINDOW OUT = catalog.CAT bgerr,snoiseMerging frames| Often in order to properly merge frames, it is necessary to adjustthe world coordinates of the frames so that the individual objects in each frame have thesame world coordinates in the various di�erent frames. This then allows the averagingroutines to proceed to combine the frames correctly. Notice that almost all the MIDASroutines operate in world coordinates.31{March{1999



B-6 APPENDIX B. DETECTORSB.1.7 Cleaning ImagesThis section describes three functions which have been created to cleanup defects in images.The �rst two functions for cleaning rows and columns are particularly useful for CCD{images. The third function is of a more general nature, but also quite useful for CCD{images.Cleaning rows or columns| Since CCDs are discrete row and column devices, theyoften exhibit defects which e�ect an entire row or column. These can often be removedwith the commands:MODIFY/COLUMN INPUT OUTPUT [C or V] [columns]MODIFY/ROW INPUT OUTPUT [C or V] [rows]These commands require an input frame, and an output frame. The parameter C or V de-termines whether the routine computes and adds a constant to the indicated columns/rowsof the input data (option C), or if the routine uses the adjacent pixel values to extrapolatedata for the indicated columns/rows (option V). The rows or columns speci�cation is notrequired if the input also speci�es a table containing the rows or columns to be corrected.See the detailed command description for a complete description.Cleaning areas and Removing objects | A general purpose MIDAS commandhas been created for cleaning areas of an image. This is particularly useful for removingthe permanent defects which may exist in the CCD{frames and which cannot be removedby the MODIFY/COLUMN or MODIFY/ROW commands. This command uses �tted surfaces toreplace pixel values in the speci�ed areas. It would also be useful for removing stars andso forth from an image. The command is:MODIFY/PIXELS INPUT OUTPUT [AREA] [DEGREE] [MARK]See the detailed command description in Vol. A, Appendix A for a description of how touse this command and how to specify the various input parameters.The input parameter can be speci�ed as CURSOR, and then the currently displayedimage will then be used to interactively clean a resulting image with the cleaning areaspeci�ed by the cursor positions.CCD speci�c cleaning | A visual inspection of CCD{frames reveals bad pixel areaswhich result from defective sensors. Often these elements produce an abnormally largeamount of dark current and are so bright that charge spills over to neighbour elementscausing streaking or hot spots. Since the CCD sensors are linked in the vertical direction,the surplus charge will tend to spread along the columns.Many of these defects are permanent i.e. they appear on every CCD{frame at the sameposition. Thus the Dark{subtraction should (in principle) remove them. However, this isoften not the case since the manifestations of these defects depend on exposure levels andtemperature among other things. So after Dark{subtraction a hot spot residual may bepresent.A second instrumental fault are the low{sensitivity columns. The origin of cold columnsare probably defects in the horizontal shift register which collect and shift the charge after31{March{1999



B.1. CCD DETECTORS B-7exposure. The DATA of COLD{COLUMNS is NOT LOST. Their pixel values are onlylower by a constant value than the \normal", neighbouring columns.The division of the SCIE{ by the FLAT{frame doesn't always remove the cold columns.The sky levels of these frames usually do not match, thus the at�elding gives di�erentratios for cold{ and normal{columns. Even if the sky{background levels agree, cold lineslying over sources won't disappear after FLAT{�eld correction.The MIDAS functions discussed above are designed to correct the e�ects of these coldcolumns, hot spots and other defects. In the case of cold columns, it is usually possible torecover the data with the MODIFY/COLUMN command using the C option. For the hot spotsand other defects, the MODIFY/PIXEL command can be used to replace the bad areas witha best estimate surface. This technique will produce cosmetically clean images, but willnot recover the data as the MODIFY/COLUMN does. To use the MODIFY/PIXEL command,the following procedure can be used once a CCD{image has been loaded on the Displaymonitor:DRAW/RECTANGLE CURSOR tablewhere table is the name of table in which to store the start{ and end{points of therectangles. The resulting table is reusable and can be saved for future use. It may beuseful to create a set of tables, since the size of the hot spots varies with temperature andexposure time. This table may then be used by the command:MODIFY/PIXELS inputs output [par3] [par4]to replace the pixels inside the given rectangles via a 2{dimensional surface interpolation.A � � �{clipping is used to �t a surface to the underlying background which can be thesky or an extended source.Selecting inputs = \inframe,intable" instead of CURSOR leads to the reading of the sur-face world coordinates x-st,x-end,y-st,y-end for `inframe' from the MIDAS table `intable.'The columns must be labelled XSTART, XEND, YSTART, and YEND.B.1.8 Using the COMPUTE CommandThe COMPUTE/IMAGE command can be used to perform the operation of dark subtractionand at �elding. The COMPUTE/IMAGE command is a very general purpose command andis described in great detail in Vol. A, Appendix A. The functionality of COMPUTE/IMAGEfor the current purpose is explained below.To do a dark subtraction enter the following:COMPUTE/IMAGE DENOM = FLAT AVG-DARK AVGwhere DENOM is the result frame, FLAT AVG is the average of at �elds, and DARK AVG is theaverage of dark frames.To at{�eld a data frame, enter the following:COMPUTE/IMAGE SCIE FLAT = (SCIE IN-DARK AVG)/DENOMwhere SCIE FLAT is the at �elded science frame, SCIE IN is the input data frame, DARK AVGis the average of dark frames, and DENOM is the dark subtracted at �eld from above.31{March{1999



B-8 APPENDIX B. DETECTORSB.1.9 Examples and HintsThis section gives a few simple examples and some hints on the best way to do things.The Simplest CaseThis paragraph shows the very simplest possible example of how to do the relative calib-ration of a CCD{frame. It is assumed that frames are only taken in a single �lter (R inthis case). The frames available are the following:� DarksDARK01 is a 20 minute frame taken before/after observingDARK02 ditoDARK03 ditoDARK04 dito� FlatsFLATR1 20 sec dome at in R{�lterFLATR2 ditoFLATR3 dito� DataN5126R 20 minute exposure of NGC 5126N7794R 20 minute exposure of NGC 7794In order to process these frames, the following commands would be executed.AVERage/IMAge DARKAV = DARK01,DARK02,DARK03,DARK04AVERage/IMAge FLATAV = FLATR1,FLATR2,FLATR3COMPute/IMAge DENOM = FLATAV-DARKAVCOMPute/IMAge N5126RF = (N5126R-DARKAV)/DENOMCOMPute/IMAge N7794RF = (N7794R-DARKAV)/DENOMThe �rst two commands compute the simple averages of the dark and at �eld images. Thethird command computes the dark subtracted average at �eld. The �nal two commandsperform the at �elding of the data frames. Note that there has been no correction forbad columns in either the at �eld, the dark frames or the data frames. The next exampleshows how to do this. 31{March{1999



B.1. CCD DETECTORS B-9A Case with some Bad ColumnsIn this case, we have the same frames available as in the previous example, but now wewant to correct for bad columns. We �rst show how to do this interactively and then howto do it using a table.AVERage/IMAge DARKAV = DARK01,DARK02,DARK03,DARK04AVERage/IMAge FLATAV = FLATR1,FLATR2,FLATR3$ COPY MID$DISK:[SYSMIDAS.PROC]BADCOL.TBL *.*MODIfy/COLumn FLATAV,BADCOL FLATAV2 CMODIfy/COLumn DARKAV,BADCOL DARKAV2 CCOMPute/IMAge DENOM = FLATAV2-DARKAV2COMPute/IMAge N5126RF = (N5126R-DARKAV2)/DENOMCOMPute/IMAge N7794RF = (N7794R-DARKAV2)/DENOMMODIfy/COLumn N5126RF,BADCOL CLR5126 CMODIfy/COLumn N7794RF,BADCOL CLR7794 CThis example is like the previous one except that this time, the average dark and averageat �elds are corrected for low sensitivity columns and the �nal data frames also. Thetable BADCOL contains the list of low sensitivity columns which are to be corrected.B.1.10 CCD-Commands SummaryTable B.1 lists the available CCD reduction commands.Command FunctionAVERAGE par1-par3 computes average of imagesAVERAGE/WEIGHT par1-par3 computes average using normalized imagesAVERAGE/WIN par1-par6 average of images using only consistent pixel valuesBIAS/CCD value catalog Subtracts a bias valueCOMPUTE/IMAGE General image arithmeticCOMPUTE/WEIGHT Computes weighting factors for the average functionsAVERAGE/WINDOW and AVERAGE/WEIGHTEXTRACT/CCD catalog Removes irrelevant columnsMODIFY/COL par1-par3 adjusts low{sensitivity CCD{columnsMODIFY/ROW par1-par2 adjusts low{sensitivity rowsMODIFY/PIXEL par1-par5 replaces areas with a surfaceMODIFY/SKY par1-par5 computes a constant sky{backgroundTable B.1: CCD Reduction Commands31{March{1999



B-10 APPENDIX B. DETECTORS

31{March{1999



Appendix CCESThe reduction of CES spectra is, especially for point sources, very straightforward, andthe general instructions given in Chapter 6 for the standard reduction of spectra are fullyadequate. The following merely adds a few instrument speci�c details and hints.Cameras: Except where noted otherwise, the reduction of data obtained with the Shortor the Long Camera is exactly the same.Detectors: As far as the data reduction goes, the main di�erence between Reticon andCCD is the data format. Since the Reticon is a one-dimensional array, no attentionhas to (can) be paid to the extraction of the object spectra. The data acquisition sys-tem used with the Reticon permits multiple exposures to be combined into a pseudotwo-dimensional spectrum. For operations on such data, all commands which workon image rows are useful, e.g., COMPUTE/ROW, AVERAGE/ROW or also EXTRACT/IMAGE.Blemishes, etc.:� In many echelle orders a prominent ghost appears which, with some bad luck,may sit right on top of the object spectrum. It cannot be `at�elded away' orotherwise corrected.� The �rst 10{15% (in wavelength) of most spectra su�er from vignetting whichdivison by a at�eld may even enhance rather than remove. The most successfulway of correcting it is with a at�eld standard star (see item at�elding below).� Reticon data su�er from a periodic ripple which at�elding does not always re-move adequately. For the `normal' 4- or 8-pixel ripple, the command FILTER/-RIPPLE can be tried. However, occasionally, also very weird periods occurwhich can be identi�ed in a Fourier transform (see the various FFT/ commands).Spikes in the real part of the Fourier transform can be removed with the inter-active command MODIFY/GCURSOR before the data is transformed back to theoriginal pixel space. Alternatively, FILTER/RIPPLE can be used once the periodis known. Note that these corrections have to be done prior to any rebinning(wavelength calibration in particular)!C-1



C-2 APPENDIX C. CES� The dome at�eld lamp has an emission line at 670.7 nm, apparently due tolithium. Other deviations from a pure continuum are not known, but you maywish to watch for them (this advice applies also to the `internal' FF lamp).� Some of the strongest absorption lines appear not only in stellar but occasionallyalso in at�eld exposures!Background determination: For Reticon data, separate observations are required.On CCD spectra, the various background components (bias, scattered light, ghosts,sky, etc.) can usually be estimated from the signal on either side of the objectspectrum.Unless you are sure that features in the background spectra are signi�cant, onlysubtract the mean value as number or a strongly smoothed background spectrum inorder not to add noise to your object spectra.Flat�elding:`Internal' FF lamp is perfect (apart from vignetting, see above) for the Reticonand usually fully adequate for CCD spectra over most of the wavelength rangeaccessible in the blue pass of the CES. In the red, the phases of the fringes inat�eld and object spectra may be so di�erent that division by such a `at�eld'only makes things much worse.Dome ats: Observers have reported that the position of fringes may dependslightly on telescope position.Bright stars without disturbing spectral features and if observed su�ciently closeto the target in both position and time, may be used for three purposes:High spatial frequencies: For this application, the spectrum of the at�eldstar must have been trailed so that its well exposed part (along the spatialaxis) fully covers the relevant positions of object spectra. Division of theobject spectrum by the standard spectrum (both assumed bias corrected)will also take care of low spatial frequencies and, perhaps, telluric featuresas described below.Low spatial frequencies: Command NORMALIZE/SPECTRUM can be used toobtain an approximation to the continuum of the comparison star. Divisionof this curve into the extracted target spectra will be useful in correctingfor vignetting problems and other residual curvatures (echelle ripple) of theat�elded spectra.Telluric lines can, with some luck, be removed by dividing the extracted ob-ject spectrum by a suitably normalised extracted at�eld star spectrum.Wherever possible, this should be done prior to wavelength calibration.Wavelength calibration: If you have to be worried about artifacts introduced by thenon-linear rebinning, try to be innovative and do not rebin your data at all! If thisis not practical, the following details should be considered:1{May{1990



C-3� For high precision, always at�eld your arc spectra.� Almost the only relevant comparison source is a thorium lamp. Do not use theargon lines; the lamp contains argon only to start the gas discharge process.� By far the best laboratory wavelengths are those by Palmer and Engleman(1983). Their list is availabe as MIDAS table TH in directory MID ARC. Copy thistable to your MID WORK, use SELECT/TAB on column :WAVE and COPY/TTto reduce the size of the table to the range in wavelength of your spectra, thendelete the �rst copy to recover disk space.� The information given in the descriptor O COM about the wavelength (i.e., `CRVALX')of the central pixel (i.e., `CRPIXX') and the mean channel width (i.e., `CDELTX')usually is extremely reliable and therefore very useful in the interactive part ofidentifying the comparison lines.� Select the threshold in the line searching step so that about 10-25 lines aredetected. (As a rule of thumb, it is for normally exposed arc spectra bothnecessary and su�cient to use all lines which in column :INTENSITY of tableTH are listed with a laboratory strength of about 3 units or more.) Only theGAUSSIAN option in command SEARCH/LINE will give useful line positions.� Identify (IDENTIFY/LINE) about �ve lines interactively; they should be welldistributed over the wavelength range you are interested in.� Always start with a parabola for the approximation of the dispersion curve(CALIBRATE/WAVE), never user polynomials with degree > 3.� For normally exposed arc spectra, the automatic identi�cation should identifymost of the lines which in table TH are listed (column :INTENSITY) with alaboratory strength of 3 units or more (but, of course, reject blends).� With the Long Camera, the rms scatter of the computed wavelengths about a�tted second-order polynomial would usually be 1{2 10�4 nm (if not better).In spectra taken with the Short Camera, the corresponding value may be abouttwo times higher.� Rebin your spectra to a step in wavelength which is at least two times smallerthan the detector pixel width.� For the rebinning of such very high resolution spectra it is important thatthe descriptors START and STEP and the relevant variables of programs are ofdouble precision (often applies also to the subsequent analysis of the calibratedspectra). If in doubt or in order to check possible problems, suppress theleading two digits from the laboratory wavelengths (e.g., COMPUTE/TABLE) andlater re-introduce them in descriptor START of the calibrated spectra..Flux calibration is not possible for CES spectra unless you managed to observe a stand-ard star with ux data that is extremely well sampled in wavelength.1{May{1990
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Appendix DEchelle ReductionThis Appendix describes the reduction of Echelle spectra. It describes the steps requiredto produce one-dimensional spectra from two-dimensional images. Operating proceduresare described in detail so that this manual can be used as a guide by users without MIDASexperience.A tutorial example is available in the system, the user is recommended to run it(SET/CONTEXT echelle, then TUTORIAL/ECHELLE) while reading the relevant parts of thisdocument. The algorithms related to the reduction method are described in Chapter 7.D.1 Input DataThe information involved in a reduction session consists of user data and system tables.User data is a set of echelle images observed with the same instrument con�guration,corresponding to a wavelength calibration image (WLC), a at �eld image (FLAT) andastronomical objects. Optionally, this set will include the standard stars (STD) to be usedin the absolute or relative ux calibration, and dark images (DARK).D.2 Auxiliary DataAuxiliary data include catalogues with comparison lines and tables with the uxes of somestandard stars.The area MID ARC contains the following calibration catalogues, thar.tbl, Thorium-Argon catalogue (for CASPEC, ECHELLEC, EMMI). hear.tbl, Helium-Argon catalogue (forEFOSC). as well as Th-Ar tables selected for blends at spectral resolutions 25000, 33000,50000, 100000, respectively named thar25.tbl, thar50.tbl, thar50.tbl, thar100.tbl (thesetables have been prepared by H.Hensberge, M.David and W.Verschueren from AntwerpUniversity).Standard stars for ux calibration are available in the area MID STANDARD. Additionaltables of southern spectrophotometric standards are available in /midas/calib/data/spec/ctio(Hamuy & al., 1992, PASP, 104 533-552 and Hamuy & al., 1994, PASP 106 566-589) andmidas/calib/data/datatrans/hststd (HST Standards).D-1



D-2 APPENDIX D. ECHELLE REDUCTIONThese tables are distributed on request in complement to the Midas releases. Thesetables are also available on anonymous ftp at the host ftphost.hq.eso.org (IP number134.171.40.2). The �les to be retrieved are located in the directory /midaspub/caliband are named README.calib and calib.tar.Z. Command SHOW/TABLE can be used tovisualize the column name and physical units of the tables. Demonstration data requiredto execute the tutorial procedure TUTORIAL/ECHELLE are also located on this ftp server inthe directory /midaspub/demo as echelle.tar.Z. FTP access is also provided on the WorldWide Web URL: http://http.hq.eso.org/midas-info/midas.htmlThe calibration directory contains other information such as characteristic curves for ESO�lters and CCD detectors, which can be visualized with the Graphical User InterfaceXFilter (command CREATE/GUI FILTER).D.3 Starting the MIDAS SessionYou should �rst get an account and a disk area on the computers you want to work on(ask the system manager or see Vol A, Appendix D).After login into the system, you can start the MIDAS environment by typing theinmidas command. On a workstation, you may provide a 2 characters strings for theidenti�cation of the terminal: in most of the cases, you need to visualise images or graphics,so give two digits; otherwise give a two letters strings (default is 00).The reduction of echelle spectra requires a set of dedicated commands which are de�nedunder the context ECHELLE. Therefore each reduction session starts with the commandSET/CONTEXT echelleto activate the echelle speci�c commands and to set all parameters to default values.Frequent users can integrate this command as well as display and graphic window cre-ation commands in the login.prg �le located in the working directory or in the MID WORKdirectory.D.4 Reading the DataYour tapes must be in FITS or IHAP format. Mount the tape on a tape drive (e.g. MTA0,see Appendix D in Vol. A) on the computer you are using and, then, start the data inputwith the commandINTAPE/format 1-nn A MTAxwhere format de�nes the input format as either FITS or IHAP, nn number of �lesthat you want to read and x is either 0 or 1 to select the tape driver. Images �les will beloaded into the working area with names A0001, A0002 and so on as speci�ed above.1{November{1995



D.5. DISPLAY AND GRAPHIC WINDOWS D-3D.5 Display and graphic windowsIn the early reduction stages it is recommended to create a display with the same numberof pixels as the CCD frame, so that one can easily check for defects.The following example is only useful on workstations:CREATE/DISPLAY 0 520,337CREATE/GRAPHLOAD/LUT heatThe �rst command will create a display with identi�cation 0 and axes of 520 and 337pixels. The second command creates a graphic window with the default setting which canbe used in most cases. The last command loads a look-up table, i.e. an intensity-to-colorconversion table. Other graphic windows, e.g. for the �nal spectra, can be speci�ed with:CREATE/GRAPH id x0,y0,xsize,ysizeThen images are displayed by:LOAD/IMAGE ech0011 cuts=500,2000which loads the image ech0011 in the active channel, using cuts values 500 and 2000 tode�ne the range of represented intensities. If the image is loaded later, the last settings willbe used as default values (they are stored in descriptors LHCUTS and DISPLAY DATA).Perhaps the cuts are not adequate and as a consequence desired details do not appear.To measure the intensity of a few pixels, use command:GET/CURSOROn a workstation: with the mouse, press leftmost button to get the values, and thecenter one to exit.On a DeAnza: switch a cursor on, and use ENTER button to get the values. To exit,set both cursors o� and press ENTER. Make sure that RATE and TRACK switches areo�.D.6 On-line helpMost Unix platforms provide the Motif libraries which allow to compile the Midas Graph-ical User Interfaces, in particular the on-line help, activated by the command:CREATE/GUI helpwhich provides updated on-line help �les corresponding to the Volume C of the document-ation. 1{November{1995



D-4 APPENDIX D. ECHELLE REDUCTIOND.7 A few useful commandsIt will be useful to have a list of the images stored on the disk. The command:CREATE/ICAT mycat *.bdfcreates a catalog stored on the disk as the �le mycat.cat which contains the list of allimages present on the disk. It is better to enable this catalog for automatic use by allother commands using:SET/ICAT mycatwhich allows in any command to refer to a catalog image by the simpli�ed syntax #nwhere n is the entry number of the image in the catalog.The following commands are also useful:READ/ICAT mycatlists the contents of an image catalog.PRINT/ICAT mycatprints the contents of an image catalog on the default printer. See command AS-SIGN/PRINT to change the default.COMPUTE/IMAGE out = expressionperforms arithmetic on images, for example:COMPUTE/IMAGE out = img1 - img2computes the di�erence of images img1.bdf and img2.bdf and stores the result inout.bdf.STATIST/IMA frameperforms statistic on an image. It is possible to select a sub-window in interactivemode or direct mode.STATIST/IMA frame CURSORSTATIST/IMA frame area specThe following commands are related to graphic facilities:PLOT/IMAGE, OVERPLOT/IMAGEPLOT/TABLE, OVERPLOT/TABLEGET/GCURSORSEND/PLOT, ASSIGN/PLOT 1{November{1995



D.8. PREPROCESSING D-5It is also useful to handle tables, using commands:READ/TABLE table [column]SELECT/TABLE table conditional expressionSTATIST/TABLE table columnCOMPUTE/TABLE table out column = expressionD.8 PreprocessingFor the remainder of this Appendix it is assumed that a complete set of input frames isavailable.D.8.1 Bias correctionThe Bias is a constant o�set (for each pixel) introduced by the readout electronics of theCCD. Its value is usually between 150 and 250 ADU (for CCD's currently in use at ESO).As a �rst step, the short dark and pre-ashed dark exposures have to be averaged toproduce the BIAS and pre-ashed BIAS frame. A method which performs the averaging andwhich at the same time discards bad pixels due to e.g. cosmic events is AVERAGE/WINDOWBefore actually executing this command, prepare a catalogue containing all input �les tobe averaged via:CREATE/ICAT catname dirspecChoose appropriate values for the descriptors FLAT BKG and LHCUTS and run the commandPREPARE/WINDOW inputspec flatbkg lhcutswhere inputspec is either a single �le name or the catalogue with the list of input �les,to be speci�ed as catname.cat. This program writes the descriptors FLAT BKG andLHCUTS/R/5/2 into each input frame and will also read the descriptor O TIME to get theexposure time, prompting for it if the descriptor is not present. After that the various�les can be averaged via:AVERAGE/WINDOW out = catname.cat bgerr,snoiseD.8.2 Dark-current and particle hits correctionIn a similar manner, long dark exposures of the same exposure time can be averaged toproduce the DARK frames. Please note that the output of AVERAGE/WINDOW is in units of theexposure time which is usually in seconds. Use the command COMPUTE/IMAGE to multiplythe images by the exposure time and to add back the value for FLAT BKG.Long dark exposures, and object and standard star frames contain a huge amount ofcosmic events. If multiple exposures exist the above mentioned method can be used toaverage the frames and to remove the spikes. If not one can obtain good results by applyinga median �ltering algorithm to the frames (W.K. Pratt, Digital Image Processing, JohnWiley & Sons, 1978). The corresponding MIDAS command is:1{November{1995



D-6 APPENDIX D. ECHELLE REDUCTIONFILTER/MEDIAN input output 1,1,threshold NAwith the threshold depending on the r.m.s. noise in the exposure. The noise in the (pre-ashed) BIAS and DARK frames can further be decreased by smoothing the images viae.g. FILTER/SMOOTH input output 10,10After having done all these steps the �nal (pre-ashed) BIAS and DARK frames can besubtracted using COMPUTE/IMAGE from the FLAT, OBJ and STD frames. Often, BIAS andDARK contain no large - scale structure. Then, it is preferable to substract a constant, thusavoiding extra noise addition.It is also possible to use several spectra of the same target obtained under the sameinstrumental con�guration. O�sets of the target resulting from the positioning of thetarget on the entrance slit of the spectrograph and variations of exposure time must betaken into account. The commands AVERAGE/IMAGE and AVERAGE/WEIGHT o�er number ofoptions to compare the images and �lter particle hits.D.8.3 Standard orientationThe frames, as they appear on the monitor with the command LOAD/IMAGE, are in generalnot oriented properly. All reduction programs assume that on the monitor the wavelengthincreases from left to right and that the spectral orders increase from top to bottom. Thismeans that the frames have to be rotated in such a way that:� orders are more or less horizontal, but slightly climbing from left to right.� orders separation are narrower at the bottom than at the top.The images have to be rotated, depending on the way the CCD chip has been mounted.To do this, prepare again a catalogue containing all �les which have to be rotated usingCREATE/ICAT. Next run the programROTATE/ECHELLE inputspec outframe modeNoteThe rotation is usually required for CASPEC, EFOSC, ECHELLEC, and EMMIspectra. The command ROTATE/ECHELLE sets descriptor values START andSTEP to 1.,1. for all images and updates the session keyword CCDBIN to theoriginal steps of the images. These operations must be performed by the userif another command than ROTATE/ECHELLE is applied.As in PREPARE/WINDOW, inputspec is either a single input frame or a catalogue;outframe is either a single output frame or a two character identi�er which will replacethe �rst two characters of the name of each input frame; mode decides if the images arejust rotated over -90 degrees (mode ROTATE, data obtained before April 1984) or rotatedover 90 degrees and ipped in the x-direction (mode FLIP) for frames obtained later. Thiscommand will also read the exposure time from the descriptor O TIME, prompting for it ifthe descriptor is not present. 1{November{1995



D.9. SESSION PARAMETERS D-7D.9 Session ParametersInput data observed with the same con�guration of the instrument and the parametersneeded for the reduction de�ne a session.Session parameters are listed by the command SHOW/ECHELLE. It is recommended touse this command to control the actual status before executing any further reduction step.The command SHOW/ECHELLE displays only those parameters which must be set accordingto the options and methods chosen for the reduction. This enables to know exactly whichparameters are required and available to tune the reduction.Current parameters are saved with the command SAVE/ECHELLE name, where name isthe session name. This command will be used whenever you want to interrupt a sessionwhich then can be restarted at any other time.Current parameter values are set to the default value with the command INIT/ECHELLE,or set to the values of a previously saved session with INIT/ECHELLE name. INIT/ECHELLEis required each time you start the reduction of a new set-up or instrument.The command HELP/ECHELLE provides a short on-line information on the echelle keywords.The keyword name can be truncated to a signi�cant root name. The information consistsof a description, the default and actual value. Four di�erent modes are available:� \HELP/ECH" without parameter, displays a general help message about the echellepackage.� \HELP/ECH<keyword>" gives a short description of the echelle keyword<keyword>.� \HELP/ECH method" provides a list of method keywords� \HELP/ECH option" provides a list of option keywordsRelevant session parameters can be de�ned for each command in the usual way:command/qualifier parametersor can be de�ned in explicit form asSET/ECHELLE param=value [param=value ...]where param is the parameter name and value is the assigned value. The assigned valueswill be maintained until you save them for later reference. Current parameter values arere{assigned either by INIT/ECHELLE or by another SET/ECHELLE command.The direct assignment is possible as well, as in the following examples:WIDTH1 = 10WLCLOOP(2) = 0.1LINCAT = ``thar.tbl'' 1{November{1995



D-8 APPENDIX D. ECHELLE REDUCTIOND.10 The Reduction SessionThe reduction session consists of the following steps:� Order de�nition: de�nes the orders location, usually from a Flat-Field� Wavelength calibration� Flat-Field correction� Correction for the response curve� Reduction of science spectraFlat-�eld correction is optional as well as response curve correction, but instrumentale�ects show up as large variations on varying scales. There are two possibilities: either youhave a standard star (STD) or you don't. If you did not take a STD exposure, because youwere not interested in an absolute or relative ux calibration, you will now have seriousproblems in producing an acceptable spectrum. There are correction methods for theinstrumental response with no standard star but they do not always provide a satisfactorysolution and are time consuming.A summary of the di�erent operations performed by commands RESPONSE/ECHELLEand REDUCE/ECHELLE is provided in D.13.D.10.1 Reduction using Standard StarsIn general it is necessary at this stage to assign values to the parameters ORDREF, WLC,LINCAT. The methods of order de�nition and wavelength calibration DEFMTD, WLCMTDmustbe chosen, as well as required parameter values, depending on the chosen methods.Order De�nition: Methods STD and COMIf DEFMTD is set to STD or COM, WIDTH1 is the width of a single echelle order. To �nd thisvalue load the ORDREF on the display using LOAD/IMAGE and use for example the commandsGET/CURSOR or EXTRACT/TRACE and PLOT/IMAGE TRACE. A superior method which will beneeded later in the reduction any way is to extract a column and to produce a plot on thehardcopy device. Let x be a column somewhere in the middle of the frame. The followingsequence of commands will do the job:SET/PLOT BIN=ONPLOT/COL ima @xSEND/PLOT ps2usr0The default method for DEFINE/ECHELLE is STD. However, it happens that the or-der de�nition procedure mixes order and inter-order: this is likely to occur in the bluewhere the order spacing becomes less than the width of each order. Set the parameterDEFMTD=COM 1{November{1995



D.10. THE REDUCTION SESSION D-9Order de�nition: Method HoughThe method described above is recommended because it is quick and usually e�cient.However an alternative method is available which enables you to process images of lowerquality than required by DEFINE/ECHELLE and generally returns more accurate results.The price to be paid however is a higher demand for CPU time. The algorithm acceptsframe which can be mildly contaminated by particle hits, bad columns, order gaps due toabsorption lines, as found in FLAT or STD. If the frame is of very low quality for the orderde�nition, as it may be the case for a science frame, an initial cleaning is required.The algorithm assumes that:� the interorder background is roughly constant over the frame.� the slope of the orders is in the range ]0.,0.5[The method is enabled by the parameter:SET/ECHELLE DEFMTD=HOUGHThe command can run in a fully automatic mode if all three parameters NBORDI,WIDTHI, THRESI are set to zero. To enforce the detection of a given number of orders,set the value of NBORDI. If the frame has a low contrast or if some areas of the interorderbackground are brighter than faint orders in the image, it may be useful to set WIDTHI.Given hw the half width of the orders and io the mean interorder distance, the optimalvalue of WIDTHI is in the range ]hw,io� hw[. The threshold THRESI is normally estimatedfor each order independently. However the value can be enforced by giving a non nullvalue to THRESI.See also the help �le of the commands DEFINE/HOUGH and HOUGH/ECHELLEfor more details about the possibilities of this method.If the image is overscanned, that is includes unsensitive areas in its lower and upperparts, it is better to avoid this areas by use of the command SCAN/ECHELLE.The best way to use this command is to start with null value for all three parametersNBORDI, WIDTHI, THRESI. For example:INIT/ECHELLESET/ECHELLE DEFMTD=HOUGH ORDREF= ... (order reference frame)SCAN/ECHELLE ORDREF CURSORDEFINE/HOUGHThe successive steps are the following:� The image ORDREF is smoothed by FILTER/MEDIAN, a background value is estimatedas the minimum of the smoothed frame in its central part and this value is subtractedfrom the frame. The result is stored in middummi.bdf. The frame middummi isdisplayed. this image must show a uniformly black background and a good contrastof the orders against the background. If this step does not provide a satisfyingresult, use another order reference image or clean it using general MIDAS commands.For a background estimate without previous order de�nition, consider the echellecommand BACKGROUND/SMOOTH.1{November{1995



D-10 APPENDIX D. ECHELLE REDUCTION� The Hough transform of the middummi is computed and stored in middummh. Adescription of this step and of the cluster detection can be found in Ballester, 1991,Finding Echelle Orders by Hough Transform, Proceedings of the 3rd ESO/ST-ECFData Analysis Workshop, pp. 23-28. The image middummh.bdf must show clearaccumulation peaks, roughly aligned along the columns and with a characteristic\buttery" shape. The number of peaks is equal to the number of orders. This stepis usually straightforward. It may happen however that bright straight lines in theHough transform are generated by uncorrectly removed particle hits.� The cluster detection is performed on middummh. The slope of detected ordersmust be rather constant, as well as the FWHM of the �rst bright orders. The FWHMmeasured on the �rst order is taken as reference. The displayed values provide aninitial guess for WIDTHI. A visual check of the cluster detection is available by thelow level command:HOUGH/ECHELLE middummi P5=NMVThe result of the cluster detection is a table middummr.tbl containing slope, inter-cept, fwhm and peak value of the detected orders. To enforce the behaviour of clusterdetection, set the parameter WIDTHI to a value big enough to remove correctly thedetected features.� The orders are followed individually and a threshold is estimated for each order. Thethreshold must vary continuously with the order number, and the detected positionsmust be in su�cient number for each order. The table order.tbl is created by thiscommand. The measured positions can be visualised on the display window by thecommands:LOAD middummi scale=... cuts=...SELECT/TABLE order allLOAD/TAB order :X :Y :ORDERorLOAD/TAB order :X :YDescriptors START and STEP of middummi must be equal to 1.,1. This step canbe controlled by the parameter THRESI.� A bivariate polynomial is �tted to the table and outliers are discarded by a kappa-sigma algorithm. The algorithm should not discard more than say, 10 percent ofthe positions and the resulting �t must be better than 0.3 pixels. The iterativeregression and the kappa-sigma clipping are controlled by the low level commandREGRESSION/ECHELLE.Wavelength calibrationThe parameter WIDTH2 is the width of the calibration lines. The parameter THRES2 de�nesthe threshold above the local background to detect the comparison lines. A way to estimate1{November{1995



D.10. THE REDUCTION SESSION D-11this value is to load the WLC on the display. Then choose an order with few bright linesand extract this order using EXTRACT/TRACE. Produce a plot via PLOT/IMAGE TRACE andchoose the threshold level such that 7-12 lines (per order) will be above this level. Toproduce a hardcopy of the WLC give the commands:LOAD/IMAGE imageCOPY/DISPLAYNow we can executeCALIBRATE/ECHELLEorCALIBRATE/ECHELLE DONE ! If the order definition is already done.NoteFor EFOSC reduction, the recommended method is TWO-D. In this method abivariate polynomial is �tted to the initial identi�cations, instead of the mono-variate polynomial involved in methods PAIR and ANGLE.This command is the �rst step in the reduction. It �nds the positions of the orders andextracts the comparison lines. The user is prompted for the identi�cation of two calibra-tion lines on the image display, repeated in overlapped regions of adjacent orders. For adetailed description of the wavelength calibration, see Section D.10.1. This identi�cationis performed with the cursor. In case the orders are not overlapped, use the method ANGLE:SET/ECHELLE WLCMTD=ANGLECALIBRATE/ECHELLE DONEwhich performs the wavelength calibration di�erently, this time prompting for a min-imum of four identi�cations anywhere in the spectrum.Press Enter in the control box of the display and provide the asked order numberand wavelengths.If the automatic identi�cation procedure does not converge to a satisfactory solution,use the level 1 command:IDENT/ECHELLE [wlc] [lincat] [dc] [tol] [wlcloop] [wlcmtd] [guess]to compute new dispersion coe�cients. Use commands:PLOT/RESIDUALSEND/PLOT VERSATECREAD/HISTOGRAM line.tbl :RESIDUAL 0.08 -0.04,0.04to display the results. You have to specify all parameters, because you are dealing withlevel 1 commands. The de�nition of the orders should give a standard deviation of lessthan 0.5 pixel and the dispersion coe�cients should be �tted to better than 0.2 pixel.1{November{1995



D-12 APPENDIX D. ECHELLE REDUCTIONThe extracted orders in the pixel domain can be resampled into wavelengths withthe command REBIN/ECHELLE. A method to verify the wavelength calibration consists ofextracting and resampling the wavelength calibration frame and displaying the resampledimage with a large scaling factor on the Y-axis. The variation of wavelength coverage fromone order to the next should be smooth. Di�erent regions of the resampled image and inparticular the overlaps can be veri�ed with the command PLOT/SPECTRUM.EXTRACT/ECHELLE fWLCg &wREBIN/ECHELLE &w &rPLOT/SPECTRUM &r 4000,4050Solutions are computed by default for each independent order (SET/ECH WLCOPT=1D).They can also be computed using a global bivariate polynomial (SET/ECH WLCOPT=2D).Once a solution has been obtained for a particular set-up, using either of the echelles,you should save the results viaSAVE/ECHELLE nameFor all the observations done with the same instrumental set-up, one can now use inCALIBRATE/ECHELLE this dispersion relation as a �rst guess to the �nal coe�cients byspecifying the parameter GUESS:SET/ECHELLE WLCMTD=GUESS GUESS=nameThe main advantage is that when using the GUESS option, no interaction is requiredto identify the lines in CALIBRATE/ECHELLE. After searching for the lines which are tobe used for the determination of the dispersion relation the program applies as a �rstguess the coe�cients used in the session previously saved and then starts the automaticidenti�cation.The command CALIBRATE/ECHELLE has proved to be extremely exible and reliable.However, the �rst-time users might run into some problems. The most frequent problemsare listed below and a suggestion for their cure is given:� The wavelength calibration in a certain wavelength interval is wrong: There is prob-ably a wrong identi�cation in the table. Give the command LOAD/IDENTIFICATIONSand proceed as indicated above.� The wavelength calibration is wrong and apparently no identi�cation error was made:There are too many lines per order. Try a higher threshold in the line detection.� There are *** NOT ENOUGH LINES *** per order to �t a polynomial of orderthree to get the dispersion coe�cients: The threshold was set too high. Try a lowerone and use the GUESS option with the previous solution as the starting point. If,however, this problem is restricted to one or two orders this does not have to beserious because in those orders the dispersion coe�cients will be deduced from aglobal �t to the whole set of orders. It is also possible to determine a bivariatesolution (WLCOPT=2D) 1{November{1995



D.10. THE REDUCTION SESSION D-13Background CorrectionTwo background corrections can be performed with the package:Interorder background: The scattered light in the interorder region is measuredat a certain number of positions and the background map is provided by polynomial orspline interpolation. Interorder positions can be visualized with the commands:SET/ECH BKGVISU=YESLOAD/ECHELLEand the interpolation and background subtraction is performed using SUBTRACT/BACKGROUND.This command also update the image descriptors to avoid background subtraction to beperformed again by the FLAT, RESPONSE or REDUCE commands.Sky background: Sky windows are de�ned on both side of the orders with thecomamnd DEFINE/SKY and sky background is extracted using EXTRACT/SKY. The extractedsky can be subtracted from the extracted spectrum like in:DEFINE/SKY object 2 CURSOREXTRACT/SKY object sky FILTERSET/ECHELLE EXTMTD=AVERAGE SLIT=8EXTRACT/ECH object extCOMPUTE/IMAGE sub = ext - skyFlat Field correctionAfter successful completion of the command CALIBRATE/ECHELLE, the next step in thereduction is the preparation of the FLATs, i.e. the subtraction of the background level andthe preparation of the �le which is needed to normalise each FLAT.The at �eld correction is an optional step, it may not be needed in the case of objectsexposed in the short wavelength range of the echelle (images centered at � < 5000�A). Ifyou do not want to perform a at �eld correction, set the echelle keyword FFOPT to NOand skip this section. Otherwise, type:SET/ECHELLE FFOPT=YES FLAT=...It is advised to replace the default names �corr and blaze for the output �les by somereadily identi�able ones via the command:SET/ECHELLE CORRECT=... BLAZE=...All paramters corresponding to the Background, Extraction and Rebin (sections 2, 4,7) in the SHOW/ECHELLE must be set. See MIDAS User Manual, Vol. B, Chapter 8 (EchelleSpectra) for more details on the di�erent background and extraction methods.The command to reduce the FLATs is simply:1{November{1995



D-14 APPENDIX D. ECHELLE REDUCTIONFLAT/ECHELLE [flat] [correct] [blazecorr]If you are following the tutorial, a plot will appear after a while in order to monitorthe quality of the process. You will see a vertical trace of the raw at �eld on top ofthe �tted background. After a short while a frame will appear on the image displayshowing the residuals of the �t at the grid points which have been used to determine thebackground. As explained in Section Background de�nition the background is �ttedto points located in the interorder space.This residual map is stored in the intermediateframe &ZThe sequence described above should be applied both to the standard stars and objectswith their corresponding at�eld and wavelength calibration images. Use the commandSAVE/ECHELLE name to save the relevant �les containing the result of the calibrations.The next step is the computation of the instrument response. It will involve the observedstandard star(s). If you do not have one available, you could still use this procedureassuming that your object is itself a standard star with ux unity. If you are followingthe tutorial, the table LTT1020 with absolute uxes of this standard will be copied fromthe area MID CASPEC into your work space by the command SET/ECHELLE FLUX=LTT1020.Other tables are also available or you can prepare your own table or use the table UNITY.The following parameters have to be supplied: SLIT, OFFSET, SAMPLE and FLUXTAB,the identi�cation of the standard star table which is to be used. To determine SLIT andOFFSET use the same procedure that was used on the FLAT to determine WIDTH1. Todetermine the OFFSET of the location of the orders for the object with respect to theat�eld the same column should of course be speci�ed. SAMPLE determines the step withwhich the data in the �nal image will be sampled. When all the parameters are set, givethe command:RESPONSE/ECHELLEThis command performs the following tasks. It determines the background in the standardstar and subtracts it. Then it divides by the FLAT, extracts the orders and rebins them.The counts are reduced to an exposure time of one second and the orders are binned intothe same wavelength intervals as the corresponding standard star table (at present thismeans 12 �A intervals). The table values are divided by the observed counts to give theconversion to absolute ux units, the response. The response frame is lastly interpolatedto the resolution required by the parameter SAMPLE using a low order polynomial. Inorder to cancel e�ects introduced by di�erences in the FLAT for the standard star and theobject, the at�eld normalisation is applied. To check the accuracy of the calibration, thestandard star is reduced as if it was an object. The response correction is applied to the STDand the individual orders are merged to form a one-dimensional spectrum. A descriptionof these last steps is given in the part which describes the command REDUCE/ECHELLE.The instrument response is called RESPONSE by default, but you could assign a di�erentname, with the commandSET/ECHELLE RESPONSE=yournamebefore executing RESPONSE/ECHELLE. If you do not want to correct for the instrumentresponse, assign the value NO to the RESPOPT parameter as1{November{1995



D.10. THE REDUCTION SESSION D-15SET/ECHELLE RESPOPT=NOand skip the RESPONSE/ECHELLE command.REPONSE/ECHELLE does not require any user interaction. It is advised, however, tomonitor the intermediate results which appear at various stages on the screen and toinspect some of the intermediate �les. Two steps are particularly delicate. The �rst one isthe �tting of the background. As already mentioned before one should not specify too highan order for the 2D-polynomial. If BIAS and DARK frames have been subtracted a mere o�-set (degree 0,0) might be su�cient, of course depending on the exposure level. A carefulinspection of the residuals of the background �tting as produced by BACKGROUND/ECHELLEwill help in deciding the optimal choice. Small errors in the background �t will, at theedges of the orders be ampli�ed due to the correction for the blaze. This may criticallyinuence the results on the �nal, merged spectrum.The second delicate step is the interpolation of the response frame to the requiredwavelength step. The sampling step of the table is 12 �A. This means about 10 calibrationpoints per order. However discrepant pixels in the response frame which occur either atthe end or beginning of an order can inuence the �t. The e�ect is therefore again seriousbecause the correction at the edges of the orders will be larger.RESPONSE/ECHELLE will display on the monitor the resulting frame showing the re-sponse of the instrument at the resolution of the standard star spectrum speci�ed bySAMPLE. Any discrepant pixels can be readily identi�ed. To remove these, use the com-mandREPEAT/ECHELLE(It is not a nice name but you are repeating some of the steps : : :) This command willexecute MODIFY/AREA. Identify, using the cursor, all pixels which should be excluded fromthe polynomial �t. When this is done, the command will execute the same set of steps asRESPONSE/ECHELLE and ultimately produce a new version of the RESPONSE �le.Even after this editing, the resulting response might still lead to unsatisfactory results.The reason is quite obvious. The sampling step of the standard star table is too largeand therefore the number of reference pixels per order is too small, especially if one movestowards the blue end of the spectrum or if one has used the binned read-out mode. Apossible way out of this problem is to use standard star tables sampled at about 3 �A insteadof 12 �A . In the current version, standard star tables sampled at lower steps are obtainedby interpolating the 12 �A tables. Note that the intrinsic resolution of the tables remainslow and narrow (absorption) lines which are present in the standard star observation willnot be present in the table. Test runs have shown that the response computed using a 3 �Asampling is superior to the one using the tables sampled at 12 �A . Absorption lines whichare not present in the table give of course a wrong response correction but these regions canbe easily edited using REPEAT/ECHELLE. Real high resolution tables will become availablein future versions.At this stage, everything is ready to reduce your observed spectrum. To reduce theobject give the command INIT/ECHELLE to initialise the tables belonging to the object.Instead of specifying the wavelength step in �A one should now specify a reference �le which1{November{1995



D-16 APPENDIX D. ECHELLE REDUCTIONdetermines the sampling of the �nal spectrum. This is normally the response �le. Do notforget to specify also the parameter RESPONSE.All parameters in sections Background, Extraction, Rebin, Flat-Field Correction, Re-sponse Correction, Merging as displayed by SHOW/ECHELLE must be checked.Now type:REDUCE/ECHELLE input outputwhere input and output are the input object frame and the one-dimensional output spec-trum respectively. REDUCE/ECHELLE follows essentially the same steps as RESPONSE/ECHELLE.The background is determined and subtracted, the image is divided by the at�eld andthe echelle orders are extracted and rebinned; the counts are normalised to an exposuretime of one second. The orders are not yet corrected for the di�erential extinction betweenSTD and OBJ. They are multiplied by the response and by the at�eld normalisation. Asin RESPONSE/ECHELLE the determination of the background is a delicate step which needscareful monitoring.Individual orders can be extracted using the level 1 commandMERGE/ECHELLE & name order1,order2 NOAPPENDwhere & is a temporary �le name (WARNING: This �le will be deleted by the systemwhen you initialise MIDAS again) created by REDUCE/ECHELLE. The parameter name is theroot for the output �le names to which the order number will be appended, parametersorder1,order2 de�ne the order range and NOAPPEND de�nes this "method of merging\orders. You will �nd all this in the tutorial. The individual orders can be plotted to checkthe accuracy of the method in the region where the orders overlap.These steps, only four high level commands plus the corresponding SET/ECHELLE de�n-itions, are the standard reduction. Depending on the type of observations, the operationcan be optimised by running the commands in batch mode. Use the interactive com-mand CALIBRATE/ECHELLE at a MIDAS work station and save the session status with thecommandSAVE/ECHELLE namewhere name is the session name. The rest of the reduction can be done completely inbatch mode at some other time, probably at night, creating a procedure likeINIT/ECHELLE name1SHOW/ECHELLEFLAT/ECHELLERESPONSE/ECHELLEREDUCE/ECHELLE input1 output1REDUCE/ECHELLE ...INIT/ECHELLE name2...where name1 ... are names of previously saved sessions, and input1 ..., output1 ...are the raw image and reduced spectrum, respectively. The command RESPONSE/ECHELLEcan be excluded from the batch procedure given the interactive editing required.1{November{1995



D.11. SAVING THE DATA ON TAPE D-17D.10.2 Reduction without Standard StarIn the scheme described in the previous Section, the correction for the blaze function andfor the chromatic response is done using standard stars. When the input data sets do notinclude standard stars it is possible to correct for the blaze function using a model of thise�ect as described in Chapter 7.This alternative reduction scheme is called IUE method because of its resemblance tothe IUE spectra reduction. The �rst steps of the reduction are identical to the standardmethod, i.e. one should start with CALIBRATE/ECHELLE and after that run FLAT/ECHELLEoptionally. The command RESPONSE/ECHELLE should of course be skipped. The IUE-modeis set viaSET/ECHELLE RESPMTD=IUETo reduce the data enter the commandREDUCE/ECHELLE input outputwhere input is the raw image,commandMERGE/ECHELLE output name order1,order2 NOAPPENDwhere name is the root of the name for output �les with up to 4 characters, order1,order2de�nes the order range and NOAPPEND is a required command option.D.11 Saving the Data on TapeThe resulting �les can be saved on tape in FITS format for later use. Be sure to savethe data before your disk reservation expires. Saving data on tape requires generating acatalogue with the �lenames to be saved, this is done with the commandCREATE/ICAT catname dirspecFiles in this catalogue will be copied on tape as followsOUTTAPE/FITS catname tapeunitThe output tape will be in FITS format, 1 block per record, and 1600 bpi density.Look into the command help for other options.
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D-18 APPENDIX D. ECHELLE REDUCTIOND.12 Instrument Description: CASPECIn the present version we will be concerned with the standard con�guration of CASPEC,the Cassegrain Echelle Spectrograph which is in operation at the f=8 Cassegrain focus ofthe ESO 3.6 m telescope. The instrument has been described in detail by D'Odorico andTann�e (1984) we will include here a summary of the main instrumental characteristicswhich are relevant for the analysis of the data.In its standard con�guration CASPEC uses a a 31.6 lines/mm echelle grating togetherwith a 300 lines/mm grating cross disperser. A short focal length camera (f/1.46) focusesthe beam into a thinned, back illuminated CCD consisting of 320 � 512 30�m2 pixels.One pixel on the detector corresponds to an entrance aperture or 1:2� 0:7 seconds of arcon the sky, the �rst dimension being in the dispersion direction. The table D.1 shows thechange in resolution with the order number.Order Resolution Central Wavelength(�A/pixel) (�A)140 0.125� 0.01 4062.21130 0.133 4374.95120 0.143 4739.34110 0.157 5170.49100 0.174 5687.590 0.194 6319.280 0.217 7109.670 0.244 8120.Table D.1: ResolutionIn this con�guration, the spectrograph records in a single CCD frame an � 900 �A wideportion of the spectrum of objects with V � 15 with a resolving power of � 20; 000 anda signal-to-noise ratio � 10. This magnitude limit is set primarily by the readout noiseof the chip (50 electrons rms) and by the maximum exposure time of � 120 min beforecontamination by cosmic rays becomes a problem. Fainter objects can be observe at lowerresolution by binning the CCD data.Scattered light.Assuming a plane grating, used in near{Littrow mode, the blaze function R at wavelength� is approximated by R(�) = sin2 ��X(��X)2 (D.1)where � is a grating `constant' with value between 0.5 and 1, and X = m(1� �c(m)=�),in which m is the order number, and �c(m) is the central wavelength of order m. Bothparameters are related through the grating `constant' k by k = m�c(m). In table D.2 weinclude approximate values for the parameters k and �. These are mean values, given that1{November{1995



D.13. SUMMARY OF REDUCTION OPTIONS D-19the actual values for a given observation are a function of the order number and dependalso on the instrumental set up.Grating k �lines/mm31.6 568746. 0.851. 344705. 0.8Table D.2: Blaze parametersD.13 Summary of reduction optionsThe two following diagrams summarise the successive steps performed by high-level pro-cedures RESPONSE/ECHELLE and REDUCE/ECHELLE depending on the main options:� Flat-�eld correction can be performed or not� Instrumental response correction can be skipped, or performed using either a standard-star or IUE-like methods. Command RESPONSE/ECHELLENo Flat-Field Correction Flat-Field CorrectionCheck exposure time Check exposure timeSubtract background from STD Subtract background from STDDivide by the corrected at-�eldExtract STD spectrum Extract STD spectrumRebin RebinDivide by the exposure time Divide by the exposure timeAdapt STEP for STD and ux table Adapt STEP for STD and ux tableConvert the ux table into image Convert the ux table into imageDivide the ux table by STD spectrum Divide the ux table by STD spectrumFilter the response (median,smooth) Filter the response (median,smooth)Multiply by the blaze at-�eldFigure D.1: Response/Echelle1{November{1995



D-20 APPENDIX D. ECHELLE REDUCTIONCommand REDUCE/ECHELLE: Standard Star methodNo Flat-Field Correction Flat-Field CorrectionCheck presence of exposure time Check presence of exposure timeSubtract background from OBJ Subtract background from OBJDivide by the corrected at-�eldExtract orders Extract ordersDivide by exposure time Divide by exposure timeRebin Rebin(Multiply by instrumental response) (Multiply by instrumental response)Multiply by blaze function of at-�eld(Merge) (Merge)Figure D.2: Reduce/Echelle (1)Command REDUCE/ECHELLE: IUE-like methodNo Flat-Field Correction Flat-Field CorrectionExtract raw spectrumRebin raw spectrumEstimate the background of OBJ Subtract background from OBJDivide by the corrected at-�eldExtract background spectrum Extract OBJ spectrumRebin background spectrum Rebin OBJ spectrumSubtract backgr. from raw spectrum Multiply by blaze function of the at-�eldCorrect for blaze by RIPPLE/ECH Correct for blaze by RIPPLE/ECHMerge MergeFigure D.3: Reduce/Echelle (2)
1{November{1995



D.14. XECHELLE D-21D.14 XEchelleThis chapter describes the use of the Graphical User Interface XEchelle. The interfaceXEchelle generates and sends MIDAS commands to the monitor. Therefore, all operationsperformed with the interface can also be performed manually by typing the commands on-line or writing a procedure. The interface is however a convenient additional layer of thesoftware providing on-line help, visibility over the parameter values and avoiding syntaxproblems. These functions are particularly useful for parameter intensive procedures suchas batch reduction. NoteUsing XEchelle requires that the described MOTIF GUIs have been installedon your system. Also this chapter must be considered as an operating manualof the graphical interface and assumes a general understanding of the Echellecontext.In this Section the following notations have been used:Commands or keywords are indicated as: SET/ECH WLC=thar.bdfPush-buttons and Menus are surrounded by a box: Identifyand Labels or names are written in bold face: Calibration Frame:D.14.1 Graphical User InterfaceThe Main window of the interface XEchelle, presented in Figure D.14.1 is created withthe command:Midas...> CREATE/GUI ECHELLETo exit XEchelle you must select in the File menu the Exit option or push theClose Window button located at the lower-right corner of the main panel. The MainPanel of the interface includes the following elements:a) A menu bara) A directory and �le browsera) A calibration and reduction steps areac) A short helpc) A set of push-buttons 1{November{1995



D-22 APPENDIX D. ECHELLE REDUCTION

Figure D.4: Main window of the GUI XEchelleInitializing KeywordsThe parameter area is used to set and display the various parameters used by the context.These parameters may be either de�ned by the user or defaulted by the context. Userde�ned parameters are set or changed by simply moving the mouse cursor to the relevant�eld and typing in the value. The corresponding SET/ECHELLE command is sent to MIDASas soon as the mouse is moved out of the �eld. The command is echoed in the MIDASmonitor window.Short HelpThe short help is a small window located immediately below the parameter area, and isupdated as the cursor moves on the di�erent components of the interface to provide shortinformation on the parameters and the possible actions.Sending CommandsThe buttons are located immediately below the short help. In colour terminals, the buttonlabels have di�erent colours which group them by functions, usually distinguishing between1{November{1995



D.14. XECHELLE D-23processing and veri�cation commands.On-line HELP facilityThe interface incorporates an on-line HELP facility. A comprehensive description of thefunctions of each panel of the interface is obtained by clicking the Help... button in eachpanel, as in Fig. D.14.1. In the Main Panel, a Help menu provides general informationon the context. The Help messages are displayed in a dedicated window.Entering File NamesInput �elds expecting �le names can usually pop up a �le list selection by clicking the... button located on the right side of the the text �eld.Dialog WindowsIn addition, XEchelle uses dialog windows to input specialized parameters necessary forthe di�erent reduction steps. These windows are popped up by pushing the three-dots... button corresponding to each calibration and reduction step on the left-hand sidecolumn of the Main Panel. These windows contain text �elds, option menus and radiobuttons. Values are given by moving the mouse inside the parameter �elds or selectingan option by clicking on the relevant button. Push-buttons yielding to a dialog windoware indicated by three dots in the label. For example, clicking on Sky Background ...pops up the Sky Background window. This window can be closed by clicking its Cancelbutton.Saving and Loading Session ParametersA number of parameters appear in the parameter area which correspond to the status ofthe package when the interface is created. These parameters can be changed by typing thenew values in the �eld, or reading them from a previously saved session table. The optionOpen in the menu File may be used to read a session �le. The name of the currentlyloaded session is indicated in the �rst text �eld Session at the top of the parameter areain the Main window. Selecting the option Save in the menu File will save the sessionkeywords in this table. This option can be used to save intermediate reductions, whereasthe option Save As... allows to specify a new table name.Performing Batch ReductionThe Batch Reduction window allows catalogs of observations to be processed and a datareduction scheme to be de�ned dynamically. The di�erent steps like Bias, Dark, Flat-Fieldcorrection, etc. are optional and must be set by clicking on the option buttons located onthe left side for each reduction step in the Main Panel.1{November{1995



D-24 APPENDIX D. ECHELLE REDUCTION
Figure D.5: Sky Background windowThe input �les for the reduction are selected in the �le browser. For example on Fig.D.14.1, pushing the Reduce button will apply the reduction procedure to the two �lescasobj.bdf and casstd.bdf.

1{November{1995



Appendix EPISCOE.1 IntroductionPISCO is the ESO Polarimeter with Instrumental and Sky COmpensation, a two{channel�lter polarimeter using photon counting and o�ered on the ESO/MPI 2.2-m telescope. Adescription of its design and operation can be found in ESO Operating Manual No. 13 andreferences therein. Appendix A of that manual also discusses in detail the mathematicalprinciples around which the MIDAS reduction program for PISCO data has been written.E.2 Data FormatFormally, the raw data �les produced by the PISCO data acquisition programme conformto the standards of FITS images or MIDAS bulk data frames and can, therefore, be treatedwith all MIDAS commands pertaining to images. By contrast, the content of these data�les is very highly non-standard and is a mixture of spectrum-like images and tables (doesnot apply to calibration frames, cf. below).As described in the PISCO Operating Manual, there are two types of data �les:Calibration frames contain 8 lines with 32 data points each which correspond to the32 positions of the half-wave plate. In the �rst seven lines, seven measurements arestored; the eigth line holds their normalised mean.Normal data frames also consist of 8 lines with 32 data points each. However, theircontents is as follows:Line 1: raw data of channel X in the direct mode of the compensating phase plate.Line 2: raw data of channel Y in the direct mode of the compensating phase plate.Line 3: raw data of channel X in the rotated mode of the compensating phase plate.Line 4: raw data of channel Y in the rotated mode of the compensating phase plate.Lines 5-7: results of on-line reduction as described in the Operating Manual. They arenot used by MIDAS.Line 8: not used at present. E-1



E-2 APPENDIX E. PISCOE.3 Data ReductionAfter having enabled the PISCO context (command SET/CONTEXT PISCO), the basicreduction of PISCO data involves merely one command, REDUCE/PISCO, which starts aroutine (pisco.prg) solely consisting of other MIDAS commands. So, the whole procedurecan be followed when the ECHO facility is enabled (see description for ECHO/ON orECHO/FULL).The essential steps are: (1) division of the data by the integration time (stored in descriptorO TIME), (2) subtraction of the sky and the o�set (using a sky measurement, if avail-able, or a dark measurement), (3) calibration (division by calibration �le) and (4) Fouriertransformation. As is described in Appendix A of the PISCO Operating Manual, the laststep, a simple Fourier transform using the MIDAS command FFT/POWER, is the coreof the reduction of PISCO data.The procedure is designed to handle an entire set of data by operating on an input catalogand producing a single output table in which each row holds the results for one data framein the input catalog. There are no free parameters except for a mode, which can be set to1, 2, or 3 depending on whether the two sky channels X and Y shall be reduced separately,together, or separately and together, respectively. Normally, the X and Y channel shouldbe treated together.column label contentIDENT: identi�er, copied from descriptor IDENT of raw data �leUT: universal time (hours), copied from descriptor O TIME(5) of same data �leX INTENSITY: mean of 1st line from data �le, divided by integration time O TIME(7), sky subtractedY INTENSITY: mean of 2nd line from data �le, divided by integration time O TIME(7), sky subtractedPOLXY: degree of polarisation in channels X+Y (mode=3)ERRORXY: error of :POLXYANGLEXY: position angle of E-vector in channels X+Y (mode=3)POLX: degree of polarisation in channel X (mode=1)ERRORX: error of :POLXANGLEX: position angle of E-vector in channel X (mode=1)POLY: degree of polarisation in channel Y (mode=2)ERRORY: error of :POLYANGLEY: position angle of E-vector in channel Y (mode=2)Table E.1: Format of output table produced by REDUCE/PISCOThe program attempts an error estimate from the noise level in the Fourier-transform.The polarisation angles still have an arbitrary zeropoint and need to be transformed to astandard system by means of observations of standard stars. Apart from the comparisonwith calibration data, the results of REDUCE/PISCO should be �nal.The output table is a standard MIDAS table so that all applicable table commands canbe used to further process the results. The columns of this table are shown in Table E.1.1{November{1991



Appendix FIRSPEC REDUCTIONF.1 IntroductionIRSPEC is a cryogenically cooled grating spectrometer equipped with a relatively small(for optical CCD standards) 2D array of 62x58 pixels. It covers the 1 �m to 5 �mwavelength range and the two back-to-back gratings { #2 optimized for observations at� � 2:5 �m and #1 for longer wavelengths { yield a dispersion of ' 5 �A/pixel in H andK (1.4-2.5 �m), ' 10 �A/pixel in L,M (3-5 �m) while in J (1-1.3 �m) one can choosebetween ' 2 �A/pixel (grating #2 order 2) or ' 3:5 �A/pixel (grating #1 order 3). In allcases the resolving power is quite high and each frame covers a small wavelength range;obtaining complete spectra of an atmospheric window requires �20 images at di�erentgrating positions. Along the slit the pixel size is ' 2:2 arcsec and the total, usable slitlength is slightly less than 2 arcmin; small areas at the edges of the slit are vignetted.Although there is no standard procedure for the observations, it is generally agreedthat the most convenient strategy to subtract the strong sky emission { OH airglow up to2.25 �m and thermal + molecular bands beyond { is to alternatively measure the `object'and the `sky' and subtract the frames (note that the `sky' frame may also be taken with theobject in another position along the slit). On chip subtraction of the sky emission - { theprocedure normally used for optical CCD's { gives worse results due to the large intensityof the sky background combined with the relatively bad cosmetic quality of the infraredarrays. The object-sky telescope nodding is typically done every few minutes and one ormore frames per telescope positions are produced and stored. At the end of the night,therefore, one has collected several hundred images which may also include data takenat many di�erent wavelengths. This document describes a few procedures (commands)developed to make the handling of the many frames somewhat easier. For each commandI did my best to provide you with long and exhaustive help �les which are available online. Here I just briey describe the steps to follow to take full advantage of the commandsavailable (remember to type SET/CONTEXT IRSPEC to access them).F-1



F-2 APPENDIX F. IRSPEC REDUCTIONF.1.1 A typical reduction.You have one or more pairs of `objects' and `sky' frames for your astronomical target, thesame for a `standard' star. You also have one or more ats (halogen lamps up to 2.5 �mand sky frames beyond) and dark exposures. The �rst thing to do is creating a normalizedat (FLAT/IRSPEC) and to store it, together with the dark, with SET/IRSPEC. Thenuse SKYSUB/IRSPEC which does a `clever' obj-sky subtraction aimed at minimizing theresidual sky lines in the output frame. The output frame is also at-�elded and correctedfor the �xed pattern of bad pixels in the array (you can use the default pattern or rede�ne itusing DEFINE/IRSPEC, see also BADPIX/IRSPEC). You can then correct the tilt of thespectral line using RECTIFY/IRSPEC. The 2D frame can then be wavelength calibratedusing CALIBRATE/IRSPEC; you can take advantage of the on line mechanical wavelengthcalibration - { usually precise within 1 pixel { or use reference line(s) (often the OH airglowlines in the sky image) in case very accurate wavelengths are needed. Once you haveproduced the 2D spectrum of your `standard' star, use RESPONSE/IRSPEC to determinethe instrumental response { i.e. the conversion factor between counts/sec and ux units{ after having de�ned the star intrinsic ux by means of STANDARD/IRSPEC. Theresulting response frame can be used to ux calibrate the spectrum of your astronomicaltarget using FLUX/IRSPEC, and this is the end of the reduction.There are also two commands of more general interest which allow you to subtract, rowby row, a polynomial �t of the continuum from an image (SUBTRACT/IRSPEC) and to`cleverly' merge together 1D spectra at di�erent wavelengths into a table (MERGE/IRSPEC).A last comment concerning integration times and count units. The IRSPEC imagesare the average of a number (NDIT) of read-outs each with a given integration time (DIT).Therefore, the counts level does not depend on NDIT and whenever you are asked to useframes taken with the same integration time it means that they must have been takenwith the same DIT.F.1.2 Notes on speci�c commands- - SET/IRSPEC at=....The InSb array used in IRSPEC is not linear and the relative response of its pixels (i.e.the at-�eld) varies slightly with the level of the signal (i.e. the count-level) of the image.The at used should therefore have a count-level close to the astronomical frames, betterif within a factor <2. There is also a small dependence on wavelength which makes itadvisable to have at least one at per photometric band (J,H,K,L). Up to K (� < 2:5 �m)the ats can be derived from short exposures of the halogen lamp; at longer wavelengthsone can directly use the sky frames.- - SET/IRSPEC dark=....The dark frame is used inSKYSUB/IRSandCALIBRATE/IRS ... mode=dand must be taken with the same on-chip integration time (DIT) as the astronomical1{November{1992



F.1. INTRODUCTION F-3frame(s). However, in SKYSUB/IRS you can avoid caring about the dark if { and onlyif { you use this command to make a straight subtraction (see last example of TU-TORIAL/SKYSUB), in which case the dark frame is e�ectively not used. In case youdo not have darks at a given DIT you may try to derive them by scaling darks taken withdi�erent (longer) DITs.- - SKYSUB/IRSPECWhen you have more than one pair of object and sky frames it is not trivial to decidewhether it is better to apply SKYSUB to each pair and then average them or �rst averagethe objects and the skies together and then apply SKYSUB (N.B. you must average, notsum the frames otherwise you will get into trouble with the ux calibration). The bestapproach is probably to �rst use the second method (SKYSUB on the averaged frames)and try the second if you have obvious problems with the cancellation of the sky lines.- - CALIBRATE/IRSPECThe wavelength calibration of IRSPEC data is much simpli�ed by the fact that the pixel-wavelength dispersion is linear to very high accuracy, and by the very precise mechanicalpositioning of the grating. The on-line (mechanical) wavelength calibration that youretrieve usingCALIB/IRS imageis already quite accurate (usually within one pixel) and may be enough for many purposes.It can still be improved using by manually determining with CALIB/IRS ima refmode=dthe shift (error) on an image containing one or more reference lines (e.g. the OH airglowlines in a sky frame); with this you can easily achieve accuracies of 1/3 of a pixel. Whenusing this mode remember to apply { using the above command { the same calibration tothe object and to the standard otherwise you will not be able to run FLUX/IRSPEC. Smallshifts between the object and standard frames can be corrected within FLUX/IRSPECusing the shift=... option.- -RECTIFY/IRSPECThe analytical formula used to derive the tilt angle at a given central wavelength is quiteaccurate and should produce recti�ed spectra within a fraction of a pixel. The errorsintroduced by assuming that the slit images are straight and parallel to each other arealso small.- - STANDARD/IRSPECI decided to force the users to create `ux' �les themselves containing their best guessesfor the ux of the `standard' stars because the use of the photometric points is not ne-cessarily accurate, even though there is little more one could do. I hope that a list ofspectrophotometric { or even just spectroscopic { standard stars for the infrared will besoon available. In the meantime, I apologize to the users for the inconvenience which,however, should make them aware of the problems one encounters to �nd a star with aprecisely known ux distribution and with a featureless spectrum.- - TUTORIAL/SKYSUB, TUTORIAL/CALIBRATEThese procedures are meant to give you a complete list of examples for the use of theserelatively complicated commands. To work they need a number of small �les (calledirstut....) in the `DEMO' area (.../midas/demo/data), contact your local wizard to have1{November{1992



F-4 APPENDIX F. IRSPEC REDUCTIONthem installed.
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Appendix GReduction of Long Slit and 1DSpectraG.1 IntroductionG.1.1 PurposeAs described in Chapter L, the reduction of long slit spectra comprises three main steps:1. Pre-reduction:{ removal of cosmic rays{ at-�elding{ dark subtraction.2. Geometric corrections:{ correction for distortions perpendicular to the dispersion direction (e.g., due todi�erential refraction in the earth's atmosphere){ determination of the dispersion curve{ resampling of the data to constant step in wavelength.3. Final photometric operations :{ sky subtraction{ ux calibration.Section G.3 is a summary of a typical session but without much explanation on themethods or general advice. First-time users may �nd it useful to follow it as it stands, stepby step, in order to become acquainted with the plain technical operation of the availablecommands. Section G.4 presents the Graphical User Interface XLong. The interfaceXLong is a convenient way to gain visibility on the parameter values, avoid commandsyntax problems and understand the organisation of the context.NoteAlthough this Appendix is intended to be self-contained, it cannot serve as asubstitute for the HELP information available for all the individual commandsG-1



G-2 APPENDIX G. REDUCTION OF LONG SLIT AND 1D SPECTRAmentioned. Full advantage of the exibility of the tools o�ered for the reductionof long slit spectra can be taken only on the basis of the command's detailedexplanations in Volume A and more speci�cally in Chapter 6 (long-slit spectra)of Volume B.G.2 Retrieving demonstration and calibration dataCalibration tables are required to provide reference values of wavelength for Th-Ar arclamp lines, atmospheric extinction or standard star uxes.A certain number of tables are distributed on request in complement to the Midas re-leases. These tables are also available on anonymous ftp at the host ftphost.hq.eso.org(IP number 134.171.40.2). The �les to be retrieved are located in the directory /mi-daspub/calib and are named README.calib and calib.tar.Z. Command SHOW/TABLE canbe used to visualize the column name and physical units of the tables. Demonstration datarequired to execute the tutorial procedure TUTORIAL/ECHELLE are also located on this ftpserver in the directory /midaspub/demo as echelle.tar.Z. FTP access is also provided onthe World Wide Web URL:http://http.hq.eso.org/midas-info/midas.htmlThe calibration directory contains other information such as characteristic curves for ESO�lters and CCD detectors, which can be visualized with the Graphical User InterfaceXFilter (command CREATE/GUI FILTER).G.3 A Typical Session: Cook-bookTo ensure easy reading, the following notations are used in this Section:Commands to be entered by the user are indicated by typewritter style:SET/CONTEXT longsimilarly, keywords by boxes: WIDTHand �le names by bold face type: CALIB, line.tblAs a useful complement to this Section, an on-line tutorial is available using the com-mand TUTORIAL/LONG. The tutorial procedure is provided in Section 1.10 of Chapter 6,Vol. B of the MIDAS User Guide. The tutorial is activated by the sequence:Midas...> SET/CONTEXT longMidas...> TUTO/LONGThe tutorial requires demonstration �les which are not included in the standard releaseof MIDAS. If these �les are not already installed, they can be obtained by anonymous ftpor by request from the MIDAS Hot-Line1{November{1994



G.3. A TYPICAL SESSION: COOK-BOOK G-3G.3.1 Getting StartedIn the following description of a typical session, the spectrum to be analysed is assumedto have previously been corrected for bias, dark current and at �eld and to be orientedso that the direction of dispersion is along the X-axis (wavelength increasing horizontallyto the right).Set the contextAs for several other MIDAS applications, the long slit package is stored in its own context.Thus, to enable on-line HELP and for the use of commands and keywords pertaining to thereduction of long slit spectra one has to type:Midas...> SET/CONTEXT longInitializing keywordsThe keywords contain all necessary parameters (see Chapter 6, Sect. 1.9 of the Vol. B fora complete list). SET/CONTEXT long will set all relevant keywords to their default values.To override the defaults, three possibilities exist:1. Terminal input (see also MIDAS Users Manual Sect. 3.2.3, Volume A), e.g.:Midas...> WLC = ``ccd0045 ''Midas...> DCX(2) = 4Note that adding some blanks at the end of a string to be entered into a character-type keyword may be a good idea in case the previous contents was a longer characterstring. Also it is mandatory to leave at least one blank on each side of the equalsign (=).2. Using the command SET/LONG. This form is safer since keyword names are checkedand the syntax is more exible. The command:Midas...> SET/LONG WLC =ccd0045 DC=,4is equivalent to the two commands above. It can be noted that no blanks arenecessary at the end of the strings and that spaces before or after the assignmentsymbol (=) can be freely added or removed. Keyword names can also be truncatedto their shortest signi�cant part.3. Restoring the values saved in a previous session with:Midas...> INIT/LONG session1{November{1994



G-4 APPENDIX G. REDUCTION OF LONG SLIT AND 1D SPECTRAwhere session is the name of a table created at the end of a previous session by thecommand:Midas...> SAVE/LONG sessionGenerally, if parameters required for commands of the long slit package are omitted,their values will be taken from the associated keywords. Also, if a value is provided on-line to a command, it will change the value of the corresponding keyword. To display thecurrent keyword values, type:Midas...> SHOW/LONGSince there is an important number of keywords involved in the package, the commandSHOW/LONG is organized in sections, e.g.:Midas...> SHOW/LONG g for general formats informationMidas...> SHOW/LONG d for dark, bias and at-�eld correctionsMidas...> SHOW/LONG w for wavelength calibration keywordsMidas...> SHOW/LONG r for resampling keywordsMidas...> SHOW/LONG e for extraction keywordsMidas...> SHOW/LONG f for ux calibration keywordsInformation can also be obtained on the keywords with HELP/LONG, as in:Midas...> HELP/LONG wlcmtdwhich provides the type, default value, description and current value of the keywordWLCMTD . A list of keywords and command names of the context Long is providedin Chapter 6 of the Volume B (Sect. 1.8 and 1.9).G.3.2 Reading the DataObservation data must be converted to MIDAS data structures before processing and thespectra must be oriented so that the dispersion direction is along the rows of the images,with the wavelength increasing from left to right. The command INTAPE/FITS can be usedto read FITS �les from a magnetic tape or from disk. The commands ROTATE/CLOCK,ROTATE/COUNTER CLOCK and FLIP/IMAGE enable to perform any rotation by a multipleof 90 degrees and image ipping without interpolating the pixel values. The commandREBIN/ROTATE can be used for any rotation but in the general case will interpolate thepixel values. 1{November{1994



G.3. A TYPICAL SESSION: COOK-BOOK G-5G.3.3 Pre-processing the spectraObservation pre-processing consists of standard bias, dark and at-�eld corrections. Thepackage provides di�erent commands to average images, extract sub-images or normalizeat-�elds. General information related to preprocessing commands is available in the sec-tion Dark, Bias and Flat-Field of SHOW/LONG and can be obtained by:Midas...> SHOW/LONG dThe command PREPARE/LONG extracts sub-images. The pixel positions (xlow; ylow)and (xupp; yupp) of the lower-left and upper-right corners of the extracted sub-image canbe speci�ed with the keyword TRIM . The command processes a catalog by default oran image if the name is provided with the extension .bdf. The sequence:Midas...> CREATE/ICAT flatcat ff*.bdfMidas...> SET/LONG TRIM=10,20,500,550Midas...> PREPARE/LONG flatcat exfgenerates a catalog atcat.cat referencing the �les �*.bdf and extracts the sub-window[@10,@20:@500,@550] (see help �le of EXTRACT/IMAGE). The output �les will be calledexfnnnn.bdf where nnnn is a four-digit number starting at 0001.Images can be combined using an average or median method with the commandCOMBINE/LONG. This command processes a catalog of images and generates a combinedimage. The two commands:Midas...> CREATE/ICAT flatcat exf*.bdfMidas...> COMBINE/LONG flatcat avflat AVERAGEgenerate a catalog atcat.cat referencing the �les exf*.bdf and average them to pro-duce the image avat.bdf. The option MEDIAN can be used to eliminate particle hitswhen combining dark exposures. Flat-�eld normalisation can be achieved by the com-mand:Midas...> SET/LONG BIAS=190. FDEG=2Midas...> NORMALIZE/FLAT avflat normffwhich performs a bias correction of value BIAS on the image avat.bdf and inter-polates the at-�eld continuum by a polynome of degree FDEG to produce the imagenorm�.bdf. It can be noted that at-�eld normalisation can require a di�erent approachthan the one implemented in the command NORMALIZE/FLAT. The Section 1.2.4 (Flat-Fielding) of Chapter 6 in Vol. B presents alternative methods.1{November{1994



G-6 APPENDIX G. REDUCTION OF LONG SLIT AND 1D SPECTRAG.3.4 Getting the Dispersion SolutionThe determination of the dispersion solution involves an arc lamp spectrum WLC anda line catalog LINCAT . The parameters required for line detection, identi�cation andwavelength calibration are displayed by the command:Midas...> SHOW/LONG wLine Detection in the Comparison SpectrumThe �rst step consists of detecting the emission lines of the comparison spectrum to pro-duce the line table line.tbl. It can be noted that the command SAVE/LONG will store allkeyword values as descriptors of this table, so that a session can be saved only if the tableline.tbl is available. The commands:Midas...> SET/LONG WLC=ccd0003 THRES=20. WIDTH=8 YWIDTH=3 YSTEP=1Midas...> SEARCH/LONGinitialize the line searching parameters and SEARCH/LONG performs the following oper-ations:� Average 2* YWIDTH +1 rows of image WLC in the Y direction at a step YSTEP� for each resulting row, detect emission lines above a local background computed bymedian estimate in a sliding window of size WIDTH and with a peak intensityTHRES counts above the local background;� determine line centers by �tting Gaussians to the line pro�les.The parameter YWIDTH can be used to improve the signal-to-noise ratio of eachrow by averaging adjacent rows. The parameter YSTEP is by default equal to 1 whichcorresponds to the standard row-by-row method but can be set to a larger value to ac-celerate the wavelength calibration. The detections are stored in the following columns ofthe table line.tbl:Column label :X { X-positions of spectral lines:Y { Y-position (row):PEAK { peak intensity of linesResults can be checked with the command PLOT/SEARCH. For one-dimensional spectra,Midas...> PLOT/SEARCHplots the central row YSTART of the spectrum as well as the position of the detectedlines. This behavior is obtained for 2D spectra by the additional option 1D, as in:1{November{1994



G.3. A TYPICAL SESSION: COOK-BOOK G-7Midas...> PLOT/SEARCH 1Dwhereas typing the command without option provides a bi-dimensional graph of the X-and Y-positions of the detected lines.Line Identi�cationIn order to compute the dispersion relation, lines stored in table line.tbl have to be cross-identi�ed with a reference catalogue LINCAT . For the �rst few spectral lines in thecentral row, this has to be done interactively, the rest is automatic. The sequence:Midas...> SET/LONG LINCAT=hear.tblMidas...> IDENTIFY/LONGplots the central row of the comparison spectrum WLC on the graphics device andactivates the graphic cursor. The lines are selected by positioning the graphics cursor onthem and clicking the left-hand mouse button or Return. On the session terminal youwill be prompted for the wavelength (to be entered in the same unit as in LINCAT ).The command will search for a corresponding entry in table line.tbl. If it is found, thewavelength you enter interactively will be stored in the column :IDENT of table line.tbl.An asterisk, \ * ", will delete a previously made identi�cation. To exit, click the middlemouse button on the graphics device.At least 2 lines have to be identi�ed interactively, but it is safer to identify a fewmore, especially if the dispersion relation is sensibly non-linear. They should be evenlydistributed over the relevant range in wavelength. The identi�cations can be checked with:Midas...> PLOT/IDENTwhich plots the central row of the comparison spectrum and the interactive line iden-ti�cations.Determination of the Dispersion Coe�cientsThe command CALIBRATE/LONG determines the dispersion relation for each row of the spec-trum. In addition, a bivariate dispersion relation is computed if the keyword TWODOPTis set to YES, as in:Midas...> SET/LONG TWODOPT=YESMidas...> CALIBRATE/LONGThe command CALIBRATE/LONG determines row-by-row polynomial solutions of degreeDCX(1) stored in the table coerbr.tbl and �ts a 2-D polynomial of degree DCX(1),DCX(2)to the lines with entries in columns :X, :Y, and :WAVE of table line.tbl. The coe�cientsof the 2D polynomial are stored in the keyword KEYLONGD . The program performs1{November{1994



G-8 APPENDIX G. REDUCTION OF LONG SLIT AND 1D SPECTRAa �nal oulier rejection which eliminates all lines with residuals larger than TOL pixels(if TOL is positive). However the minimum number of lines in any given row will beDCX(1) +2. If this number cannot be obtained, a polynomial of lower order will be�tted. Three more columns are added to the table line.tbl::WAVE identi�ed wavelength:WAVEC wavelength computed from polynomial �t:RESIDUAL (= :WAVEC { :WAVE) Residual of polynomial �t fromthe tabulated wavelength)NoteFor a proper calibration, images should preferably have positive step descriptorsand the wavelength should increase from left to right.Possible Graphical Veri�cationsMidas...> PLOT/CALIBRATEplots the central row of the comparison spectrum and adds the line identi�cations ob-tained. This plot can be used for coarse consistency checks. A hardcopy may be handyfor future, similar work.Midas...> PLOT/RESIDUALdisplays the residuals (column :RESIDUAL in table line.tbl) as a function of wavelength.This command is used to judge the quality of the calibration.Midas...> PLOT/DELTAplots the dispersion relation and the residual value as a function of the wavelength. Notethat PLOT/RESIDUAL and PLOT/DELTA display the rms of the residuals. It is also possibleto display, for all rows, the residuals for a given line of wavelength \wavelength" with:Midas...> PLOT/DISTORTION \wavelength"The wavelength value must correspond to a value from the catalog LINCAT . Theresiduals are plotted in the graphic window with a scale such that the full extent of thegraph corresponds to one pixel of the spectrum.Re�ning the Dispersion RelationDue to discontinuities in the line detections as well as in the calibration process, the disper-sion relations computed by the row-by-row process could show row-to-row discontinuous1{November{1994



G.3. A TYPICAL SESSION: COOK-BOOK G-9variations. The command CALIBRATE/TWICE, provided that a su�cient number of calib-ration lines is available, can stabilize the solutions by performing a two-pass wavelengthcalibration which retains for the second pass only the lines that were consistently identi�edduring the �rst pass.G.3.5 Resampling in WavelengthResampling with the Row-by-Row SolutionThe command REBIN/LONG can be used to apply the row-by-row dispersion solutions. Toeach row of the rebinned spectrum, this command will apply the closest dispersion rela-tion. If a one-dimensional dispersion relation was estimated,e.g. by averaging the rows ofthe arc spectrum before wavelength calibration, the command REBIN/LONG will apply thisunique dispersion relation all over the spectrum.Midas...> REBIN/LONG in outrebins each row of the input frame in separately, using the dispersion coe�cients stored intable COERBR. The limits and step in the wavelength space are estimated automaticallyby the command CALIBRATE/LONG and can be checked with:Midas...> SHOW/LONG rResampling with the Bivariate SolutionThe command:Midas...> RECTIFY/LONG nameI name0 [nrep] [deconvol]geometrically recti�es a 2-D spectrum and rebin it to constant step in wavelength, us-ing the dispersion coe�cients stored in KEYLONGD .Not Resampling the DataThe command APPLY/DISPERSION generates a result table containing the original uxcounts of each pixel of the spectrum. This table can be plotted by PLOT/SPECTRUM as inthe sequence:Midas...> APPLY/DISP ccd0020 sp20 @210Midas...> PLOT/SPEC sp20which generates a table sp20.tbl containing the pixel values of the row 210 of the imageccd0020.bdf as well as the central wavelength of each pixel. This command is providedas a convenience for some applications when data resampling is not desirable. Howeverthe resulting spectral table cannot be processed further by the current package.1{November{1994



G-10 APPENDIX G. REDUCTION OF LONG SLIT AND 1D SPECTRAG.3.6 Estimating the Sky BackgroundThe sky is measured in two regions usually located below and above the object spectrumand which pixel boundary limits are stored in the keywords LOWSKY and UPPSKY .The algorithm removes the cosmic rays from the sky spectrum before interpolation, usingthe CCD detector parameters RON for the read-out-noise, GAIN for the gain, SIGMAas threshold of the kappa-sigma clipping and 2* RADIUS +1 as size of the rejection win-dow. The sky is �tted along the columns of the spectrum by a polynomial of degreeSKYORD . Unique or independent spatial pro�les are computed depending of the valueof the parameter SKYMOD . Sky estimation parameters are displayed together with ex-traction parameters by:Midas...> SHOW/LONG e.The commands:Midas...> SET/LONG LOWSKY=50,180 UPPSKY=220,350Midas...> SKYFIT/LONG ccd0056 sky56generate an image sky56.bdf of which size is identical to the input image ccd0056.bdfand corresponding to the interpolated sky background. Sky subtraction is performed with:Midas...> COMPUTE/IMAGE corr56 = ccd0056 - sky56G.3.7 Extracting the SpectrumThe limits of the object are de�ned in the keyword OBJECT . A simple row average isperformed by:Midas...> SET/LONG OBJECT=189,196Midas...> EXTRACT/AVERAGE corr56 ext56which is equivalent to the general MIDAS command:Midas...> AVERAGE/ROW ex56 = corr56 @189,@196An optimal extraction algorithm is also available, requiring the knowledge of the CCDdetector parameters, a preliminary de�nition of the sky background, as well as the valuesof a polynomial order ORDER and a number of iterations NITER . The command:Midas...> EXTRACT/LONG ccd0056 ext56 sky56applies the Horne's optimal extraction algorithm to the image ccd0056.bdf and performsthe sky subtraction to generate the output image ext56.bdf.1{November{1994



G.3. A TYPICAL SESSION: COOK-BOOK G-11G.3.8 Flux CalibrationParameters for instrumental response estimation and ux calibration are displayed by thecommand:Midas...> SHOW/LONG fThe ux calibration consists of correcting for atmospheric extinction using a table EXTABand of comparing the one-dimensional reduced spectrum of a standard star STD to areference ux table FLUXTAB . The sequence:Midas...> SET/LONG FLUXTAB=fei110 EXTAB=atmoexanMidas...> PLOT/FLUXMidas...> EXTINCTION/LONG std23 ex23plots the ux table and corects the one-dimensional reduced spectrum std23 for theatmospheric extinction. The instrumental response can be estimated by �ltering with thecommand:Midas...> RESPONSE/FILTER ex23Midas...> PLOT/RESPONSEor by polynomial or spline interpolation using the sequence:Midas...> INTEGRATE/LONG ex23Midas...> RESPONSE/LONG fit=SPLINEMidas...> PLOT/RESPONSEThe obtained response is stored in the image response.bdf and can be applied to anyreduced, extinction corrected spectrum using the command:Midas...> CALIBRATE/FLUX exspec spectrumG.3.9 End of the SessionAt the end of the reduction session (or at any time during the session) all option andnumerical parameters can be saved for later use, with:Midas...> SAVE/LONG namewhere name is the name of the output table to be created which comprises:1. the table line.tbl, 1{November{1994



G-12 APPENDIX G. REDUCTION OF LONG SLIT AND 1D SPECTRA2. the values of all session keywords saved as descriptors of line.tbl,3. the table COE"name".tblThis can be checked with the following commands:Midas...> READ/TABLE nameshould list the contents of the table line.tbl and:Midas...> READ/DESCRIPTOR name.tbl �should, among others, display the parameter values. To restore these values at the begin-ning of a session (or at any time during an ongoing session) type:Midas...> INIT/LONG name

1{November{1994



G.4. XLONG G-13G.4 XLongThis chapter describes the use of the Graphical User Interface XLong. The interfaceXLong generates and sends MIDAS commands to the monitor. Therefore, all operationsperformed with the interface can also be performed manually by typing the commandson-line or writing a procedure. The interface is however a convenient additional layer ofthe software providing on-line help, visibility over the parameter values and options andavoiding syntax problems. These functions are particularly useful for parameter intensiveprocedures such as the batch reduction. NoteUsing XLong requires that the described MOTIF GUIs have been installed onyour system. Also this chapter must be considered as an operating manual ofthe interface and assumes a general understanding of the Long context.In this Section the following notations have been used:Commands or keywords are indicated as: SET/LONG UPPSKY=190,220Push-buttons and Menus are surrounded by a box: Identify...and Labels or names are written in bold face: Calibration Frame:G.4.1 Graphical User InterfacesThe Main window of the interface XLong, presented in Figure G.4.1 is created by thecommand:Midas...> CREATE/GUI LONGand includes the following elements:a) A menu barb) A parameter areac) A short helpc) A set of push-buttonsInitializing KeywordsThe parameter area is used to set and display the various parameters used by the context.These parameters may be either de�ned by the user or defaulted by the context. Userde�ned parameters are set or changed by simply moving the mouse cursor to the relevant1{November{1994



G-14 APPENDIX G. REDUCTION OF LONG SLIT AND 1D SPECTRA�eld and typing in the value. The corresponding SET/LONG command is sent to MIDASas soon as the mouse is moved out of the �eld. The command is echoed in the MIDASmonitor window.Short HelpThe short help is a small window located immediately below the parameter area, and isupdated as the cursor moves on the di�erent components of the interface to provide shortinformation on the parameters and the possible actions.Sending CommandsThe buttons are located immediately below the short help. In colour terminals, the buttonlabels have di�erent colours which group them by functions, usually distinguishing betweenprocessing and veri�cation commands.In order to \push" one of these buttons, you must position the mouse on top and\click" with the left button. In what follows, this operation will be called \to click" andwill refer to the left-hand button unless indicated otherwise. Therefore, to exit XLong youmust click the Quit menu of the menu bar and select the Bye option.On line HELP facilityThe interface incorporates an on line HELP facility. A comprehensive description of thefunctions of each button in the interface is obtained by clicking the right-hand mousebutton over an interface button. A window appears with the description. The windowremains on the screen when the mouse button is released and can be updated with a newmessage. Try for example to click with the right-hand mouse button on Identify... inthe Main window, then with the same mouse button on Calibrate... .Entering File NamesInput �elds expecting �le names can usually pop up a �le list selction by clicking theright-hand mouse button in the text �eld. For example, clicking with the right-handmouse button in the text �eld located in front of Line Catalog: in the Main Windowpops up a selection list of all *.tbl �les in your directory. A given �le can be selected byclicking on the �le name.Dialog WindowsIn addition, XLong uses dialog windows to input specialized parameters necessary forthe di�erent reduction steps. These windows contain text �elds, option menus and radiobuttons. Values are given by moving the mouse inside the parameter �elds or selectingan option by clicking on the relevant button. Push-buttons yielding to a dialog windoware indicated by three dots in the label. For example, clicking on Rebin... pops up theRebinning window. This window can be closed by clicking its Cancel button.1{November{1994



G.4. XLONG G-15

Figure G.1: Main window of the GUI XLongG.4.2 Getting StartedSaving and Loading Session ParametersA number of parameters appear in the parameter area which correspond to the status ofthe package when the interface is created. These parameters can be changed by typingthe new values in the �eld, or reading them from a previously saved session table. Theoption Open in the menu File may be used to read a session �le, as indicated inFigure ref�g:xsave. The name of the currently loaded session is indicated in the �rst text�eld Session at the top of the parameter area in the Main window. Selecting the optionSave in the menu File will save the session keywords in this table. This option can beused to save intermediate reductions, whereas the option Save As... allows to specifya new table name. 1{November{1994



G-16 APPENDIX G. REDUCTION OF LONG SLIT AND 1D SPECTRADetecting lines in the comparison (arc) spectrumThe Search window is popped up by clicking on the button Search... in the Mainwindow. The di�erent parameters controlling the SEARCH/LONG command can be updatedin this dialog window. The �le processed is selecting by clicking on Search in the Searchwindow, which pops up a �le selection list. When a �le is selected, the SEARCH/LONGcommand is sent to the MIDAS monitor. The results veri�cation command PLOT/SEARCHis activated by clicking on the Plot button in the Search window.

Figure G.2: Panels for Open and Save As... options of the menu File1{November{1994



G.4. XLONG G-17
Figure G.3: Search WindowIdentify the lines in one of the rows of the spectrumDi�erent parameters are used, indicated in the following �elds of the Main window:� the name of the table with the wavelengths of the comparison lines, indicated in the�eld Line Catalog.� the range in wavelengths to be considered, indicated in Wavelength Range� the Minimal Intensity in Catalog is used to perform a selection of the brightestlines of the catalog� and the Calibration Starting Row will be used for the lines identi�cations. Ifthis parameter is set to its default value 0, the central row will be considered.After setting these parameters, click the Identify... button. to pop up the Identifywindow. The menu Utils in the menu bar provides graphic related commands. Theidenti�cation starts by clicking on begin , which plots one row of the spectrum in thegraphic window, indicates the position of the detected arc lines with blue vertical tracesand gives a cursor.When a detected line is clicked on, the interface expects the corresponding wavelengthto be clicked in the wavelength list. The identi�ed line turns green and an identi�cationmessage appears in the MIDAS monitor. It is then possible to identify a new line. Whena su�cient number of identi�cations has been performed, clicking with the middle mousebutton in the graphic window desactivates the cursor. The full spectrum is plotted bydefault. Clicking again on begin deletes all identi�cation, while more identi�cation can1{November{1994



G-18 APPENDIX G. REDUCTION OF LONG SLIT AND 1D SPECTRAbe added by clicking on continue . Identi�cations can also be removed one by one withthe button delete .The x-axis and y-axis limits of the plot can be modi�ed interactively with the menuFrame . The Begin button sets the x-axis to default values in order to start each timefrom a predictible con�guration. The Continue button however will take the de�ned limits.The procedure to ideintify lines in zoomed areas of the spectrum is therefore:� start with Begin� if you identi�ed no line, simply exit with the middle button of the mouse� select new limits in x and y.� make more identi�cations with Continue
Wavelength calibrationAfter having identi�ed a few lines with the Identify window, click the Calibrate buttonin the Main window. The Wavelength Calibration window appears. The associated para-meters can be set and a preliminary wavelength calibration is performed on the central rowYSTART by clicking on Calibrate . The button Edit allows to remove calibration linesfrom the dispersion solution interactively, while Calibrate all estimates the dispersionrelation for the complete spectrum. The button Calibrate twice performs a two-passcalibration.Results can be checked with the buttons located at the bottom of the WavelengthCalibration window. Dispersion plots the dispersion relation, Residuals plots theresiduals, Spectrum plots the lines identi�ed during the calibration process. These threefunctions are by default performed on the central row of the spectrum. The buttonLine Shape plots the residuals as a function of the Y-position for a line selected ina wavelength list.Rebin to wavelength scaleAfter completing the wavelength calibration, the Rebin... button in the Mainwindowallows to rebin spectra to wavelength. The Rebinning window o�ers three methods: linear,1{November{1994
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Figure G.4: Lines Identi�cation Windowquadratic, or spline transformations. The �rst two provide ux conservation. The splineoption does not incorporate a detailed conservation of ux. The button Rebin rbr ac-tivates the row-by-row solution corresponding to the MIDAS command REBIN/RBR. Thebutton Rebin 2-D resamples by a bivariate polynomial solution and activates the com-mand RECTIFY/LONG. The 2-D solution has been generated by the wavelength calibrationprocess only if the option \Compute 2-D solution" in the Wavelength Calibration windowhas been selected before calibration. The button Rebin table allows to generate a tableas output format and therefore avoid to resample the data. This table can be plotted withthe button Plot table .Clicking on one of the Rebin buttons pops up a list of .bdf �les in the directory.Click the name of the selected �le. A small prompt window appears requesting the nameof the output �le. The default is the input �le name with the su�x reb. The buttonPlot table uses the name of the output table generated by Rebin table .The rebinning processes use the Starting, Final wavelength and Step parametersde�ned in the Rebinning window. If these parameters are not given, default values derivedfrom the wavelength calibration coe�cients are used. The progress in the rebinning processis reported in the MIDAS window. 1{November{1994



G-20 APPENDIX G. REDUCTION OF LONG SLIT AND 1D SPECTRA

Figure G.5: Wavelength Calibration windowExtractThe Spectrum Extraction window is activated by clicking on the Extract... button inthe Main window and contains options for �tting the sky and extracting spectra. Thevarious options and parameters of this window are described in Sections G.3.6 and G.3.7of this Appendix and in Chapter 6, Vol. B of the MIDAS User Guide.The window provides two buttons Get sky and Get object for an interactive de�n-ition of the limits of the sky and the object. Clicking one of the these buttons activatesa cursor in the display window. Two positions, corresponding sequentially to the lowerand upper limits, are expected for the object. Four values are expected for the sky, de�n-ing two zones usually located below and above the spectrum. Positions must be clickedfrom the bottom to the top of the frame. When the expected number of positions hasbeen selected, a SET/LONG command initializing the object or sky limit keywords (OBJECT,LOWSKY, UPPSKY) is sent to MIDAS.The sky can be �tted on a spectrum by clicking on Fit sky . A �le selection list popsup for selection of the input �le. The name of the resulting sky �le is de�ned in the text�eld Sky (image or constant): which includes the default value sky.Spectrum extraction can be performed by simple row average or using an optimalextraction algorithm with the two buttons Ext average and Ext weight . Clicking on1{November{1994



G.4. XLONG G-21
Figure G.6: Resampling Windowone of those buttons pops up a list of .bdf �les in the directory. Click the name of theselected �le. A small prompt window appears requesting the name of the output �le. Thedefault is the input �le name with the su�x obj.Flux CalibrationThe Flux Calibration window contains the options required for the atmospheric extinctionand ux calibration. Click the Flux... button in the Main window to pop up the FluxCalibration window.The Extinct button corrects the spectra for extinction and requires that the �eldExtinction table: contains a valid extinction table name. After clicking Extinct aselection list for .bdf �les pops up. Click the �le you want to correct. A small promptwindow asks for the airmass. If the airmass appears in the �le header, that value is usedas default. The output is stored by default in a �le with the original name plus the su�xext. Airmass and output �le name can be modi�ed before clicking on OK which activatesthe command EXTINCTION/LONG.The Integr button allows the response table to be generated. The �eld Flux table:must be updated with the name of the standard star ux table. This table can be plottedby clicking on the button Plot Flux . After clicking Integr a �le selection windowappears requesting the name of the standard star image, which must be a one dimensionalreduced, extinction corrected spectrum. Click the name. The name of the resultingintermediate response table is stored in the MIDAS keyword RESPTAB and by default setto resp.tbl. Values of this table can be interactively edited by clicking on Edit .The response table must be interpolated to generate the �nal response curve, whichname is provided in the �eld Response curve:. The Section FITTING PARAMET-ERS allows the di�erent values and options to be selected (See Section G.3.8 and Chapter6 Vol. B). The button Fitting space radio button allows the calibration curves to be1{November{1994



G-22 APPENDIX G. REDUCTION OF LONG SLIT AND 1D SPECTRAplotted in two di�erent ways. The �rst option ratio/wave is the standard plane used byMIDAS. The second option magnitude/wave plots �m versus � and generally has theadvantage to require lower order curves to �t the response. The Fitting type buttonallows �tting the curves with either polynomials or splines.Clicking on Fit activates the MIDAS command RESPONSE/LONG. The response curvecan also be generated by �ltering with the button Filter . The response curve can beplotted by clicking on the button Plot resp .Reduced, extinction corrected spectra can be corrected for the instrumental responsewith the button Correct . Clicking on this button pops up a �le selection list. Clickthe name of the spectrum. A small prompt window appears requesting the name of theoutput �le. The default is the input �le name with the su�x cor. Clicking on OK sendsa command CALIBRATE/FLUX to the MIDAS monitor.G.4.3 Performing Batch ReductionThe Batch Reduction window allows catalogs of observations to be processed and a datareduction scheme to be de�ned dynamically. The di�erent steps like Bias, Dark, Flat-Fieldcorrection, etc. are optional and must be set by clicking on the option buttons located onthe left side of the window. The option button turns green when selected.For each selected reduction step, the corresponding parameters must be provided, asindicated in the short help section. These parameters can be saved in a parameters �leand be restored later, using the File pulldown menu.The text �elds associated to images, tables or catalogs allow a selection list to bedisplayed using the right-hand mouse button. Clicking over the desired name updates thecorresponding �eld.The input �les can be given in two ways:� Catalog name: by providing a catalog name in the �eld Pre�x/Catalog� Image numbers: by indicating the pre�x of the images in the �eld Pre�x/Catalogand providing the image numbers in the �eld Numbers, using dashes and/or com-mas. as in:Pre�x/Catalog : redNumbers: 3-5,8In this example, the images red0003, red0004, red0005, red0008 will be pro-cessed.The dialog form accessed by pressing "Airmass ..." allows to modify the airmass valuesof the input images. If any of the input images do not have the corresponding airmassdescriptor, the airmass dialog form is displayed automatically. The Airmass... buttonallows the modi�cation of the airmass values of the input images. The Apply buttonexecutes the batch reduction. 1{November{1994



G.4. XLONG G-23

Figure G.7: Spectrum Extraction window1{November{1994
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Figure G.8: Flux Calibration window
1{November{1994
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Figure G.9: Batch Reduction window1{November{1994
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Appendix HOptopusH.1 IntroductionThe purpose of this chapter is to describe the Optopus package, the set of programs, nowimplemented in MIDAS, which helps the Optopus observers to prepare their observationsin a fast and easy way.The Optopus facility is designed to enable conventional use of the Boller and Chivensspectrograph to be extended to perform spectroscopy of multiple or large extended objectssimultaneously (see G. Lund, 1986,OPTOPUS, ESO Operating Manual No. 6, for furtherdetails). At present, Optopus is available for use at the 3.6m telescope only.The �bre component of Optopus consists of 54 separately cabled optical �bres whichenable light to be guided from freely distributed points in the focal plane at the entranceslit of the spectograph. The �bre ends are precisely located at the telescope focal planeby means of accurately drilled templates, known as \starplates".The Optopus starplates (one for each observed �eld) are prepared in an automatic pro-cess in the ESO workshop on La Silla, after the observer has produced a drilling instruction�le from his/her coordinate dat for each �eld. The Optopus package in MIDAS enables Op-topus observers to create the �le with the instuctions for the computer-controlled millingmachine. It has been designed to be as \user friendly" as possible. All the commandsrequest a minimum amount of input from the user; in addition they verify use of correctparameters.Please do not forget that the instruction �le has to be transferred to La Silla. Also,note that the milling machine on the mountain can only produce 2 to 3 starplates per day.If in doubt, always check with the Visiting Astronomers Section at ESO Headquarters inGarching at least three months prior to the observations.H.2 Using the Optopus PackageH.2.1 Starting upThe commands in the Optopus package have to initialised by setting the Optopus contextwith the MIDAS command SET/CONTEXT OPTOPUS. All commands in this package have theH-1



H-2 APPENDIX H. OPTOPUSquali�er OPTOPUS. Since the majority of them need quite a number of input parameters,and where their correct order and meaning is not always easy to remember, there areare two ways to enter command parameters. Besides the usual way of writing for eachcommand:command/qualifier p1 p2 p3 ...it is also possible to de�ne them in an explicit form:SET/OPTOPUS param=value [param=value],where param is the parameter name and value is the assigned value. Every parameterset in this ways can be defaulted on the command lines. Only the input and output�lenames are required unless the general default names are used (see documentation ofthe individual commands). However, before executing a command it is recommended tocheck the session parameters by listing them with the command SHOW/OPTOPUS. This willproduce an output table like in Table H.1. For a complete overview see Section H.3.2.Input file: mytab1.tblOutput file: mytab2.tblPlate label: SA94Plate center: R.A.: 02h 43m 30.000s DEC.: -00d 15' 50.00"Equinoxes: Old : 1950.00000 New: 1991.76776Date: Year: 1991.00000 Month: 10. Day: 9. Epoch: 1991.76776Exposure time: 120.0mWavelength range: from: 4000. �Angstrom to: 8000. �AngstromOptimal sid. time slot: from: 1h 0m to: 3h 0mOptimal sid. time: 0.00hACFLAG: NPFLAG: YASTFLAG: YEWFLAG: NTable H.1: Parameters listed by SHOW/OPTOPUSThe assigned values are maintained until the user gives the MIDAS commandCLEAR/CONTEXT or decides to leave the MIDAS session. However, is is possible to savethem with the command SAVE/OPTOPUS table, where table is the name of any tablechosen by the user. SAVE/OPTOPUS saves the relevant session parameters by copying themto descriptors of table. It is advisable to use this command, not only when you want tointerrupt a session and restart it later, but again during the session to protect yourselfagainst system crashes or accidental logouts of MIDAS.When re-entering Optopus context,all parameters are re-initialised to the default values but they can be re-set to the valuesof a previously saved session with RESTORE/OPTOPUS table, where table is of course thename of the table that contains the saved setting.1{November{1991



H.2. USING THE OPTOPUS PACKAGE H-3Since almost all commands in the package work, both in input and in output, onMIDAS tables, another important task of the user at the start of an Optopus session willbe to create a MIDAS table from the ASCII �le where the data about the objects to beobserved are being kept. The newly created table will have to contain, amongst others, an:IDENT and a :TYPE column, where :TYPE contains \B" or \S", respectively for \big" and\small" guidestars, and \O" for scienti�c object. As the format of this table is �xed andcrucial for all the following operations, there is a dedicated command for this purpose:CREATE/OPTOPUS inp file [out tab] [fmt file] [old equinox]A standard fmt file can be seen in Table H.2.define/field 1 16 c a16 :identdefine/field 18 19 d f2.0 :ahr "hours"define/field 21 22 d f2.0 :amin "min"define/field 24 29 d f6.3 :asec "sec"define/field 33 33 c a1 :signdefine/field 34 35 d f2.0 :ddeg "degrees"define/field 37 38 d f2.0 :dmin "arcmin"define/field 40 44 d f5.2 :dsec "arcsec"define/field 48 48 c a1 :typeexit Table H.2: Example format �leA copy of this format �le will be put in the working directis available in the �le:� $MIDASHOME/$MIDVERS/stdred/optopus/incl/opto.fmt (UNIX)� MID DISK:[MIDASHOME.MIDVERS.STDRED.OPTOPUS.INCL]OPTO.FMT (VAX/VMS)so that it can be copied to the user's working directory and subsequently modi�ed accord-ing to the positions and �eld widths in his/her ASCII �le. You can copy the format �leinto your working directory with the CREATE/OPTOPUS command itself. To do so give thethird parameter fmt file in the command the value copy. However, a copy will not bemade if a �le with the name opto.fmt is already present.In case the targets are already stored in a MIDAS table the user should check if thetable columns have the correct labels. If required, modi�cations in the table can be madeby using one or more commands for table manipulation.The equinox of the data has to be stored in the descriptor TABEQUI of the MIDAStable. It is important to verify whether the equatorial coordinates have been precessed ornot. In fact, next step in this \building{up" of the Optopus session is the command:PRECESS/OPTOPUS [inp tab] [new equinox],1{November{1991



H-4 APPENDIX H. OPTOPUSwhich corrects the right ascension and declination for precession to the date of the obser-vation (this is the default, which can be changed by de�ning the parameter NEWEQ), andupdates the value of the double precision descriptor TABEQUI. To limit the number of �lescreated in an Optopus session, this command will not to create a new table, but will addtwo new columns :RA and :DEC in the table created by CREATE/OPTOPUS. The old columns:RA and :DEC are renamed to :OLDRA and :OLDDEC, respectively. Note, that in this tablethe equatorial coordinates are in decimal format.H.2.2 The Optopus sessionAfter the initial setting up of the Optopus session, the user is now ready for the \realthing", that is to use of the main commands of the Optopus package:� HOLES/OPTOPUS,� MODIFY/OPTOPUS and ZOOM/OPTOPUS,� REFRACTION/OPTOPUS.HOLES/OPTOPUS converts the RA and DEC coordinates in the MIDAS table created byCREATE/OPTOPUS (and precessed by PRECESS/OPTOPUS) into :X and :Y positions of theholes to be drilled on the Optopus starplate. It outputs the following information:1. objects or guidestars falling outside the plate area;2. objects or guidestars falling in the so called \forbidden area", that is the thicker partof the plate used to �x it to the spectrograph;3. objects which are too close to a guidestar (big or small);4. objects of only which are in competition because of their proximity.The plate is needed. The user is o�ered two alternatives: either to enter pre-determinedcenter coordinates (using SET/OPTOPUS CRA=value1 CDEC=value2, where value1 has theformat HH,MM,SS.sss, and value2 the format +/-DD,AM,AS.ss, and SET/OPTOPUS ACFLAG=N,or to use the command to compute them automatically (SET/OPTOPUS ACFLAG=Y. Theautomatic determination of the center simply uses the arithmetic mean of the :RA and:DEC columns. The result is not always optimal. To choose the \best" center (that is theone which permits to keep the maximum number of objects inside the plate limits) fromthis guess, the user uses the MODIFY/OPTOPUS command. This command displays graph-ically the position of the holes on the starplate and, if required, permits modi�cations ofthe RA and DEC of the center using SET/OPTOPUS CRA=value1 CDEC=value2. The usershould re-run HOLES/OPTOPUS followed by MODIFY/OPTOPUS to verify the improvements.An important point is that both the center of the plate and the :RA and :DEC coordin-ates in the input table must be corrected to the same equinox. If you decide to input yourown pre-calculated center coordinates, either precessed or not, you also have to rememberto set the value of the parameter PFLAG accordingly. In case of automatic determination of1{November{1991



H.2. USING THE OPTOPUS PACKAGE H-5the center, the center is calculated by averaging the :RA and :DEC columns in an alreadyprecessed table, so PFLAG is by default set to N.The output table created by the command HOLES/OPTOPUS contains also a columncalled :CHECK. A letter N in this column identi�es objects or guidestars with locationproblems of any kind (they will be indicated by a square, in the graphic output producedby MODIFY/OPTOPUS and ZOOM/OPTOPUS).The task of MODIFY/OPTOPUS is very simple and twofold:� to visualise the RA and DEC positions of the holes to be drilled in an Optopusstarplate.Care is also taken to distinguish between di�erent kinds of objects by using di�erentgraphic symbols and to permit the correct identi�cation of every single object byoverlaying the content of the :IDENT column of the input table.� to enable the rejection of objects or guidestars falling in a (for any reason) \in{convenient" position. For this purpose, a cursor is activated in the graphic display.The user can click on the objects or guidestars he/she wants to be ignored thesubsequent commands of the Optopus session.In case of very crowded �elds, the limited physical dimensions of the outputs of somegraphic devices can make it di�cult to read the identi�cation labels of the objects,and hence making the task of deleting the \right" objects a really tricky one. Toavoid undesirable results, some auxiliary information is displayed whenever the userclicks on an object: :RA, :DEC, :IDENT and content of the :CHECK column. The useris prompted for substitution the \N" already present in this later column with a \D"or \d" (for delete).In case the wrong object has been selected, that is the :CHECK column is empty,it is su�cient to hit return to keep everything as it was. It may also happen that a\wrong" object is selected twice, that is the :CHECK column already contains a \D"or \d". In this case one has to type the same letter (\D" or \d") again, otherwisethe object wlll not be rejected. Note, that in case of close pairs of objects, both ofthem are surrounded by the square symbol which means \candidate for deletion";however, both squares will disappear after having deleted only one of the two object.Finally, if for any reason you decide you would rather keep one of the objects markedby a square, click on it and type anything but a \D" or a \d" when prompted. Inorder to see what the starplate looks like after this editing, the user �rst has todeactivate the graphics cursor (by hitting the spacebar or pressing the right button ofthe mouse of your workstation) and then rerun HOLES/OPTOPUS and MODIFY/HOLES.Reverting HOLES/OPTOPUS is not compulsory, since it would be enough just to rerunMODIFY/HOLES to have a new plot of the Optopus starplate. However, it is also usefulto check to review outliers and close pairs repetetively.The command HOLES/OPTOPUS is reasonably fast, so we advise the users to frequentlyswitch between HOLES/OPTOPUS and MODIFY/OPTOPUS and vice versa.1{November{1991



H-6 APPENDIX H. OPTOPUSSome users like to start their Optopus session with an populated �eld of candidatesource. They then proceed to eliminate objects until a suitable number is reached. How-ever, care should be taken to avoid eliminating more objects than necessary in caseswhere several targets are closely grouped together. In fact, even if the minimum separa-tion between adjacent pairs is large enough to pass all the overlap checks performed byHOLES/OPTOPUS, once at the telescope it may become problematic to physically introducethe �bres into extremely close holes. It then may happen that one is forced to a laterejection of more scienti�c targets than one would have liked. However, this might turnout less harmful than expected if one had careful enough to have some \backup" holesdrilled in the starplate.In case of very close groups of objects, the command ZOOM/OPTOPUSmay also be helpful.If the resolution provided by MODIFY/OPTOPUS is not enough, this command permits toactually blow up a section of the Optopus starplate plotted on the graphic screen byMODIFY/OPTOPUS. The user only has to choose the center of the section she/he wants to beenlarged with the cursor. In most cases the default zoom factor of 5 is su�cient to resolveclose groups or pairs. However, should this resolution not to be enough, the possibilityexists to enter the command ZOOM/OPTOPUS again, with a new zoom factor, the centerremaining unchanged.When all inacceptable objects have been removed, it is time to use the commandREFRACTION/OPTOPUS to correct the X and Y position of the holes on the starplate for thee�ect of atmospheric refraction. For a detailed description of the correction algorithm andan estimation of such e�ects in the particular case of La Silla, we refer to G. Lund, 1986,OPTOPUS, ESO Operating Manual No. 6, pag. 17-18. Here, we summarise that fromcoordinated of the plate center coordinates, the speci�ed temporal observating windowand the wavelength range of interest, REFRACTION/OPTOPUS determines:� an optimal di�erential correction vector, scaled according to the coordinates of eachobject;� an optimal chromatic correction vector for the guidestars.Note, that the coordinates of the plate center must be the same as the ones alreadyused with HOLES/OPTOPUS. It is not necessary to reset these since REFRACTION/OPTOPUSwill get the (precessed) values from the keyword PLATECEN that have been saved byHOLES/OPTOPUS.In general, the observer will try to observe his/her �elds at the smallest possible overallhour angle (airmass). This optimalisation has to be made in advance. The window insidereal time for each of the plates which will be observed during a single night can beeasily computed knowing that for the date entered by SET/OPTOPUS DATE=value, thecommand REFRACTION/OPTOPUS outputs the sidereal times at the beginning and end ofthe night on La Silla. Not more than 4 (in summer) or 5 (in winter) Optopus starplatescan be used in one night. So, just to run REFRACTION/OPTOPUS using the default value forthe sidereal time slot (ignore any error messages you may get, as in this �rst run you areonly interested in the �rst line of the output, which will be correct anyway) and divide thenight into 4 or 5 exposures (allowing for some start-up time at the beginning, approx. 20minutes). An example of the output of REFRACTION/OPTOPUS can be found in Table H.3.1{November{1991



H.2. USING THE OPTOPUS PACKAGE H-7Darkness will begin at ST: 20.37and end at ST: 5.16Sidereal time for observation: 21.00Hour angle: {27.49 degreesZenith distance: 24.84Maximum refraction correction: 0.23 arcsecPosition angle of correction vectors: {106.56 degreesChosen length for exposure: 60 minutesApprox. optimal obs. slot (ST): 20h 30m to 21h 30mApprox. optimal obs. slot (UT): 24h 6m to 25h 6mCorresp. range of corr. vectors: from {99 to {116 deg.Wavelength range for optimisation: 3800 to 5500 �AngstromsOptimal correction at wavelength: 4329 �AngstromsChromatic correction needed in X: {46. micronsChromatic correction needed in Y: {14. micronsTable H.3: Output of REFRACTION/OPTOPUS commandThe sidereal time for which the corrections are �nally calculated can either be en-forced by the user, by setting the parameters ASTFLAG=N and OST=value, or automaticallydetermined by the command. In the latter case ASTFLAG must be set to Y.REFRACTION/OPTOPUS produces an output table quite alike the one created byHOLES/OPTOPUS. The most obvious di�erences are that now the :X and :Y columns containcoordinates corrected for the atmospheric refraction e�ects, and the column :NUMBER, hasbeen added. This new column will later be needed to identify the holes on the starplateby a sequential number.Another important characteristic of the table produced by REFRACTION/OPTOPUS isthat, being the �nal table generated in the Optopus session and the one which the observerwill presumably bring along to the telescope, it contains all relevant output information(e.g. see Table H.3) in its descriptors. Besides, as already remarked, the user has thepossibility to save all parameters used in the session as well, by using the commandSAVE/OPTOPUS tablename.H.2.3 Closing downNow that all the calculations to produce accurate positions of the holes which will host the�bres have been executed, you can proceed to a part of the process which is undoubtedlymuch more trivial but nonetheless vital both for having the holes actually drilled on theplate and for the subsequent work at the telescope.1{November{1991



H-8 APPENDIX H. OPTOPUSFirst of all, you can obtain a map of the �nal coordinates of your objects and guidestars by using the command:PLOT/OPTOPUS [table] [label] [EW flag],where [table] is the table output by REFRACTION/OPTOPUS. Recall that before using thiscommand it is necessary to assign the plotter you want to use with the command:ASSIGN/PLOT deviceand then, after successful completion of PLOT/OPTOPUS, the plot is sent to the assigneddevice.The option provided by the EW flag allows the user to choose between two possibleorientations of the map. Normally, only the (default) unipped version, corresponding tothe appearance of the starplate from the machined side, is needed. If direct comparisonswill be made with photographic plates where east is to the right, a ipped map should berequested. The default version of the map has north at the top and east to the left, and willbe extremely helpful at the telescope, to ensure identical numbering of both objects and�bers. If the two are not uniquely correlated, the observer will not know which spectrumcomes from which object!Once on La Silla, holes will have to be labelled using the provided self{adhesive labels,in the same way as they are numbered on the maps produced by PLOT/OPTOPUS (i.e.according to the consecutive numbers assigned by the REFRACTION/OPTOPUS command).In order to avoid object misidenti�cations at a later stage, and for a cross identi�cationbetween object identi�ers and hole numbers, it is recommended to bring a printout ofthe table output created by the command REFRACTION/OPTOPUS to the telescope. Alsode�nitely needed at the telescope is the printout of the descriptors of this fundamentaltable. An example can be found in Table H.3.We remind users less familiar with MIDAS, that both the table and its descriptorsmay be printed out by �rst assigning the output ASCII �le with:ASSIGN/PRINTER FILE filenamethen using the MIDAS commands PRINT/TAB and PRINT/DESCRIPTOR for the table andthe descriptors respectively.The last command to be used in an Optopus session generally isDRILL/OPTOPUS in table [out file]to transform the object coordinates taken from the output �le of REFRACTION/OPTOPUSinto a long sequence of machine instructions, correctly formatted for the programmablemilling machine on La Silla. These will be output in [out file] in ASCII format.At the end of the operations with the Optopus package, all the instruction �les createdby DRILL/OPTOPUS, together with a copy of the plots produced by PLOT/OPTOPUS, have tohanded over to the Garching sta�. They will take care of the transfer to La Silla.1{November{1991



H.3. OPTOPUS COMMANDS AND PARAMETERS H-9H.3 OPTOPUS Commands and ParametersBelow a brief summary of the Optopus commands and parameters is included for reference.The commands in Table H.4 are initialised by setting the Optopus context with the MI-DAS command SET/CONTEXT OPTOPUS. The parameters can then be set via SET/OPTOPUSpar=value.H.3.1 Optopus commandsCREATE/OPTOPUS inp file [out table] [fmt file] [old equinox]HOLES/OPTOPUS [in] [out] [HH,MM,SS.sss] [+/-DD,AM,AS.ss] -[ac flag] [p flag] [old eq,new eq]MODIFY/OPTOPUS [table]PLOT/OPTOPUS [table] [label] [EW flag]PRECESS/OPTOPUS [table] [new equinox]REFRACTION/OPTOPUS [inp tab] [out tab] [year,month,day] [exp] -[lambda1,lambda2] [start st sl,end st sl] -[opt st] [ast flag]RESTORE/OPTOPUS tableSAVE/OPTOPUS tableSET/OPTOPUS par=valueSHOW/OPTOPUSZOOM/OPTOPUS [table] [zooming factor]Table H.4: Optopus commandsH.3.2 Session parametersBelow follows a description of all parameters that can be set by the SET/OPTOPUScommand, the commands which use these parameters and the default values. These para-meters are stored in keywords and will be use as default values for subsequent OPTOPUScommands. If an OPTOPUS command the default value is not used the command will,in addition to actual OPTOPUS operation, also overwrite the setting of this parameterand hence will change the default value.SET/OPTOPUS OLDEQ=1950.0 ! set the equinoxCREATE/OPTOPUS mydata mytable ? 2000.0 ! use another equinoxSHOW/OPTOPUS ! equinox value is now 2000.01{November{1991



H-10 APPENDIX H. OPTOPUS
CREATE/OPTOPUSParameter DescriptionOLDEQ Equinox of RA and DEC coordinates of objects and guidestars in input table. Formatmust be: YEAR.yyyyy. Default value is "1950.0".HOLES/OPTOPUSParameter DescriptionCRA Right ascension of the center of the Optopus plate. Input format must be:HH,MM,SS.sss. Default value is "00,00,00.000".CDEC Declination of the center of the Optopus plate. Input format must be: +/{DD,AM,AS.ss. Default value is "00,00,00.00".ACFLAG Character ag. Y or y (for yes) and N or n (for no) are the only values. If ACFLAGis set to Y (default) the automatic determination of the plate center enabled.PFLAG Character ag. Y or y (for yes) and N or n (for no) are the only values. If PFLAGis set to Y the automatic precession of the plate center enabled. Default is Y.OLDEQ Old equinox of the plate center (if not yet precessed). Input format must be:YEAR.yyyyy. Default value is "1950.0".NEWEQ New equinox of the plate center. Must be the same used to precess RA and DEC ofobjects and guidestars with the command PRECESS/OPTOPUS. Input format mustbe: YEAR.yyyyy. Default value is "2000.0".PLOT/OPTOPUSParameter DescriptionLABEL Character string used to identify the plot. Default value is \Optopus plate".EWFLAG Character string. Y or y (for yes) and N or n (for no) are the only values. If EWFLAGis set to Y the EAST{WEST ipping of the plots is enabled. Default value is \N".PRECESSION/OPTOPUSParameter DescriptionNEWEQ New equinox used to precess RA and DEC coordinates of objects and guide starsin input table. Must be the same as used to precess center coordinates with thecommand HOLES/OPTOPUS. Input format must be: YEAR.yyyyy. Default valueis 2000.0. Table H.5: Command parameters
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H.3. OPTOPUS COMMANDS AND PARAMETERS H-11
REFRACTION/OPTOPUSParameter DescriptionDATE Year, month and day of the observation. The permitted input formats are:� YEAR,MONTH(number),DAY or� YEAR.yyyyy,0,0Default value is 1999.,12.,31.EXTIM Exposure time in minutes of Optopus plate. Default value is 0.0.WRANGE Wavelength range to optimize the corrections for atmospheric refraction. Input formatmust be: LAMBDA1,LAMBDA2 both in �Angstrom. Default value is: 3800,8000SITSLT Sidereal time interval during which a given Optopus plate will probably be used.Input format must be: ST1.ss,ST2.ss. Default value is: 00.00,00.00OST Optimal sidereal time for correction determinations, that is sidereal time for which thecorrections for atmospheric refraction are calculated. Input format must be: ST.ss.Default value is: 00.00.ASTFLAG Character ag. Y or y (for yes) and N or n (for no) are the only values. ASTFLAGset to Y enables the automatic calculation of the optimal sidereal time for correctiondeterminations. Default is Y.Table H.6: Command parameters (cont.)
1{November{1991



H-12 APPENDIX H. OPTOPUS

1{November{1991



Appendix IFile Formats Required forPhotometryI.1 IntroductionPhotometrists obviously need lists of standard and extinction stars, both to plan observingsessions e�ciently and to reduce the observational data. It is not so obvious that planningand reducing photometric observations also require information about the telescope used.For example, the telescope aperture, which a�ects both photon and scintillation noise,must be known, both to select good extinction stars, and to weight the observationsproperly according to stellar magnitudes. Furthermore, the dome or telescope enclosuredetermines the sky area from which the Moon may shine on the telescope mirror, raisingthe apparent \sky" brightness. This information is needed both for planning observationsand reducing data. The telescope's coordinates are required to determine when the Moonis likely to inuence observations, as well as in determining the airmass of a star as afunction of time.Similarly, information is needed about the instrument. One must avoid stars that aretoo bright for a given instrument on a particular telescope. Many instrumental detailsinuence the methods that must be used in reducing photometric observations, becausethe data-reduction process must accurately model the instrument's performance. Becauseinstrumental con�gurations tend to change from one observing run to the next, it isappropriate to separate the instrumental data from the more permanent data that referto the telescope alone.Some of these data are already available at the NTT, and will become available at othertelescopes, as part of the ESO archiving system. Unfortunately, the archiving system isdesigned around individual image frames, which do not correspond to the natural elementsof photometric data. Therefore, it is necessary to extract the required information fromthe archive, and re-package it in a form more suited to photometry. So far as possible,individual data formats will be similar to those laid out in the ESO Archive Data InterfaceRequirements [5]. For example, column labels for the table �les described here will (whenpossible) match the FITS-header keywords used for the same information in archiving.I-1



I-2 APPENDIX I. FILE FORMATS REQUIRED FOR PHOTOMETRYThe data needed in photometry can be grouped into MIDAS table �les, each of whichcontains a natural set of data that belong together. Each table will be described in detailin the following sections. However, here is an overview of the types of tables needed forphotometry:I.1.1 StarsTables giving the identi�cations and positions of both standard and program stars areobviously required. The positions are required for air-mass calculations. In addition, thestandard-star tables must give the standard magnitudes and colors or other indices.I.1.2 Observatory dataA table �le (called by default esotel.tbl) should contain more or less permanent informationabout the telescopes at an observatory. This includes sizes, positions, and other stableinformation. Each observatory should have its own �le; the one for ESO telescopes willbe called esotel.tbl.I.1.3 Telescope obstruction dataNearly every telescope seems to have some parts of the sky that are inaccessible. Trees,mountains, and even other telescopes obscure some areas above the horizon. Furthermore,many telescopes have peculiar mountings or other mechanical limitations on where theymay look. In a surprising number of cases, the inaccessible regions extend into the partsof the sky one would normally use to measure extinction stars. Such restrictions shouldbe placed in a separate \obstruction" table for each telescope.I.1.4 Instrumental dataInstrumentation tends to change from one run to the next. Filters get broken or lost, ordeteriorate and are replaced. Detectors change with age, may be destroyed by carelessusers, or just die for unknown reasons. Instruments su�er \improvements" that changetheir characteristics.Only data taken with a �xed con�guration can be reduced together. Usually, this willinclude all of the data taken during a run; occasionally, an equipment change is necessaryduring a run. Data describing a �xed instrumental con�guration can naturally be groupedtogether in a table describing each particular run, or part of a run.I.1.5 Observational dataFinally, we have the observations themselves. Here, the natural element is a single stellar(or sky, or dark) intensity measurement; and the natural set of these elements to put in a�le is the whole group of measurements made on a single night.1{November{1992



I.2. STAR TABLES I-3I.2 Star tablesAn important ingredient of both planning and data reduction is a set of standard stars.These can serve double duty as extinction stars, and are used for this by the planningprogram. They are obviously essential in data reduction.If more than one table is used, the user must be careful not to intermix data that arenot on the same system. For example, the Cousins E-region standards are clearly not onthe same \UBV" system as the Landolt equatorial standards. Likewise, several distinct\RI" systems are in use.Sometimes it is useful to include \catalog" stars in an observing program. These arestars that have been observed in (supposedly) the same system as the standard stars, butare of lower quality and are not suitable for use as standards. However, they are notobviously variable, and may be useful both as extinction stars and for checking transform-ations.In addition, we need tables of program stars. These usually will contain at least amagnitude, which is used to con�rm identi�cations but is not used in data reduction.Di�erent types of star (standard, catalog, and program) should be put in separate table�les. You can have several tables of each type, but you should not try to mix di�erenttypes in the same �le.These star tables all require the following data (above the line in Table I.1):I.2.1 Required stellar dataObject nameThe reference column of a star table contains the primary identi�cation for the star. Thecolumn label, OBJECT, follows the archiving standards. As in the archive, this is a stringof up to 32 characters. Shorter strings should be left-justi�ed.Standard IAU names should be used. Proper names are acceptable for bright stars, asare Bayer and Lacaille letters and Flamsteed numbers used with the constellation abbrevi-ation. HR numbers can be used for bright stars. Telescopic stars should be designated byHD numbers. Stars lacking HD numbers should be named by BD or other DM number.Still fainter stars are identi�ed by HST Guide Star Catalog names, if available. Nicknameslike \Przybylski's star" should go in the COMMENT column (section I.2.2).In clusters and around variable stars, one often �nds �eld standards or reference starsdenoted by letters of the alphabet. Some charts have used both capital and lower-caseletters, so it is necessary to be case-sensitive in names. In such crowded areas, it is commonpractice to use one (or a few) common reference position(s) to measure sky, for the wholegroup of stars. In this case, the sky position(s) should also be recorded in the star-catalogtable �le; the only requirement is that the string in the OBJECT column begin with theword SKY (see discussion in section I.6, \Observational data".Very often the observer will use a shortened form or abbreviation at the telescope.However, full names should be used in the star tables, to avoid ambiguity. The corres-pondence between full and abbreviated names will be resolved by programs only with theinteractive consent of the user. 1{November{1992



I-4 APPENDIX I. FILE FORMATS REQUIRED FOR PHOTOMETRYRight AscensionRight Ascensions are tabulated in decimal degrees in the archive. This may be usedwith the column label RA, which conforms to the archive convention [5]. While this isa convenient machine-readable form, it is not very user-friendly, as most astronomicalcatalogs use sexagesimal time units.Fortunately, the MIDAS table commands will accept sexagesimal input (see the on-lineHELP for CREATE/COLUMN and NAME/COLUMN), in almost any human-readable form. Byusing the R11.6 format speci�cation for the Right Ascension columns in the *.fmt �le,existing ASCII tables can easily be converted to MIDAS table format. This stores thecolumn as an angle in degrees, though it is displayed as hours, minutes, and seconds bythe READ/TABLE command.CAUTION: your ASCII �le must have the .dat extension, or it will not be readcorrectly!DeclinationAs for Right Ascension, Declinations are tabulated in decimal degrees in the archive. Thecolumn label DEC conforms to the archive convention. Here again, any sensible human-readable form may be used instead, if the ASCII data are read in with an s12.6 format inthe *.fmt �le. The result is stored as decimal degrees (as a Real*4 number), but displayedas degrees, minutes, and seconds.EquinoxBecause precession is a large e�ect, we must know the equinox to which these coordinatesrefer. Although this is usually a constant for a whole table, and so might be stored in adescriptor, observers may want to use lists of program stars compiled from heterogeneoussources. Therefore, the year of the equinox must be stored in a separate column of Real*4values, with the label EQUINOX. This column is easily created for a star catalog with asingle equinox date using the COMPUTE/TABLE tablename :EQUINOX = year command. Aformat of F7.1 is satisfactory.I.2.2 Optional stellar dataIn addition to the essential stellar data given in the previous subsection, it can be veryuseful to include supplemental information. For example, a program devoted to nearbydwarfs or low-luminosity stars would need proper motions to obtain accurate airmassesfor some program stars. Spectral types are often adjoined to photometric catalog data.In many cases, rough photometric information that can aid in identi�cation is available,such as a photographic magnitude from the HD. Finally, comments can be useful. These�elds may be included in the table if the user wants them. They are described below theline in Table I.1. 1{November{1992



I.2. STAR TABLES I-5Column Label Contents Units Variable Type Format Req'd?OBJECT Object name C*32 string A32 YRA Right Ascension degrees R*4 real R11.6 YDEC Declination degrees R*4 real s12.6 YEQUINOX Equinox date years R*4 real F7.1 YMUALPHA Annual p.m. in R.A. sec/y R*4 real F7.4 NMUDELTA Annual p.m. in Dec. arcsec/y R*4 real F7.3 NEPOCH Position date years R*4 real F5.0 NSPTYPE Spectral type C*15 string A14 NMAG Approx. mag. C*11 string A11 NCOMMENT Comment C*32 string A32 NTable I.1: Columns for star-catalog table �lesProper motionsProper-motion information requires three columns: the separate components, and theepoch of the catalog position. We follow the SAO Catalog in using annual proper-motionunits of seconds of time per year in R.A., and seconds of arc per year in Dec. The epochis given in decimal years. The respective column labels are MUALPHA, MUDELTA, andEPOCH. These are all Real*4 data.Spectral typesSpectral types are stored in a column with the label SPTYPE. The contents of this columnare character strings. You may make these strings as long as you want, but only the �rst14 characters will be carried by the programs and formatted into output listings.Rough magnitudesBecause approximate magnitudes are more useful when quali�ed by a terse descriptionof their nature, the column labelled MAG should contain a character string rather thana number. For example, you might specify 'mpg=10.5 (HD)', or 'V=12.15'. Up to 11characters can be carried in this �eld.Comment columnUp to 32 characters can be carried in an additional column, with the label COMMENT.I.2.3 Standard valuesThe above information su�ces for program stars. Standard-star �les, however, must alsohave the standard photometric values (in place of the rough MAG column). The column1{November{1992



I-6 APPENDIX I. FILE FORMATS REQUIRED FOR PHOTOMETRYlabel should be the usual name of the magnitude or index in the column, e.g., V or U-Bor c1; see Table I.2. The data themselves are Real*4 numbers. Magnitudes are displayedin F5.2 or F6.3 format, which leaves room for two digits before the decimal point. Colorand other indices are displayed in f6.3 format; this displays leading + signs.System Index Col. labelUBVRI V VUBVRI B-V B-VUBVRI U-B U-BUBVRI V-R V-RUBVRI R-I R-IUBVRI V-I V-Iuvby b-y b-yuvby u-v u-vuvby m1 m1uvby c1 c1H-beta � betaTable I.2: Standard column labels for photometric indicesIn addition, standard-star �les should specify the system they employ, and the sourceof the standard values. The system should be placed in a character descriptor called SYS-TEM. This may be up to 32 characters long, because of the need to distinguish betweensuch alternatives as 'JOHNSON-MORGAN UBV', 'LANDOLT UBV', and 'KRON-COUSINS UBVRI',Catalog stars may have not only columns specifying values in the system of observation,but also other systems. However, data from other systems, except for V magnitudes, willbe ignored.There is a potential problem in the use of indices like U-B as column labels that usersshould be aware of. MIDAS table �les do not distinguish between upper and lower casein column labels. Thus, while it is possible to use 'u-b' as a column label for the uvbysystem, it cannot be distinguished from 'U-B' by programs or MIDAS procedures thatread these �les. However, the string may be entered in the proper case when the label iscreated, and will appear correctly on plots, table listings, etc.Furthermore, because the provision for column arithmetic was built into the tablesystem before the need for color index-names as column labels was apparent, it will benecessary to use the double-quote mark (") around such indices when referring to them ascolumn labels. For example, in a MIDAS command line, the B-V column must be referredto as :"B-V". Although this is inconvenient, it does allow such names to appear on plots,etc. The alternative (which will be automatically applied by MIDAS in the absence of thedouble-quote marks) is to convert the minus sign to an underscore, so that we would haveB V instead of B-V. This appears to be even more inconvenient for photometrists than to1{November{1992



I.3. PERMANENT TELESCOPE PARAMETERS I-7put up with the quotes.I.2.4 Moving objectsFor moving objects such as asteroids, comets, or planets, it is useful to include ephemerisinformation, both to provide predicted coordinates for planning observations, and to allowaccurate airmass calculations in the reductions. Each such object requires several posi-tions, each associated with a time. These times can be given either as Modi�ed JulianDates (MJD = JD � 2400000:5), or as ordinary date strings like 1995 Jan 23.0. Toallow good interpolation, include two ephemeris entries before and two after the intervalof observations. The tabular interval need not be one day, but can have any constantvalue from one table entry to the next.UT date | column label: DATEDates can be read by the programs in a variety of formats. To avoid ambiguity, use the�rst three letters of the month name instead of numerical month designations. The UTdate should be stored in a C*16 (or shorter) string. The usual format in ephemerides isthat shown above: year, month, day; 11 characters are enough in this case. However, themonth, day, and year can be placed in any desired order.MJD | column label: MJD OBSOccasionally, one �nds an ephemeris given with Julian Dates as argument. Only theModi�ed Julian Date is used here. This must be a double-precision (R*8) variable, inF12.5 format. Modi�ed Julian Dates are discussed further in section I.6 on data �les.The object name must be repeated on successive rows of an ephemeris �le that referto the same object; the repeated name tells programs to look for ephemeris data, and tointerpolate positions as required. One table �le can contain several objects, which may beconvenient for some observing programs.If the tabular positions are referred to the equator and equinox of date, as in some ofthe tables in the Astronomical Almanac, the EQUINOX column can be omitted. If astro-metric positions are given, as in Ephemerides of Minor Planets, the EQUINOX columnis required. In general, ephemeris data for moving objects should be kept in table �lesseparate from star-position �les.I.3 Permanent telescope parametersData for all the telescopes at an observatory can be stored in a single MIDAS table �le,called (by default) esotel.tbl. A standard path needs to be established for this �le. Observ-ers who use di�erent observatories may need to keep �les for two or more observatories.Each observatory �le should contain a C*72 descriptor OBSERVATORY that con-tains the name of the observatory, preferably as it is given in [6]. If e�ect, this descriptortakes the place of the standard descriptor IDENT in *.bdf �les.1{November{1992



I-8 APPENDIX I. FILE FORMATS REQUIRED FOR PHOTOMETRYEach individual focus of each telescope has a single row in this table. The duplicationof most information for the telescope itself is not a problem, as this will be a short �lein any case. Each column described below should be present in the table, although somecolumns do not apply to some individual instruments, and will contain null entries.Each column label can be a standard FITS keyword, if an appropriate one is available.The following sections describe the columns of the table in detail (cf. Table I.3).I.3.1 Column label: TELESCOPThis is the name of the telescope focus, using the standard ESO archive notation [5]. Thename begins with an abbreviation for the telescope's governing organization. The nextpart of the name is the aperture in decimeters (preceded by letters A, B, etc. if there aremultiple telescopes with similar apertures). The name ends with the su�x P for primefocus, A for Cassegrain focus, C for coud�e, and Nx for Nasmyth foci.Thus, for example, the Cassegrain focus of the ESO 1.5-meter telescope is designatedESO15A. But this telescope has an asymmetrical mounting that is di�cult to switch fromone side of the pier to the other. In this case, it is necessary to operate on one side onlyduring the night; this is indicated by appending the letter E or W to show which side ofthe pier the telescope is actually used on. So, for the 1.5-m telescope used east of the pier,the designation of the Cassegrain focus is ESO15AE.I.3.2 Column label: DIAMThis is the actual diameter in meters of the telescope entrance pupil. For small telescopes,it provides signi�cantly more precision than the rounded value embedded in the telescopename. For large telescopes with segmented apertures, it will su�ce to specify the equi-valent diameter corresponding to the total collecting area. (This will give the right valuefor the photon noise, but not for the scintillation noise. Most segmented apertures are onlarge telescopes whose scintillation noise is negligible anyway, so this is not a signi�cantproblem.)I.3.3 Column label: LONThis is the longitude of the telescope, measured in decimal degrees east from Greenwich.Note that the sign convention for longitudes changed in 1984! The older versions of theAstronomical Almanac gave west longitudes. For photometric data reduction, an accuracyof about 0.003 degree (about 20 arcsec) is required. Current volumes of the AstronomicalAlmanac give positions to 0.1 arc minute, which is adequate for our purposes.Astrometric observations, including occultation timings that may be measured withphotometric equipment, require much better accuracy. You can �nd precise positionsof telescopes in the pre-1984 volumes of the Astronomical Almanac. You should try toprovide as accurate a value as possible.1{November{1992



I.3. PERMANENT TELESCOPE PARAMETERS I-9Column Label Contents Units Variable Type FormatTELESCOP focus name C*6 string A8DIAM diameter meters R*4 real F7.3LON longitude degrees R*4 real s12.5LAT latitude degrees R*4 real s11.5HEIGHT height meters R*4 real F6.0TUBETYPE tube type C*6 string A8TUBEDIAM tube diameter meters R*4 real F8.3TUBELEN tube length meters R*4 real F7.3DOMETYPE enclosure type C*4 string A8DOMEDIAM dome diameter meters R*4 real F8.2SLITWID slit width meters R*4 real F7.2Table I.3: Column speci�cations for esotel.tbl �leI.3.4 Column label: LATThis is the longitude of the telescope, measured in decimal degrees. The usual conventionof + for north and { for south of the Equator should be observed. The same accuracy isrequired as for longitudes, so you should supply an accurate value.I.3.5 Column label: HEIGHTHeight above sea level (meters). This need only be known to the nearest 10 meters. Aftera lapse of a few years, it is again listed in the \Observatories" section of the AstronomicalAlmanac, where you can �nd it for most established observatories. Topographic maps willprovide good enough values for the newer sites.I.3.6 Column label: TUBETYPEThis is a string, either 'OPEN' or 'CLOSED'. (Only the �rst letter is actually used.) Use'OPEN' if the tube is an open framework, and 'CLOSED' if it is an opaque cylinder. If (as insome telescopes) the part near the declination axis is closed, but the front end of the tubeis open, use 'OPEN'. This information is needed to determine when the Moon can shinedirectly on the objective.If the telescope is a refractor used without a dewcap, use 'OPEN'. A refractor usedwith a dewcap should be marked 'CLOSED'; the dewcap information will be used in theTUBEDIAM and TUBELEN columns (see below).I.3.7 Column label: TUBEDIAMIf TUBETYPE is 'OPEN', ignore this �eld, and go on to DOMETYPE.1{November{1992



I-10 APPENDIX I. FILE FORMATS REQUIRED FOR PHOTOMETRYIf TUBETYPE is 'CLOSED', TUBEDIAM should contain the inside diameter (in meters)of the telescope tube (or dewcap, if a refractor).I.3.8 Column label: TUBELENIf TUBETYPE is 'OPEN', ignore this �eld.If TUBETYPE is 'CLOSED', TUBELEN should contain the length (in meters) of thetelescope tube (or dewcap, if a refractor), measured from the front edge of the objectiveto the front end of the tube (or dewcap). Thus, for a reector, TUBELEN is just thelength of the telescope tube measured from the front surface of the primary mirror. For arefractor, it is the e�ective length of the dewcap.I.3.9 Column label: DOMETYPEIf TUBETYPE is 'OPEN', DOMETYPE should contain the type of enclosure that surroundsthe telescope. Use 'DOME' for a conventional dome with a slit, or for a turret with a slitof constant width. Use 'ROOF' for a building with a roll-o� roof. Use 'NONE' for a roll-o� building or any other disappearing enclosure that leaves the telescope unshaded frommoonlight. As for TUBETYPE, only the �rst letter is signi�cant.If TUBETYPE is 'CLOSED', ignore this �eld.I.3.10 Column label: DOMEDIAMIf DOMETYPE is 'DOME', and the telescope is a reector, this is the dome diameter, inmeters. If the telescope is a refractor, enter the distance from the objective to the surfaceof the dome, in meters.If DOMETYPE is 'ROOF' or 'NONE', you are done; the remaining �elds can be leftempty.I.3.11 Column label: SLITWIDIf DOMETYPE is 'DOME', this is the width of the shutter or slit opening, in meters.Some domes are equipped with upper and lower windscreens that could, in principle,be used to shade the mirror from moonlight. In practice, these screens always move tooslowly to be used routinely in photometric programs. Therefore, wind screens are ignored,even though they might occasionally be used in particular programs.I.4 Horizon obstructionsInformation on horizon obstructions and limitations to telescope motion should be in atable �le, which we can call the \horizon" �le. Usually, the same restrictions apply to allfoci of a telescope, and the same table �le can be used for all of them.The default name of the �le is the \telescope" variable name described above, but withthe su�x \hor.tbl" in place of the focus designation. Thus, for the ESO 1.5-meter tele-scope, the �le name would be ESO15hor.tbl. If mechanical considerations make separate1{November{1992



I.4. HORIZON OBSTRUCTIONS I-11tables necessary for di�erent foci of the same telescope, the \hor.tbl" should be appendedto the full name of the focus.For most telescopes, it is most natural to provide the hour-angle limits (east and west)as functions of declination. However, for telescopes with alt-azimuth mountings, the datamay most easily be gathered in the form of altitude limits as functions of azimuth. Noprovision is made at this time for alt-alt mounts, although some are in use.Notice that telescopes with German equatorial (cross-axis) and other asymmetricalmountings require two groups of columns: one for telescope east of the pier, and one fortelescope west. Also, notice that \telescope east" is the position usually used in observingthe western part of the sky, with the telescope above the polar axis.Finally, two kinds of columns are required. The �rst subset speci�es the observing lim-its (i.e., the accessible region of sky in which the telescope pupil is completely illuminatedby a star). In this region, no part of the telescope pupil may be shaded by an obstruction.Photometric observations can be made only in this part of the sky.The second subset speci�es the region from which any part of the pupil may be il-luminated by the Moon. As the Moon can only appear between limits of about �30�declination, the \moonlight" part of the table need only include this range.Users should remember that trees have a tendency to grow larger, so that the \horizon"�le should be re-checked from time to time if nearby trees are signi�cant obstructions.Compilers of these tables should also bear this in mind, and leave a little margin for safetynear trees.I.4.1 Getting the dataIf the photometer has an eyepiece, one can easily check whether the pupil is clear orobstructed by examining the exit pupil formed by the eyepiece. If you have a choicebetween eyepieces, choose the lowest power available to get the largest pupil. You mayneed to examine the pupil image with a magni�er; another eyepiece will do.Telescopes without eyepieces can be checked by removing the instrument, and examin-ing the focal plane by eye. The image of any distant obstruction will appear in the focalplane. Nearby obstructions more than a focal length away will be imaged behind the focalplane. The edge of the dome will be visible as an out-of-focus blur seen on the far side ofthe primary.In either case, simply �x the telescope at a given declination (or azimuth, if it hasan alt-az mounting), and move it in the other coordinate toward the horizon until anobstruction appears. The \observing" limit is a position at which the obstruction is near,but completely outside of, the usable �eld. The \moonlight" limit is the position at whichthe last speck of sky disappears behind terrestrial obstructions. If the \observing" limit isset by mechanical obstructions, you may have to estimate the \moonlight" limit, or justadopt the true horizon to be safe.The measurements can easily be made in daytime, or during the brighter part oftwilight. It will be most convenient to determine the \observing" and \moonlight" limitson the same side of the sky together, and then to move to the other side of the sky. Thenecessary data can be gathered in a few hours, and will prevent many unpleasant surprises1{November{1992



I-12 APPENDIX I. FILE FORMATS REQUIRED FOR PHOTOMETRYwhile observing or in reducing observations.Near � = 90� � � and � = � � 90�, the limits change rapidly with declination, andshould be gathered at 1� intervals. If there are no irregular obstructions, an interval of10� is probably su�cient near the equator. You should assume that programs using theinformation in this table will interpolate linearly between the adjacent points, and adjustyour spacing accordingly. (A program should be available to produce a blank form to �llin.)I.4.2 Descriptor for the \horizon" tableA character descriptor is needed to specify which of three possible formats is actually used:MOUNTING: possible values are 'FORK', 'GERMAN', or 'ALTAZ'. 'ALTAZ' is self-explanatory; 'GERMAN' applies to \cross-axis" and other asymmetrical mountings thathave di�erent constraints, depending on which side of the pier the telescope tube is on.Everything else should be designated 'FORK', whether it really is a fork or yoke mount, orany other symmetrical form that is equatorially mounted and has no east-west di�erenceslike the German form (so called because it was �rst designed by Fraunhofer).In the case of an alt-azimuth mounting that displays only equatorial coordinates tothe user, it would be more convenient to use the 'FORK' form of table, despite the actualmounting. (This may be the case for the NTT, for example.) If only Right Ascensionis provided and not hour angle, the user will have to record the local sidereal time andcompute the hour angle. Even so, this will be less work, and is less likely to introduceerrors, than to convert between equatorial and horizon coordinates.Three separate table formats correspond to each of these three descriptor values. Thenext three subsections describe these three forms.I.4.3 MOUNTING='FORK'The independent variable (i.e., the reference column of the table) is labelled DEC, andcontains the declination in degrees. The table entries are the hour-angles of the variouslimits, measured in decimal degrees.Table I.4 shows the layout for fork mounts. Each column is described in detail below(cf. Table I.5). DEC OBSE MOONE OBSW MOONW+30. 285.4 279.3 104.5 109.1+20. 283.6 276.5 94.7 104.3+10. 280.3 272.7 91.1 99.50. 275.4 269.3 84.5 89.2{10. 270.1 262.4 80.2 84.6Table I.4: Example of partial table contents for fork-type equatorial mountings1{November{1992



I.4. HORIZON OBSTRUCTIONS I-13Column Label Contents Units Variable Type FormatDEC declination degrees R*4 real F7.2OBSE eastern observation limit degrees R*4 real F7.2MOONE eastern moonlight limit degrees R*4 real F7.2OBSW western observation limit degrees R*4 real F7.2MOONW western moonlight limit degrees R*4 real F7.2Table I.5: Column labels and contents in detail, for fork mountingsColumn label: DECThe values in the reference column are declinations, in decimal degrees. These are the�xed values set by the operator in compiling the obstruction-limit data. They should beaccurate to about 0.1 degree of declination.Column label: OBSEThe values in this column are the corresponding hour angles of the eastern \observation"limits, in decimal degrees. An accuracy of about 0.1 degree is adequate. Most telescopesread out hours and minutes instead; these should be acceptable inputs to the table-makingprogram, which should do the conversion. If hours and minutes of time are read, try toread hour angles to the nearest minute or better.In some cases, hour angles east of the meridian are read as negative values; in othercases, values will lie between 180� and 360� (12h and 24h). Both styles should be ac-ceptable. The minus sign may be omitted if the values are numerically smaller than 180�(12h).Column label: MOONEThe values in this column are the corresponding hour angles of the eastern \moonlight"limits, in decimal degrees.Column label: OBSWThe values in this column are the corresponding hour angles of the western \moonlight"limits, in decimal degrees.Column label: MOONWThe values in this column are the corresponding hour angles of the western \moonlight"limits, in decimal degrees.A simple sanity check on the tabular data is that the \moonlight" limits should alwaysbe closer to the horizon (i.e., farther from the meridian) than the \observing" limits,at every declination. The di�erence is approximately the angular size of the telescope1{November{1992



I-14 APPENDIX I. FILE FORMATS REQUIRED FOR PHOTOMETRYentrance pupil, as seen from the object that obscures the horizon. If the obscuration isnearby, the di�erence may be many degrees; if distant, it may be a fraction of a degree.I.4.4 MOUNTING='GERMAN'The independent variable (i.e., the reference column of the table) is labelled DEC, andcontains the declination in degrees. The table entries are the hour-angles of the variouslimits, measured in decimal degrees. All angles should be accurate to about 0.1 degree.These asymmetrical mountings su�er di�erent obscurations and mechanical limitswhen the telescope is east of the pier and west of the pier, so it is necessary to havea double-sized table. Each half of the table corresponds to the whole of a fork-mounttable, but for a particular side of the pier. Therefore, you should read the detailed de-scription in the previous section, for MOUNTING='FORK', before gathering the data fora German equatorial. It will probably be most convenient to gather all the data for the\telescope east of pier" position, and then all those for \telescope west".The column labels are the same as for the fork mount, but pre�xed by TE for telescopeeast of the pier, and TW for telescope west; see Tables I.6 and I.7.DEC TEOBSE TEMOONE TEOBSW TEMOONW TWOBSE TWMOONE TWOBSW TWMOONW+30. 5.6 {84.5 109.3 119.1 285.4 283.5 6.3 99.1+20. 5.3 {70.1 104.7 114.3 283.6 281.7 6.5 84.3+10. 5.4 {76.8 104.7 106.1 280.3 279.1 6.7 79.50. 5.4 {78.6 88.0 89.5 275.4 272.5 6.3 79.2{10. 5.7 {85.7 79.3 82.1 270.1 267.2 6.4 84.6Table I.6: Example of partial table contents for German equatorial mountingsTable I.6 shows the table layout for German equatorials. Each column is described indetail below; see Table I.7. See section I.4.3 on fork-mounts for more detailed discussionsof the quantities in the table, as the entries are basically the same for both types ofmounting.Column label: DECDeclination in decimal degrees. An accuracy of 0.1 degree is appropriate.Column label: TEOBSEEastern \observing" hour-angle limit (decimal degrees) for Telescope East of the pier, atthe given declination. Eastern hour angles may be given as negative quantities, smaller inmagnitude than 180�. 1{November{1992



I.4. HORIZON OBSTRUCTIONS I-15Column Label Tel. pos. Contents Units Variable Type FormatDEC E of pier declination degrees R*4 real F7.2TEOBSE E of pier \Obs." limit E degrees R*4 real F7.2TEMOONE E of pier \Moon" limit E degrees R*4 real F7.2TEOBSW E of pier \Obs." limit W degrees R*4 real F7.2TEMOONW E of pier \Moon" limit W degrees R*4 real F7.2TWOBSE W of pier \Obs." limit E degrees R*4 real F7.2TWMOONE W of pier \Moon" limit E degrees R*4 real F7.2TWOBSW W of pier \Obs." limit W degrees R*4 real F7.2TWMOONW W of pier \Moon" limit W degrees R*4 real F7.2Table I.7: Column labels and contents for German equatorialsColumn label: TEMOONEEastern \moonlight" hour-angle limit (decimal degrees) for Telescope East of the pier.Column label: TEOBSWWestern \observing" hour-angle limit (decimal degrees) for Telescope East of the pier.Column label: TEMOONWWestern \moonlight" hour-angle limit (decimal degrees) for Telescope East of the pier.Column label: TWOBSEEastern \observing" hour-angle limit (decimal degrees) for Telescope West of the pier.Column label: TWMOONEEastern \moonlight" hour-angle limit (decimal degrees) for Telescope West of the pier.Column label: TWOBSWWestern \observing" hour-angle limit (decimal degrees) for Telescope West of the pier.Column label: TWMOONWWestern \moonlight" hour-angle limit (decimal degrees) for Telescope West of the pier.1{November{1992



I-16 APPENDIX I. FILE FORMATS REQUIRED FOR PHOTOMETRYSpecial remarks on German mountingsOne should expect some \TEOBSE" and \TWOBSW" hour angles to lie near the me-ridian, because the telescope tends to run into the pier at declinations close to the latitude(i.e., near the zenith). There is the possibility that some telescopes cannot quite reach thezenith and may have small limits of either sign. For this reason, the minus sign cannot beoptional for hour angles east, for German equatorials.This mechanical limitation on setting the telescope may also a�ect the \moonlight"limits. Suppose the telescope is a reector with an open tube, and can just reach themeridian when it is near the zenith. Then the Moon can only shine on the mirror (in thisorientation) when it is high enough to shine in over the edge of the dome. As the lower edgeof the dome is usually about the same height as the intersection of the polar and declinationaxes, the telescope mirror is some distance below the bottom of the dome shutter when thetelescope points at the zenith. Then the Moon may have to be (say) 15� high to illuminatethe mirror, with the telescope on this side of the pier. Such considerations should be takeninto account in compiling tables for German equatorials. (See Table I.6 for examples.)In some cases (e.g., the ESO 1.5-meter), it is very inconvenient to move the telescopefrom one side of the pier to the other during the night. With some instruments, it maybe necessary to change wiring harnesses in reversing the telescope. Because photometryrequires e�cient use of telescope time, these situations make reversing the telescope im-practical. The best way to handle such cases is to designate the \telescope East" and\telescope West" conditions as separate foci in the observatory table �le. The obvioussu�xes to use are E and W. Then separate horizon-limit tables would be used for the twoconditions.I.4.5 MOUNTING='ALTAZ'The independent variable (i.e., the reference column of the table) is labelled AZI, andcontains the azimuth in degrees. Note that astronomical azimuth is normally measuredpositive eastward from the north point on the horizon. The table entries are the altitudesof the two limits, measured in decimal degrees.It should be obvious in this table that the \moonlight" limit is always less than the\observing" limit. As azimuth runs from 0� to 360� completely around the horizon, thereis no need to separate halves of the sky.Table I.8 shows the layout for this form. Each column is described in detail below (seeTable I.9).Column label: AZIAzimuth, in decimal degrees, at which a limit is determined. An accuracy of 0.1 degree isappropriate. 1{November{1992



I.5. INSTRUMENT CONFIGURATION AND RUN-SPECIFIC INFORMATION I-17Column label: OBSALTLimiting altitude for observations, in decimal degrees. An accuracy of 0.1 degree is ap-propriate.Column label: MOONALTLimiting altitude for moonlight, in decimal degrees. An accuracy of 0.1 degree is appro-priate.I.5 Instrument con�guration and run-speci�c informationInformation speci�c to a particular instrument is not so easy to categorize. There is someinformation connected with individual passbands that can naturally be stored in tabularform: the codes used for �lters, and the names of the bands, for example. But eachparticular type of detector has a di�erent set of characteristics, which in turn requiredi�erent sets of supplementary data. Furthermore, there are distinct modes of operationpeculiar to each type: we need dead-time information about photomultipliers only whenthey are used as pulse-generators, not in DC photometry or charge integration.I.5.1 Storage formatThis diversity of possibilities does not lend itself readily to MIDAS table structures. If, asis usual, only a single detector is used, it would be wasteful and inconvenient to burden atable with several columns containing identical detector data in every row. Furthermore,information that should be the same for every �lter, such as detector information for asingle-channel instrument, could become inconsistent if presumably duplicate entries werestored in table format. To include code to test for the consistency of such constant-valuedcolumns would impose overhead and maintenance problems for the programs that readthe table.A possible solution would be to use a table �le with one row per �lter, and to storeinformation that remains the same for all �lters in descriptors. This seems to be the policythat has been adopted for FITS tables. Then ordinary single-channel instruments couldkeep all the detector information in descriptors. But multi-channel instruments shouldAZI OBSALT MOONALT0. 5.4 4.5+10. 0.3 0.1+20. 3.6 2.7+30. 5.4 4.5Table I.8: Example of table contents for alt-azimuth mountings1{November{1992



I-18 APPENDIX I. FILE FORMATS REQUIRED FOR PHOTOMETRYColumn Label Contents Units Variable Type FormatAZI azimuth degrees R*4 real F7.2OBSALT max. altitude for observations degrees R*4 real F7.2MOONALT max. altitude for moonlight degrees R*4 real F7.2Table I.9: Column labels and contents for alt-azimuth mountingsstore the detector information for each passband in the table itself, restoring the problemof duplicated data for all the bands that use the same detector.On the other hand, some kind of array structure is needed to hold the information aboutdetectors in multi-channel instruments. But the channels do not necessarily correspondto passbands in a one-to-one way; for example, an instrument might use a blue-sensitivephotomultipler tube to measure U, B, and V, and a \red" tube to measure R and I(see the example in section I.5.7). We could store the detector information as MIDAS\descriptors"; then the problem is that instruments with multiple detectors would requiremulti-element descriptors, and a cross-reference table column to identify which detectorgoes with which �lter combination.A practical if not very elegant solution is to store everything in one physical table �le,which contains two logical sub-tables { one for passbands, and one for detectors. Eachsub-table contains an explicit index column, to allow explicit cross-references, despite anyrearrangement of the actual table rows. This index column serves as the natural sequencenumber within each sub-table. This reduces the number of �les the user has to keep trackof. Invariant information for the whole instrument then goes in the table �le's descriptors.Most of the information in this table is stored as strings, rather than numerical values,thus keeping the entries easy for humans to read. Many of the items make sense (and willbe looked for) only if others have particular values; see Tables I.10, I.11, and I.12.I.5.2 General instrumental informationThe two principal classes of information needed about photometric instruments concern�lters and detectors. We need two kinds of information for �lters and detectors: phys-ical information about the instrument itself, and logical information about the way it isrepresented in data �les { for example, the codes used to identify �lter positions.In addition, it is useful to know the condition of the telescope optics: clean opticsgive not only better signal/noise ratio than dirty ones, but also more stable zero-pointsfrom night to night. Sometimes it is possible to have the optics cleaned before a criticalobserving run; observers should consider this possibility.Some, but by no means all, of the required information is available in the ESO Archive{ mostly in the archive log �les [5]. This can be stripped out and used when it is available;when it is not, the observer will have to supply the information.In addition to information about the instrument itself, the reduction program needs toknow the structure of the data in their table �le (see section I.6, \Observational data").1{November{1992



I.5. INSTRUMENT CONFIGURATION AND RUN-SPECIFIC INFORMATION I-19Thus, you must make sure that information such as the number of �lter-code columnsand the �lter codes that correspond to particular passbands, which is in the instrument-description table, agrees with the actual data tables. Usually, this is determined by theprogram that converts raw data �les to table format.I.5.3 PassbandsTo identify the passbands, we need a small sub-table to hold the relation between codesrecorded in the raw data and the standard passband names (see Table I.10), as well asother information. The number of passbands should always be the number of rows in thetable, so there is no need to save it explicitly.Columns BAND and NBANDThe column named BAND gives the standard name of the band. This column contains8-byte character variables, and is normally displayed with A8 format.Standard values for the BAND column are:for the UBV(RI) system: 'U', 'B', 'V', 'R', 'I'for the 4-color system: 'u', 'v', 'b', 'y'for the H-beta system: 'betaW', 'betaN' (for Wide and Narrow, respectively)for red-leak �lters: the name of the main band followed by 'RL'; e.g., 'URL', 'BRL',etc. for \neutral" �lter combinations: the name of the band, followed by 'ND' if only onevalue of attenuation is used, or by 'ND1', 'ND2', etc., if more values are usedfor any opaque position: 'DARK' for a single detector; or 'DARK1', 'DARK2', etc. formultiple detectorsNotice that each distinct type of measurement counts as a separate band entry, includ-ing measurements made with di�erent neutral-density �lters, red-leak, and dark measure-ments. For example, a one-channel photometer with a �lter wheel that measures U, B, V,and the red leak in U, plus a slide containing open, opaque, and two neutral-density �lterswould have [4 �lters � (2 ND + 1 clear positions = 3 di�erent intensity measurements)] = 12 di�erent rows, plus a 13th row for the dark measurement. The combinations ofred-leak �lters that involve ND �lters should be named with the RL before the ND |e.g., URLND1. For more details, see the examples in subsection I.5.7, \Sample instrument�les".The column named NBAND contains an integer used for cross-referencing. An I4format is convenient. Normally, this is the reference column for the whole table �le.Column FILTCODE nIfNFILTCAR (see section I.5.4, \Filter descriptors") contains 1, a column headed FILT-CODE 1 gives the code in raw data �les that represents each position of the �lter carrier.If multiple �lter carriers are coded separately, the column FILTCODE n contains the cod-ing for the n-th carrier. On the other hand, it may be convenient to combine two or more�lter mechanisms into a single �lter-code column in the instrument table.1{November{1992



I-20 APPENDIX I. FILE FORMATS REQUIRED FOR PHOTOMETRYThe values used in the FILTCODE column(s) depend on the particular data-loggingsystem. They can even be the standard names of the bands. Thus, FILTCODE may justbe a duplicate of the BAND column. These columns are 8-byte character variables, andare normally displayed with A10 format.Some multichannel instruments have separate �lter mechanisms for each detector. Forexample, a two-channel instrument might use \red" and \blue" beams. Then the �ltersused in the \red" beam would not a�ect measurements made in the \blue" beam. In thiscase, the word \any" can be inserted in the �lter code for the beam that is not used witha given output channel (see examples below).For spectrometric multichannel instruments, there may be no choice of �lters for anychannel: the data from di�erent channels are distinguished by position rather than by codein the raw data. ThenNFILTCAR can be set to zero, and the FILTCODE column can beomitted from the instrument description �le. In this case, the separate channels must stillbe identi�ed on separate rows in the �nal data table �le (see section I.6, \Observationaldata") by the standard names of the bands.On the other hand, the Danish 6-channel spectrometer at La Silla has two separatemechanisms for inserting neutral-density �lters. In this case, one must append an ND codeto the passband name in the data �le (see section I.6, \Observational data"), to indicatethe combination of neutral �lters in use.Note that the OPTI-n keyword in the ESO Archive [5] includes other optical elementsthan �lters, and so is not uniquely related to the numbering of �lter wheels.Column NDVALUEIf \neutral" �lters are used, their quantitative e�ect should be stored in a column namedNDVALUE. The real number stored here should normally be the factor by which theintensity measured through the ND �lter should be multiplied to be on the same scale asdata taken without the ND �lter. Therefore, the numbers are normally all bigger thanunity, except for the un-attenuated passbands, for which one normally puts unity in thiscolumn. Because \neutral" �lters are not really neutral, the value will di�er somewhatfrom one passband to the next.Column NDETUSEDThe column named NDETUSED gives the number of the detector used to measure eachband. This number corresponds to the number stored in the NDET column of the detectorsub-table (see section I.5.5). It need not correspond to a data-logging code.Columns REDLEAK, RLTYPE, and MAKERSpecial problems arise with �lters intended to measure red leaks in blue and ultraviolet�lters. If the \red-leak" �lter is simply an uncemented sandwich of the short-wavelength�lter and a sharp-cuto� (long-pass) �lter to block the main passband, the leak will bemeasured about 8% too low, because of Fresnel reections at the two added air-glasssurfaces. An accurate red-leak measurement is possible only if the leak-measuring �lter is1{November{1992



I.5. INSTRUMENT CONFIGURATION AND RUN-SPECIFIC INFORMATION I-21a cemented combination, and if the leak-isolating component does not absorb (as Pyrexglasses do) at the wavelength of the leak. These problems are most easily handled byincluding some additional columns in the table (see table I.10).The column named REDLEAK contains an 8-character string that speci�es the treat-ment of red leaks in short-wavelength �lters. Possible values are 'MEASURED' if the redleak is measured by observations through a �lter that isolates the leak; 'BLOCKED' if acopper-sulfate or other blocking �lter is used; or 'IGNORED' if the leak is neither measurednor blocked. 'ABSENT' can be used for long-pass �lters, like the V of standard UBV. It isthe user's responsibility to determine that blocking is adequate, particularly if interference�lters and/or red-sensitive detectors are used. An unblocked red leak can produce verylarge transformation errors.If the leak is 'MEASURED', additional information is required, because most instrumentsdo not provide a true measurement of the red leak. The additional information is storedin character columns named RLTYPE and MAKER.Column RLTYPE may contain the values 'CEMENTED' if the ultraviolet and long-pass components are cemented together; 'LOOSE' if the two components are not opticallycontacted; 'UNKNOWN' if information is not available. If the �lters are loose, the two extraair-glass reections cause excess loss that must be accounted for.The column named MAKER may take the values 'CORNING' if a Corning or Kopp(successor to Corning) glass is used for the long-pass component of the red-leak �lter;'SCHOTT' if a Schott glass (or other non-Pyrex base glass) is used; or 'UNKNOWN' if in-formation is not available. This information is required because the Pyrex glass used as thebase for Corning �lters absorbs appreciably at typical red-leak wavelengths; the measuredleak must therefore be increased to compensate for the absorption.Column Label Contents Variable Type Format When usedBAND band name C*8 string A8 alwaysNBAND band number I integer I4 alwaysFILTCODE 1 �lter code for 1st wheel C*8 string A10 alwaysFILTCODE n �lter code for nth wheel C*8 string A10 NFILTCAR > 1NDVALUE attenuation factor R real F7.3 ND �lters usedNDETUSED detector number I integer I4 NDETS > 1REDLEAK red leak treatment C*8 string A8 alwaysRLTYPE RL �lter construction C*8 string A8 REDLEAK=MEASUREDMAKER RL isolating glass maker C*8 string A8 REDLEAK=MEASUREDTable I.10: Passband columns of the instrument table �leSometimes only the shortest-wavelength band of a system has red-leak problems (e.g.,U of UBV, or u of uvby.) However, if silicon detectors or red-sensitive photocathodesare used, blue and even green (\visual") bands may have red-leak problems, especially ifheavily reddened or late-type stars are observed.1{November{1992



I-22 APPENDIX I. FILE FORMATS REQUIRED FOR PHOTOMETRYNote that the importance of red leaks depends on the photometric system, the �lterset, the detector used, and the stars observed. Failure to treat red leaks correctly willproduce serious systematic errors, which cannot be \transformed away" by any reductionprogram. Worse yet, incorrect treatment of red leaks can propagate these errors (throughincorrect transformations) into data for early-type stars that otherwise have negligiblered-leak problems. It is the user's responsibility to be aware of these problems.For additional information on red leaks, see Shao and Young [8], besides the very brieftreatment on pp. 109 and 184 of Young [10]. Stetson [7] has illustrated how severe theproblem can be when cool objects (light bulbs!) are observed with CCDs. Note his warn-ing: \Don't be satis�ed with statements like `The red leak is negligible'." Unfortunately,the important cautionary remarks of A�zusienis and Strai�zys [2] regarding reddened starsare available only in Russian. They show that the simple correction formula used by Shaoand Young [8] is not correct for heavily reddened stars.To sum up, one may say that red leaks should be measured whenever they exceed theaccuracy desired in the �nal results { which is more often than you might think.I.5.4 Instrument descriptorsProperties of the instrument that are associated with the instrument as a whole, ratherthan with a particular �lter or detector channel, belong in descriptors in the instrumenttable �le. Most of these relate to the �lter mechanisms. In addition, it is convenient tohave a character*72 descriptor called INSTNAM that gives the name or designation ofthe particular instrument; and one to describe the condition of the telescope optics, whichwill be treated at the end of this section. The descriptors are summarized in Table I.11.Filter descriptorsThe two most critical types of physical information needed about the �lters themselvesare (1) what are their transmission curves? and (2) does the instrument either regulate ormeasure their temperature? Filter temperature is important, because �lters are somewhatmore temperature-sensitive than detectors (see [9], and pp. 105-108 of [10]). In addition,we need to know how many di�erent �lter-code �elds appear in the data. Bearing all thisin mind, here are the descriptors for �lters:Descriptor NFILTCARThis integer descriptor tells the number of �lter-code �elds in the data �les, and hencethe number of FILTCODE n columns in the instrument table. It is usually the same asthe number of �lter carriers (usually wheels or slides). NFILTCAR is the logical ratherthan the physical number of carriers; if two or more �lter wheels are encoded as a singlecharacter in the data, there is e�ectively only one �lter wheel, as far as data handling isconcerned.If one �lter mechanism carries chromatic �lters and another carries \neutral" �lters,the total number of bands (i.e., rows) in the table should be the product of the numberof positions in the two carriers. Thus, a 4-position main �lter wheel and a 3-position1{November{1992



I.5. INSTRUMENT CONFIGURATION AND RUN-SPECIFIC INFORMATION I-23attenuator in the same measuring beam give 12 total passband combinations. These maybe described as a single logical �lter mechanism if the positions of the two wheels areindicated in adjacent data columns that can be combined into a single code �eld. Theymay equally well be treated as two logical �lter carriers with separate code columns.It is also possible to have two �lter wheels in series, arranged so that one wheel carrieschromatic �lters for one photometric system, but \neutral" �lters for another, whosechromatic �lters are in the second wheel. Then only the combinations that make senseneed be included in the instrument table; those that would put two neutral �lters in series,or two chromatic �lters of di�erent systems, can be omitted. (Note that there might beuseful combinations of two chromatic �lters: if one wheel contains UBV �lters and theother contains uvby �lters, one might combine a V �lter with u to give a uRL combination.)Character descriptor FILTCATIf curves are available for the �lters used, this holds the name of a MIDAS catalog �lethat points to individual table �les, which in turn hold the transmission data.The individual �lter table �les should give transmittance (column name TRANS) asa function of wavelength in nanometers (column name LAMBDA). Each �lter's table �leshould contain a character descriptor named BAND that names the passband for whichthat �lter is used.If no �lter curves are available, FILTCAT should contain only spaces.Character descriptor FILTSTATThis descriptor speci�es the state of �lter temperature control. It contains the value'REGULATED' if �lter temperature is regulated; 'MEASURED' if �lter temperature is meas-ured; and 'DOME' if �lters are unregulated, and approximately at dome temperature.If FILTSTAT= 'REGULATED', there may be a Real*4 descriptor named FILTTEMPin the instrumental \.tbl" �le, giving the temperature of the set-point in kelvins. IfFILTSTAT= 'MEASURED', there should be a data column named FILTTEMP in thedata �les (see next section) that contains the measured �lter temperature.Name Contents Variable Type When usedINSTNAM name of instrument C*72 string alwaysNFILTCAR no. of �lter carriers I integer alwaysFILTCAT �lter catalog name C*80 string alwaysFILTSTAT �lter thermostating C*9 string alwaysFILTTEMP �lter temperature R*4 real FILTSTAT=REGULATEDNDETS no. of detectors I integer alwaysCONDITION condition of optics C*7 string alwaysTable I.11: All possible Descriptors for the instrumental \.tbl" �le1{November{1992



I-24 APPENDIX I. FILE FORMATS REQUIRED FOR PHOTOMETRYI.5.5 DetectorsThe number of detectors is always kept in an integer descriptor,NDETS. This is ordinarilythe same as the number of output data channels from the instrument.Columns NDET and DETNAMEThe integer column named NDET contains the sequence number for the detector sub-table.Each detector channel has its own row in this sub-table. For multichannel instruments thatdevote one detector to each passband, these rows can be considered a natural continuationof the rows of the passband sub-table. In this case, the NBAND and NDET columns shouldhave the same values within each row.The A*16 column named DETNAME is optional, and is provided only for the user'sconvenience. As its name indicates, it can hold a character string naming the detector.Column DETCODEIf a multichannel instrument indicates which channel is being read out by a code, it shouldbe kept in a column named DETCODE.Column DETThe detector type should be speci�ed, so that programs using the data can have approx-imate information about the spectral response and other characteristics of the detector.The primary indicator is a character column, DET, which contains 'PMT' if the detector isa photomultiplier; 'SILICON' for Si-CCDs and Si photodiodes; or 'OTHER' for any othertype. (As detector technology evolves, one would expect to extend this list.)Photomultipliers: DET=PMTThe spectral responsivity of a photomultiplier depends on the photocathode composition,the window composition, and the mode of illumination (i.e., from the vacuum side orthe substrate side). For many common situations, these factors have been combined intostandard spectral responses known as \S-numbers" (S-1, S-4, S-20, etc.) that are usedby most, but not all, manufacturers. The spectral response should therefore be indicatedby a character column named SNUMBER, containing the S-number, if it is known (e.g.,'S-13'). Other valid string values are 'BIALKALI' for \bialkali" photocathodes with glasswindows; 'QBIALKALI' for \bialkali" photocathodes with fused-quartz windows; 'GAAS'for gallium arsenide \negative-electron-a�nity" photocathodes with glass windows; and'QGAAS' for gallium arsenide \NEA" photocathodes with fused-quartz windows. Any spec-tral response markedly di�erent from these should be agged as SNUMBER='OTHER', andthe spectral response supplied in a separate table �le, as described under DET='OTHER'(see section I.5.5).Photomultipliers are used in di�erent modes, which have di�erent properties. This isspeci�ed by a character column MODE, whose values may be 'PC' for pulse counting;'DC' for DC photometry; or 'CI' for charge integration.1{November{1992



I.5. INSTRUMENT CONFIGURATION AND RUN-SPECIFIC INFORMATION I-25If MODE='PC', additional information is needed to describe the pulse-overlap (\dead-time") correction. This is given in another character column, DEADTYPE, which canhave the values 'EXTENDING', for a paralysable counter, or 'NONEXTENDING', for a non-paralysable counter. If the counter's behavior is unknown, and cannot be determined,set DEADTYPE='UNKNOWN'. The estimated value of the dead-time parameter itself, inseconds, goes in a Real*4 column called DEADTIME, and the uncertainty of the dead-timeparameter, again in seconds, goes in a Real*4 column called DEADTIMEERROR.Users should be aware that, because pulse pile-up partly o�sets coincidence losses, thee�ective dead-time parameter depends on a combination of the resolution of the discrim-inator, the discriminator setting, and the characteristics of the individual photomultiplierunder actual conditions of use, such as temperature and voltage, that a�ect the pulseshape and pulse-height distribution. Therefore, it is essential to keep these parameters�xed during a run. Also, the e�ective dead-time parameter should be determined fromactual photometric data gathered for the purpose of determining its value accurately;nominal values of pulse-resolution times from manufacturers, or pulse-resolution times de-termined with pulse generators, are not suitable for correcting photometric measurements.Column COOLINGAs the stability of zero-points and transformation coe�cients depends partly on the de-tector temperature, information must be given on the detector cooling arrangements.This is stored in a character column called COOLING, which may contain the strings'REGULATED' if an active closed-loop cooling system is used (either thermoelectric orsome other servo-controlled cooling); 'UNREGULATED' if the tube is cooled in some way,but not regulated; 'ICE' if ordinary (water) ice is used as coolant; 'DRYICE' if dry ice(solid carbon dioxide) is used without a heat-transfer uid; 'MEASURED' if the temperatureis measured but not regulated; or 'NONE' if the PMT runs at ambient temperature.One should be careful not to push temperature-regulated systems beyond their capab-ilities. A servo-controlled system that tries to cool all the time and never oscillates aboutits set point is, in fact, unregulated rather than regulated. As long as dark current is wellbelow sky measurements, dark noise probably adds little to the photon noise from thesky, and additional cooling is unnecessary. If the dark current is kept a little above theminimum possible value, so that it remains in the strongly temperature-dependent regime,it serves as a useful indicator of tube temperature and health.If dry ice is used with a low-viscosity heat-transfer liquid such as ethyl acetate orFreon-11, COOLING should be set to 'REGULATED'; but if dry ice is used with a viscousuid such as alcohol, 'DRYICE' should be used. Note: Freon-11 is one of the CFCs mostdestructive to the ozone layer, and should be avoided.If COOLING='REGULATED', a Real*4 column named DETTEMP should contain theestimated detector temperature in kelvins. With dry ice and ethyl acetate, the value inDETTEMP should be 195, corresponding to �78�C.If COOLING='MEASURED', detector temperatures should be part of the regular datastream. In this case, a Real*4 data column DETTEMP should be in the data �les, ratherthan in the instrumental \.tbl" �le. (Cf. the similar usage of FILTTEMP, and further1{November{1992



I-26 APPENDIX I. FILE FORMATS REQUIRED FOR PHOTOMETRYdetails in the next section.)Column Label Contents Variable Type Format When usedDET detector type C*8 string A8 alwaysDETNAME detector name C*12 string A12 optionalNDET detector number I integer I4 alwaysDETCODE detector code C*8 string A8 if dets. are codedSNUMBER PMT S-number C*9 string A9 DET=PMTMODE PMT mode (PC/DC/CI) C*9 string A9 DET=PMTDEADTYPE PMT deadtime type C*12 string A12 DET=PMTDEADTIME PMT deadtime (sec) R*4 real E8.3 DET=PMTDEADTIMEERROR PMT deadtime error R*4 real E13.2 DET=PMTCOOLING detector cooling C*12 string A12 alwaysDETTEMP detector temperature R*4 real F8.1 COOLING=REGULATEDSPECTRESPTBL actual spectral response C*(*) string A (see section I.5.5)BLUERESP CCD blue response class C*8 string A8 DET=SILICONTable I.12: Detector columns of the instrument table �leSilicon photodiodes and CCDs: DET=SILICONUnfortunately, the spectral responses of these devices are quite varied, depending on detailsof manufacturing (e.g., polysilicon vs. aluminum electrodes; thinned vs. non-thinned),preparation (use of blue-enhancing treatments such as phosphors, UV-irradiation, andashgates), and use (front-side vs. back-side illumination). The response also depends ontemperature, as it does for all semiconducting materials.The preferred method of handling this problem is to use a table of (averaged) spectralresponsivity determined for the individual device under actual conditions of use. Thismeans using the spectral-response table �le described under DET=OTHER (section I.5.5).The name of the table �le should be contained in a character column named SPECTRESPTBL,of adequate width to hold a �le name (see section I.5.5 for a description of the �le). Ifno table is available, this column can be omitted. If tables are available for only somedetectors, the column should exist, and contain blanks in the rows of detectors lackingdetailed information.Even if no detailed spectral response is available, it is sometimes necessary to makea rough guess at the spectral response, particularly for planning purposes. Then, ifSPECTRESPTBL is missing, there should be a character column named BLUERESP thatgives some indication of the expected blue response. Valid string values are 'FRONT' forfront-side illumination of a normal CCD, with no phosphor coating; 'BACK' for thinned,un-enhanced CCDs illuminated from the substrate side; 'ENHANCED' for CCDs treated1{November{1992



I.5. INSTRUMENT CONFIGURATION AND RUN-SPECIFIC INFORMATION I-27by UV irradiation, special gases, or ashgate; or 'PHOSPHOR' for CCDs coated with ablue-sensitive phosphor. These general categories provide some information on spectralresponse, but it may easily be in error by a factor of 3 or more.As for PMTs, the COOLING column is required. Usually, CCDs are cooled withliquid nitrogen, but are actually kept thermostatted by a servo system. In this case,COOLING='REGULATED'. The same applies to chips cooled thermoelectrically, in mostcases. Occasionally one �nds unregulated cooling; then COOLING='UNREGULATED', andthe treatment is the same as for cooled but unregulated PMTs (see above).Other detectors: DET=OTHEROther detectors require a spectral-response table �le, whose name should be the contents ofa character column named SPECTRESPTBL in the detector sub-table of the instrumental\.tbl" �le.This spectral-response table �le uses a column named 'LAMBDA' (containing wavelengthsin nanometers) as the reference column. Responsivities, in amperes per watt, go in acolumn named 'RESP'. (Observers who have di�culty converting manufacturers' datafrom microamperes per microwatt to amperes per watt should be encouraged to take upa less demanding �eld than photometry.) Alternatively, responsive quantum e�cienciescan be put in a column named 'RQE'; this quantity is dimensionless. All these data areReal*4. The table should contain one character descriptor, named RESPTYPE, whosevalue is either 'RESP' or 'RQE', to indicate which type of data are tabulated.The remarks made above about the COOLING column apply here also; see the dis-cussions given in connection with PMTs and CCDs.I.5.6 Telescope opticsFinally, the condition of the telescope optics should be stored in a character descriptornamed CONDITION in the instrumental \.tbl" �le. Possible values are 'CLEAN', if themirrors have been re-coated or cleaned within two weeks of the observing run, and/or aashlight beam is barely visible on optical surfaces; 'AVERAGE', if a ashlight beam isplainly visible on the optical surface, but the dirt is not very bad; and 'DIRTY', if shininga ashlight beam on the primary produces a sensation of revulsion in a trained observer.Obviously, some experience is required to judge these categories accurately.I.5.7 Sample instrument �lesBecause the instrumental table �le is rather complicated, and has a variable structure thatdepends on the nature of the instrument, here are some examples.A simple photometerFirst, consider a very simple 1-channel UBV photometer. Let us assume a rather minimalinstrument: no cooling or temperature regulation, and simple DC photometry. Thisresembles the instrument with which the UBV system was �rst set up. Here is the table:1{November{1992



I-28 APPENDIX I. FILE FORMATS REQUIRED FOR PHOTOMETRYDescriptor values:NFILTCAR = 1NDETS = 1FILTSTAT = DOMEFILTCAT = ' ' (blank string)CONDITION = AVERAGE Passband sub-tableNBAND BAND FILTCODE 1 REDLEAK RLTYPE MAKER----- ---- ---------- -------- ------ -------1 U 3 MEASURED LOOSE CORNING2 B 1 IGNORED3 V 2 ABSENT4 URL 4 ABSENTDetector sub-tableNDET DET SNUMBER MODE COOLING---- --- ------- ---- -------1 PMT S-4 DC NONETable I.13: Instrument table �le for a simple photometerAs there is only one detector, we need not include the NDETUSED column.A modern single-channel photometerNext, consider a more modern photometer that uses pulse-counting. It has a \neutral"�lter in addition to standard uvby �lters. The \neutral" �lter is in series with the passband�lters, and is used to determine the dead-time correction. The positions of these two �ltermechanisms are recorded as two adjacent digits in the data, so we can treat them as asingle �lter code; the second digit is 1 when the \neutral" �lter is in the beam.There is also a shutter whose position is encoded separately in the data stream: 0means open, 1 means shut. This can be treated as a second logical �lter mechanism.The photomultiplier in this modern instrument is in a thermoelectrically cooled cham-ber, regulated to run at 0� C (273 K). Table I.14 shows what we get.Again, there is only one detector, so we need not include the NDETUSED column.A modern two-channel photometerNext, consider a more elaborate UBVRI photometer with two channels (a \red" and a\blue" tube). We suppose it has separate �lter wheels in the two beams; the �rst �lterwheel contains the UBV �lters, and the second has the R and I �lters. Filter position 0 ineach wheel is opaque; note that we need separate DARK codes for the two channels. Red1{November{1992



I.5. INSTRUMENT CONFIGURATION AND RUN-SPECIFIC INFORMATION I-29Descriptor values:NFILTCAR = 2NDETS = 1FILTSTAT = DOMEFILTCAT = ' ' (blank string)CONDITION = AVERAGE Passband sub-tableNBAND BAND FILTCODE 1 FILTCODE 2 NDVALUE REDLEAK RLTYPE MAKER----- ---- ---------- ---------- ------- -------- -------- ------1 u 10 0 1.000 MEASURED CEMENTED SCHOTT2 v 20 0 1.000 BLOCKED3 b 30 0 1.000 BLOCKED4 y 40 0 1.000 BLOCKED5 uND 11 0 9.897 MEASURED CEMENTED SCHOTT6 vND 21 0 9.763 BLOCKED7 bND 31 0 9.674 BLOCKED8 yND 41 0 9.695 BLOCKED9 DARK any 1Detector sub-tableNDET DET SNUMBER MODE DEADTYPE DEADTIME DEADTIMEERROR COOLING DETTEMP---- --- ------- ---- --------- -------- ------------- --------- -------1 PMT QBIALKAI PC EXTENDING 6.74E-8 4.2E-9 REGULATED 273.Table I.14: Instrument table �le for a typical modern photometerleaks are blocked, and �lter temperatures are measured.If the �lter wheels had been in series instead of in separate beams, the unused wheelwould have to be set to a clear position, instead of the \any" entered in the �rst �ve linesof Table I.15.Because we have two detectors, the NDETUSED column is mandatory; see Table I.15.In our example, the \blue" tube is uncooled, but its temperature is measured; while the\red" tube is cooled with dry ice. Both run in charge-integration mode.CCD photometryOur �nal example is an instrument-description �le used for B and V magnitudes extractedfrom CCD frames. The CCD is a front-illuminated chip, run at 180 K. The �lters are atambient temperature, uncontrolled. Bands are identi�ed by name in the �le of extractedvalues.The instrumental description is in Table I.16. Notice how this resembles the primitive1{November{1992



I-30 APPENDIX I. FILE FORMATS REQUIRED FOR PHOTOMETRYDescriptor values:NFILTCAR = 2NDETS = 2FILTSTAT = MEASUREDFILTCAT = ' ' (blank string)CONDITION = AVERAGE Passband sub-tableNBAND BAND FILTCODE 1 FILTCODE 2 REDLEAK NDETUSED----- ---- ---------- ---------- ------- --------1 U 1 any BLOCKED 12 B 2 any BLOCKED 13 V 3 any ABSENT 14 R any 1 BLOCKED 25 I any 2 ABSENT 26 DARK1 0 any 17 DARK2 any 0 2Detector sub-tableNDET DET SNUMBER MODE COOLING---- --- ------- ---- --------1 PMT S-13 CI MEASURED2 PMT GAAS CI DRYICETable I.15: Instrument table �le for a two-channel photometerUBV photometer in the �rst example.I.6 Observational dataEvery instrument seems to produce its data in a di�erent format. However, it is relativelysimple to re-format the data to a standard form; MIDAS table �les are the obvious stand-ard form to use. Usually the conversion is done in two steps: �rst reformat the existingdata as an ASCII �le with all records in the same format, and then convert this ASCII�le to MIDAS table format.The ASCII re-formatting can be done by a user-written program, or by using UNIXtools such as the stream editor (sed) and the table-oriented programming language awk.While the UNIX manual pages provide little useful information on these tools, there aresome excellent books available, such as [4] and [1].Often, much of the work has already been done. If a program exists that reads thecurrent instrumental data, it can readily be modi�ed to read the data and then reproducethem as an ASCII �le, suitable for conversion to MIDAS table format. The data-reading1{November{1992



I.6. OBSERVATIONAL DATA I-31Descriptor values:NFILTCAR = 1NDETS = 1FILTSTAT = DOMEFILTCAT = ' ' (blank string)CONDITION = AVERAGE Passband sub-tableNBAND BAND FILTCODE 1 REDLEAK----- ---- ---------- -------1 B B BLOCKED2 V V BLOCKEDDetector sub-tableNDET DET BLUERESP COOLING DETTEMP---- ------- -------- --------- -------1 SILICON FRONT REGULATED 180.Table I.16: Instrument table �le for a simple CCD setuppart of the existing program is adaptable as the front end of the reformatter. To simplifythe conversion, FORTRAN routines will be made available to handle the back end. Thus,very little work really has to be done. In any case, the reformatting program only has tobe written once for a given instrument.ESO telescopes provide relatively clean data �les, but these �les contain more thanone kind of record. Thus, even these data �les must be reformatted before they canbe converted to MIDAS tables by the CREATE/TABLE command. Programs will beprovided to convert data from ESO telescopes to the standard table format.I.6.1 Required observational dataA certain minimum set of data is required to make observations reducible. These are theidentity of the object measured; the identity of the bandpass in which the measurement wasmade; the time of the observation; and, for integration-type measurements, the durationof the integration. Table I.17 describes the basic table-�le columns in detail.What was the measurement?The measurements themselves should be stored in a column with the label SIGNAL. Theseare Real*4 data; the format speci�ed in the table may depend on the instrument. Oftenthe readings are recorded as integers; then assume the decimal point at the end of the�eld.Programs will expect that SIGNAL represents the integration of the photon ux forthe exposure time given in the EXPTIME column (see section I.6.1). That is, it is the1{November{1992



I-32 APPENDIX I. FILE FORMATS REQUIRED FOR PHOTOMETRYratio of SIGNAL to EXPTIME that represents an actual photon count rate, or intensity,if the exposure times vary.This assumes the data are in arbitrary intensity units (times time). Sometimes onemust deal with data in the form of magnitudes, as in re-reducing old data, or data meas-ured from strip-charts with a magnitude ruler. In that case, the column label should beRAWMAG; see Table I.18. Programs will expect RAWMAG to be the usual negativelogarithms of intensities; that is, RAWMAG values only use EXPTIME in determiningweights.Except for pulse counting with photomultipliers, where reasonably accurate modelsexist for the nonlinearity, the SIGNAL values should have been corrected for nonlinearity.In any case, the EXPTIME values should have been corrected for di�erences betweennominal and actual exposure times. Such corrections are especially important for CCDdata, where they can vary across the frame (see Stetson [7]).What was measured?An OBJECT column gives the name of the object observed (usually a star name). Manyinstruments record only a code for the object, instead of a name. These codes must beturned into standard names for the observational-data tables. Presumably the owners ofsuch instruments already have software to do this that can be cannibalized for the formatconversion.For measurements of dark current, the OBJECT column should contain the wordDARK. As dark measurements must be referred to the electrical zero of the system, theyare usually accompanied by such measurements. The electrical-zero values should beidenti�ed as ZERO in the OBJECT column. If no such data exist, they will be assumednumerically zero.Naming the object is simple when the measurement is just star + sky; one normallyuses the name of the star. However, sky observations must be matched up with the properstars. This is not a trivial task, for multiple sky observations may be used for one singlestar, and multiple star observations may have to share a single sky measurement.Thus, \sky" alone is not a su�cient identi�cation; it must be something like \skyfor such-and-such a star". A related problem is to know the coordinates where the skyis observed, which are needed in modelling the sky brightness. In critical cases, it iscommon practice to measure sky on two or more positions around a target object, andthese positions must be identi�ed. Finally, we must be able to use sky-subtracted data,for which the sky brightness may no longer be available (some CCD photometry falls inthis category).A general treatment of this problem requires a column called OBJECT, bearing theusual name of the object (as in the star tables); a column labelled STARSKY, to distinguishbetween star+sky, star alone, or sky alone; and additional columns to identify the skyposition.Valid strings for the STARSKY column are STAR for the sum (star + sky); SKY forsky alone; and DIFF for the di�erence. The latter is often produced in CCD photometry.Note that SKY data may still be useful in this case.1{November{1992



I.6. OBSERVATIONAL DATA I-33The position where sky was measured can be speci�ed by its o�sets from the star inboth coordinates. Usually, these will be in two columns named SKYOFFSETRA andSKYOFFSETDEC, to identify the sky position used. These are convenient in most cases,as observers usually o�set in just one coordinate. Often only one sky position is used,nearly always o�set in the same direction. For users of alt-azimuth mountings, theselabels can be replaced by SKYOFFSETALT and SKYOFFSETAZ; see Table I.18.It can be foreseen that lazy observers will �ll up these columns with zeroes. Theyshould be warned that assuming the sky position to coincide with the star, combined withmeasuring the sky always on the same side of a star, can introduce systematic errors,because of the gradient of sky brightness with zenith distance. For faint stars this maynot be negligible, particularly if the o�set is always in declination, which tends to correlatestrongly with zenith distance.Some telescopes record the apparent position of each measurement. In such cases, itwill be more convenient to use columns named SKYRA and SKYDEC instead of o�sets(see Table I.18).In clusters and variable-star �elds, the sky may be measured in a common positionfor a group of stars. In this case, the observations of a group are delimited by puttingBEGINGROUP in the OBJECT column at the start of the group, and ENDGROUP at the end.Then the sky position(s) should be given as absolute coordinates in a star-catalog MIDAStable �le, identi�ed there as a string beginning with the word SKY. The R.A. and Dec.for these sky positions can generally be determined accurately enough by reference tosome star on �nding charts, or by interpolation among the known positions of variableand comparison stars. Normally, these reference sky positions will simply be includedin the program-star table �les, with OBJECT names like 'SKY for NGC 7789' or 'SKYposition 1 for RU Lupi'. This allows several distinct sky positions to be measured inthe neighborhood of such a group.Because MIDAS tables may in principle be sorted on any column, and because groupsdelimited by BEGINGROUP and ENDGROUP are inherently time-dependent, programs usingsuch data must make sure the data are sorted in time sequence. This is not normallya problem, as time is the natural independent variable in such a list of observations.However, observers must be sure that the MJD OBS column is correct for the BEGINGROUPand ENDGROUP pseudo-objects.Bandpass and detector identi�cationThe bandpass in which the measurement is made must be identi�ed. The bandpass nameis recorded in a column labelled BAND. (This name, combined with the information in theinstrument �le, is used to identify the detector in multichannel instruments.) Standardpassband names should be used: 'V', 'B', 'U', 'URL', 'R', 'I', 'u', 'v', 'b','y', 'betaW', etc. These should agree with the notation used for standard indices for thestandard stars (see section I.2, above, which describes standard-star table �les). Standardband names are also listed in subsection I.5.3, \Passbands".For DARK measurements, a digit must be appended to indicate the detector number,if more than one detector is used: DARK1, DARK2, etc. If red leaks are measured for two1{November{1992



I-34 APPENDIX I. FILE FORMATS REQUIRED FOR PHOTOMETRYColumn Label Contents Units Variable Type FormatSIGNAL object measurement exposure R*4 real Fw.dOBJECT object identi�cation C*32 string A32STARSKY star/sky identi�cation C*4 string A8SKYOFFSETRA sky measurement position arcsec R*4 real F4.0SKYOFFSETDEC sky measurement position arcsec R*4 real F4.0BAND passband identi�cation C*8 string A8MJD OBS start of integration days R*8 real F12.5EXPTIME duration of integration seconds R*4 real F8.3COMMENT comment �eld C*32 string A32Table I.17: Basic column speci�cations for observational-data tablesor more passbands, they must be plainly marked; e.g., 'URL', 'BRL', etc. If \neutral"�lters are used to measure nonlinearity, as is often done with pulse-counting systems,the appropriate su�x 'ND' (for a single attenuator), or 'ND1', 'ND2', etc., should beappended to the BAND value.Often a �lter position is carried in the original data as a code. Such informationmust be decoded to a standard band name in the observation-table �le. The decodinginformation is normally found in the instrumental table �le.Timing informationIt is not always easy to identify \the" time of an observation. Some instruments recordthe time at which the observation began; some record the end of the measurement, oreven the time at which the readout was recorded; very few record the middle of theexposure. The ESO Archive records the starting time of the observation, recorded ina FITS-header keyword named MJD-OBS. Because of problems in MIDAS with stringscontaining embedded minus signs, the column label used here is MJD OBS. This quantityis the geocentric Julian Date at the start of the integration, minus 2400000.5 days. Toretain adequate precision (1 second is required), this must be stored in double precision.Note that this is geocentric, not heliocentric MJD. It is not suitable for use in com-puting phases of eclipsing binaries and the like without light-time corrections.Having accepted a starting time as the basic timing datum, we must in every case havean integration time, even for data (like DC photometry) where this is not directly involvedin calculating signal strength. In any case we would need this information for weightingpurposes. Again the ESO Archive name is used as column label: EXPTIME.Comment �eldComments are so common, and so useful, that a 32-byte COMMENT column should beconsidered part of the basic data, even though it may be blank for the majority of the1{November{1992



I.6. OBSERVATIONAL DATA I-35data. This �eld may be used to append comments to a particular observation, such asDOME IN THE WAY?, MOON ON MIRROR, or CONTRAIL.General comments, such as Cirrus low in NW, or LUNCH BREAK, should be stored asdata with the OBJECT �eld set to COMMENT. Comments longer than 32 characters canbe split into 32-byte pieces with the same time value. The time �eld MJD OBS shouldalways be �lled in, but the rest can remain unde�ned.I.6.2 Additional informationSeveral other data are useful, or even essential. Some of these, like temperature andhumidity, are independent variables that are likely to a�ect sensitivity and spectral re-sponse. Atmospheric pressure, apart from very small e�ects, is directly proportional to theRayleigh optical depth of the Earth's atmosphere, which is the most wavelength-dependentpart of the extinction. Additional instrumental parameters, like the size of the measuringaperture or the high voltage used on a photomultiplier, are essential and must be recordedfor each observation if they vary. Some systems have gain steps that must be recordedfor every observation. Quasi-neutral attenuators may be used to calibrate nonlinearity;such information must be provided to the reduction program. The Geneva quality-controlparameters [3] may be available; again, they should have separate columns in the table.Measurements from a seeing monitor may also be available.Table I.18 describes these additional columns in detail.Temperature and humidity dataThe most temperature-sensitive parts of most photometric instruments are the �lters, thedetector, and the electronics. The likely temperature coe�cients are of similar orders ofmagnitude: generally several tenths of a percent per degree. As temperatures usually varyby several degrees during a run, temperature e�ects are likely to exceed 0.01 magnitude.Although the ESO Archive standard is to record temperatures in kelvins, this is ofteninconvenient. Temperature data may be recorded in Fahrenheit or Celsius, or in somescale with perfectly arbitrary units, such as the output of some uncalibrated thermistorsensor. Although Celsius or Kelvin degrees are a useful basis for judging whether theactual size of an apparent temperature coe�cient is reasonable, the reduction programsimply needs an independent variable to work with. Therefore, if the temperatures arenot in kelvins, the appropriate units should be provided in the table �le (if temperaturesare in a column), or as a comment.The temperatures of �lters and detectors were discussed in previous sections dealingwith instrumental parameters. If they are regulated, such data should be stored in Real*4descriptors in the instrumental \.tbl" �les (see above). If they are measured, they shouldbe in data columns with the labels FILTTEMP and/or DETTEMP.If temperatures are measured only occasionally, and not with every observation, thevalues should still be recorded in columns of the data table �le. In this case, the temperat-ure measurements are essentially asynchronous with the photometric measurements; thenthe OBJECT column should contain the word FILTTEMP or DETTEMP, as appropriate,1{November{1992



I-36 APPENDIX I. FILE FORMATS REQUIRED FOR PHOTOMETRYand the temperature columns will contain the \unde�ned" value for actual observations.For example, in the ESO Archive log�les, DOME TEMP is recorded every 15 minutes.This should be used for FILTTEMP if the �lters are at ambient temperature, and forDETTEMP for an uncooled detector.If �lter and detector temperatures are otherwise regulated or recorded, it may stillbe useful to record DOMETEMP in the data �le as a Real*4 column. The times andtemperatures can be stripped out of the log�les and stored in the observational-data �les.Relative humidity is treated exactly the same way. The column label is RELHUM,and this should be put in the OBJECT column for sporadic readings.Note that the times must be converted to Real*8 because of the MJD format required!As data in the ESO Archive log�les are stored in hh:mm:ss form, they will have to beconverted.PressureSome observatories have accurate information available on atmospheric pressure. If it isroutinely available for every measurement, it should go in a column labelled PRESSURE,with the SI unit kPa. Note that pressures read from aneroid (dial-type) barometers arenot very accurate, and probably should not be used. Only absolute pressures should berecorded, not values \corrected to sea level".Measuring apertureThe wings of a telescopic image are due to surface scattering caused by microroughness ofpolished optical surfaces, and to (usually) a much smaller extent to scattering by dirt onthe optics. Contrary to popular mythology, atmospheric e�ects are quite negligible. Thesewings contain some tens of per cent of the total starlight, for typical surface quality. If themeasuring aperture varies, a varying amount of starlight will be excluded. Furthermore,the excluded fraction is wavelength-dependent; so the transformation from instrumental tostandard system changes. Therefore, the �eld stop, physical or synthesized, within whichthe measurements were made, should always be constant.Unfortunately, sometimes it is necessary to combine measurements made with di�erent�eld stops. Observers should realize that this really means di�erent instruments; thedi�erences are usually several per cent. Calibration data should be taken (i.e., several starsof di�erent colors observed with all the apertures used) to determine the transformationsbetween them.Usually, the actual aperture sizes are only approximately known. In any case, theactual variation of the excluded energy fraction with radius is not accurately predictable.Therefore, it su�ces to retain codes for apertures, rather than try to deal with themquantitatively. The code should be put in a column labelled DIAPHRAGM (the commonterm for the �eld stop). 1{November{1992



I.6. OBSERVATIONAL DATA I-37
Column Label Contents Units Variable Type FormatRAWMAG object measurement magnitudes R*4 real Fw.dSKYRA sky measurement position degrees R*4 real F4.1SKYDEC sky measurement position degrees R*4 real F4.1SKYOFFSETALT sky measurement position arcsec R*4 real F4.0SKYOFFSETAZ sky measurement position arcsec R*4 real F4.0FILTTEMP �lter temperature see text R*4 real F4.1DETTEMP detector temperature see text R*4 real F4.1DOMETEMP dome temperature see text R*4 real F4.1RELHUM relative humidity per cent R*4 real F4.1PRESSURE atmos. pressure kPa R*4 real F4.1DIAPHRAGM �eld stop code C*4 string A4PMTVOLTS PMT high voltage C*4 string A4GENEVA Q Geneva Q parameter R*4 real E9.2GENEVA R Geneva R parameter R*4 real E9.2GENEVA G Geneva G parameter R*4 real E9.2SEEING seeing value see text C*4 string A4ESTERR estimated error see text R*4 real Fw.dTable I.18: Other column speci�cations for observational-data tables
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I-38 APPENDIX I. FILE FORMATS REQUIRED FOR PHOTOMETRYPMT VoltageWhen photomultipliers are used, the spectral response depends in a complicated way(involving several di�erent phenomena) on the electrode potentials in the �rst few stages.If the high voltage is changed to vary the gain, as is sometimes done in DC or CI work, thespectral response varies. This must be treated exactly like a variable measuring aperture:only data taken under constant conditions should be reduced together, but sometimes thiscan be done if adequate calibration data have been measured.The column label is PMTVOLTS. Once again, because several complex e�ects areinvolved, the e�ects are not predictable, so there is no point in trying to use quantitativevalues. Besides, the voltage settings on many power supplies are not very accurate, norcan one read an analog voltmeter precisely enough to obtain useful numbers. The valuesin this column will be treated as strings rather than converted to numbers.Gain stepsHere we consider only purely electrical gain changes that are guaranteed to be spectrallyneutral. Examples are voltage-divider steps used to vary the gains of ampli�ers; switch-selected capacitors used in charge-integration systems; and pre-scalers sometimes used toextend the dynamic range of counting systems.The problem is complicated because there can be more than one set of variable gainsteps (often both \coarse" and \�ne" steps are provided), and because the actual gainvalues may not be well known. In the latter case, we would like to determine them, ifadequate calibration data are available.This is handled by having up to three columns containing the gain codes; these codesmay actually be strings representing the approximate values in magnitudes, or other con-venient labels, such as switch positions recorded in the raw data stream. The columns arenamed GAIN1, GAIN2, and GAIN3.A character descriptor, GAINTBL, in the observational-data table gives the nameof a MIDAS table �le, whose columns are again labelled GAIN1, GAIN2, and (if needed)GAIN3 (see Table I.19). The reference column of this table contains the gain codes, andis labelled CODES.Note that the gain values are multipliers or scale factors; they are not expressed inmagnitudes. The true signal is the value in SIGNAL multiplied by the value(s) in theGAINn column(s). It is immaterial whether the largest or the smallest gain is assignedthe value unity; the scale is perfectly arbitrary.All the gains are of course pure numbers, and so have no units. It is the user'sresponsibility to make sure the gain columns in the gain-table and the data-table �lesmatch up correctly. To assist this matching process, both �les may contain a characterdescriptor named GAINNAMES, containing up to three words (separated by commas)that name the three gain adjustments.The gains should be determinable to extremely high accuracy by purely electricalmeasurements. In some cases, the measurements have not been done, and only nominalvalues are available, perhaps based on resistor tolerances. The uncertainties should beplaced in the GAINERROR columns.1{November{1992



I.6. OBSERVATIONAL DATA I-39Column Label Contents Variable Type FormatCODES gain codes C*4 string A4GAIN1 gain values for �rst gain adjustment R*4 real E9.4GAIN2 gain values for second gain adjustment R*4 real E9.4GAIN3 gain values for third gain adjustment R*4 real E9.4GAINERROR1 uncertainty of �rst gain adjustment R*4 real E9.4GAINERROR2 uncertainty of second gain adjustment R*4 real E9.4GAINERROR3 uncertainty of third gain adjustment R*4 real E9.4Table I.19: Columns of the gain-table �leIf the gain steps are unknown, the GAINTBL descriptor should contain one space.If adequate calibration data are available, the reduction program will try to construct again table, with the default name gain.tbl.This table is a little peculiar, in that it is unlikely that the same names will be used forthe steps of the di�erent adjustments. For example, the high gain steps might be codedby letters, but the �ne steps by numbers. In such cases, only one column in each row willhave values de�ned. This causes no problems, as only the combinations that have meaningshould occur in the data.Geneva parametersSome instruments produce the Geneva Observatory quality parameters Q, R, and G[3]. These should occupy separate columns in the data table, with labels GENEVA Q,GENEVA R, and GENEVA G.SeeingSometimes seeing estimates are available, either from the observer at the eyepiece, or froma nearby seeing monitor. It might also be estimated from the core widths of images onCCD frames. Such values should go in a column headed SEEING.While quantitative measures, such as FWHM in seconds of arc, are most useful, itmay still be possible to obtain usable information from seeing expressed on some arbitraryscale. One should be careful not to mix the two types, or to intermix seeing estimated ondi�erent scales.Error estimatesData extracted from CCD frames may be accompanied by error estimates, which can beused in determining weights in the general solution. These should be in the same intensityunits as the data in the SIGNAL column. The same format should be used as for theSIGNAL. The column label for estimated errors is ESTERR.1{November{1992



I-40 APPENDIX I. FILE FORMATS REQUIRED FOR PHOTOMETRYThis column should not be used for ordinary photometric data (i.e., do not put es-timates of \photon noise" here). It should only be used when an independent estimate ofnoise is available in addition to the information in the other columns.If the data were expressed as magnitudes (column RAWMAG), any error estimatesshould also be in magnitudes.

1{November{1992



Bibliography[1] Aho, A.V., Kernighan, B.W., Weinberger, P.J. : 1988, The AWK Programming Lan-guage, Addison-Wesley, New York.[2] A�zusienis and Strai�zys : 1966, Bull. Vilnius Astron. Obs., No. 17, 3.[3] Bartholdi, P., Burnet, M., Rufener, F. : 1984, A&AP 134, 290.[4] Dougherty, D. : 1991, sed & awk, O'Reilly & Assoc., Sebastopol, CA.[5] ESO Archive Data Interface Requirements Rev. 1.3, March, 1992.[6] Heck, A. : 1991, Astronomy, Space Sciences and Related Organizations of the World(Publ. Spec. du C.D.S. no. 16) Observatoire Astronomique de Strasbourg, Strasbourg,France.[7] Stetson, P.B. : 1989, in Highlights of Astronomy 8, 635.[8] Shao, C.-Y., Young, A.T. : 1965, AJ 70, 726.[9] Young, A.T. : 1967, MN 135, 175.[10] Young, A.T. : 1974, in Methods of Experimental Physics, vol. 12, Part A, Astrophys-ics: Optical and Infrared, ed. Carleton, N., Academic, New York.
I-41



I-42 APPENDIX I. FILE FORMATS REQUIRED FOR PHOTOMETRY

1{November{1992



Appendix JIRAC2 Online and O�-lineReductionsJ.1 IntroductionIn many ways, IR array data is similar to that taken with optical CCDs; however, thereare a number of important di�erences that are mainly due to the large, variable sky andinstrumental backgrounds that arise at these longer wavelengths. In extreme cases, theobjects of interest can be several thousand times fainter than the sky background. This,together with the variable sky background and the unusual bias patterns of some readoutmethods, implies that objects of interest are generally not visible in a single image.For the above mentioned reasons, fully automated reduction is di�cult to achieve,and is unlikely to produce optimally reduced data even if achievable. It is thus inevitablethat a more \hands on" approach be adopted for the data reduction, with the astronomermonitoring the quality of such things as at �elding and sky subtraction much morecarefully than is usually the case for optical CCD data.In addition, if observers are to get the most out of their observations, some onlineprocessing of the data at the telescope is required. The IRAC2 context in MIDAS includesa number of commands that are most useful at the telescope.The �rst part of this appendix concentrates on the data reduction that can be doneat the telescope. The second part describes what is required for o�-line reduction ofIRAC2 data (and IR data in general), with a speci�c view towards use of standard MIDASroutines.The IRAC2 context can be activated by the command SET/CONTEXT IRAC2. Togetherwith the IRAC2 context, the CCDRED context is also activated. The CCDRED contextcontains many useful commands for image combining, mosaicing, etc.J.2 Online ReductionThe �rst version of an online reduction system for IRAC2 has recently been developed.The principle aim of the online system is to enable observers to visualize their programmeJ-1



J-2 APPENDIX J. IRAC2 ONLINE AND OFF-LINE REDUCTIONSobjects. The system has to be simple, fast and versatile. This section describes the onlinesystem and the commands used to create images.J.2.1 The OST tableThe heart of the IRAC2b online reduction system is the Observation Summary Table(OST). This table contains the essential details, such as the �lter used, the lens used,the exposure etc., of every image taken with the camera. It is continuously updatedas new exposures are made. For IRAC2B the table is called irac2b ost.tbl and it is aregular MIDAS table. The contents of the table can be displayed or printed with theusual MIDAS table commands or with the OBSLIST/IRAC2 and OBSREP/IRAC2 commandsdescribed below. For a general description of OSTs and the DO context, see Chapter 15 inVolume B of the MIDAS users manual.J.2.2 Online CommandsThe online commands consists of commands for monitoring the data acquisition (via theOST table), commands for general image inspection, and commands for combining theincoming images. Additionally, a focus command helps the user to determine the bestfocus position of the telescope. Below follows a brief overview. For a detailed commanddescription the reader is referred to the help �les.ACUTS/IRAC2 display an image with cuts mean-3*sig and mean+upper*sig.DCOMBB/IRAC2 sky subtract and combine dithered imagesRCOMB/IRAC2 combine frames created with the task DCOMB/IRAC2FOCUS/IRAC2 determine the best focus from a focus sequenceLAST/IRAC2 give very brief information on the most recent exposuresOBSLIST/IRAC2 print out the most relevant parts of the OST tableOBSREP/IRAC2 create a hardcopy of the most relevant parts of the OST tableQL/IRAC2 subtract one IRAC2 image from another and divide by DITSEEING/IRAC2 determine the seeingTable J.1: IRAC2 On-line CommandsJ.3 O�-line ReductionThe overall approach to IR data reduction is summarized in Figure J.3 (inspired by asimilar diagram in T.M. Herbst's manual for the Calar Alto MAGIC cameras). We shalldescribe each of these steps below, and indicate the necessary MIDAS routines to achieve31{March{1999



J.3. OFF-LINE REDUCTION J-3them.
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ImageFigure J.1: IR Data ReductionJ.3.1 Bad Pixel Detection and RemovalBefore most of the reduction process can be conducted, bad pixel values must be removed.This is usually achieved by agging pixels above or below some threshold value as bad, and31{March{1999



J-4 APPENDIX J. IRAC2 ONLINE AND OFF-LINE REDUCTIONSreplacing their values by those of nearby, non-bad pixels. The LAMP ON or LAMP OFFat �eld images are a good place to start to de�ne your bad-pixel map. To determine thethreshold values to use, you should examine the statistics of the image and set thresholds5 to 10 standard deviations away from the mean in both positive and negative directions.The exact thresholds for determination of bad pixels will depend on the details of yourat �eld observations - �lter, objective lens, integration time and lamp voltage - so youshould experiment with di�erent values until you obtain a satisfactory result.Because IR arrays are sensitive to thermal cycling and to atmospheric contamination,the bad pixel lists change over time. Recent lists are available via the ESO WWW pagesfor comparison to bad pixel maps you generate yourself, but are unlikely to perfectly matchthe list derived from your own data.In MIDAS, bad pixel detection is possible with the command MASK/IRAC2; the com-mand CMASK/IRAC2 can be used for bad pixel removal. Refer to the MIDAS manual forfurther documentation of these commands.J.3.2 Construction of Flat FieldsStandard constructionThere are two ways to produce at �elds for use with IR data. The standard method isto take 'LAMP ON' and 'LAMP OFF' exposures of the calibration spot on the telescopedome. The 'LAMP ON' exposure contains light from both the calibration lamp, whichshould provide the even illumination needed for the at �eld, together with potentiallyuneven illumination from the telescope and instrument environments. To retain onlythe even calibration illumination, the \LAMP OFF" image must be subtracted from the\LAMP ON" image. This subtraction also removes the bias pattern from the at �eldimage.The subtracted image should then be normalised for later use as a at �eld.In MIDAS, you may directly use COMPUTE/IMAGE to perform the subtraction. Theimage mean may then be calculated using STATISTICS/IMAGE or similar. The \LAMPon - LAMP OFF" image can then be divided by this value using COMPUTE/IMAGE fornormalisation. Alternatively, the procedure MKFLAT/IRAC2 combines these actions. Toimprove the signal-to-noise ratio of the at-�eld, a number of at �eld images may be usedtogether. These should be combined using COMBINE/CCD (see later).Alternative constructionFor a number of projects where very deep integrations and accurate at �elds are required,and the targets are point sources or much smaller than the frame size, the sky backgrounditself can be used to calculate the at �eld. When an object is dithered on the chip, sothat it exposes pixels at di�erent positions in di�erent integrations, the resulting 'stack' ofimages may be combined to produce a very accurate at �eld. Since a reference image, suchas the \LAMP OFF" frame, is not subtracted, a bias frame of the same integration timemust �rst be subtracted from all these images. They should then all be median combined,with suitable scaling introduced to match the medians of each image to account for the31{March{1999



J.3. OFF-LINE REDUCTION J-5variability of the sky background level. The resulting image is then normalised to obtainthe at �eld.To subtract the bias from the science images, use COMPUTE/IMAGE. Then use COMBINE/CCDto median all the frames together with multiplicative or additive scaling to match indi-vidual frame medians (you should examine the results of both options to determine whichis working best for your data). Use STATISTICS/IMAGE to calculate the image median,and COMPUTE/IMAGE to divide by this to get the normalised at �eld.J.3.3 Sky SubtractionThe removal of the bright sky background from your IR images is one of the key steps inthe data reduction process. Once bad pixels have been removed from all the astronomicalframes, the object frames must have the matching sky background images subtracted fromthem. Depending on how rapidly the sky is varying, and on how long your integrationsare, this process can be fairly simple or rather complicated.The simplest sky subtraction is where you have separate sky and object frames takena short time apart. These can be directly subtracted. However, the reference sky �eldsare seldom blank, with faint stars appearing at a number of points. It is thus advisableto take several sky frames at di�erent positions. These may be median combined, makingsure there is appropriate scaling to the same sky level, to eliminate the contribution ofthese objects.More complicated sky subtraction schemes are possible. For a deep, dithered integra-tion examining targets that are much smaller than the array size, a reference sky imagemay be created by median combining several neighbouring integrations, at di�erent ditherpositions. The resulting reference frame can then be subtracted from the appropriate ob-ject frame. For a long dithered integration, the calculation of reference sky values can be arunning process - the sky frame for a given object frame may be produced by medianningtogether, for example, the 8 integrations nearest to it in time.The resulting sky subtracted images should be examined to make sure that sky sub-traction has been properly achieved. If the sky has signi�cantly varied between the objectand sky reference images, you may �nd large scale gradients or patterns in the resultingsky-subtracted image. This is an indication that you need to look carefully at the refer-ence frames used and at matching the sky values in the relevant frames, which might beachieved by using a multiplicative or additive term. Considerably more complicated skysubtraction schemes are possible and may be required for certain observational projects(see Bunker et al 1995, MNRAS, 273, 513 for an example based on IRAC2b data).In MIDAS, simple sky subtraction is achieved by using either the COMPUTE/IMAGEcommand or SSUB/IRAC2. COMBINE/CCD can be used for the median combination of frames.Combinations of these commands, and others, will be necessary for some of the morecomplicated sky subtraction schemes.31{March{1999



J-6 APPENDIX J. IRAC2 ONLINE AND OFF-LINE REDUCTIONSJ.3.4 Flat FieldingOnce the at �eld has been prepared in the manner described above, the astronomicalimages may be at �elded simply by dividing by the at �eld. This part of the process issimilar to that for optical CCDs.To do the at �elding in MIDAS, use either COMPUTE/CCD to divide the sky subtractedimages by the at �eld frame, or use the command FFIELD/IRAC2 to perform the sameoperation.J.3.5 Combining ImagesA number of the above steps require the combination of a number of IR images. Thiscan be a sensitive matter because of the continuously varying sky background, and caremust be taken to ensure that a suitable multiplicative scaling, or additive shift, is appliedto match the sky background in all those frames being combined. Whether shifting orscaling is most appropriate unfortunately depends on the prevailing conditions, and youshould experiment to �nd out which is best.The command COMBINE/CCD is used to combine several images. The command itselfhas a number of options to use DO tables or catalogues, but the simplest version takesthe form:COMBINE/CCD type images outputwhere type is one of BS (for bias), FF (for at �eld), DK (for dark), SK (for sky) and OT(for other) and is used to indicate what type of image you are combining; images is acomma separated list of images you wish to combine; output is the name of the resultingoutput �le. Scaling and/or shifting options can be speci�ed for each of these image types.These parameters can be checked using SHOW/CCD type, and be set using SET/CCD type,where type, using the codes listed above, speci�es the type of image whose combinationparameters you are interested in. An example is displayed below:COMBINE/CCD FF kflat1,kflat2,kflat3 kflatwill combine the images kflat1, kflat2 and kflat3 into an output image kflat usingthe combination options speci�ed for the FF image type.J.3.6 MosaicingMosaicing is the name applied to the process by which images of astronomical targets arecombined in such a way that the positions of the objects are matched up. This can alsolead to a �nal image larger than the input images if you are, for example, mapping outthe IR emission in an extended target. Di�erent reduction packages have several di�erentmethods for doing this, but all basically rely on the user specifying the positions of theobjects to be matched up from one image to another, and/or specifying the relative shiftsbetween each image that has to be combined.A series of commands in MIDAS are used to perform mosaicing, all included in theCCDRED context. CREATE/MOSAIC is used �rst to create a master frame including all the31{March{1999



J.4. COMMANDS IN THE IRAC2 PACKAGE J-7subframes. Alignment of the frames is done using ALIGN/MOSAIC, and background levelsare matched using MATCH/MOSAIC and FIT/MOSAIC. Objects to be used in matching thesubimages together are selected using the SHIFT/MOSAIC command. Overall parametersfor the mosaicing routines can be examined using SHOW/CCD MO and set using SET/CCDMO. More extensive documentation on the mosaicing routines is supplied in the chapter onCCD reductions, Chapter 3.J.3.7 Further O�-line AnalysisOnce the astronomical observations have gone through the above process, they are fully re-duced and standard analysis packages, such as ROMAPHOT or DAOPHOT, may be usedto calibrate and extract photometry etc. Such analysis techniques are detailed elsewhere.J.4 Commands in the IRAC2 packageTable J.2 contains a brief summary of the IRAC2 commands and parameters. All com-mands are initialized by enabling the IRAC2 context with the MIDAS command SET/CONTEXTIRAC2. The CCDRED context is also made available when the IRAC2 context is initial-ized. Consult Chapter 3for details of the CCDRED context.
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J-8 APPENDIX J. IRAC2 ONLINE AND OFF-LINE REDUCTIONS
CMASK/IRAC2 �eld cln�eld lthrshold,hthrshold [dispag]create bad pixel mask from at �eldMASK/IRAC2 inframe outframereplace bad pixels by neighbouring good onesMKFLAT/IRAC2 lamp on lamp o� at �eldcreate a at �eldSSUBTR/IRAC2 obj frame sky frame out framesubtract a sky image from a science imageFFIELD/IRAC2 obj frame � frame out frameat �eld an imageACUTS/IRAC2 [image] [load] [plot] [upper]display an image with cuts settingDCOMB/IRAC2 [select] [seqname] [accsky] [align] output [trim] [tag]sky subtract and combine dithered imagesFOCUS/IRAC2 seqnum [focout] [create]determine best focus from a focus sequenceOBSLST/IRAC2 [start] [end]lists a subsection of the IRAC2B OSTOBSREP/IRAC2 start endprint out a subsection of the IRAC2B OSTLAST/IRAC2 [num]gives brief information on recent exposuresQL/IRAC2 image1 image2 [outimage]subtracts one IRAC2 image from anotherRCOMB/IRAC2 select [align] outputcombine frames created with DCOMB/IRAC2SEEING/IRAC2 determine the seeingTable J.2: IRAC2 On-line and O�-line commands
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Appendix KTesting CCD PerformanceK.1 IntroductionThis chapter describes CCD test package that can be used to check the performance ofthe CCD detectors used.In order to ensure the quality of the data delivered by the CCDs on La Silla, ESO runa programme to monitor all CCDs available at the Observatory. In this CCD monitoringprogramme, for each CCD test for each CCD data is collected on regular intervals. Astandard data to check the performance looks like the following one:� 9 bias frames;� 16 pairs of at �elds (both of each pair have the same integration time) using astable light source and with exposure levels ranging from just above bias to digitalsaturation;� 9 low-count-level (of order a few hundred electrons per pixel) at-�elds with stablelight source;� one at-�eld exposure obtained with 64 rapid shutter cycles;� 3 30-minute dark images;� the time taken to read out and display an image.The quality of the data collected is checked using a number of commands and proceduresavailable in the MIDAS CCDTEST context. Although the composition of the calibrationdata of the user is most not identical to ESO's test data set, the same CCD commandscan still be executed to check the quality of the user's calibration data.K.1.1 Test CommandsThe quality control can be done by six test commands in the MIDAS CCDTEST context.The commands are called TESTX/CCD where X can be: B for the bias, D for dark, F forK-1



K-2 APPENDIX K. TESTING CCD PERFORMANCEat, T for transfer, S for shutter, and C for charge transfer e�ciency. All output (i.e.ASCII and MIDAS tables, postscript �les of graphics and display output) will be put inthe users working directory. In addition, the MIDAS log�le will contain a complete log ofthe results. A description of the commands and the output produced follows below.TESTBA/CCDThe command does a series of tests on a catalogue of bias frames. Since this commandsproduce the bias o�set that is needed in most of the other test commands (e.g. TESTF/CCDand TESTD/CCD), it should be the �rst command to be executed. The whole test is splitin �ve smaller tests, commands TESTB1/CCD to TESTB5/CCD that do the following:1. Test B1: Creation of the combined bias frame. The result is loaded onto the display.2. Test B2: Find the hot pixels. The combined bias frame is median �ltered (using theparameter `�l siz') and subtracted from the original. A plot is generated showing theposition of the hot pixels and the a�ected columns. Hot pixels will only be searchedfor within the requested area and above the intensity level of (mean + 0.25*sigma+ 5.), where mean is the mean int level, simga is the standard deviation.3. Test B3: Inspection of single frames. From the combined bias frame rows andcolumns are averaged and plotted.4. Test B4: The last frame in the catalogue is �rst corrected for hot pixels and thenrebinned. A histogram of this rebinned frame is made.5. Test B5: For each input frame in the catalogue determine the mean bias and standarddeviation after hot pixel correction (using the hot pixel table determined in test B2),box averaging and median �ltering. The keyword BIASMEAN and BIASSIGM are�lled with the average values for the mean and sigma.To avoid unnecessary computations the command checks for the presence of the com-bined bias frame and the median �ltered hot pixel frame and does not recompute theseframes if they are already present. In the case of subtests the command will (re)createdthese output frames.The complete TESTBA/CCD command produces the following:� A combined bias frame.� A map of hot pixels in bias frames (obtained from a median stack of the raw biasframes);� An ASCII and a MIDAS table containing the hot pixels;� Plots of row and column averages of the mean bias;� The mean bias level and standard deviations after hot pixel correction median �l-tering. 31{March{1999



K.1. INTRODUCTION K-3In order to make this test useful a minimum of 5 bias frames is recommended. The meanbias level and the standard deviation of the mean are stored in the keywords BIASMEANand BIASSIGM.TESTFA/CCDThe command does a series of tests on a catalogue of low count ats. The whole is splitin two smaller tests, commands TESTF1/CCD to TESTF2/CCD that do the following:1. Test F1: Creation of the combined at frame, using only those at frames in theinput catalogue that have exposure times falling within the allowed range. Thecombined at is corrected for the bias o�set. The bias o�set is taken from thekeyword BIASMEAN �lled by the command TESTB/CCD. The combined at isloaded on the display.2. Test F2: Thereafter all pixels in the stacked master at frame that show values lessthan thresh times the median counts in the frame are listed. Only pixels within thearea contained in `area' are considered and repetitions of cold pixels in the increasingy coordinate are not listed.The complete TESTFA/CCD command produces the following:� A combined low count at frame corrected for the bias o�set;� An ASCII and MIDAS table containing traps and other defects in the stacked masterat frame that show values less than N times the median counts in the frame. Onlypixels within the input area are considered and repetitions of cold pixels in theincreasing y coordinate are not listed.The combined low count at �eld is corrected for the mean bias o�set, stored in thekeyword BIASMEAN, �lled by the command TESTB/CCD. The user can also supply thiskeyword with the name of the combined bias frame, also produced by TESTB/CCD. In thatcase this frame will be used for the bias correction.TESTTA/CCDThe command does a series of tests on a catalogue of at frames. The at �elds in thecatalogue should be grouped in pairs with the same exposure time. Most ideally, oneshould be of two groups of the order of 8 frames each - the �rst with increasing exposuretimes and the second with decreasing exposure times, interleaved with those of the �rstgroup. In this way, trends observed in the CCD response that are probably caused by thee�ect of temperature variations on the light source can be rejected.The command requires a value for the mean bias level and the standard deviation inthe keywords BIASMEAN and BIASSIGM to be �lled and hence should be executed afterthe command TESTB/CCD. If no value or the value zero is found no bias o�set will besubtracted.The whole test is split in three smaller tests, commands TESTT1/CCD to TESTT3/CCDthat do the following: 31{March{1999



K-4 APPENDIX K. TESTING CCD PERFORMANCE1. Test T1: Creation of the transfer/linearity table. The table will contain 5 columns:column 1 for the exposure time of the �rst of each sets (frames 1) (label :Exp tim1);column 2 the exposure time of the second frames (frames 2) (:Exp tim2); column 3the median pixel intensities over the selected frame sections in frames 1 (:Med cnt1);column 4 the median pixel intensities over the selected area in frames 2 (:Med cnt2); column 5 the variance of the di�erence of the frames 1 and 2 (:Variance).2. Test T2: Determination of linearity curve and the shutter error and the shuttero�set. Entries in the linearity table not full�lling the selection criteria will now beselected out. From the remaining entries in the table a linear �t is done to determinethe linearity curve for frames 1 and 2 and the shutter error. Using the linearity datathe fractional count rates are plotted against the median counts, applying a shuttero�set in the measured exposure times. The real shutter o�set is determined by thevalue for which the �t give the minimum mean residual.3. Test T3: Determination of the transfer curve. From the selected entries of the tablea linear regression analysis is done to determine the analog to digital conversionfactor and the electronic readout noise. The readout noise is determined by theinverse of the slope between the median and the variance multiplied by the sigma ofthe bias (determined by TESTBA/CCD OR TESTB5/CCD and stored in keywordBIASSIGM).The complete command produces:� A table containing the exposure time of the �rst of each sets (frames 1); the exposuretime of the second frames (frames 2); the median pixel intensities over the selectedframe sections in frames 1; the median pixel intensities over the selected area inframes 2; the variance of the di�erence of the frames 1 and 2� Two linearity curves, expressed as count rate versus true exposure time. The mech-anical shutter delay is determined either by linear extrapolation of the normal lin-earity curve (observed counts versus exposure time), thus assuming the response ofthe CCD is linear, or by adjusting the exposure times such that the count rate curveis closest to a straight line, thus allowing for a �rst-order nonlinearity in the responseof the CCD.� A transfer curve (Janesick et al., 1987) generated for any window onto the imagesobtained.The linearity and the transfer curves may be generated for any section of the images.TESTD/CCDThe command does a series of tests on a catalogue of dark frames and produces:� An estimate of the electron analogue-to-ADU conversion factor;� A map of dark current across the CCD.31{March{1999



K.2. COMMANDS IN THE CCD TEST PACKAGE K-5The command uses the bias o�set that is expected in the keyword BIASMEAN which isproduced by the command TESTB/CCD. Alternatively, the user can store the name of thecombined bias frame created by the command TESTB/CCD in the keyword BIASMEAN.TESTS/CCDThe command determines the shutter error distribution. The error distribution is com-puted as follows. If in frm1 has a total reported exposure time of t1 seconds, and theshutter is opened and closed n exp times (including the beginning and end of the expos-ure) and img2 has a total exposure time of t2 seconds, and the shutter is only opened andclosed once, then the �nal shutter error frame out frm is determined by:out frm = (in frm2 � t1� in frm2 � t2)=(in frm1�N � in frm2): (K.1)An image and a contour plot of the error frame are produced.TESTC/CCDThis command produces an estimate of the bulk charge transfer e�ciency in the horizontal(HCTE) and vertical direction (VCTE) (by the EPER method (Janesick et al., 1987)).For the HCTE the command �rst averages the rows given as the second parameter. Thecommand uses the number of image pixels, the last image pixel and the �rst bias overscanpixel is obtained and computes the HCTE according to the formula:HCTE = 1� bc=ic � ni; (K.2)where: bc are the counts above the bias level in the �rst overscan pixel in a row; ic arethe count above the bias level in the last image pixel in a row; ni are the number of imagepixels in a row.The values for the bias o�set is extracted from the keyword BIASMEAN, and is computedby the command TESTB/CCD. To determine the image section of the CCD and the overscanregions one can use the commands READ/IMAGE, PLOT/COLUMN and PLOT/ROW.Note that the last column of a row is often slightly brighter than the rest of the row(because the pixel is slightly larger). The vertical charge transfer e�ciency is computedin a similar way.K.2 Commands in the CCD test packageBelow follows a brief summary of the CCD test commands and parameters are included forreference. The context is enabled by the command SET/CONTEXT CCDTEST. Enabling theCCDTEST will also enable the CCDRED context that is needed to do some of the combiningof the images in the various input catalogues.31{March{1999



K-6 APPENDIX K. TESTING CCD PERFORMANCE
TESTBA/CCD in cat [out id] [meth] [rows] [colums] [area] [�l siz] [dec fac]do a series of tests on a catalogue of bias framesTESTC/CCD in frm [rows] x pix [colums] y pixcompute horizontal and vertical charge transfer e�ciencyTESTD/CCD in cat [out id] [dec fac]do a test on a catalogue of dark current framesTESTFA/CCD in cat [out id] [meth] [area] [exp ran] [theshold]do a series of tests on a catalogue of low count at framesTESTS/CCD in frm1 in frm2 [out frm] n exp [dec fac]�nd the shutter error distributionTESTTA/CCD in cat [out id] [area] [select]do linearity and transfer tests on a catalogue of at framesTable K.1: CCDTEST command
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Appendix LMulti-Object SpectroscopyNoteThe default values for any parameters, input data, etc. are given in (boldfont) and keywords are marked by KEYWORD .L.1 IntroductionThe MOS context is written for the reduction of multi-object spectra obtained with nu-merous slitlets. Long-slit spectra are considered a special case of multi-object spectra andtherefore not treated in a separate chapter. The MOS package is meant especially for thereduction of FORS data but may also be used for other MOS data.It is assumed that the basic correction for bias, dark, and overscan are performed withstandard MIDAS commands (maybe also using COMBINE/LONG to average several framesof the same type). There are no special MOS averaging commands.During the whole description we assume that the detector is a CCD with the rowsalong the dispersion direction and the columns along the slit.A demonstration of the package can be obtained with the command TUTORIAL/MOS,which has an automatic and an interactive mode and also allows to look at selected parts ofthe package. In order to create all necessary test data you should run it once automatically.L.2 Location of slitlets and at-�eld correctionThe very �rst step after correcting bias, dark, and overscan is to �nd the edges of theslitlets. This is done by the command LOCATE/MOS. This command locates the slitlets inan MOS at-�eld frame by searching for the maximum (normalized) gradient in a traceperpendicular to the direction of dispersion. Position and width of the trace are givenby SCAN POS (0). FLATLIM(1) (0) gives the minimum normalized gradient that must beexceeded, after median �ltering the scan with a median of width FLATLIM(2) (0) anddiscarding scan values below FLATLIM(3) (0). The result is written to the output tableMOS .tbl (which is used by most MOS commands) and the number of detected slitlets iswritten to NSLIT (0). The programs allow at most 100 slitlets. If the algorithm does notL-1



L-2 APPENDIX L. MULTI-OBJECT SPECTROSCOPY�nd any slitlets the chosen threshold ( FLATLIM(1) (0)) may either be too high (above theintensity of the ats in the center of the frame) or too low (below bias value). Also thewidth ( FLATLIM(2) (0)) may be chosen to high or too small. Typical values are between0.1 and 0.2 and 3 and 5, respectively.It is also possible to de�ne the slitlets interactively with DEFINE/SLIT. Here you �rstinitialize the table MOS .tbl (mos) and then enter the limits with the cursor on the dis-played at �eld frame. This comand also allows an easy de�nition of the MOS table forlong-slit data.With LOCATE/MOS the o�sets in dispersion direction between the slitlets will be readfrom the header of the at-�eld frame for FORS data and stored in the table MOS .tbl(mos) in column :xoffset. For other data or DEFINE/SLIT you will have to determinethe o�sets yourself using the command OFFSET/MOS on a wavelength calibration frame (seebelow).As spectroscopic at-�elds normally exhibit the spectral characteristic of the lamp thatwas used to produce them you have to take out this characteristic in order to correct theCCD sensitivity variation and keep the original ux distribution. This is done with thecommand NORM/MOS. It takes an averaged at frame and the slit limits stored in the tableMOS .tbl. There are two methods provided for the normalization ( NORMMET (poly)): Incase NORMMET=poly it averages separately for each slitlet the rows, �ts a polynomial ofchosen degree ( FFORD (3)) to the ux distribution obtained this way and divides each rowin the slitlet by this polynomial. In case NORMMET=median it averages separately for eachslitlet the rows, smooths with a median �lter of FFORD pixels width and divides each rowin the slitlet by the �ltered average. You may also perform the at correction at the samestep using the command FLAT/MOS.L.3 Wavelength CalibrationL.3.1 Detection of Arc linesAt �rst you have to �nd the calibration lines in the wavelength calibration frame belongingto your object. This is achieved by SEARCH/MOS which detects all lines separately for eachslitlet and centers them either with center of gravity or with a gaussian �t. The searchthreshold and window are stored in SEAPAR (200,5). The positions of the lines, the CCDrows and the slitlets where the lines have been detected are stored in the table LINPOS .tbl(linpos). First the median of ( YBIN(2) (3)) rows in the middle of each slitlet is calculatedto search in this average spectrum for lines. Then in all rows the detected lines are centeredusing the line list obtained by the search algorithm. In this way we want to avoid unstabledispersion solutions which might arise from di�erent line lists for di�erent rows of theslitlet. In order to speed up the search you may decide not to take every row, but onlysome ( YBIN(1) (3)) and for the detection of weak lines you may bin several row together( YBIN(2) (3)). In the case of the Gaussian centering method, blends could prevent theproper convergence of the non-linear �tting algorithm. The accuracy of the centering issigni�cantly improved, if the peak ux of the Gaussian is hold �xed to be the meassuredmaximum value in the central pixel. Free parameters are � and the center of the line.31{March{1999



L.3. WAVELENGTH CALIBRATION L-3L.3.2 O�sets between slitletsIf you have used DEFINE/SLIT there are no o�sets copied to MOS .tbl automatically andyou have to determine the o�sets yourself using the command OFFSET/MOS on a wavelengthcalibration frame. This command will take the calibration spectra of the di�erent slitletsand search for arc lines with the parameters given by SEAPAR (200,5). Correlating theseline lists with that of the �rst slitlet gives the o�sets relative to the �rst slitlet. Theresulting o�sets may be wrong if there are not enough or too many lines to get unambiguouscorrelation results. The safest way is to use this command after you are satis�ed with theresults of SEARCH/MOS and you have stored the parameters for threshold and width toSEAPAR . In this case you will NOT have the o�sets from the center of the CCDbut relative to the position of the �rst slitlet! The changing image scale over thedetector can make the method unappropiate. Therefore it is strongly recommended tocopy the o�sets from descriptor data to the MOS .tbl table, but not from OFFSET/MOS { ifpossible. NoteBefore starting the calibration, a carefully selected line catalog must be prepared.Reject any line that is below the detection limit and any line which is blended!L.3.3 Fitting the dispersion curveNow you have several possibilities to perform your wavelength calibration. At �rst thereare three di�erent modes to identify the calibration lines ( WLCMET(1) (F)):Identify: You identify at least 2 arc lines in one slitlet with the command IDENTIFY/MOS.The command CALIBRATE/MOS then performs a �rst �t for the CCD row with theidenti�ed lines.Linear: You know the central wavelength and the mean linear dispersion of your grism.These values are used as �rst �t of the �rst selected CCD row. You have to correct thevalue of this central wavelength if you used the command OFFSET/MOS to determinethe o�sets of your slitlets:Example: Your reference slitlet has an o�set of -100 relative to the center of theCCD in x-direction and you have a mean dispersion of 2�A/pixel and a centralwavelength of 5500�A. This central wavelength will always lie at the x-positionof the respective slitlet, which is in this case -100 pixels (i.e. -200�A) from thecenter of the CCD. This means that you have a wavelength of 5700�A at thecenter of the CCD within the reference slitlet. This wavelength should be usedas wcenter, since the program assumes that :xoffset = 0 means that theslitlet is at the center of the CCD in x-direction.Recall: Method Linear is performed in the �rst slitlet. The dispersion coe�cients of thethis slitlet is recalled to calibrate the remaining slitlets. This identi�cation is morestable in this case than for method Linear and the convergence of the �t is reachedfaster. 31{March{1999



L-4 APPENDIX L. MULTI-OBJECT SPECTROSCOPYThe �rst �t is used to identify as many lines as possible in the corresponding CCD row bycomparing the �tted line positions to wavelength catalogue LINECAT .tbl (hear). For theidenti�ed lines a polynomial �t of chosen order is performed (using Legendre or Cheby-shev polynomials - the type being selected with the keyword POLTYP (CHEBYSHEV)).The line identi�cation criterion will identify a computed wavelength (�c) with a catalogwavelength (�cat), if the residual �� = j�c � �catjis small compared to the distances to the next neighbours (in the arc spectrum as well asin the catalog): �� < min(��c; ��cat) � �where ��cat (��c) is the distance to the next neighbour in the catalog (arc spectrum)and � is the tolerance parameter (0 . . . 0.5) given by ALPHA (0.2). The automatic lineidenti�cation is repeated with this polynomial �t in order to identify additional lines tofurther improve the dispersion curve. NoteFor very low dispersion spektroscopy one would expect that a linear guess willcause line mismatchs at the edge of the detector. One can avoid this, if morethen two lines are identi�ed with method Identify.After the polynomial �t the residual of each line are checked and the line is thrown out,if it the residual exceeds the tolerance parameter TOL (2) (> 0 { in pixels; < 0 { in unitsof the wavelength). One of three �tting methods can be selected by keyword WLCMET(2)(C):Constant �t in spatial direction: the dispersion coe�ciants are constant for the whole slit-let. This method is typically appropriate for small slits.Variable �t in spatial direction: bad lines are thrown out. Dispersion coe�ciants are cal-culated for any row. The dispersion relation of the �rst �tted row is used as estimatefor all following rows. A large number of arc-lines is required for this method. Ifthere are only a few lines identi�ed at the edge of the detector, small oscillations atthe edge of the detector may occur in spatial direction.Two dimensional �t over the slitlet: A two-dimensional �t is performed in spatial and dis-persion direction over the slitlet. In spatial direction a \normal polynom" is �ttedbut a polynom as speci�ed in keyword POLTYP in dispersion direction. The dis-persion coe�ciants may smoothly evolve over the slitlet. This method is the mostaccurate for most applications, although the resulting residuals are typically largerthan for a variable �t.The iteration is repeated until a stable solution is obtained (and the minimum numberof iterations WLCNITER(1) (3) is exceeded) or the maximum number of cycles ( WLCNITER(2)31{March{1999



L.4. DEFINITION OF OBJECTS AND SKY SUBTRACTION L-5(20)) is reached. The resulting dispersion coe�cients are stored in table LINFIT .tbl (co-erbr), together with the r.m.s. error of the �t, the slitlet and the y-coordinates (worldand pixel coordinates). Also a plot option for the resulting residuals ( PLOTC , (N)) andvarious degrees of display ( DISP , (0)) are available.After �tting all rows of the respective slitlet with polynomials of the chosen order theprogram performs at last a linear �t to get the central wavelength and the mean lineardispersion necessary to derive a starting wavelength for the next slitlet from its knowno�set (modes Linear/Recall). In the mode Ident it tries to match the manually identi�edlines in the next slitlet, using the known o�sets and a maximum allowed shifting tolerancestored in SHIFTTOL (10). Rows where no �t could be achieved are stored in the tableLINFIT .tbl with the slit number -1.Any selection of slitlets made in the table LINPOS .tbl will be taken into account, butall selections of the table MOS .tbl will be ignored. If you want those to be respected, too,redo the search for the wavelength calibration lines with the chosen selection in MOS .tbl.After the wavelength calibration you may rebin your frame two-dimensionally to con-stant wavelength steps with REBIN/MOS. Point sources are normally wavelength calibratedafter extraction (see below).L.4 De�nition of objects and sky subtractionDEFINE/MOS helps you to localize your objects and sky regions and by default worksautomatically. It averages XBIN (20) columns around the position SCAN POS(1) (0 =center of frame) (in world-coordinates!). In the target frame the program will detectobjects above the threshold ( THRESH , -0.04, see below) relative to the local backgroundwithin the search window WIND (5) and �ts a gaussian to the spatial pro�le of any detectedobject. The threshold may be given in absolute (> 0.0) or relative (< 0.0) numbers. Itmay be advisable to do at least a rough sky subtraction ahead of this command to facilitatethe detection of the objects. In this case you have to use an absolute threshold for thedetection of the object spectra afterwards. One may also think about rebinning the objectframe to constant wavelength steps because then the search could be done in the samewavelength region for all slitlets. The limits of the objects are de�ned at the positionwhere the gaussian �t has reached the detection limit INT LIM (0.001). A safety marginof 3 pixels is taken on both sides of each object where no sky is automatically de�ned (canbe overridden manually later) and the remaining part of the slitlets is taken as sky region.The results are stored in WINDOWS .tbl (window) and can be displayed in the overlaychannel display and/or the graphics window. If you are not satis�ed with the results youcan change the windows interactively. You may also choose the interactive mode from thevery beginning with DEFINE/WIND. Then no automatic search is performed; instead youenter the the objects and sky regions for each slitlet by keyboard input. By default thesky region is de�ned as the complete slitlet.The sky �t methods ( SKYMET ) available for SKYFIT/MOS are a simple median alongCCD columns within each slitlet (skymet=median) and a more appropriate polynomial �talong the columns (skymet=polynomial), respectively. These two methods use only rows31{March{1999



L-6 APPENDIX L. MULTI-OBJECT SPECTROSCOPYmarked as sky regions in the table WINDOWS .tbl (window) to �t the sky background. Withskymet=nowindows, however, the table WINDOWS .tbl is ignored and the sky is determinedas a simple median over the full slitlet. The limits of the slitlets are taken in this casefrom MOS .tbl. This mode may be useful for a preliminary sky determination, before theobject positions are known. If no sky regions are marked in some slitlet, the input frameis just copied to the sky frame for this slitlet. In this way, after sky subtraction, theslitlet contains only zeros thereby marking that the sky background is unknown for thisslitlet. The keyword SKYMET contains the order of the polynom �t or the width of themedian �ltering, respectively. If a polynom �t is performed the cosmics must be rejected.SKYFIT/MOS rejects (but not replaces) pixels that exceed a given limit before the �t isperformed. Read out noise, gain and the detection limit (in units of �) must be given bykeywords SKYMET(1),SKYMET(2),REJTHRES .L.5 Extraction of objectsThe object extraction EXTRACT/MOS is done with an optimum extraction scheme usingdi�erent weights for the individual rows (following Horne, 1986, PASP 98, 609). With thiscommand also the sky is subtracted. In addition the sky frame is needed to compute theoptimum weights. The object postions are taken from the table WINDOWS .tbl. Cosmicsare removed by assigning weight zero to the a�ected pixels. The procedure is iterative. Ifthe number of iterations EXTPAR(2) is set to a negative number, a spectrum computedwith equal weights is returned. The extracted spectra are stored in a 2-D frame, each linecorresponding to one extracted object. In addition, the errors for the extracted spectraare returned, one line per spectrum, in the upper part of the same frame.The command REB1D/MOS splits the 2-dimensional frame (produced by EXTRACT/MOS)up into 1-dimensional frames, one for each object. A root name is given and the rebinnedframes are named by appending their row number to the root name. The extracted framesare rebinned to constant wavelength steps using the dispersion relation which has beenobtained near the center row of the extracted objects.If you prefer to avoid the resampling noise you can apply the dispersion relation toeach pixel of an extracted frame (table option) without rebinning to constant wavelengthsteps with the command APPLY/MOS. This command produces for each extracted object atable with the columns :FLUX, :FLUX ERROR, :WAVELENGTH and :BIN.
31{March{1999



L.5. EXTRACTION OF OBJECTS L-7Context MOSAPPLY/MOS [ EXTOBJEC ] [ LINFIT ] [ CALOBJEC ]CALIBRATE/MOS [ TOL ] [ WLCORD(1) ] [ WLCMET ] [ WCENTER,AVDISP ] [ PLOTC ] [ DISP ]DEFINE/MOS [ OBJ ] [ MOS ] [ WINDOWS ] [ THRESH ] [ WIND ] [ XBIN ] [ SCAN POS(1) ][plotopt]DEFINE/SLIT mode [slit] [low,upp] [offset] [ MOS ]DEFINE/WIND [mode] [sequence] [obj] [sky] [ MOS ] [ WINDOWS ]EXTRACT/MOS [ OBJ ] [ SKYFRAME ] [ WINDOWS ] [ EXTOBJEC ] [ EXTPAR ] [ CCDPAR ][ REJTHRESH ]FLAT/MOS [ OBJ ] [objf] [ FLAT ] [ MOS ] [ NORMFLAT ] [ FFORD ] [ NORMMET ]HELP/MOS [keyword]IDENTIFY/MOS [ WLC ] [ YSTART ] [ LINPOS ] [ TOLWIND ]INIT/MOS [session]LINPLOT/MOS [mode] [slit] [ LINPOS ]LOCATE/MOS [ FLAT ] [ FLATLIM ] [ MOS ] [ SCAN POS ] [ XBIN ] [nml]NORM/MOS [ FLAT ] [ MOS ] [ NORMFLAT ] [ FFORD ] [ NORMMET ]OFFSET/MOS [ MOS ] [ WLC ] [ SEAPAR ]PLOT/LOCATE [ MOS ]REBIN/MOS in out [ REBSTRT , REBEND , REBSTP ] [ REBMET ] [ LINFIT ] [ MOS ][ WLCORD(2) ]REB1D/MOS in root [ REBSTRT , REBEND , REBSTP ] [ REBMET ] [ LINFIT ]RESPLO/MOS [ LINPOS ] [ ISLIT ]SAVE/MOS [session]SEARCH/MOS [ WLC ] [ SEAPAR ] [ YBIN ] [ CENTMET ] [ MOS ] [ LINPOS ]SHOW/MOS [param]SKYEX/MOS [ OBJ ] [ MOS ] [ WINDOWS ] [ LINFIT ] [ SKYPAR ] [ SKYMET ] [ EXTPAR ]SKYFIT/MOS [ OBJ ] [ MOS ] [ WINDOWS ] [ SKYFRAME ] [ SKYPAR ] [ SKYMET ][ CCDPAR(1) , CCDPAR(2) , REJTHRES(1) ]TUTORIAL/MOS [mode] [action]WLDEF/MOS [ WLC ] [ SEAPAR ] [ YBIN ] [ CENTMET ] [ TOL ] [ WLCORD(1) ] [ WLCMET ][ PLOTC ]Table L.1: Commands of the context MOS31{March{1999



L-8 APPENDIX L. MULTI-OBJECT SPECTROSCOPYL.6 Data StructuresMIDAS tables and keywords are used to store most the information created and/or usedby the MOS context. The tables MOS , LINPOS , LINFIT , and WINDOWS are created bythe MOS commands; the table LINECAT is available in the MIDAS data base. A shortdescription of the tables is given below; a detailed description of their contents can befound in Table L.6.MOS .tbl is created by LOCATE/MOS and used during the whole reduction process. It con-tains the limits of the slitlets.LINPOS .tbl is created by SEARCH/MOS and updated by CALIBRATE/MOS. It contains thepixel-positions of the calibration lines, the row and the slitlet they belong to, theiridenti�cations and their intensities.LINFIT .tbl is created by CALIBRATE/MOS and used by REBIN/MOS. It contains the �tcoe�cients for the dispersion relations of each row scanned by SEARCH/MOS.WINDOWS .tbl is created by DEFINE/MOS and used by FITSKY/MOS and by EXTRACT/MOS. Itcontains the positions of the objects and the sky regions.LINECAT .tbl contains the wavelength calibration lines. There will be several line-catalogsavailable in the instrument related system area, adapted for the use with the FORSgrisms. Table MOSLabel Unit DescriptionSLIT { sequential number of slitletYSTART PIXEL �rst row of slitletYEND PIXEL last row of slitletXOFFSET PIXEL o�set of slitletTable L.2: Table MOS
31{March{1999



L.7. MOS COOKBOOK - A TYPICAL SESSION L-9Table LINPOSLabel Unit DescriptionX PIXEL x-position of calibration lineY { world coordinate of row in which the line was foundPEAK { Peak intensity of calibration lineSLIT { number of slitlet in which the line was foundWAVE Angstroem identi�cation of the line (�A)WAVEC Angstroem �tted wavelength (�A)RESIDUAL Angstroem WAVEC-IDENT (�A)REJECT { Rejection code (-5: line has been rejected due to too largeresidual)Table L.3: Line positions tableTable LINECATLabel Unit DescriptionWAVE ANGSTROEM wavelength of calibration linesTable L.4: Line catalog tableL.7 MOS Cookbook - A typical sessionL.7.1 Starting the whole thingBefore you start the MOS context you should have done the following preparations:� average your bias frames� average your dark frames� average all at-�elds of the same setupTable LINFITLabel Unit DescriptionSLIT { number of slitlet in which the dispersion relation was determinedROW PIXEL row in which the dispersion relation was determinedY { world coordinate of ROWRMS Angstroem r.m.s. error of dispersion relation (�A)COEF i { dispersion coe�cientsTable L.5: Line �t table31{March{1999



L-10 APPENDIX L. MULTI-OBJECT SPECTROSCOPYTable WINDOWSLabel Unit DescriptionOBJ SLIT { number of slitlet in which the object was foundOBJ STRT { �rst row of the object's spectrum (world coordinates)OBJ END { last row of the object's spectrum (world coordinates)NET INTENS { net peak intensity the object's spectrumSKY STRT { �rst row of sky regions (world coordinates)SKY END { last row of sky regions (world coordinates)SKY SLIT { number of slitlet in which the sky was foundTable L.6: Windows tableTable STANDARDLabel Unit DescriptionMAGNITUDE { magnitudeWAVE ANGSTROEM wavelengthBIN ANGSTROEM bin widthFLUX ERG/S/CM/CM/ANG uxTable L.7: Standard star table� correct the object frames for bias, overscan, and dark� make sure that the dispersion direction in all your frames is along the x-axisFor the averaging of the frames you may want to use the command COMBINE/LONGfrom the context LONG. Now you can start the session withMidas . . .> SET/CONTEXT mosThe initialization of the keywords to their default values is done byMidas . . .> INIT/MOSIf you saved the results of an earlier reduction session withMidas . . .> SAVE/MOS sessionyou can now initialize these parameters again (and restore all auxiliary tables) withMidas . . .> INIT/MOS sessionA demonstration of the package can now be obtained withMidas . . .> TUTORIAL/MOSwhich has an automatic (default) and an interactive mode (�rst parameter) and also allows31{March{1999



L.7. MOS COOKBOOK - A TYPICAL SESSION L-11Name Default value ContentsKeywords for at-�eld related commandsFLATLIM/R/1/3 0,0,0 detection parameters for slitlet location (detec-tion threshold, median width, lower limit)FFORD/I/1/1 3 order of �t for the FF normalizationNORMMET/C/1/20 POLY method for FF normalizationISLIT/I/1/1 0 counter for slitletsNSLIT/I/1/1 0 total number of slitletsSCAN POS/D/1/1 0. scan position and width for slitlet locationKeywords for wavelength calibration related commandsSEAPAR/C/1/20 200,5 detection threshold and widthYBIN/C/1/20 3,3 Step and Binning in YCENTMET/C/1/16 GRAVITY centering method for calibration linesXPOS/D/1/50 0. Positions of identi�ed lines (pixels)LID/D/1/50 0. Positions of identi�ed lines (Angstroems)WLCMET/C/1/2 FC Wavelength calibration method (Ident/Linear/Fors) and (Constant/Variable/Fit)POLTYP/C/1/10 CHEBYSHEV type of polynomials used for �tting (Polynom,Legendre or Chebyshev)TOL/R/1/1 2.0 tolerance for autom. wavel. ident. (< 0 �A, >pix)TOLWIND/I/1/1 4 tolerance window for interact. wavel. ident.WLCORD/I/1/2 2,1 order of �t used to compute the dispersionALPHA/R/1/1 0.2 Rejection parameter for lines matching [0,.5]SHIFTTOL/I/1/1 10 tolerance for line identi�cation from one slitletto nextYSTART/I/1/1 0 Starting row for calibration (pixel value)WLCNITER/I/1/2 3,20 Minimum, Maximum number of iterationsMAXDEV/R/1/1 10. Maximum deviation (pixels)WCENTER/D/1/1 0. Central wavelengthAVDISP/R/1/1 0. Average dispersion per pixelPLOTC/C/1/1 N Plot residuals of wavelength calibrationCAL/I/1/100 0 Results of moscalib (+1 dispersion relation �t-ted, -1 no dispersion relation �tted)DISP/I/1/1 0 amount of intermediate display for CALIB/MOSGRISM/I/1/1 1 No. of grism usedREJTHRES/R/1/1 3. rejection thresholdTable L.8: Keywords used in context MOS31{March{1999



L-12 APPENDIX L. MULTI-OBJECT SPECTROSCOPYName Default value ContentsKeywords for rebinning commandsREBMET/C/1/12 LINEAR Rebinning method (LINEAR, QUADRATIC,SPLINE)REBSTRT/D/1/1 0. Starting wavelength for rebinningREBEND/D/1/1 0. Final wavelength for rebinningREBSTP/D/1/1 0. Wavelength step for rebinningKeywords for object extraction and sky subtraction related commandsTHRESH/R/1/1 -0.04 detection threshold for object searchWIND/I/1/1 5 detection window for object searchXBIN/I/1/1 20 Binning in X for object searchSCAN POS/D/1/1 0. center for scan (de�ne/mos) in worldcoordinatesINT LIM/D/1/1 0.001 fraction of central intensity where object limitsshall be de�nedNOBJ/I/1/1 0 number of objects found by de�ne/mosNSKY/I/1/1 0 number of sky-regions found by de�ne/mosSKYMET/C/1/16 method used to �t skySKYPAR/I/1/6 0 order of �t for polynomial or width of windowfor medianEXTPAR/C/1/60 extraction parameters (order, iter)Keywords for frame namesOBJ/C/1/60 object frameEXTOBJEC/C/1/60 extracted object frameCALOBJEC/C/1/40 extracted object frameSKYFRAME/C/1/60 sky sky frameWLC/C/1/60 wlc calibration frameFLAT/C/1/60 at at-�eldNORMFLAT/C/1/60 normat normalized at-�eldKeywords for table namesMOS/C/1/60 mos table with slitlets' positionsLINFIT/C/1/60 coerbr table with dispersion coe�cientsLINPOS/C/1/60 linpos table with wavelength positionsLINECAT/C/1/60 hear table with wavelength positionsWINDOWS/C/1/60 windows table with sky and objects positionsTable L.9: Keywords used in context MOS (cont'd)31{March{1999



L.7. MOS COOKBOOK - A TYPICAL SESSION L-13Name Default value ContentsKeywords for CCD parametersSTEP/D/1/2 0.,0. step-size of raw frameSTART/D/1/2 0.,0. start values of raw frameNPIX/I/1/2 0,0 size of raw frameCCDPAR/C/1/60 read-out-noise and conversion factor of CCDTable L.10: Keywords used in context MOS (cont'd)to look at selected parts of the package (second parameter). In order to create all necessarytest data you should run it once automatically.Most of the numerical parameters are normally set to \sensible" values (which onlymeans that they looked reasonable to the people who wrote this context), but the keywordfor object ( OBJ ) is empty since there are no sensible defaults for these data. This holdsalso true for other keywords, which are normally �lled either from the headers of yourobject (etc.) frames or with the results of MOS commands. Thus for the very �rst tryyou should just �ll in the keyword mentioned above and continue (example see below).Midas . . .> SET/MOS obj=fors0001If you want to make sure that the setups of your �les are all the same use the command CHECK/MOS.!!! NOT YET IMPLEMENTED !!!By default it will check the FORS keywords for� slitlets' positions� grism� CCD parameters (e.g. binning)� NAXIS, START, STEPIf your data were not produced by FORS you may give the FITS keywords that should becompared in an ASCII �le. The use is thenMidas . . .> CHECK/MOS fileNow you may start the real business!L.7.2 Locating slitlets and at-�eld correctionThe very �rst thing you should do now is to locate the limits of your slitlets because thisinformation is needed for all further commands. Therefore you typeMidas . . .> LOCATE/MOSThis should produce the table MOS .tbl (mos) with the columns31{March{1999



L-14 APPENDIX L. MULTI-OBJECT SPECTROSCOPY:SLIT sequential number of slitlet:YSTART �rst row of slitlet (world coordinates):YEND last row of slitlet (world coordinates):XOFFSET o�set of slitlet from center of CCDand write the total number of slitlets to NSLIT (0). It may be that the thresholdde�ned by FLATLIM)(1 (0) is either too low (e.g. below bias value) or too high for yourdata. Also, the width ( FLATLIM(2) ) (0) may be chosen to high or too small. If you detecttoo many slitlets, where only noise is visible, you should increase ( FLATLIM(3) (0)). Youalso can change the scan position and width ( SCAN POS ).Then you should have a look at your at-�eld and try again withMidas . . .> SET/MOS flatlim=threshold,width,limitMidas . . .> SET/MOS scan pos=xpos xbin=widthMidas . . .> LOCATE/MOSYou may also try to identify the slitlets interactively withMidas . . .> LOAD fflatgMidas . . .> DEFINE/SLIT initMidas . . .> DEFINE/SLIT add ##where ## stands for the number of slitlets you want to identify. You will have to determinethe o�sets between the slitlets with OFFSET/MOS (see below).If you do not have FORS data the column :xoffset will be set to zero. This is dueto the fact that for FORS data the slitlet positions given in the header of the frame aretransformed to o�sets from the center of the CCD. This transformations is obviously notvalid for other instruments. As you will need the o�sets for the wavelength calibrationframe you can determine the o�sets relative to the �rst one (which is not necessarilyidentical with the center of the CCD) withMidas . . .> OFFSET/MOSAs this command does a line search in the wavelength calibration frame WLC .bdf (wlc)and correlates only the detected arc lines the resulting o�sets may be wrong if there arenot enough lines to get unambiguous correlation results. Setting the parameter SEAPAR(200,5) to the values successfully used for SEARCH/MOS will help to yield reasonableresults.Normally spectroscopic at �elds show the spectral signature of the lamp with whichthey were taken. You can take out this spectral intensity distribution withMidas . . .> NORMALIZE/MOSBy default this command will �t a polynomial of FFORD th (3rd) order to the averaged(along the slitlet) spectral intensity of the at �eld ( FLAT (at)) (separately for each slit-let) and divide it by these �ts. The results are stored in the frame NORMFLAT (normat).31{March{1999



L.7. MOS COOKBOOK - A TYPICAL SESSION L-15Alternatively, you can normalize the at �eld by dividing through an average smoothedwith a median �lter. To perform the actual at�eld correction together with the normal-ization typeMidas . . .> FLAT/MOSThis command will do the normalization and divide the frame OBJ .bdf by NORMFLAT .bdf.If you have not given any name for the result frame it will derive the name of the at �eldcorrected object frame by adding an `F' to the name of the input frame (e.g. Ffors0001).L.7.3 Wavelength calibrationLine search and interactive identi�cationThe detection of arc lines in the wavelength calibration frame WLC .bdf (wlc) for all slitletsselected in MOS .tbl (mos) is done byMidas . . .> SEARCH/MOSThis command will take the slitlets' limits from MOS .tbl and the eventual stepping andbinning factor from YBIN (3,3). In all CCD rows of WLC .bdf that are selected by theseparameters it will look for intensities above the chosen threshold when comparing to themedian intensity over a chosen window (threshold and window are de�ned by SEAPAR(200,5)). Any lines detected this way will be centered by CENTMET (GRAVITY) andstored in LINPOS .tbl (linpos).:X x-position of line (world coordinates):Y y-position of line (world coordinates):PEAK maximum intensity of line:SLIT number of slitletWithMidas . . .> LINPLOT/MOSyou will get a plot of the x-positions of all found arc lines versus the CCD rows. WithMidas . . .> LINPLOT/MOS 1 3you will get a plot of the �rst CCD row of slitlet 3 for which line positions are stored inLINPOS .tbl. The detected lines are marked in the plot.If you do not know the central wavelength and mean dispersion of the grism you usedyou have to identify at least two arc lines in any row of any slitlet.Midas . . .> IDENTIFY/MOSThe row, in which the lines shall be identi�ed, is read from YSTART (0). If you do notprovide any number either there or on the command line, the program will take the �rstCCD row that has been scanned. As frame it will use WLC .bdf.31{March{1999



L-16 APPENDIX L. MULTI-OBJECT SPECTROSCOPYO�sets between slitletsTo determine the o�sets between the slitlets for Non-FORS data useMidas . . .> OFFSET/MOSThis command will take the calibration spectra of the di�erent slitlets from WLC .bdf andcorrelate them with the arc spectrum of the �rst slitlet. Thereby it will derive their o�setsrelative to the �rst slitlet (which will normally not be in the center of the CCD).Wavelength calibrationAfter identifying the arc lines you may now start the actual wavelength calibration withe.g.Midas . . .> SET/MOS wlcmet=ICMidas . . .> CALIBRATE/MOSThe �rst character of WLCMET gives the way the �rst lines are identi�ed (Identify, Linear,Fors), the second character gives the mode of �tting (Constant or Variable linelist, Fitall). For a detailed description see subsection L.3.3. This program �ts a dispersion relationat �rst to the row with the identi�ed lines, then to the slitlet, and afterwards to all slitlets(row by row, separately for each slitlet). The �tted line positions are compared to thoselisted in LINECAT .tbl (hear). The type of polynomials (Legendre or Chebyshev) is readfrom POLTYP (CHEBYSHEV), the �t order from WLCORD(1) (1), and the tolerancefor automatic line identi�cation from TOL ((2)). TOL can be given in pixel (> 0) orwavelength units (< 0). In case you know the central wavelength and the mean dispersionof the grism you used and you determined the o�sets of the slitlets with OFFSET/MOS youhave to correct the central wavelength for the o�set between the center of the CCD andthe reference slitlet used by OFFSET/MOS.Example: Your reference slitlet has an o�set of -100 relative to the center of the CCDin x-direction and you have a mean dispersion of 2�A/pixel and a central wavelengthof 5500�A. This central wavelength will always lie at the x-position of the respectiveslitlet, which is in this case -100pixels (i.e. -200�A) from the center of the CCD.This means that you have a wavelength of 5700�A at the center of the CCD withinthe reference slitlet. This wavelength should be used as wcenter, since the programassumes that :xoffset = 0 means that the slitlet is at the center of the CCD inx-direction.Then you can use the following commandMidas . . .> SET/MOS wcenter=central wavelengthMidas . . .> SET/MOS avdisp=mean linear dispersionMidas . . .> SET/MOS wlcmet=LCMidas . . .> CALIBRATE/MOS 31{March{1999



L.7. MOS COOKBOOK - A TYPICAL SESSION L-17which will read the two parameters from WCENTER and AVDISP . If you have FORS datause Midas . . .> SET/MOS wlcmet=RTMidas . . .> CALIBRATE/MOSThis will read the grism number from the header of WLC and then take the parametersstored in the respective keyword. The plot option PLOTC (N) decides whether or notyou get a plot of the residuals and the display option DISP (0) inuences the amount ofintermediate results displayed on screen. CALIBRATE/MOS stores the results in LINFIT .tbl(coerbr) in the columns:SLIT number of slitlet:ROW row for which dispersion relation was �tted (pixel coordinates):Y row for which dispersion relation was �tted (world coordinates):RMS r.m.s. error of �t:COEF i �t coe�cientsand adds to LINPOS .tbl (linpos) the columns:WAVE wavelength identi�cation for :X:WAVEC �tted wavelength for :X:RESIDUAL :WAVE-:WAVEC:REJECT mark for rejected linesSlitlets where no dispersion relation could be �tted are marked with '-1' in column:SLIT. WithMidas . . .> RESPLOT/MOS ? slityou can also get a plot of the residuals for a certain slit (slit = number) that are storedin LINPOS .tbl (linpos) (or in the �rst parameter given on the command line).RebinningYou may now want to rebin your object frame to constant wavelength steps 2-dimensionallywith REBIN/MOS. For this you have to provide start, end, and step of the wavelength rangeyou want to rebin withMidas . . .> SET/MOS rebstrt=start rebend=end rebstp=stepand then useMidas . . .> REBIN/MOSThe interpolation between pixels along the x-axis is taken from REBMET (LINEAR) andthe order of interpolation along the y-axis between scanned rows is read from WLCORD(2)(1). 31{March{1999



L-18 APPENDIX L. MULTI-OBJECT SPECTROSCOPYL.7.4 Object de�nition and sky subtractionTo de�ne your object's and sky regions useMidas . . .> DEFINE/MOSBy default it automatically averages XBIN (20) columns around the position SCAN POS(0=center of frame) of the frame OBJ and searches for objects in this averaged framethat have an intensity above THRESH (-0.04) when compared to a median over WIND (5)pixels. THRESH can be absolute (> 0) or relative to the median intensity (< 0). It searchesthe slitlets that are de�ned by MOS .tbl (mos) and stores the results in WINDOWS .tbl(window). The plot option (0) de�nes whether you get a two-dimensional display of theresult, a graphical plot, both, or nothing (default).If an object is detected a gaussian is �tted to its spatial pro�le and the limits of theobject's region are de�ned at those pixels where the gaussian �t has reached INT LIM(0.001) of the central intensity. On both sides of each object a safety margin of 3 pixelsis established (can be overridden manually later); the remaining slitlet is de�ned as skyregion. It may be advisable to perform a very crude sky subtraction �rst to get rid ofthe sky continuum intensity. This can be done with SKYFIT/MOS with skymet=nowindows.This command determines the median value along the columns over the slitlets. If youchoose this way you should use an absolute threshold for object detection. If you want tosearch for all objects at the same wavelength region you have to rebin your frame �rst toconstant wavelength steps with REBIN/MOS.After the automatic de�nition of objects' and sky regions you are asked if you aresatis�ed with the results. If you are not (or are not yet sure), you answer 'no' and cannow inspect the results more closely in the graphical plot and also change the resultsmanually. You may also start with the interactive de�nition using DEFWIN/MOS.The results are stored in table WINDOWS (windows)::Obj Slit number of slitlet for object:Obj Strt �rst row of object:Obj End last row of object:Sky Slit number of slitlet for sky:Sky Strt �rst row of sky:Sky End last row of skyThe command SKYFIT/MOS is used to �t the sky. Normally, the sky regions are takenfrom the table WINDOWS .tbl. Several sky windows may be de�ned in each slitlets. To �tthe sky background you may use the median along the sky regions (skymet=median) ora polynomial �t (skymet=polynomial). Method polynomial requires rejection of cosmicrays and bad pixels. These pixels are rejected by SKYFIT/MOS before �tting the data.Read out noise (in electrons), gain (electrons/adu) and the rejection criterion in units of� must be speci�ed in keywords CCDPAR and REJTHRES (3).Midas . . .> SKYFIT/MOS ? ? ? ? 3 poly 8,2.3,331{March{1999



L.7. MOS COOKBOOK - A TYPICAL SESSION L-19does a polynomial �t of 3rd order in the frame OBJ .bdf, in the regions de�ned byWINDOWS .tbl (within the slitlet limits listed in MOS.tbl ) and stores the result in SKYFRAME(sky).bdf.L.7.5 Object extractionUse EXTRACT/MOS to sky-subtract and extract the detected objects in an output framewith an optimum extraction scheme using di�erent weights for the individual rows (fol-lowing Horne, 1986, PASP 98, 609). The procedure is iterative. If the number of iterationsEXTPAR(2) is set to a negative number, a spectrum computed with equal weights is re-turned. The sky frame ( SKYFRAME (sky)) and the CCD read-out-noise and gain ( CCDPAR )are used to compute the errors of the resulting spectra. The extracted spectra are storedin a 2-D frame, each line corresponding to one extracted object. In addition, the errorsfor the extracted spectra are stored in this frame, one line per spectrum.To rebin the resulting frames to constant wavelength steps use:Midas . . .> SET/MOS extobjec=inMidas . . .> SET/MOS rebstrt=start rebend=end rebstp=stepMidas . . .> REB1D/MOS ? rebThis will split the extracted frame in.bdf into individual frames with constant wavelengthsteps, named reb0001, reb0002, etc. using the dispersion coe�cients of LINFIT .tbl.If you want to avoid rebinning noise you can use APPLY/MOS to produce a table withthe columns :WAVELENGTH, :FLUX, :FLUX ERROR, and :BIN.Midas . . .> SET/MOS extobjec=in calobjec=apMidas . . .> APPLY/MOSThis will take the frame in.bdf and convert it to tables ap0001.tbl, ap0002.tbl, etc. usingthe dispersion coe�cients of LINFIT .tbl.
31{March{1999



L-20 APPENDIX L. MULTI-OBJECT SPECTROSCOPY
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Appendix MFEROSM.1 IntroductionThis appendix describes the use of commands which have been written to reduce spectrataken with the �ber-linked echelle spectrograph FEROS. Most of the commands, however,are not speci�c to FEROS so that they can be used to reduce data from other �ber-linkedechelle spectrographs as well.This chapter covers the following items:� Brief description of FEROS� General description of the FEROS data reduction software, i.e. command parametersand execution� Description of the use of the batches for on-line reduction of FEROS dataM.2 Brief description of FEROSFEROS is a bench-mounted �ber-linked echelle spectrograph built for the ESO 1.52mspectrographic telescope. With one exposure it covers the spectral range from 3600-9200�A on a 2�4k EEV CCD chip. The main dispersion axis runs along the longer side of theCCD. Read-out direction is such that the main-dispersion is along the y-axis. Due to theuse of a prism cross-disperser the spectral orders are strongly curved on the CCD. Theimages of the �ber are sliced in order to increase the spectral resolution to about 48,000.The price to pay for the enhanced resolution is a complicated and broad cross-order pro�le.FEROS uses two �bers one of which is used as object �ber. The second �ber can beused in two modes.� In the �rst mode the second �ber is used for recording a sky spectrum simultaneouslywith the object exposure.� In the second mode, the spectrum of a ThAr comparison lamp is recorded simul-taneously with the object spectrum. This mode is used for increased accuracy inM-21



M-22 APPENDIX M. FEROSwavelength calibration and is typically used for planet search programs. The intens-ity of the ThAr lamp is attenuated (via a �lter with variable attenuation) in orderto allow long ThAr exposures. The sky spectrum cannot recorded simultaneously inthis mode.For the object-calibration mode it is especially important that there are no very stronglines in the calibration lamps, which could lead to blooming of the CCD and thus distortthe stellar spectrum. Therefore, FEROS uses a �lter to suppress the red part of theThAr spectrum, where many strong lines of Ar are present. In order to have any usefulcalibration lines in the red part of the spectrum, a Ne lamp is used in addition to theThAr lamp.The spectrograph itself has no moveable parts, i.e. the spectral format is �xed. Thisallows relatively easy on-line reduction.M.3 Requirement for the FEROS DRSThe FEROS data reduction software has been developed to take care of the peculiaritiesof the FEROS data format. However, it should be possible to use the software for similarinstrument with no or only minor modi�cations. Also, the software was written to easilyallow batch processing and is used at the telescope to provide a full on-line data reduction.The basic steps in the reduction are as follows:M.4 Order de�nitionDue to the use of an image slicer for the two �bers, the FEROS order de�nition uses aspecial technique for �nding and centering orders. The de�nition of the orders is done inseveral steps.� First, the position of the orders is de�ned near the middle of the frame. A central cutthrough the orders is cross-correlated with a template which should match as goodas possible the cross-order pro�le. Centering the peaks of the correlation functiongives the centers of the orders near the center of the CCD. If the template consistsof the pro�le of a double �ber, both �bers are centered simultaneously. This is thenormal way of operation.� Second, the orders are followed along the main dispersion direction by cross-correlatingcuts taken at varying y-positions with a secondary template extracted from the cent-ral cut.� Finally, the detected x-y positions of all orders are �tted with a polynomial. This isdone for each order individually. The polynomial coe�cients are kept in a table forthe further steps.Order de�nition is done with the command DEFINE/FEROS.31{March{1999



M.5. BACKGROUND SUBTRACTION M-23M.5 Background subtractionThe background of the FEROS spectra consists of several components, mainly� an electronic bias level, which can be determined from the overscan region of theCCD or from bias exposures,� the CCD dark current, which can be determined from a series of long darks, and� scattered light, which is smoothly varying over the CCD.The latter contribution is determined by measuring its level outside the spectra. In thecase of FEROS, this is the region between the orders and between the �bers. The regionbetween the �bers is small, but is independent of order number. The distance betweenthe orders is strongly depending on order number and is largest in the blue region. Thebackground level is measured by taking the median in small regions at regular intervalsin the y-direction. The measured values are approximated by �tting a 2-D smoothingspline function. Since the 2-D spline requires a rectangular grid, the median values areinterpolated in x-direction before the spline �t.The dark current should be subtracted before scattered light is subtracted, since itmay have strong spatial variations which can not be taken into account by the spline �t.Background subtraction is done with the command BACKGR/FEROS.M.6 Order extractionAfter background subtraction, the spectral orders can be extracted. This is done byde�ning o�sets in x-direction (with respect to the center of both �bers) and summing upthe ux within a de�ned slit-width around these o�sets. Both �bers are treated completelyseparately.For reason of e�ciency and simplicity, this is done in two steps.� First, the pixels are re-ordered (recti�ed) in a new 2-D frame. It is important tonote that this step involves no resampling. The fractional pixel o�sets are kept in aseparate �le. The corresponding command is RECTIFY/FEROS.� Second, the uxes are summed up, producing a new 2-D frame (pixel-order space)for each �ber. The corresponding command is EXTRACT/FEROS.The extraction can be done by straight summation or by using an optimum extractionalgorithm which also detects and removes cosmic ray events. Optimum extraction requiresa good knowledge of the cross-order pro�le (COP). For FEROS, this pro�le is { due tothe image slicer { very complicated. It is approximated by �tting the fractional ux perpixel at several distances from the center of the COP as a function of position along theorder with a polynomial. Since rebinning has to be avoided, this step is complex and CPUintensive. Thus, the COP can be saved for further use. For FEROS, the COP is typically31{March{1999



M-24 APPENDIX M. FEROSdetermined from a at-�eld exposure and later used for extraction of object spectra. Thisassumes that the COP does not change its pro�le, which can reasonably be assumed onlyfor �ber-linked spectrographs.M.7 Flat-�eldingSince the at-�elds are also taken through the �ber, the FEROS spectra cannot reasonablybe at-�elded in a 2-D way. Instead the extracted spectra of the object and the at-�eld lamp are divided to remove the pixel-to-pixel variations. This division also removesthe blaze function of the echelle grating with good precision. However, this requiresthat the background subtraction is su�ciently accurate. The command corresponding isFLAT/FEROS.M.8 Wavelength calibrationThe wavelength calibration uses the ThArNe calibration frames. The orders are �rst ex-tracted and then searched for emission lines. This is done with the command SEARCH/FEROS.Wavelengths are assigned to these lines iteratively using a catalog of wavelengths andstarting with a preliminary dispersion relation. A global dispersion relation for the wholewavelength rane is used for �tting the line positions as a function of y-position and ordernumber. The global formula used is of the form�m =XX aijximj (M.1)where x and m are the position along the dispersion axis and the order number,respectively, and aij are the coe�cients to be �tted. For the order of the polynomiali; j � 4 is su�cient for FEROS. Most of the higher terms are set to zero, so that only 15free parameters are used. With this formula we can reach residuals of the order of 3m�Arms over the full wavelength range. The wavelength calibration is done with the commandCALIB/FEROS.M.9 RebinningThe derived dispersion relation can be used to rebin the spectra in constant steps inwavelength on a linear or logarithmic scale. The barycentric correction can (and should)be applied in the same step. The rebinned spectra are still kept in 2-D frames (wavelength-order space). Di�erent options for the rebinning are provided. The corresponding com-mand is REBIN/FEROS.M.10 Order merging>From the rebinned quasi 2-D spectra, individual orders can be extracted in individual�les or all orders can be merged in a single 1-D spectrum. In the latter case, the spectra31{March{1999



M.11. DESCRIPTION OF FEROS KEYWORDS M-25are averaged in the overlapping regions. The edges of the orders containing too little signalhave to be removed before the averaging. This is especially important for FEROS, sincethe blue orders are much shorter than the CCD. A table with the limits of the orders issupplied for FEROS spectra. The corresponding command is MERGE/FEROS.M.11 Description of FEROS keywordsThis is the full list of FEROS keywords, with a short description of their meaning.RAW IMG/C/1/80 { Name of the image used for order de�nition.WLC IMG/C/1/80 { Name of the raw wavelength calibration frame. This keyword isused only for the on-line version of the FEROS software.GUESS TBL/C/1/80 { Name of table with the approximate order position. Use in theorder de�nition.CENTER TBL/C/1/80 { Name of the table where the detected order position are stored.LOC CUTSTEP/I/1/1 { Step size in pixel for the cuts used to follow the orders.LOC WINDOW/I/1/1 { Window size in pixel used for the cross-correlation for orderde�nition.FIT DEG/I/1/1 { Order of the polynomial used for description of the order positions.LOC THRES/R/1/1 { Background level in the cross-correlation used to follow the orders.LOC MODE/C/1/1 { Mode used for order de�nition. Valid values are S for peak searchingand G for using a guess table.LOC METHOD/C/1/1 { Centering method for order de�nition. Valid values are R forcenter of gravity and A for gaussian centering.CUTS IMG/C/1/80 { Name of the image where the cuts through the order de�nitionframe are stored.FOLD IMG/C/1/80 { Name of the image where the cross-correlations are stored.TEMPL IMG/C/1/80 { Name of the template image for the �rst step in order de�nition.TEMPLT IMG/C/1/80 { Name of the frame where the secondary templates extractedfrom the order de�nition frame are storedFIT IMG/C/1/80 { Name of the frames where the �tted cross-order pro�les are storedMASK IMG/C/1/80 { Name of the mask frame where the detected cosmics are storedINIT TBL/C/1/80 { Name of the table with saved FEROS keywordsFLAT IMG/C/1/80 { Name of the background subtracted imageFLATEXT IMG/C/1/80 { Name of the extracted at-�eld image. This is a pixel-orderframe.UNBLAZED IMG/C/1/80 { Name of the at-�elded frame. This is a pixel-order frame.BG MODE/C/1/1 { Mode of background subtraction. Valid values are B for subtractbackground and N for storing �tted background.BG STEPX/I/1/1 { Step size in x for background determination. This is used for gridfor the 2-D spline �t.BG STEPY/I/1/1 { Step size in y for background determination. This is used for gridfor the 2-D spline �t.BG WIDTHX/I/1/1 { Width in x for background determination.31{March{1999



M-26 APPENDIX M. FEROSBG WIDTHY/I/1/1 { Width in y for background determination.BG MEDIANX/I/1/1 - Size of median window in x for median �ltering used in backgroundsubtraction.BG MEDIANY/I/1/1 - Size of median window in y for median �ltering used in backgroundsubtraction.BG DIST/I/1/1 { Minimum distance between orders where background is determinedbetween orders. In two-�ber mode, the background is determined in the middlebetween �bers and between orders.STRAIGHT IMG/C/1/80 { Root name of recti�ed image. A 1 or 2 is appended for thetwo �bers.PROFILE W/I/1/1 { Width of spatial pro�le for order extraction.FIBER OFF1/I/1/1 { O�set of �ber 1 with respect to the �tted center of the order.FIBER OFF2/I/1/1 { O�set of �ber 2 with respect to the �tted center of the orderFIBER MODE/I/1/1 { Number of �bers. Valid values are 1 and 2. This parameter a�ectsorder extraction and background determination.IMG WRITE/C/1/1 { Parameter to indicate if additional images should be generatedduring order extraction. This can used for debugging purposes.EXT IMG/C/1/80 { Root name of extracted image. The character 1 or 2 is appended for�ber 1 and 2, respectively.SPECTR TYPE/C/1/ { Spectrograph type. Valid values are F for single �ber and G fortwo �bers. This parameter a�ects order extraction.EXT MODE/C/1/1 { Extraction mode. Valid values are S for standard extraction, O foroptimum extraction and and M for standard extraction with masking of cosmics.PROFILE GET/C/1/1 { Get spatial pro�le from spectrum. Valid values are Y or N.EXT ITER/I/1/1 { Number of iterations in optimum extraction.CCD RON/R/1/1 { Read-out-noise of CCD in electrons. Used for optimum extraction.CCD GAIN/R/1/1 { Gain of CCD in electron/ADU Used for optimum extraction.CCD THRES/R/1/1 { Threshold for clipping of cosmics Used for optimum extraction.CCD ROT/R/1/1 { Rotation angle of CCD in degrees. This a�ects calibration only inmode G, which is normally not used.CCD SHIFT/R/1/1 { Shift of CCD in x direction with respect to blaze center. Thisa�ects calibration only in mode G, which is normally not used.COEF COP/C/1/80 { Root name of cross order pro�le frame.COEF WLC/C/1/80 { Root name of wavelength calibration coe�cient table.INIT WLC/C/1/1 { Get start values for dispersion coe�cients. Valid values are G forgrating relation, C for coe�cients table and W for wavelengths of identi�ed lines.ORDER FIRST/I/1/1 { Order number of �rst order on CCD.ORDER LAST/I/1/1 { Order number of last order on CCD.LINE W/I/1/1 { Estimated width of spectral lines in pixel.LINE THRES/R/1/1 { Threshold value for line searching.LINE POS TBL/C/1/80 { Root name of table for storing detected lines.LINE MTD/C/1/80 { Centering method for line search. Valid values are GRAVITY,MAXIMUM, MINIMUM and GAUSS. Normally, GAUSSIAN should be used.31{March{1999



M.12. USING THE FEROS SOFTWARE ON-LINE AT THE TELESCOPE M-27LINE TYPE/C/1/80 { Type of spectral lines. Valid values are EMISSION and ABSORP-TION. Should be EMISSION.LINE REF TBL/C/1/80 { Name of laboratory wavelength table. A table with the nameThAr50000 is delivered with FEROS. This is based on a table of wavelengths optimizedfor a resolution of 50,000 and was kindly supplied by Herman Hensberge. It wasextended with lines of Ne, since FEROS also has a Ne lamp and Ne has importantlines in the red part of the spectrum.ID ALPHA/R/1/1 { alpha value for line identi�cation.ID TOL/R/1/1 { Tolerance value for line identi�cation.ID THRES/R/1/1 { Intensity threshold for �rst step of line identi�cation. Only strongerlines will be used for this �rst step.SPECTR G/R/1/1 { Grating constant in lines/mm. This parameter a�ects calibrationonly in mode G, which is normally not used.SPECTR F/R/1/1 { Focal length of camera (mm) This a�ects calibration only in modeG, which is normally not used.SPECTR THB/R/1/1 { Blaze angle of spectrograph (degrees) This a�ects calibrationonly in mode G, which is normally not used.REBIN IMG/C/1/80 { Root name of rebinned spectrum.REBIN SCL/C/1/1 { Scaling of rebinned spectrum valid values are I for lInear and O forlOgarithmic.REBIN STEP/R/1/1 { Wavelength step size for rebinned spectrum.REBIN MTD/C/1/1 { Rebinning method. Valid values are L, Q, S for linear, quadraticand spline, respectively.MERGE IMG/C/1/80 { Root name of merged spectrum.MERGE MTD/C/1/12 { Merging method. Valid values are NOAPPEND, AVERAGE,SINC. The method AVERAGE is not recommended. SINC takes the length of theorders to be averaged into account. It needs a table with the �xed name BLAZE,where the order limits are stored. Method NOAPPEND is used to extract orders intoindividual �les.MERGE DELTA/R/1/1 { Wavelength interval at the edges of orders to be skipped foraveraging. Used for MERGE MTD=AVERAGE.MERGE ORD/I/1/2 { Order numbers Ord1, Ord2 to be extracted. Used for MERGE MTD=NOAPP.M.12 Using the FEROS software on-line at the telescopeThis section briey describes the on-line operation of the FEROS software at the ESO1.52m telescope. For a full documentation of FEROS see:http://www.ls.eso.org/lasilla/Telescopes/2p2T/E1p5M/FEROS/docu/pages/frames.htmlThe FEROS on-line DRS allows a complete reduction of the science spectra takenduring the night from the CCD system. The on-line DRS is based on the MIDAS contextferos.To install the on-line software after the DRS is installed, the MIDAS programs of thedirectory 31{March{1999



M-28 APPENDIX M. FEROS$MIDASHOME/$MIDVERS/stdred/feros/locprochave to be copied to the local midwork directory.After CCD readout, the BIAS program� includes the status informations from the CCD, the Telescope Control System (TCS),and the Instrument Control System (ICS) in the FITS header� transfers the 2-D spectra to the instrument workstation (IWS) if the remote autosaveis turned on (BIAS command remsave+).� starts on the IWS the MIDAS programm @@ loadccd fero [filenum] wherefilenum is the running 4-digit �lenumber of the CCD frame.The loadccd program itself� loads the frame fero[filenum].mt into the display,� adds the incoming �le to the catalogue Feros.cat,� writes the FITS �le to the DAT drive /dev/rmt/1mn (BS 2880)� starts the automatic reduction via� @@ autoreduce fero [filenum]According to the four possible exposure types (FLATFIELD, CALIBRATION, DARK,and SCIENCE) given in the descriptor EXPTYPE, the autoreduce program starts thefollowing actions:� FLATFIELD: adds the incoming �le to the catalogue FF.cat� CALIBRATION: adds the incoming �le to the catalogue ThAr.cat� DARK: adds the incoming �le to the catalogue Dark.cat� SCIENCE:{ adds the incoming �le to the catalogue Objects.cat{ start the pre-reduction of the the �le (@@ prered [filenum] raw image) whereraw image is the name of the input �le for the following on-line reduction.{ computes the barycentric velocity according to the telescope position and writesthe result to the descriptor BARY CORR{ computes and subtracts the interorder background of the echelle spectrum(BACKGR/FEROS){ extracts the echelle orders (RECTIFY/FEROS, EXTRACT/FEROS){ removes the blaze function and the pixel-to-pixel variations (FLAT/FEROS)31{March{1999



M.12. USING THE FEROS SOFTWARE ON-LINE AT THE TELESCOPE M-29{ rebins the echelle orders to wavelengths (REBIN/FEROS) according using pre-determined dispersion coe�cients. In this step also the barycentric correctionis applied.{ merges the echelle orders (MERGE/FEROS) into two 1-D spectra named f[filenum]1and f[filenum]2 where the spectrum with the ending 1 refers to the spectrumrecorded on the object �ber and the spectrum with the ending 2 to the spectrumrecorded on the sky/calibration �ber.This standard reduction is controlled by the FEROS context keywords which can belisted together with their current contents by the command SHOW/FEROS and are setwith the command SET/FEROS key=[value]. See below for useful keywords to be usedduring the observing session.M.12.1 Initialization of the DRS at the beginning of the nightTo use the automatic data reduction as described above, the DRS has to be initialized atthe beginning of the night.For this purpose several at-�eld and wavelength calibration exposures have to betaken in the Object-Sky mode of FEROS before the beginning of the night following thefollowing sequence:� Reset the image catalogues FF.cat, ThAr.cat, Dark.cat, Object.cat with the com-mand @@ init ? reset� Insert a new write-enabled DAT in the drive /dev/rmt/1m. Note that this DAT willbe overwritten from the beginning erasing any previous contents! One 60m DATcan carry about 70 �les. If you are to take more than 70 full frames, it is advisableto change the DAT before it is full.� Use the instrument control software XFCU running on the CCD control PC nextto the ISW to turn on the wavelength calibration lamp and use the BIAS CCDcontrol software to take several (typical 2) exposures of 15 sec each. For detailson the XFCU software and the BIAS software see the FEROS documentation. Theresulting frames are automatically transfered to the IWS and added to the catalogueThAr.cat.� Switch with the XFCU program to the at�eld lamp and take, depending on theS/N needed for a appropriate reduction of the planned science exposures, 3 to 10exposures of 30 sec. The frames are automatically transfered to the IWS and addedto the catalogue FF.cat.� Initialize the DRS for the night with the command @@ init [guess] where guessis the name of a previously saved guess session. Typically this is the session saved inthe night before. The session names are formed automatically from the �le numberof the �rst calibration exposure in the catalogue ThAr.cat and the pre�x ThAr, e.g.,ThAr0741. 31{March{1999



M-30 APPENDIX M. FEROSNow the following initialization steps are performed� Initialization of the session keywords and tables (INIT/FEROS)� Averaging of the frames of the respective catalogues FF.cat, ThAr.cat.� Setting of the CCD gain keyword according to descriptor CCD GAIN and the valuesspeci�ed in init.prg� De�nition of the echelle orders in the averaged at�eld (DEFINE/FEROS); the �ttedpositions are shown in the display window.� Standard reduction of the at�eld (BACKGR/FEROS, RECTIFY/FEROS, EX-TRACT/FEROS). The extraction is done twice: the �rst time, the cross-order pro-�les are determined for an optimum extraction with cosmic removal for the scienceexposures; the second time the at�eld orders are extracted. The name of the re-duced at�eld is found in the keyword FLAT IMG.� Standard reduction of the wavelength calibration (BACKGR/FEROS, RECTIFY/FEROS,EXTRACT/FEROS). The name of the reduced calibration is found in the keywordWLC IMG� Search for emission lines in the reduced calibration frame (SEARCH/FEROS).� Wavelength calibration by iterative �tting of the dispersion coe�cients (CALIB-RATE/FEROS). The resdiuals of the individual lines are plotted over the ordernumber. The spread should not exceed an rms of 0.05 �A.� The session parameters are saved as session WLC IMG.With this step completed, the FEROS on-line DRS is initialized.Every new incoming spectrum will be saved and reduced now as described above.M.12.2 On-line reduction options during the nightThe context keywords allow to control the parameters of the reduction process. Thekeywords can be listed together with their current contents by the command SHOW/FEROSand are set with the command SET/FEROS key=[value].If the keywords are set to new values, they will only a�ect the automatic on-line DRS fornext incoming �les. If one of the �les already transfered to the IWS (fero[filenum].mtshould be reduced again according to the new settings of the keywords, this is easilyachieved by re-starting the @@ autoreduce command manually as follows:@@ autoreduce fero [filenum]Useful keywords for the observing session might be:� EXT MODE controls the method used for the extraction of the spectra. The threeoptions are: 31{March{1999



M.12. USING THE FEROS SOFTWARE ON-LINE AT THE TELESCOPE M-31{ SET/FEROS EXT MODE=S the standard extraction is performed where theux across the slit is just summed.{ SET/FEROS EXT MODE=M the standard extraction is performed as abovebut with clipping of cosmics{ SET/FEROS EXT MODE=O the optimum extraction is performed with clip-ping of cosmics� MERGE MTD controls the merging of the orders. The options are:{ SET/FEROS MERGE MTD=SINC the default merging into a 1-D spectrumwith weighted adding of overlapping regions. The lengths of the orders aredetermined from table BLAZE.tbl{ SET/FEROS MERGE MTD=AVE should not be used{ SET/FEROS MERGE MTD=NOAPP the orders are not merged but writteninto individual 1D spectra; the order number is appended to the �lename as4-digit number.� REBIN MTD controls the rebinning of the spectra. The options are:{ SET/FEROS REBIN SCL=I the rebinning is done into a lInear wavelengthscale. The stepsize has to be set in the keyword REBIN STEP.{ SET/FEROS REBIN SCL=O the rebinning is done into a lOgartithnic wavelengthscale. The stepsize has to be set in the keyword REBIN STEP.
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M-32 APPENDIX M. FEROS
Table M.1: Overview of FEROS commandsCommand parametersINITIALIZE/FEROS nameSAVE/FEROS nameSHOW/FEROS paramSET/FEROS param=valueSAVINIT/FEROS �lename accessmodeHELP/FEROS paramKEYDEL/FEROSDEFINE/FEROS inimage intable outtable locval thres locparBACKGR/FEROS raw at centab bgmode bgparam medparam �bmodeRECTIFY/FEROS image straightimage centab pro�leparEXTRACT/FEROS straightimage extimage extpar params ccdpar coptabFLAT/FEROS inspec atspec outspecSEARCH/FEROS spec linepar linepos meth linetypeCALIBRATE/FEROS linetab reftab instpar coe�tab centertab getcoe�sREBIN/FEROS extimage linetab rebimage scale step methMERGE/FEROS inimage outimage params methodTUTORIAL/FEROS
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M.12. USING THE FEROS SOFTWARE ON-LINE AT THE TELESCOPE M-33Table M.2: List of FEROS keywordsKeyword default value descriptionRAW IMG/C/1/80 at2d name of raw imageWLC IMG/C/1/80 wlc2d name of wlc imageGUESS TBL/C/1/80 echpos name of guess tableCENTER TBL/C/1/80 centers name of order position tableLOC CUTSTEP/I/1/1 10 cut step for order de�nitionLOC WINDOW/I/1/1 17 window size for order de�nitionFIT DEG/I/1/1 5 order polynomial �t degreeLOC THRES/R/1/1 0.9 background level in order de�nitionLOC MODE/C/1/1 G de�nition mode; valid values: S,GLOC METHOD/C/1/1 R de�nition method; valid values: R,ACUTS IMG/C/1/80 cuts cuts imageFOLD IMG/C/1/80 fold fold imageTEMPL IMG/C/1/80 template input template imageTEMPLT IMG/C/1/80 templatet output template imageFIT IMG/C/1/80 �tted img root name if �tted pro�les imageMASK IMG/C/1/80 mask img root name of masked pixels imageINIT TBL/C/1/80 init init tableFLAT IMG/C/1/80 nobg2d name of at�elded imageFLATEXT IMG/C/1/80 atxtrctd name of extracted at�eld imageUNBLAZED IMG/C/1/80 unblazed name of unblazed imageBG MODE/C/1/1 B background determination mode; valid values: B,N,SBG STEPX/I/1/1 51 step in x for background determinationBG STEPY/I/1/1 51 step in y for background determinationBG WIDTHX/I/1/1 21 width in x for background determinationBG WIDTHY/I/1/1 45 width in y for background determinationBG MEDIANX/I/1/1 4 median �lter size in xBG MEDIANY/I/1/1 11 median �lter size in yBG DIST/I/1/1 50 minimum distance between ordersSTRAIGHT IMG/C/1/80 straightened root name of straightened imagePROFILE W/I/1/1 15 width of spatial pro�leFIBER OFF1/I/1/1 -9 shift of �ber 1FIBER OFF2/I/1/1 9 shift of �ber 2FIBER MODE/I/1/1 2 number of �bersIMG WRITE/C/1/1 N write additional imagesEXT IMG/C/1/80 extracted root name of extracted image31{March{1999



M-34 APPENDIX M. FEROSTable M.3: List of FEROS keywords (continued)Keyword default value descriptionSPECTR TYPE/C/1/1 G spectrograph type; valid values: F,GEXT MODE/C/1/1 S extraction mode; valid values: S,O,MPROFILE GET/C/1/1 N get spatial pro�le from spectrum; valid Y,NEXT ITER/I/1/1 3 maximum iterations in optimum extractionCCD RON/R/1/1 3.5 readout noise of CCD (optimum extraction)CCD GAIN/R/1/1 0.66 gain of CCD (optimum extraction)CCD THRES/R/1/1 4.0 clipping threshold (optimum extraction)CCD ROT/R/1/1 2.4 rotation of CCDCCD SHIFT/R/1/1 0.0 shift of CCD in x directionCOEF COP/C/1/80 cop coe� root name of cross order pro�le coe�cient tableCOEF WLC/C/1/80 wlc coe�s root name of wavelength calibration coe�cient tableINIT WLC/C/1/1 C get dispersion coe�cients from spectrum; valid values: G,C,WORDER FIRST/I/1/1 25 �rst order on CCDORDER LAST/I/1/1 63 last order on CCDLINE W/I/1/1 5 width of spectral lineLINE THRES/R/1/1 10000 background levelLINE POS TBL/C/1/80 found lines root name of found line tableLINE MTD/C/1/80 gauss line search method; valid values: GRA,MAX,MIN,GAUSSLINE TYPE/C/1/80 emission line type; valid values: EMIS,ABSORPLINE REF TBL/C/1/80 ThAr50000 name of laboratory wavelength tableID ALPHA/R/1/1 0.2 alpha value for line identi�cationID TOL/R/1/1 0.2 tolerance value for line identi�cationID THRES/R/1/1 0.0 intensity threshold for �rst step of line identi�cationSPECTR G/R/1/1 79.0 grating constant (lines/mm)SPECTR F/R/1/1 410.0 focal length of camera (mm)SPECTR THB/R/1/1 63.4 blaze angle of spectrograph (degrees)REBIN IMG/C/1/80 rebinned root name of rebinned spectrumREBIN SCL/C/1/1 I scaling of rebinned spectrum (lInear or lOgarithmic)valid values: I,OREBIN STEP/R/1/1 0.03 wavelength step of rebinned spectrumREBIN MTD/C/1/1 S rebinning method; valid values: L,Q,SMERGE IMG/C/1/80 merged root name of merged spectrumMERGE MTD/C/1/12 SINC Merging methods: NOAPPEND,AVERAGE,SINC(Associated command MERGE/FEROS)MERGE DELTA/R/1/1 1.0 Wav. interval to be skipped (MERGE MTD=AVERAGE)MERGE ORD/I/1/2 0,0 Ord1,Ord2 (MERGE MTD=NOAPP). 0,0:all orders31{March{1999


