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5. Introduction

There are two intended audiences for this paper — DB2 DBAs and SAP BASIS administrators. Either may be
doing performance analysis on an SAP system with DB2 for OS/390 database. The goal of the paper is that
each can find a part of the material that is new and useful — an SAP BASIS administrator with experience on
other databases will see some of the DB2 specific tuning tools and techniques, and DB2 DBAs with experience
in traditional DB2 environments will see some SAP specific tools and techniques.
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When doing performance monitoring for SAP on DB2 for OS/390, there are many different layers (SAP
BASIS, SAP functional, DB, OS, network) and a variety of tools involved. Some problems can be solved in
one layer, but some require monitoring and analysis in several layers. One of the goals of this paper is to show
how to follow a problem through the various layers to the source. If different people monitor every layer, it is
hard to have an integrated view of performance issues. While nobody can be an expert in all areas, if someone
such as a DBA or BASIS administrator has an end-to-end view, they can call on an expert in a specific area,
when a problem needs further investigation.

This paper has a process-based approach, where different goals are pursued via different processes and tools.

e To fix a problem reported for a specific program, we will perform elapsed time analysis of programs,
determine where time is spent, and optimize these long running parts. This includes interpretation of
STAT records, using ST05, SE30, SM50, SM51, SM66, etc. It will demonstrate how to drill-through
the SAP stats to obtain database performance statistics, identify I/O bottlenecks and SAP problems, etc.
The benefit of this approach is that it is focused on an area that has been identified as a business
problem.

e To check for inefficient use of DB resources and improve overall database server performance, we
will use ST04 statement cache analysis. The value of this approach is that it offers a very big potential
payoff in reducing resource usage and increasing system efficiency. The disadvantage is that one may
be finding and solving problems that no end-user cares about. For example, if we can improve the
elapsed time of a batch job from 2 hours to 10 minutes, but the job runs at 2:00 AM, and nobody needs
the output until 8:00 AM, it may not really be a problem. Even if it is not a business problem, it may still
be beneficial to address a problem of this type as part of optimizing resource consumption.

e To do a system health check, review OS paging, CPU usage, and ST04 times (delay analysis in DB),
SAP waits, ST10 and STO2 buffering. The operating environment needs to be running well for good
performance, but problems in these areas can be symptoms of other problems. For example, inefficient
SQL can cause high CPU usage or high I/O activity. A health check should be done together with
analysis of SQL.

This paper has many examples, and it describes what is good or bad in each example. There are not always
specific rules given on what is good or bad, such as “Database request time” over 40% of “elapsed time” is bad
and under 40% is good. Rather, this paper tries to focus on an opportunity-based approach, such as:

e Look for where a program (or the SAP and database system) spends time.

e Ask “If I fix a problem in this area, will people notice and care that it has been fixed?”

It will discuss how to estimate the impact of solving a problem. System wide performance analysis (such as a
statement of cache analysis, or ST03 analysis) will generally turn up several candidates. By estimating the
impact of fixing these problems, one can decide which to address first.

When doing this analysis, it is important to identify and track specific issues. Often, a performance issue is not
important enough to merit a new index, or an ABAP change. In this case, we want to track that we have
analyzed it, and chosen not to do anything, so that we don’t waste time discovering it again next year.

This paper refers to a number of SAPnotes. An OSS userid, or userid that allows access to service.sap.com, is a
prerequisite for anyone doing performance analysis on an SAP system, whether the person is a DB2 DBA,
systems programmer, SAP BASIS Administrator, etc.
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6. DB2/390 and SAP background information

The architecture and components of the connection between SAP and DB2 vary from release to release. There
are several R/3 release-dependent “Planning Guides” that describe the architecture in detail. See section 12 for
manual numbers and names.

Here are a few points that are important in understanding the way that SAP uses the DB2 database. The way
that SAP uses DB2 is somewhat different than traditional DB2 applications.

6.1. SAP

e SAP transaction, user, and security management — end users send transactions to the
application server. SAP manages the dispatch of transactions into SAP work processes. SAP
does security checking from its data base tables to determine the rights of an SAP user.

e SAP Unit-of-Work vs. DB2 Unit-of-Work (UOW) — an SAP UOW, such as a transaction, can
be made up of one or more SAP dialog steps. There is at least one DB2 UOW in each dialog
step. In order to have transactional integrity across multiple DB2 UOWSs, SAP has its own
locking system, called “Enqueue”. SAP uses change queue tables (called VBLOG tables) to
hold changes across multiple DB2 UOWs, until they are ready to be committed to application
tables. As part of SAP UOW processing, subsequent SAP dialog steps for a transaction may add
to the queued information in the VBLOG tables. At SAP commit time, all the changes for an
SAP UOW are read from the VBLOG tables, and applied to the tables containing the business
data.

e Background job updates — Background (SAP Batch) jobs may use the VBLOG tables, or may
do updates directly into the business tables.

e SAP caching -- for performance reasons, SAP caches many SAP objects on the application
servers. This includes SAP programs, transaction screens, and even some table data.

e Commits required for read-only jobs — SAP programs, which at the application level are read
only, may be taking locks in the database during a statement prepare, program re-generation, etc.
For this reason, it is important that all batch or long running programs issue periodic commits.

e Referential integrity — SAP manages all foreign key relationships and referential integrity
constraints, though DB2 has the capability to do it.

6.2. DB2

e DB2 security management -- at the DB2 level, there is only one userid (by default SAPR3) that
owns all objects in the SAP database, executes all SQL, etc. There is no way to use DB2
facilities to track object accesses back to a specific user in SAP.

¢ Long running DB2 threads -- SAP work processes connect to DB2 by sending a connect
request to the ICLI (Integrated Command Level Interface). The ICLI can be thought of as a
remote SQL server for SAP. When it receives the connection request, the ICLI creates a thread
in DB2. Many SAP transactions, batch jobs, updates, etc., may be executed in each thread
between thread creation and termination. Starting with SAP 4.5B, all threads use the same DB2
PLAN. (Previously, each thread had a uniquely named plan.) Thus, DB2 plan-based and thread-

Page 7



IBM Americas Advanced Technical Support === =

based accounting cannot be easily used for analyzing performance of specific transactions or
reports.

e All dynamic SQL -- SAP uses DB2 dynamic SQL, where the SQL is prepared and executed at
program runtime, rather than SQL that is prepared (bound) before program runtime. Since
prepared statements are prepared with parameter markers, the DB2 optimizer does not (by
default) use some optimizer statistics, such as SYSCOLDIST data.

e Execution time re-optimization -- there are SAP programming hints which tell DB2 to re-
optimize statements at execution time, when the variables are available. When statements are re-
optimized at execution, DB2 can use all available optimizer statistics.

e Thread local thread statement cache — the SQL statements that a thread is executing are kept
in a “local statement cache” in DBM1. Since each prepared statement takes on average 10KB,
this local cache can cause a large demand for DBM1 VSTOR. It is common for large SAP
systems to have only 400MB-600MB of bufferpools, with the rest of the 2GB of VSTOR in
DBMI used for thread local cache, EDM pool, etc. Hiperpools (or dataspaces for systems with
64-bit real support) are used to make additional buffer memory available to DB2.

e Table structure — most tables have MANDT (client) as the leftmost column. In most systems,
there is only one productive client, so MANDT has low cardinality, and will not filter rows well.
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7. Solving a performance problem for a specific program or
transaction

7.1. Check STAT records for components of SAP elapsed time

Each time a program, transaction dialog step, or RFC finishes, a statistics record is saved by SAP. These
statistics contain information about the components of elapsed time: CPU, database requests, etc. The
response time breakdown for dialog steps can be viewed via the STAT or STAD transactions. The detailed
statistics are periodically aggregated into the ST03 report. As described below in section 11.1.11, ST03 can
be used to search for transactions or batch jobs that may need improvement. Since some of the detailed
information in the STAT records is lost during ST03 aggregation, if a program is being investigated, the
statistics records should be extracted for evaluation soon after the program runs.

If a performance problem has been reported for a program or transaction, one can use STAT data as a filter
to examine performance, and build an action plan for doing more detailed analysis via traces, or other tools.
STAT data shows symptoms of problems, and not causes.

7.1.1. Description of STAT record time components

Earlier releases of SAP (3.1, 4.0, 4.5) may not have all the statistics categories shown on the following

sample.
Analy=sis of time in work process
CPT time E0 m= Mumbear RBoll ins 1
BFCHCPIC time 17E ms= Boll outs 1
Enquens=s u]
Total time in workprocos Q23 ms=
Load time Program 1l ms=
Besponse time—————— Q23 ms— Bcocreen 0 m=s
CULA interf. 1l um=s
WMait for work process 0 m=
Processing time 283 ns Boll time Ot 7 m=s
Load time 2 ms In 0 =
Generating time 0 ms Wait m s
Boll {intwait) time 0 ms=s
Databhase request time 38 m=s Fronmtend No.roundtrips E
Enguens time 0 m= GUL time 8262 ms=
Net time 0 =

Figure 1: Sample STAT record

Following is a summary of the components of response time. See SAPnote 8963 for a more detailed
description for SAP releases up to 4.5B, SAPnote 364625 for SAP 4.6 interpretation.
e CPU time is CPU time used on the application server. On long running batch jobs, this counter
may wrap and be invalid. See SAPnote 99584 for details.
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RFC+CPIC - time spent, as a client, waiting for RFC and CPIC calls.

Time in workprocs is “response time” — “Wait for work process”. The time the dialog step is
queued waiting to be dispatched in a work process is not included.

Response time elapsed time from start to end of dialog step

Wait for work process is the time a dialog step was queued waiting to be dispatched in an SAP
work process.

Processing time is “Response time” — “Database request time” — “Wait for work process” —
“Roll (in+wait) time” — “Load time” — “Generating time”. One can think of it as “application is
processing in the work process” time. “Processing time” is the time that SAP views the dialog
step as being in a work process, and not waiting for data or programs required for execution.
Since the counters for the component times used to calculate processing time can overflow on
long jobs, and GUI RFC may or may not be included in Roll Wait, this indicator should be
interpreted with care. See below for examples.

Load time is time loading programs, screens, and CUA interfaces, which are individually broken
out on the right of the STAT report.

Generating time is time required to generate the executable version of program. If any of the
components that make up a program have been changed since the last generation, then the
program will be regenerated before execution.

Roll (in+wait) time: an SAP context switch moves a dialog step into or out of a work process.
This is called roll-in and roll-out. Roll wait is time spent when a dialog step is waiting for an
RFC response, and rolled out to make the work process available to another dialog step.

o Roll-in delay blocks a dialog step from running.

o Roll-out does not block the dialog step from finishing, but it blocks another dialog step
from using the work process.

o Roll wait is a side effect of making an RFC call. Roll wait does not block subsequent
dialog steps from using the work process. If it is high, one can examine the performance
of the RFCs made by the dialog step. GUI RFC time is sometimes included, and
sometimes not included in roll wait.

Database request time: database request time includes three elements

o time on the database server spent executing an SQL request

o time on the application server spent processing requests for buffered tables

o time spent on the network sending SQL to and getting replies from the database server.

On long running batch jobs, the “Database request time” counter often overflows and is invalid,
as can occur with CPU time above.

Enqueue is time to process enqueues, which are SAP locks. Since an SAP Logical Unit of
Work (LUW) may span several DB LUWs, SAP uses enqueues to serialize access to SAP
objects, such as sales orders, customers, materials, etc.

GUI time is time to execute “GUI control RFCs” sent from application server to GUIL

Net time is time sending GUI data across the network.

7.1.1.1. Description of STAT “missing time”

As described above, SAP gathers elapsed time information on many components of dialog step elapsed
time. In some cases, you will note that the components of elapsed time do not account for all the
elapsed time. The “processing time” field is a key in determining whether there is “missing time” that
was not captured in the SAP STAT record. Processing time is Response time — Database request time —
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Wait for work process — Roll (in+wait) time — Load time — Generating time. The main components of
elapsed time that are left in processing time are CPU time on the application server, enqueue time, and
RFC/CPIC time (if not counted in roll wait).

Since statistics counters can wrap, there can be delays that are not accounted for in the STAT records.
Wen you are examining the STAT data for long running jobs, it is useful to compare processing time to
the sum of (CPU time + Enqueue time + RFC/CPIC time). If processing time is much greater than this
sum, it indicates that the dialog step occupied the work process, but was not doing activities in the SAP
application layer. One of the following may be the cause:

e The statistics of some components (usually Database request time or CPU time) have wrapped, and
the statistics are invalid. This happens with long running jobs.

e There is operating system paging problem on the application server.

e There is a CPU overload on the application server.

e The program being executed is doing I/O to a file on the application server, e.g. an interface program
that reads or writes UNIX files.

e The ABAP program is sorting a large internal table, and the sort has spilled over to sort on disk on
the application server. This is just a variant of the previous problem with writing to an application
server file, but is not under programmer control, but is done automatically by SAP.

e A batch job is using “Commit work and wait”.

e A batch job is trying to acquire an enqueue for a locked object, failing to get the enqueue and
retrying. (If a transaction cannot acquire an enqueue, it usually issues an error message to the user.)

e A job that creates and dispatches other jobs (e.g. a driver using RFC processing of IDOCs) is
sleeping waiting for the end of the jobs it created.

7.1.1.2. Description of STAT detailed database request time

In addition to the STAT overview shown in Figure 1, one can display detailed database request
information in STAT. Depending on your release of SAP, this stanza will look like Figure 2, where
database time per request is reported, or Figure 3, where time per row is reported.

Analysis of ABAPS4 database regquests l(only explicitly by application)

| Database regquests total Z73 RPeoquest time 20,956 m= |
| Matchocode time. 0 m=s |
| Commit time 37 m= |
| |
| RBequests on T??? tables a Request time O ms=s |
| Type of | |Database | Regquests |Database | Regquest |Awvg.time |
| ABAP/4 reoquest | BPequaast=s | rows |to buffer | calls |[timeims) |per redg.

| Total | Z279] 40,905 | &4 | &2 20,9588 111.0 |
| | | | | | | |
| Direct read | 1281 13 108 | | 341 1.8 |
| Secquential read | 1lze| 40,864 | 5Le | &7E | 30,393 241.2 |
| Update | Z| 1l | 11 Zd] lz.0 |
| Delete | 13| 11| | 111 141] lo.8 |
| Insert | 10] 10] | 10 1271 1z.7 |

Figure 2: STAT database request with time per request
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Analysis of ABAP/4 database regquests (only explicitly by application)

Databasze regquests total 147 Bequest time 388 m=s |
Matcheoode time. 0 ms |

Commit time 2 m=s |

Type of |Databaze | | Bequests |Database | Begquest |Avg.time [ |
ABAP 4 reogquest | rows |Recquests|to buffer | calls |time (ms)]| row (ms) |
Total | lada | 147 | LA 36 | 388 | 2.7 |
I I I I | | |

Direct read | = 11lg | aa | | 118 | 14.8 |
Sequential read | 126 | 21 | 7 o z6l | 1.9 |
Update | o | o | o1 o1 0.0 |
Delete | o | o | o1 o1 0.0 |
Insert | oo oo | | | o.o |

Figure 3: STAT database request time with time per row

e Direct read is data read via the ABAP “SELECT SINGLE” call. This should be fully qualified
primary index access. Direct reads may be returned from the SAP “single record” buffer on the
application server. At the DB2 level, this will be a fetch, if DB2 is called.

e Sequential read is data read via the ABAP SELECT call. Sequential reads may be returned from
the generic buffer on the application server. At the DB2 level, this will be a fetch, if DB2 is
called.

e Update, insert, and delete correspond to DB2 update, insert, delete.

If the system reports time per request, since a sequential read request can return many rows, it is
generally best to convert to time per row, in order to interpret sequential read performance. If many
calls are made which return no rows, the average per-row times may look high. Compare requests
and rows, to check for this situation. Evaluate performance using the per-request times, if this is the
case. If many calls return no rows, that may be a sign that there are database requests against empty
tables, or database requests which check for non-existant conditions. If empty tables are buffered in
the application server “generic” buffer, it will reduce the performance impact of requests against the
empty tables.

In general, on an SAP system with a fast network to the database server, such as Gigabit Ethernet,
SAP “direct read” times will be <2 ms per request, and SAP “sequential read” times will be <5 ms
per request. If the application does lots of SAP “sequential read” array operations (look in STAT for
database row count much greater than request count) then per-row sequential read times may be 1
ms or lower.

High per-call direct read times can be caused by:

e Lock contention on NRIV (since NRIV is selected with “select ... for update”)

e Bad bufferpool hit rates or I/O contention on DB server

e Program error where “select single” is used incorrectly. (Select single should be fully indexed
primary key, but an ABAPer can code select single for any select — ABAP does not know
whether the select single is correctly indexed).
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High per-row sequential read times may be caused by
e Inefficient SQL or bad access path used to access table (see section 8.3)
e Bad bufferpool hit rates or I/O constraint on DB server

High per-row times for update and delete may be caused by

e Inefficient SQL or bad access path used to access table

e Application level locking contention (this is the most common cause)
e Bad bufferpool hit rates or I/O constraint on DB server

High per-row insert times may be caused by
e Bad bufferpool hit rates or I/O constraint on DB server
e DB2 page latch contention (in rare cases with very high insert rate)

System-wide DB server problems (CPU constraint, paging, network, etc) would cause all database
calls to be slow.

7.1.1.3. Description of stat/tabrec and rsdb/stattime parameters

One can gather additional table access data by enabling the SAP profile parameter stat/tabrec and
rsdb/stattime. Stat/tabrec records information in the STAT record about tables with the longest
access time. Rsdb/stattime records table access times, which can be viewed in ST10. These
parameters will increase CPU utilization on the application server, and are generally enabled for a
short time so that one can determine which tables are causing delays in long running jobs. Since
these STAT records are only available after a job finishes, one can review the STAT data and filter
the problem based on the symptoms that are shown for the top tables after the problem jobs
complete. Setting these parameters might be particularly useful when gathering initial performance
data for jobs that run overnight, or when doing detailed workload analysis in a stress test.

The following example is stat/tabrec data in STAT showing long change time on GLTO — three
seconds per change (6,130 ms / 2 updates). Performance on other tables such as CIF_IMOD, VBBE,
and MSEG is ok, so the problem is not a system-wide problem, such as CPU constraint, paging,
network, etc. We would need to investigate further to determine where the constraint is. The
likeliest candidates for slow changes would be row locks, I/O bottleneck, or page latches.
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Table accesses sorted by time tlist might be incomplete)

- mmmm——— Muwber of rows accessed —————————-—

|
| Table name Total Dir. reads ZSeq. reads Chatiges Time (m=) |
J e s e e e e s e e et |
| TOTAL 1&E 1 126 EE 470 |
| I
| GLTO Z u] u] z &,130 |
| TRFCQOUT 11 1 1 9 Z83 |
| CIF_THOI 135 u] 135 u] 32 |
| WEEE 7 u] u] 7 1t |
| MSEG 7 u] u] 7 10 |

Figure 4: stat/tabrec data

Stat/tabrec enabled STAT table times for an individual dialog step. In order to see table times for
the entire SAP system, enable rsdb/stattime and use ST10 table statistics. Here, we see that overall
update times for GLTO are about 125 ms per update (4,452,028 ms / 35,035 updates). This is very
high, and Figure 5 points to a pervasive problem with updates on this table. In normal
circumstances, updates would take just a few ms each.

o= = T
System: d&el Hot buffered tahles
Date & time of snapshot: 12/19/Z001 FE-47: 326 Svstem Startup: 12/19/Z001 Z0:23:13
GLTO G/L account master record transaction ficures
Table description Buffered o
Type TRANZP
Application class Fiz
Client dependent yes
Last modified 03.01.1939
b SAD
| Operation | ABAPSIV Processor | Database Calls |
| Type | Beoquests | Fails | Prepares | Opens | Fetch/Exec | Rows | Time [m=] |
| Select single | o | o | o | o | o | | o |
| Selerct | o | o | o | o | o | oo o
| Update | 35,035 | o | 35 | 35,0258 | 35,0258 | 4,45E, 028 |
| Delete | o | o | o | | o | ool o |
| Insertc | o | o | o | | o | oo o
| Buffer load | | | o | o | o oo o

Figure S: rsdb/stattime time statistics in ST10
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7.2. Actions from STAT record analysis

This is the overall process to follow is to determine the major components of response time, evaluate
whether they are candidates for improvement, and how they might be improved. Detailed examples of
the activities listed in this section are contained in subsequent sections. This is a list showing how one
might break down and approach a problem.
e If CPU time is low (e.g. less than 5-10% of elapsed time):
o Check other response time components for delay
e If CPU time is high (e.g. over 70-80% of elapsed time):
o Use SE30 to profile the transaction.
o Look at routines with high time consumption as candidates for improvement.
e [If CPIC+RFC time is high:
o Trace the transaction with ST05 RFC trace.
o Evaluate performance of RFCs to determine which RFC server is the source of the delay.
o Go to that server and evaluate the performance of the RFCs as they are executed, to find
source of delay in RFC code.
o If “wait for work process” time is high:
o First look at this as a symptom of dialog steps staying too long in the work process, and
look at other components of elapsed time for the cause.
o If the performance of the other components of response time is OK, add more work
processes.
e If'the processing time is much greater than CPU time:
o Check statistics and evaluate whether components might have wrapped. This may have
happened on long running jobs.
o Ifthe stats have wrapped, and it is not clear what the real components of response time
are, use the elapsed time analysis process in section 7.5.1.
o Use STO06 (or OS tools) to check for CPU or I/O constraints on the application server.
o Use SM50 or SQL trace (look for time gaps in the trace summary after commit work) to
check for “commit work and wait”
o Use STOS5 enqueue trace to check for enqueue retries. SM12 statistics also show enqueue
rejects, which occur when the requested object is already locked.
o Use SM66 or SM50 to see whether the program is sleeping.
e Ifload time is high:
o Check ST02 for swaps and database accesses on program, screen, and CUA buffers.
Increase the size of buffer, if necessary
o Check program logic to determine whether it uses “CALL TRANSACTION”, in which
case high load times are normal
e If generating time is high:
o Check whether transports are being made frequently, or SAP data dictionary objects are
being changed frequently.
e Ifroll (int+wait) is high:
o Determine whether the problems is from roll-in or roll-wait by checking STAT for front-
end and GUI times
o Ifroll-in, use STO2 to check roll-area to determine if the amount used is greater than roll
memory area
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o Ifroll-wait, examine the performance of GUI RFCs. See SAPnote 51373 and 161053 for
ways to minimize impact of GUI RFC calls.
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7.3.

If database request time is high:
o Evaluate time per request and time per row as discussed in section 7.1.1.2.
o Gather additional information (via STOS trace or stat/tabrec and rsdb/stattime) to
determine where SQL is slow.
o Check for inefficient SQL. See section 8.4 for examples of inefficient SQL.
o Check for I/O constraints (using RMF III DEV, DELAY, etc) on active volumes and
files.
o Check bufferpool random hit-rates.
o Ifchange SQL is slow
* Check the application to determine if changes are batched together and performed
just before commit, to reduce the time that row locks are held in DB2.
»  Check for lock contention. Lock contention can be confirmed with ST04 times,
STO04 thread details, or DB2 trace with IFCID 44,45,226,227 (lock and latch
suspension).
= [fapplication cannot be changed, or does not need to be changed, evaluate the
impact of the lock suspensions
e Lock suspensions in UP2 processes are not very important, UP2 is
designed to de-couple statistics table updates from business table updates
and process changes to statistics after changes to business tables.
e Lock suspensions in UPD processes are somewhat important, but not a
critical problem, since UPD is asynchronous from user dialog processing.
e Lock suspensions in DIA processes are most important, since the lock
suspension is part of the end-user response time.
= Evaluate controlling the level of parallelism in batch and update processes, to
minimize lock contention. In systems with lock contention, there is generally an
optimal level of parallelism for throughput, where fewer or more work processes
give less throughput.
If enqueue time is high
o Calculate average time per enqueue.
o If time per enqueue is good (1-3 ms), check application with STOS5 enqueue trace to
determine whether the application is making extraneous enqueues.
o If'time per enqueue is slow, check for enqueue constraints as shown in section 7.3.10.
If GUI time is high
o See SAPnotes 161053 and 51373 regarding ways to improve performance of GUI RFC.
If Net time is high
o Examine the performance of the network between application servers and GUI.

Examples of problem indicators in STAT records

One important caveat when interpreting STAT statistics is that STAT data tends to be less than completely
reliable. The counters may have missing time, or they may add up to more than the elapsed time. Time can
be put in different categories, as when GUI time may or may not be included in Roll wait. When a
performance problem has been reported for a program or transaction, don’t use a single unusual STAT
record to plan the investigation. Look for a pattern, to avoid wasting time working on a transient condition,
or a problem in SAP statistics gathering. Use aggregated ST03 statistics for the transaction or program to
confirm the “average” behavior of the program
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7.3.1. Low CPU time example

Low CPU time can be an indicator of inefficient SQL. The database request time may be long, or
in cases where the database request time statistics have wrapped, database request time may be
short and processing time long.

If CPU time is a very small percentage of elapsed time, consider checking for inefficient SQL.

Here CPU time is only 1% of elapsed time, which is generally a strong indicator of inefficient
SQL. If the CPU time is <5%-10%, inefficient SQL is often the cause.

Analysis of time in work process

CPU time 203 m= Numher Boll ins z
RFCHCPIC time 203 m= RBoll outs u]
Enquenss u]
Total time in workprocs 20,201 m=s
Load time Program £ ms
Response time—— Z0,201 m=— Bcreen 0 ms
CUL interf. 0 ms
Wait for work process 0 m=s
Processing time 325 m= PFoll time Ot 0 ms
Load time 5 ms In 1l ms
Generating time 0 m=s WMait 0 ms
Boll {(intwait) time 1l ms
Database regquest time 19,870 m=s Frontend No.roundtrips u]
Enquens time 0 m=s GUI time 0 ms
Net time 0 ms

Figure 6: STAT record with low CPU time

Use STOS to trace and explain slow SQL statements.

7.3.2. High CPU time example

If the dialog step spends most of its elapsed time using CPU on the application server, then one
must look at where the time is spent.

Examine the program both when it is processing a few items and also many items, in order to
search for issues in code scalability, such as inefficient access to internal tables.

In SAP, one can use the SE30 transaction to trace the program. See Section 11.1.1 for examples of
running SE30. In the formatted ABAP trace, note which routines consume the most CPU, and
examine the ABAP code for efficient programming.

If observations show much of the time is being spent in the SAP kernel, or operating system kernel,
then open an OSS message. In this case, more detailed analysis of the SAP or OS kernels may be
required.

Page 18



IBM Americas Advanced Technical Support === =

In Figure 7, elapsed time is 586 seconds, with 505 seconds of CPU time. CPU time is 86% of
elapsed time. This could be a sign of inefficient coding in the ABAP.

Analysis of time in work process

CPT time EOE,E1lé ms MNamber Boll ins z
BFC4CPIC time Z,847 ms Boll outs u]
Encquenes ZEE
Total time in workprocs E2E6,419 ms
Load time Program 90 m=
RBesponse time— 586,419 m=— Boreen 1l =
CUL interf. 2 m=
WMait for work process 0 ms
Processing time E36,773 s Boll time Ot 0 m=
Load time 24 m= In 1l m=s
Generating time 0 ms Mait 0 m=
Boll iintwait) time 1l ms=
Datahase regquest time 48, 580 mw= Frontend No.roundtrips u]
Encuaeus time 971 = GUI time 0 m=
Net time 0 m=

Figure 7: STAT record with high CPU time

7.3.3. High RFC+CPIC time example

The detailed RFC data in the STAT record can help to determine whether the problem is specific to
a system or an RFC. If a dialog step makes several calls to different RFCs, they are reported
separately.

In addition to this historical RFC information, one can see the response times of RFCs during
program execution by using the ST05 RFC trace. You must then go to the server for the slow RFC,
and examine the cause of slow performance of the RFC.
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Bemcte function calls

I

|
| |
| Target Z2_TRILOGY PRICER
| User ID TESTOL |
| Local destin. ph0503 NET z0 IP address 158.52.26.173 |
| Pemote destin. (extern) IP addre=s=z 10.10.10.2 |
| Program SAPMU4EL |
| Function Pricing |
| Transaction ID |
| RBeceived data 483 Bytes |
| Sent data 953 Bytes |
| Calling time 3,873 m= |
| Pem. exe. time 3,562 m=s |

Figure 8: STAT RFC detail

7.3.4. Response time

High response time, in itself, is not a problem that can be fixed. Review the components of
response time, to find out where the time is spent, and where the opportunities for improvement
are.

7.3.5. Wait for work process example

Wait for work process is often a symptom of another problem, where the root problem causes the
dialog step to run slowly and keep the work process occupied for longer than optimal. This could be
caused by CPU overload, OS paging, SAP buffer configuration, inefficient SQL, etc. Look at the
components of response time to find where the time is spent, and work to improve performance in
these areas.

If after looking for a root cause, none has been found, then add more work processes, or reduce the
number of users on that application server. If the workload on a system grows, and additional work
processes are not added, “wait for work process” can result.

Analysis of time in work process

| CPU time 150 m= Nunber Boll ins 1 |
| BFC4CPIC time 0 m= Doll outs 1 |
| Enueness 1 |
| -——-Response time-—-———-————-—-— 1,033 m=s——|

| Wait for work process EZ3 m= | Load time Program 0 ms |
| Processing time 405 m=s | Bcocreean 0 ms |
| Load time 0 m= | CUL interf. 0 m=s |
| Generating time 0 ms |

| RBoll {intwait) time 65 ms | Boll time ot 398 m= |
| Database request time 0 ms | In 65 m=s |
| Encmeus time 0 ms | Mait 0 ms |

Figure 9: STAT wait for work process — symptom of SAP roll area overflow
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In Figure 9, note that wait for work process is about 60% of response time — 632 ms of 1093 ms.
When we look for a root cause in the other indicators, this example shows that Roll-In and Roll-out
are unusually large. With transactions, “roll in” and “roll out” are generally a few ms. In this
example, a dialog step that should normally take about 150 ms (the CPU time) in a work process,
occupied the work process for about 600 ms (65 + 150 + 398). See section 9.2.3 for an example of
how to use ST02 to determine if the SAP roll-area is too small and causing the problem.

In Figure 10, the dialog step has some “wait for work process” time (2799 ms of 105,122 ms
response time), but when checking the other components of response time, the database request
time is the largest time component. Checking database request time, the insert time is very slow —
36 ms per inserted row. While wait time is not a large part of the elapsed time, this example shows
again how wait time can be a symptom of another problem. If the database performance problem
is solved (check for I/O constraints and DB2 lock/latch suspensions, etc) then the “wait for work
process” time will likely go away, as the work processes (in general) will be occupied for a shorter
time. (Improving DB performance of a dialog step does not help wait time for that dialog step, but
reduces wait time for other dialog steps, which in the aggregate will reduce wait time.)

Analysis of time in work process

| CPU time 5,740 ms MNunbher Foll ins=s n] |
| RFC+CPIC time 0 m= Boll outs u} |
| Encueues u} |
|-—-RBesponse time—--——-—----—-—-— 105,128 m=s-—| |
| Wait for work process 2,799 m= | Load time Program & ms |
| Processing time 4 3327 ms | Screen 0 m=s |
| Load time & s | CUL interf. 0 ms |
| Generating time 0 ms | |
| RBoll {intwait) time 0 m=s | Boll time Ot o m=s |
| Database request time 98,000 m= | In 0O ms |
| Enceus time 0 ms | Mait 0 ms |

Analysis of ABAPS4 database regquests (only explicitly by application)

| Database regquests total 3,344 Beouest time 28,000 s |
| Matcheode time. 0 m= |
| Commit time 31 ms=s |
| |
| Bequests on T??? tables u] Bequest time 0 m=s |
| Type of | |Database | Begquests |Database | Recguest |Awy. time |
| ABAP/4 recuest |BRegquests | rows |to buffer | calls |[timems) |per redq. |
| Total | 3,344 3,364 | z4 | 3,.310] 28,.000] Eo.3 |
I I I I I I I |
| Direct read | 1z 1| 11 | | 11] 0.9 |
| Secuential read | 7 52 | 12 | 9 145] z0.7 |
| Update | 288 288 | 2588| 10,207 | 11.5 |
| Delete | < 63 | B3] 381 1z.7 |
| Insert | Z,434] Z,.350] | z2,350] a7, 568]| 360 |

| Hote: Tablesz wrere sawved in the tabhlebuffer. |

Figure 10: STAT slow insert causes wait time
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7.3.6. Processing time examples

Processing time is a symptom of a problem when it is not consistent with other statistics. In the
simplest case, such as Figure 11, where there are no RFC and GUI calls, processing time should be
very close to CPU time. In Figure 11, there is no “missing time”, as can be seen by processing
time and CPU time being nearly the same.

Analysiz of time in work process

CPJ time 7,281 ms Manher Boll ins ZE
BFCHCPIC time 0 m= Boll outs 2E
Encquenes E0
Total time in workprocs 17,577 m=
Load time Program 13 =
Besponse time— 17,6586 ms— Boreen 0 m=
CUL interf. 0 m=s
WMait for work process 21l m=
Processzing time 7,282 ms Boll time Ot 1801477 ms
Load time 13 m= In & m=
Generating time 0 ms Mait 48 =
Boll iintwait) time L4 m=
Database regquest time 10,212 m= Frontend No.roundtrips u]
Encueus time 294 m= GUI time 0 m=
Net time 0 m=s

Figure 11: STAT record with CPU corresponding to Processing time

In cases where there is a “missing time” problem, as described in section 7.1.1.1, processing time
will be much larger than CPU time (plus RFC and enqueue if applicable). Note in Figure 12 that
CPU time is 11,047 ms, while processing time is 91,747. In this case the dialog step was in the
work process, but was not using SAP resources. This is a “missing time” indicator, and it will need
to be evaluated while the program when it is running in order to determine the cause.
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Analysis of time in work process

CPT time 11,047 m= Manbher Boll ins z
BEFCHCPIC time 0 mw=s Boll outs u]
Encqueues u]
Total time in workprocs 174,629 ms
Load time Program & m=
Response time— 174,693 ms— Bcocreen 1l m=
CUL interf. 2 m=
WMait for work process 0 ms
Processing time 21,747 m= Boll time Oat 0 m=
Load time 3 m=s In 1 m=s
Generating time 0 ms WMait 0 m=
Boll i{intwait) time 1l m=
Datahase request time BZ,87Z m= Frontend No.roundtrips u]
Encueus time 0 ms GUI time 0 m=
Net time 0 m=s

Figure 12: Processing time shows missing time in SAP

Processing time should be evaluated against other information in STAT. In Figure 13, processing
time is 3x CPU time, and so the program looks like it has a “missing time” problem. What has
happened is that GUI time has not been included in Roll wait, and thus not removed from
processing time. Here, there is not a “missing time” problem -- CPU + GUI + Enqueue is about the
same as processing time.

Analysis of time in work process

CPT time 1,531 ms=s Namber Boll ins 1
RFCHCPIC time l& ms RBoll outs 1
Enqueness £l
Besponse time— & ,.101 wm=—] Load time Program 0 ms
Screen 2 s
Wait for work process 0 m=s CUL interf. 0 ms
Processing time 4 BEE ms
Load time 3 ms RBoll time ot 2 ms
Generating time 0 m=s In £ ms
Boll {(intwait) time 2 ms Mait 0 ms
Database regquest time 1,378 ms
Enquens time EE ms Frontend No.roundtrips z
GUI time 3,160 m=
Net time 1,170 m=

Figure 13: Processing time containing GUI time
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In Figure 14, GUI time is included in Roll wait, and so GUI time has been subtracted from
processing time. Processing time agrees with CPU time, so there is no “missing time” problem.

Analysis of time in work process

CPT time 47 m= Mumbher Boll ins 1z
BFCH+CPIC time 0 m=s Boll outs 1z
Encqueues u]
Besponse time 12,417 m= | Load time Program Z =
Soreen 0 m=s
Wait for work process 16 m= CUA interf. 1l ms=
Processing time BZ m=s
Load time 3 ms Boll time Ot 3,565 ms=
Generating time 0 ms In 4 m=
Boll i{intwaitc) time 12,225 m= Mait 1,221 ms
Databasze reogquest time 21 ms=
Encqueue time 0 ms Frontend No.roundtrips 11
GUI time 12,221 ms
Net time 0 m=s

Figure 14: processing time with GUI time removed

7.3.7. High load time example

Load time is generally a trivial percentage of response time. In the case of programs that call other
programs (e.g. BDCs or custom programs using CALL TRANSACTION), it is normal to have load
time be a high percentage of response time.

In Figure 15, load time is about %4 of response time — 3,522,789 of 14,907,321 ms. Database
request time is also about 4 of elapsed time.

In order to improve the performance, one might have to completely re-write the program, using, for
example, a BAPI instead of CALL TRANSACTION. The effort of making the changes could
outweigh the benefit from the improved performance.
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Analysis of time in work process

| CPU time 210,209 m=s HNauher Boll ins 304,785 |
| RFCHCPIC time 0 m= Boll outs 204,785 |
| Encuenes 1221920 |
| |
|-——Response time-—--—--—----—- 1490732 1ln=s——| Load time Program 3055139 m=s |
| | Bcocreen 43 512 ms |
| Wait for work process 0 ms | CUA interf. 473,138 ms |
| Processing time LZB8379Z2 n=s | |
| Load time FEEZTE m=s | PRoll time Ot zll, 666 ms |
| Generating time 0 m= | In ldz,005 m=s |
| Boll f{intwait) time 142,008 m=s | WMait 0 m=s |
| Database redquest time 430Z224E m=s |

| Encieus time 18E645932 m= | Frontend No.roundtrips u] |
| | GUI time 0 m=s |

Figure 15: STAT high load time

7.3.8. Roll (in+wait) time example

Roll (in+wait) groups together two different kinds of wait. Roll-in delay is caused by a shortage of
roll area on the application server, and roll-wait is RFC wait on GUI calls. It is broken down on
the right side of the statistics, under “Roll time”.

In Figure 16, roll (in+wait) shows that the performance issue for this dialog step is GUI time (roll-
wait), not an application server ST02 ROLL area problem, which would be counted under roll-in

time.

| CPU time £30 m= Namber Boll ins z |
| BFC4CPIC time 0 m= Doll outs Z |
| Enquenss u] |
| |
|-——-Response time-—-———-——-———-— 5,140 m=—--| Load time Program 82 m= |
| | 3creen £ m= |
| Wait for work process 2 m=s | CUL interf. £ ms |
| Processing time 378 m= | |
| Load time 89 ms=s | Boll time Out & m=s |
| Generating time 0 m= | In 15 m= |
| Boll i{intwait) time 4 651 m=s | WMait 4 B36 ms |
| Database regquest time 15 m= |

| Encasue time 0 m= | Frontend No.rounderips 1 |
| | GUI time 4,636 m=s |
| | Net time 0 m=s |

Figure 16: STAT roll (in+wait) GUI time
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In Figure 17, roll (in+wait) points to overflow of the memory roll area on the application server,
because there is no roll-wait time. Use STO02 to follow up and review the roll area memory usage.

Analysis of time in work process

| CPU time 1E0 m= MNunber Foll ins=s 1 |
| RFC+CPIC time 0 m= Boll outs 1 |
| Endquenes 1 |
| -—-Response time--—----—-—-—- 1,053 ms——| |
| Wait for work process 623 ms | Load time Program 0 m=s |
| Processing time 405 m= | Screen 0 m= |
| Load time 0 m= | CUa interf. 0 m= |
| Generating time 0 m=s | |
| Boll i{in) time 65 m= | Boll time Ot 398 ms |
| Database request time 0 ms | In &5 m=s |
| Encmeus time 0 m= | Mait 0 m= |

Figure 17: STAT roll-in

7.3.9. Database Request time

Problems in database request time, caused by inefficient or slow SQL, are by far the most common
performance problem in SAP. See section 7.4 and section 8.4 for examples of examining slow and
inefficient SQL.

7.3.10. Enqueue examples

Enqueue performance problems are generally seen only on very large systems, such as systems with
hundreds of concurrent users, or many concurrent batch jobs.

Enqueue times should normally be very short. They are usually 1-5 ms per enqueue. If enqueue
processing is a significant percentage of time in STAT, and the time per enqueue is high, there are three
different causes:

e Central instance OS constraint (CPU or paging)

e Number of ENQ processes (a processor/threading constraint)

e [/O bottleneck on the ENQBCK file.

In the first case, where the central instance is overloaded from an OS level, other work processes on the
CI (central instance) are using too much CPU or there is excessive paging, and the enqueue process
cannot get enough CPU time to process requests.

Use STO06 (or programs such as vmstat) to check for CPU or paging problem.

The solution for this kind of problem is to move work processes off the central instance. For example,
updates and UP2 work processes could be moved to other instances, batch processes could be defined as
Class A, so that user jobs could not run there, and the SMLG definitions of login groups would direct
users to login to other instances.
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In the second case, where there is a processor/threading constraint, the ENQ process on the central
instance is active all the time, and is constrained by the number of ENQ processes or constrained by the
speed of the processors running ENQ.

The solution for this type of problem is to define more than one ENQ processes on the central instance,
using the rdisp/wp_no_enq SAP parameter. Tests done by IBM have shown that performance of
enqueue increases for up to 3 enqueue processes on the CI. We have heard of systems with more
enqueue processes defined, but do not have the performance data to recommend this configuration.

If a system with faster processors is available, running the central instance on this system will help
alleviate an ENQ processor constraint.

The third type of ENQ performance problems is an I/O bottleneck on the ENQBCK file. At the end of
an SAP transaction, ABAP programs issue an SAP “commit work” command. The “commit work”
signals that the transaction is finished, and its update can be processed. Because SAP uses enqueues to
serialize access to SAP objects, and these enqueues cannot be released until the update is complete, the
“commit work” causes the ENQ process to write the state of the enqueues to disk. This ensures that the
enqueues for the committed transaction will not be lost if the system crashes between “commit work™
and update processing. This information is written to a file called ENQBCK, which is on the central
instance. In situations where many “commit work” commands are being executed, the write activity to
this file can become a bottleneck. See the SAP parameter enque/backup _file for the location.

The symptom of this problem is also long ENQ times. However, the ENQ process will generally not be
running 100% of the time, and there will be very high I/O rates to the disk containing the ENQBCK file.

The solution to this problem is to place the ENQBCK file in a filesystem that resides on write-cached
disk. In addition, it may be necessary to use a striped (either LV or disk striped) filesystem, to increase
the I/O bandwidth of the ENQBCK file.

7.3.10.1. Enqueue processor constraint example

The symptom of this problem is long ENQ times seen in ST03 or STAT/STAD. Additionally, when
one checks ST06 “top processes”, one sees that the ENQ processes is using CPU nearly 100% of the
time. SMS50 will show processes in ENQ wait (when monitoring an SAP instance is not the central
instance) or waiting on semaphore 26 (when monitoring the central instance). SM51 queue statistics
on the Central Instance will show long ENQ request queues.
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Mon Jul 3 1z:5z:E58 Z000

interwval 10 Sec.
Pid Username Commard CPT Ttil CPU Time Pesident Prior.
[%] [s] =ize [kE]
|76,228 |prdadm | dw. sapPRD DWVEEMCEO00 100,11  |BE2:17 | 23,240 | 110 I|
1111552 |prdadm | dw. sapPPRD DWEBMGS00D | 75.23 |579:45 | 26,23z | log
1107072 |prdadm | dw. sapPPRD DWEBMGE00 | 35.1¢ | 517:46 | 25,600 | &6
62,076 |prdadm |dw. zapPRl DWEEMGSO0 | =2.18 | E:50 | 42,31 | &1 |
|122,224  |prdadm |dw. zapPPl DWEEMGS00 | 1.28 | 14:12 | 15,20 | &0 |
|106208 |prdadm |m=. sapPED DVEBMGEOD | 0.93% | 11: 7 | 1,992 | el
|10,078 |root |mpci | o.35% |ET7E:E9 | 1E8,3E2 | 37 |
| 7,224 |root lgil | o.8% |&53:35 | 18,37z | 37 |
1110534 |prdadm |dw. zapPRl DWEEMGSO0 | 0.3% | 10:13 | 18,520 | &0
[34,8%8 |prdadm | fasy fsap/PED/8YS/ex | 0.1 | Z:44 | 1,504 | &0 |
|10E25e |prdadm | dw. sapPED DVEBMGEOD | 0.1% | 0O:48 | 12, E7¢ | &0
|12,0%32 |root | fasr flppfadsms/binsd | 0.0% | 0:21 | 1,328 | &0 |
| 2,038 |root |log_kproc | o.o0% Jooo:15 | 18,324 | &0 |
|158,848 |root | fusrisbhin/nfsd & | o.00 [17%:16 | z00 | &0
| 2,854 |root | fasrfsbin/syned &0 | 0.00  |J151:04 | las | &0
| 23,996 |tracker | fasr flppitracker fhi | o.an |Q7E-18 | 4582 | &0
118,404 [prdadm |dwr. zapPPD DWEEMGSO00 | 0,00 |071:47 | 32,564 | &0 |

Figure 18: ST06 > detail analysis > top CPU - showing processor constraint

Important note: Newer releases - such as 4.6D - show CPU utilization in ST06 top processes
adjusted by number of processors on the system. For example, on an 8-way system, 12% “CPU util”
in ST06 “top processes” means that the work process is using 100% of one of the processors (100/8
=12). The original way of reporting, where 100% meant 100% of a processor, was easier to
interpret when looking for processor constraint problems.

To determine which reporting method is used, compare the CPU time used by a work process with
the utilization reported over an interval.

F __________________________________________________________________________________________________
|Mo. Ty. PID Status EBeasonftart Err Sem CPU Time Program Clielser Action Table |
|0 DIA 3011Z rurting Tes 8 SAPLEPTO 010 TRAINOOL Sequential read ECONT

|1 DIA Z0EZE rurting Tes 0l0 SMITHAR Roll In |
|2 DIA 30560 rurting Tes 81 SAPLEEWM 010 WF-BATCH Sequential read TEWOCODE

|3 EBTC 31E8E stopped ENQ Tes Z138 SAPLSENA 010 ETCHUSER_ALL |
|4 ETC 30859E stopped ENQ Tes 2147 SAPLSENA 010 ETCHUSER_ALL |
|5 DI 21024 waitirg YTes |
|& ETC 31354 stopped ENQ Tes 1 144 SAPLSENA 010 ETCHUSER_ALL |
|7 DIA Z5810 rurting Tes BSMOMNOOO 010 GORDONME |
|8 DIA ZEE76 walting Tes |
19 DIA 2480 waiting Yes |
110 DIA 1333E waiting Yes |
111 BTC 18312 runting Tes Z14Z SAPLEZ1A 010 BETCHUSER ALL |
112 BTC l2gle stopped ENQ Tes 1836 SAPLSENA 010 BETCHUSER ALL |
113 BTC 18lle stopped ENQ Tes 1894 SAPLSENA 010 BETCHUSER ALL |
114 BTC 15Z44 stopped ENQ Tes 183l SAPLSENA 010 BETCHUSER ALL |
115 BTC 1E0Z4 runting Tes 380 ZCEVCO_M 010 BETCHUSER ALL |
116 TUPD 14736 waiting Yes |
117 TUPD 13394 waiting Yes |
118 TUPD 1Z41lEZ waiting Yes |
113 TUPD &314 waiting Yes |

Figure 19: SM50 showing ENQ wait
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In Figure 19, there are many processes showing “stopped ENQ”, which means waiting for enqueue.
This instance is not the central instance. On the CI, enqueue wait is reported as semaphore wait.
See Figure 22.

| Bequest type|Beg.waiting |max reqg.wait| Max.req |Beg. written|PReq. read |
I NOwE | 3 1z | E,Q00 | 1,E2E6,.z8% | 1,226,286 I
I DIA | L ] 1z | Z,000 | LE,288 | LL, 227 |
| TPL | oo 2 Z,000 | & | ) I
| EHQ | 1 ] zaa | g,000 | 1,111,234 | 1,111,E33 |
| ETC | o 2 1 E,000 0 | 14 | 14 |
| =331 | o z | Z.,000 | els | 615 |
I TPz | oo z | E,000 | 1 | 1 I

Figure 20: SM51 > Goto > queue information - display of queues on SAP central instance

In Figure 20, the enqueue process was 288 requests behind at one point. While it is not unusual to
see small queues on enqueue, if the queue gets to 50, 100, or above, one should look at the causes.

Since enqueue wait problems occur only at times of high enqueue activity, ST03 daily statistics will
average them out and make them look less important than they are. Check periods of high activity,
and look at the STAT records of jobs that run in those periods, to better evaluate the impact.

7.3.10.2. ENQBCK I/O constraint example

The problem reported is slow batch performance. We look at STAT records to evaluate the
components of elapsed time.
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Server : gelOEEE
Statistic file: Sfusr/sap/PRD/DO0/datafstat
Analyzed time : 0&/Z9/Z000/18:00:00 - 06/23/72000/20:53:33 (with further selection criteria)

Pesponse Memory Tait CPRIT DE reg. Load/Gen kBytes Phys. db

End time Tcod Program T Secr. Wp User timeims) used(kB) time(ms) timeiwms) timeims) timeims] transfer changes
|E20:44: 44 PMOTIIZE B 33 BTO_PI_BATCH|ESE33EE | 6,348 | 0 |37€,3E0 112948397 | El |EZ24473.Z1 3,730
|20:-4&8:00 BMOTIIZS B 3Z ETO_PI_BATCH|E0E51133 | &,347 | 0 1000320 1411328 | ZZ |E21E04.Z| 3,888
|20:51: 44 PMO?IIZE B 34 STO_PI_BATCH|6z73886 | ©,346 | 0 1037510 |1l457454 | ZZ |3054E5.9| 4,223

Analysis of time in work process

| CPU time 10003220 ms MNumber Daoll ins Z

| BFC+CPIC time 0 m=s Poll outs 0 |

| Engqueunes 4,178

| -—-Response time----—---—-—- 6051193 m=——| |

| Wait for work process 0 ws | Load time Program 18 m= |

| Processing time 19248000 ms= | Screen 1l m= |

| Load time 22 m= | CUL interf. 3 m= |

| Generating time 0 ws | |

| Boll {intwait) time 9 m=s | RBoll time out 0 m= |

| Database request time 1411926 m=s | In S ws

| Encuaeus time ZE93Z36 ms | WMait 0 m=s |

Figure 21: STAT long total and average enqueue times

In Figure 21, enqueue time is over 1/3 of the Response time, with an average enqueue call time of
over 600 ms. Enqueues should normally take just a few ms each, this is very unusual.

Monitor the job while it is running, to look for the cause of the slow enqueues.

|Ho. Ty. PID Etatus Reasonftart Err Sem CPUT Time Program Clielser Action Table
|10 DIA 28764 running Tes Z& EZ SAPLEENT 010 STO_PI_EATCH

11 DIA 79664 waiting Tes

|2 DIA 74754 runhing Fes REMONOOO 010 MGORDON

13 DIA 70410 waiting Tes

|14 DIAL E3136 waiting Tes

|5 DIA 27454 waiting Tes

|& ETC 31634 stopped UPD Tes 1z039 RMO7IIZE 010 STO_PI_EATCH

17 ETC 1l20:z2 runnhing Tes ZEZ6E  ZRMOTMAD 010 BTO_ARCH Delete MEEG
|18 ETC 44874 running Tes Z15 SAPLEALZ 010 ETO_EXE

|39 BTC L578EZ waiting Tes

110 DIA 28054 running Tes Z& 10 ol0 STO_OPRC_CPIC

|11 DIA S8EEZ2 waiting Tes

|12 BTC 55432 runhing Fes 6 £9460 SAPMMOSE 010 DEMITHZ

112 DIA 85370 running Tes Z& 10 0ol0 STO_OPRC_CPIC

114 DIA E031Z2 runhing Tes Z& Z2 SADPLEENT 010 2TO_PI BATCH

|15 DIA 45422 waiting Tes

|16 DIA 38486 waiting Tes

117 DIA 23886 waiting Tes

Figure 22: SM50 display on central instance showing Sem 26 (ENQ) wait

In Figure 22, there are many processes in enqueue wait. This is the central instance. On the CI,
enqueue wait is displayed in SM50 as semaphore 26 wait.
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hhu Jun 23 13:Z5:10 2000

interwval 10 sec.
Pid Usernames Commarnd CPT Teil CPU Time Besident Prior.
[%] [=2] =ize [kEBE]

120,166 |prdadm | dwr_=apPRD DWEBMGSO00 | 26.62 | S58:34 | 40,720 | 78 |
110,078 |root |mpci | &.38 14E%:11 | 1l&,3z8 | 37 |
110732324 |scheduls |lksh fhome/schedule,s | Z.08 | E32:24 | Eag | &0 |
112,938 |root |dtgreest | .08 | Z7:45 | 1,824 | &1 |
| 7,224 |root lgil | 1.48 [|4%0:21 | 18,372 | 37 |
66,5970 |prdadm |dwr_=apPRD DWEBMGSO0O0 | 0,33 | 63:46 | 30,932 | &0 |
|44,674  |prdadm | dwr_=sapPRl DWEEMGSOO | 0.3% | 0:5% | 35,464 | &0 |
122,566 |prdadm | dw.zapPPl DWEEMGS0O0 | 0,22 | 14: 2 | 230,882 | &0 |
|96,054 |prdadm | dw. sapPRD DVEBMCEZOO0 | 0.7% | e2: 0 | 20,3262 | &0 |
123,996 |tracker | fasrflppitcrackery/bi | 073 | BZ:37 | ded | &0 |
188,764 |[prdadm |dwr_=apPRD DWEBMGSO0O0 | 0.63 |123:12 | 33,580 | o0 |
100422 |prdadm lgwrd —-dp pf=/usrfsa | 0.6% | E4:E53 | 2,876 | &0 |
52,158 |prdadm | dwr_sapPRl DWEEMGSO0 | 0.4% | 7?7:40 | 35,420 | &0 |
| 75,028  |prdadm | fasy fsap/PED/8YS/ex | 0.3% | 32:19 | 1,740 | &0 |
|74,754 |prdadm | dw. sapPED DVEBMCEZO0 | 0,323 | 42: 1 | 20,220 | &0 |
50,312 |prdadm |dwr_=zapPPD DWEEMGS00 | 0.3 | S4:43 | 34,236 | &0 |
|a5,422 |prdadm |dwr_=apPRD DWEBMGSO0O0 | 0,23 | 42:37 | 33,232 | &0 |
|4Z,318 |prdadm | dwr_=sapPRl DWEEMGSO0 | 0.3 | zE:5¢ | 28,69 | &0 |
| 70,410  |prdadm |dw. zapPPl DWEEMGS00 | 0,23 | &&:44 | 40,744 | &0 |
|85,528 |prdadm | dw. sapPRD DVEBMCZO0 | 0.1% |OoEz2:32z2 | 27,z24 | &0 |

Figure 23: ST06 > detail analysis > top CPU - no processor constraint

But, unlike the previous example, the ST06 “top processes” shows there is no engine constraint on
the enqueue process — the process using the most CPU is using 26% (of 100% possible in this
release) of the time.

Since I/0 on engbck is another possible cause, check I/0O activity with ST06.
Thu Jun £% z0:16:04 Z000

interwval 10 sec.

Lisk Besp. Tcil. Queus Wait Serwv Ehyte Oper.
[m=] [3] Len. [ms] [ms] [F=] [F=1]

| hdiskZ3 | 1 | O | MsaL | Nfa | 1 | o | u]

| cdd | O | 0O | N4 | NS4 | 0O | o | u]

| hdisk0O | 0O | O | N/& | NfA | 0O | o o

| hdi=skl | O | 0O | WS | NfsuL | O | o | 0

| hdisklo | 0O | O | MfJa | NJsa | 0O | o | u]

| hdiskll | 0O | O | MfsaL | NJsa | 0O | o | u]

| hdisklZ | 0O | O | Mf4 | Nfa | 0O | o | u]

| hdiskl2z | 0O | O | Mf4L | Nfa | 0O | o o

| hdiskld | 0O | O | MfL | MNJFa | 0O | o | 0

| hdiskl® | 0O | O | M4 | NJsa | 0O | o | u]

| hdiskl& | 0O | O | MfJa | NJsa | 0O | o | u]

| hdiskl? | 0O | O | M4 | Nfa | 0O | o | u]

| hdiskls | 0O | O | Ms4 | Nfa | 0O | o | u]

| hdiskl2 | 0O | O | Mf4L | Nfa | 0O | o o

| hdiskz | 0O | 99 | HfA | NfsaA | O | 72 | 14k

| hdiskZO0 | 0O | O | Msa | NJsa | 0O | o | u]

Figure 24: ST06 > detail analysis > disk - high I/O activity on UNIX disk
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Note that hdisk2 is at 99% utilization. Now, check the LVs that are defined on the disk (Ispv -1 in
AIX), or run a tool such as filemon, to confirm what is causing the activity on disk.

Cru utilization: 3.8%

Most Actiwe Files

#ME= fopns firds=s fiwrs  file wolume: inode

o.no 1 z2 0 ksh.cat Fdew hdZ: 2680
o.o 1 z 0 codbrace. cat Fdev,/dZ: 8548
0.0 1 u] 1 wenp Aderw hd9var: 2072

#MEB= frpgs Hupgs segid segbype vwolume: inodes
5.4 o Z1E1 l80ad4c page table
.o u} LY eldlc?  log

Mozt Active Logical Wolumes

util frbhlk #wublk FEE/= wolume description
o.75 o 17zos 205.%  Jfdew Slw0l fasr f=sapfPED
o.03 ] 3 1.7 Jfdew/loglwidl Jfslog

Most Actiwe Physical Volumes

util #rbhlk #wblk EEf= wolume description

.72 0 17z40 207.&  fdev/hdisk:z 2EA Logical Disk Drive

Figure 25: filemon displays active filesystems

Since the files stanza of filemon generally does not report correctly on open files, use the LV stanza
of the filemon report to find the active filesystem. Compare this to the SAP parameters controlling
the location of the ENQBCK file.

7.3.11. Frontend example

With the new GUI design in 4.6, in a WAN environment the time to process RFC calls from the
application server to the GUI can make a significant contribution to the elapsed time of a dialog step.
On the other hand, the new GUI control RFCs make it possible to reduce the number of screens on some
transactions.

In 4.6, the ST03 workload summary DIALOG stanza includes average Frontend time.

When looking at a running system, SM50 or SM66 will show “stopped GUI” for each dialog step
waiting for a GUI RFC. STO0S5 RFC trace can be used to trace the RFC calls to the GUI.
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Analysis of time in work process

| CPU time 219 m=s MNunher Boll ins z |
| BFCHCPIC time 0 ms=s Boll outs z |
| Encaenes u] |
| |
| -——Response time--——-—-———-—-——-— 4 059 m=s—-—| Load time Program 0 m= |
| | Screen 4 ms |
| Wait for work process 0 m=s | CUA interf. £ m=s |
| Processing time 3,414 m= |

| Load time & m= | Daoll time Out 4 m= |
| Generating time 0 m=s | In Zz m=s |
| Boll f{intwait) time 45 ms= | WMait 543 ms |
| Database request time 24 m=s |

| Engqueus time 0 ms | Frontend No.roundtrips 3 |
| | GUI time 2,780 m=s |
| | Net time 1,212 m=s |

Figure 26: STAT with long GUI time

In this example in Figure 26, note that GUI calls make up 3,780 ms of the 4,059 ms response time.
Network data transfer time was 1,212 ms.

GUI time can be influenced by the speed of the frontend (PC), and by SAPGUI settings.

SAPnotes 51373 and 161053 describe ways to optimize the performance of the GUI over a WAN. One
can disable SAPGUI PROGRESS INDICATOR to reduce the number of calls to the GUI.
Additionally, one can choose “classic gui”, or set the login for “low speed connection” in order to
reduce the amount of communication between the presentation and application servers.

Net time is a function of the speed and latency of the network between the application server and
frontend. If net time is slow, one must investigate it with network monitoring tools.

7.3.12. Missing time in STAT - suggested actions

e The statistics of some component (usually Database request time or CPU time) have
wrapped, and the statistics are invalid. Monitor the running job using ST04 thread analysis,
STO5, and SE30 to determine the components of elapsed time as described below in Batch
Elapsed time analysis

e There is operating system paging on the application server. Use ST06 or an OS program
such as vmstat to check for paging.

o Thereis a CPU overload on the application server. Use ST06 or OS program such as vmstat
to check for CPU overload.

e The program being executed is doing I/O to a file, e.g. an interface program that reads or
writes UNIX files. Use ST06 or OS program such as iostat or filemon to check or I/O activity.

e The ABAP program is sorting a large internal table and the sort has spilled over to sort on
disk. Check location of DIR SORTTMP in SAP parameters, and use ST06 or OS program such
as iostat or filemon to check for I/O activity in this location.

e A batch job is using “Commit work and wait”. When the program is running, watch it using
SMS50 or SM66. Check whether the job is often in the state “wait UPD”, which means that it is
waiting for “Commit work and wait” to complete. Check (via STAT records or STOS5) that the
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7.4.

updates are being processed efficiently. If so, investigate whether the program could be changed
to do “commit work™ so that updates are processed in parallel with the batch job. If the job must
get a return code from “commit work and wait” in order to take error recovery action, then it
would not be possible to change to use “commit work”.

A batch job is trying to acquire an enqueue for an object locked by another process. It
fails to get the enqueue, waits and tries again. When the user program is running, check
SM50 or SM66 and look for SAPLSENA in the program name. Use ST05 enqueue trace to
confirm the problem. Look for repeated enqueues against the same object, where the return code
(RC) is 2, which denotes that the enqueue could not be acquired. If these enqueues are being
acquired as part of sales processing, check if OMJI (late exclusive material block) can be
enabled. It will reduce this enqueue contention, an increase parallelism in sales processing, but
also increases the load on the enqueue server on the central instance. When enabling OMIJI,
monitor the CI to confirm that it can support the increased load.

A batch job is sleeping, waiting for dispatched work to finish. Use SM50 or SM66, and look
for a status of SLEEP.

Transaction

7.4.1. Analysis process for transactions

In the case where there is a performance problem with a specific transaction, there are two different
paths to take, depending on where the transaction spends its time. If most of the time is spent in CPU on
the application server, use SE30 to profile the transaction, and determine where the time is spent.
Otherwise, start with ST05, which can be used to evaluate database calls, enqueue activity, and RFC
activity.

7.4.2. Sample transaction analysis - MIRO

In this case, we are investigating a performance problem that has been reported with the transaction
MIRO. We ask a user who is experienced in running the transaction and who has reported
performance problems to run the transaction while we trace it.
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™ Trace Requests - 1Ol =]
Trace Edit Goto Swstem  Help Q
& || e e 2N anan EE| @
SCOL Trace Filename IG:\usr\sap\PEE\D21 “loghTRACED21.LOG
Trace Modes —————— Trace Hequests
[v SOL Trace Trace on I
[T Engueue trace Trace on for uszer I
[ RFC Trace Trace off I
[ Buffer Trace List trace I
E=plain one SOL request I
State of trace
IAJ.J. traces are switched off
[PEZ (21 [400) = [ustca2Da [OWR | 0732 4

Figure 27: MIRO STO05
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First, run STOS, specify “trace on for user”, and specify user name.

-5 performance Trace Filter for Writing Trace Recor

Trace file name |G:\usr\sap\PE3\D21\1og\TRaCE021.LDG
Uzer name IEllSSD

Tranzaction code I

HOR

Program name I

Process 1D I

Table name

Incluzive

Exclusive IDDlD*
|pozo*
|poLoc

v |5 T |l 2|

Figure 28: STOS selection screen

Note in Figure 28, one can narrow the performance trace by transaction, program, table, etc. The ST05
trace can generate a large trace file. If we have already narrowed the problem down to a few tables and
need to reduce the size of the trace file to run the trace longer, the filters can be used to select a specific
table or set of tables.

The SAP parameter rstr/max_diskspace can be used to enlarge the size of the trace file for ST05. See
SAPnote 25099 for the process to change the size of the trace file.

After the test is finished, turn the trace off (STOS > trace off)

Then list the trace (STOS5 > list trace).
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- S Filter Trace List x|

Trace file name IG:Husr'xsap'xF'EE'xDﬂ WoghTRACEDZ1.LOG

-Trace Mode

[¥ Show SOL tace ® Basic list

[T Show engueue trace ") Extended list
[T Show RFC race

[ Show Buffer Trace

S5QL Trace Period

Start date IDéleIZDDZ End Date |n4fluf2|:u:|2
StartTime |13:3|:|:29 End tirme |13:39:5?

Uszer narme = IE'I'IEEEI
[:]

Objectname |Doice

Druratian

I—
O peration I

|5 ofb]e

........

#lﬁ]l &fa Options | ml ﬂl

Figure 29: MIRO STOS5 trace list selection screen

After a trace has been done, one can specify selection criteria, to further filter the list.
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™ Basic SOL List - Sorted by PID -0l x|
Trace Edit Goto  System  Help -
L]
@ | JHee® CHE DDLO AR @
& DOoICinfn 98 Explain [y [ Extendedlist [ Replace var. & B Long names
A
Transaction = MIED PID = SDD‘P type DIA‘Client = 400|Tsexr = ELLE820
Duration |ObjectMName| Op. Bec RC Statement
787 |BSIP DREOPEN u} O|SELECT WHERE “"MANDT" = '400' AWND “"LIFNR" = '001000&171' AWND “"WAERS" =
17,7232 |BEIP FETCH oj- El4
15,137 |B2IP DREPARE u] O|2ELECT WHERE “"MANDT" = % AND "LIFNR" = 7 AND "WAERSE" = ? AWND “"WERETR"
&|BEIP EAXECSTA u} 0| REOFEN
£,289|BSIP FETCH u] u]
Z9 | BEEP DEOPEN u] O|SELECT WHERE "MANDT" = '400' AND “"LIFNR" = '001000&171' AND “"WAERZ" =
1,207 | BEEBEP FETCH oj- El4
2,026 | EEEP PEEPARE u} O|2ELECT WHERE “"MANDT" = 7 AND "LIFNR" = 7 AND "WAERS" = ? AND "RMWWR"
& | BEEP EXECETA a O |REOCPEN
172,155 | EEEP FETCH u} u}
Z1 |HEIV REOPEN u} O(3ELECT WHERE "CLIENT" = '400' ANWND “"OBEJECT" = 'RE_BELEG' AWND "SUBOEJEC
1,060 | NEIV FETCH oj- 514
1,448 |NREIV DPREPARE u} O|SELECT WHERE “"CLIENT" = 7 AND "OEBJECT" = 7 AND "SUEBOEJECT" = 7 AND "]
& |NEIV EXECETA u} 0| REOPEN
1,177 |NEIV FETCH 1 u}
Z,1458 EXECSTA u} 0| COMmIT
34 |BSIP REOPEN u} O|SELECT WHERE "MANDT" = '400' AND “"LIFNR" = '0010006171' ANWND “"WAERZ" =
2,014 |BSIP FETCH u] u]
Z32 | BEEP DEOPEN u] O|SELECT WHERE "MANDT" = '400' AND “"LIFNR" = '001000&171' AND “"WAERZ" =
144 _£75 | EEED FETCH u} u}
-
| | LI_I

[PE3 A1 {4001~ |ustoa20d [OWR [ 0735 4

Figure 30: STOS > list trace - slow RBKP

Figure 30 shows selects against RBKP that are slow — about 150ms — and that return no rows. S705
Duration is in micro-seconds, and the “Rec” column shows rows returned for the FETCH.

In the list above, select the prepare statement and press explain.

™ Basic SOL List - Sorted by PID -0l x|
Goto  Syskem  Help -
G|l W e CHRB D0LD BE@
-
SELECT & FROM "DEEP" WHERE "MANDT" = * AND “LIFNR" = % AND "WAERE" = 7 AND "RPMUWR" = * AWND ‘“BUKRS" = ? A —
Explanation of cquery block number: 1 step: 1
Ouery block type is SELECT
Performance iz good
Index iz used. Index scan by matching index.
HMethod: access new table.
data pages are read in advance
prefetch through a page list
new Tahle: SAPEZ.IEEP
table space locked in mode: N
Accesstype: by dndex.
Index: SAPRZ.FEBEFP~Z (matching Index)
Index columns (ordered): MANDT
TENAM
REESTAT
IVTYP
with 1 matching columns of 4 Index-Columns.
=
[PE3 (1) [400) ¥ [ustca204 [OWR [ 0650 4

Figure 31: ST0S RBKP Explain
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At the top of Figure 31, it says “performance is good”. When reviewing the explain output in SAP, take
this comment with a grain of salt. It means that an index is being used. As this example shows, even
though an index is being used, the performance is not good. Non-matching index scan, where the entire
index may be read, will also say “performance is good”, and tablespace scan, which may be the right
choice when many rows will be read, will say “performance is bad”.

The explain output in Figure 31 shows that only the MANDT column is matched in the index. Since
there is generally only one value in MANDT, this does not help to select the result rows. Even if there
are several different values in MANDT, the data will generally be skewed such that almost all the rows
are in one MANDT (the productive MANDT) so filtering on MANDT is not helpful.

Next check the columns in the predicates to see if DB2 might be doing index screening, which would be
better than matching only MANDT. Predicates are the “column operation var” selection criteria in the
SQL. DB2 does index screening when there are gaps in the index columns referenced by the predicates,
e.g. the predicate uses columns one and three in an index with three columns. In order to confirm index
screening we need to check the SQL.

In the STOS trace, select the statement and press “replace vars” or drill into the REOPEN statement.

™ Basic SQL List - Sorted by PID - 1ol x|
Trace Edit Goto System  Help L~
L]
Vil FH e SHE DLD AR @
§| DDIC infa %Exnlain @ EHtended lizt @,Heplace war. E @ Long names
2
Transaction = MIERO PID = SDD‘P type DIA‘Client, = 400|Tsexr = E11880
Duration |ObjectName|Op. Rec RC Statement
787 |BSIP REOPEN u} 0O|SELECT WHERE "MANDT" = '400' AND “"LIFNR" = '0010006171' ANWND “"WAERZ" =
17,723 |BSIP FETCH oj- 514
15,137 |BEIP DPREPARE u} O|SELECT WHERE "MANDT" = 7 AND "LIFNR" = 7 AND "WAERSE" = ? AND “"WEETR"
&|BEIP EXECETA u} 0| REOPEN
2,289 |BSIP FETCH u} u}
Z3 | BEEP REOPEN a O|2ELECT WHERE "MANDT" = '400' AWND “"LIFNR" = '001000&171' AWD “"WAERS" =
1,207 |EEEP FETCH al-
8,025 | EBEP PEEPARE u} T ANDI "LIFNR" TOAND "W 18" 7 AND " RIMIWER"
& | EEEF EXECSTA u} 0| REOFEN
172,156 | BFEED FETCH u} u}
21 |HEIV DEOPEN u} 0|SELECT WHERE “"CLIENT" = '400' AND “"OEJECT" = 'RE_EELEG' AND "SUEOEJEC
1,060 |NREIV FETCH o|l- El4
1,445 |NRIV DPREFPARE u} O|SELECT WHERE “"CLIENT" = 7 AND "OBJECT" = 7 ANDL "SUBOEJECT" = 7 AND
& |NEIV EXECSTA u} 0| REOFEN
1,177 |NEIV FETCH 1 u]
Z,148 EXECETA u] 0| COMMIT
24 |BEIP DREOPEN u} O|SELECT WHERE “"MANDT" = '400' AWND “"LIFNR" = '001000&171' AWND “"WAERS" =
2,014 |BSIP FETCH u} u}
Z3 | BEEP REOPEN a O|2ELECT WHERE "MANDT" = '400' AWND “"LIFNR" = '001000&171' AWD “"WAERS" =
144,573 | EEED FETCH u} u}
-
| | Ll_l

[FE3 (1) (400] + [ustea20d [OVF [ 0736 4
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™ Detailed Statement =1Ol=
System  Help Q
@ || 18 ¢c8Q 0CHR DL BE @

|»

20L Statement

SELECT
*

FOOM
NWpEERN

WHERE
"MANDT" = ? AND "LIFNR" = % AND "WAERS" = * AND "PMIMWIL" = 2 AND "BUERZ" =
¥ AND "ELDAT" = % AND { "BESTAT" = 7 OR “"RESTAT" = % OR "PFESTAT" = 7 OR
"BBSTAT" = ¥ OR "EBSTAT" = 7 OR “RBSTAT" = 7 OR "EBSTAT" = 7 ) AND
"XBLNR" = ¥ FOR FETCH ONLY WITH UR

[FE3 [1{400]~ |ustoa20d [OWR [ 0652 4

Figure 32: Statement text with parameter markers — ST0S “replace vars”

The columns in the statement are MANDT, LIFNR, WAERS, RMWWR, BUKRS, BLDAT, RBSTAT,
and XBLNR. Comparing the SQL statement against index RBKP~3 that is being used, RBSTAT also
matches, so DB2 may be using index screening on RBSTAT.

Look for the statement in ST04 (the last line), to get an idea of what the statement is doing in the 150 ms
that it takes to execute. ST04 statement statistics will be discussed further in section 8.3.

™ Statement Cache Statistics: Dverview i ] b4
Stakistics  Edit Goto  System  Help Q
G | HCcoe | CHE vnan NA| @

@Hefresh Details a ? ?Statistics field ?String Reset  Since reset

DE2 subsystem |l4: 46: 23 ID4;‘10;‘2002 [rata singe: I DE start
Last reset: I I

Highlightsl Statusl Timers ~ Execution statistics |

Getpages Fiows examing Fows process Sorts Index scans | Tablespace s Parallel groupd Statement text ﬂ
15878805 1107628E a a 10E39415 o O/3ELECT * FROM “"MDUR" WHERE "M =)
1z0lz810 432085838 z4 a 363 o OSELECT T_00 . "VEELN" FROM “"VERP|
11539648 41853266 G61E a 361 o O/ZELECT "MANDT" , "ENUMA" , "EUNAG"

8051453 1516672 a a n o ODELETE FREOM "USBEFE" WHEEE "MiNDr
6753504 46075450 a 371 n 371 O/SELECT * FEROM "V_HTNM" WHERE
GE0T7237| ZO045E1881 a a n L9953 O/SELECT * FEOM "VTFA" WHERE "IL
48783954 2971634 1478459 a Z244Zz00 o O/ZELECT = FEOM "EEPO" WHERE "IL
4523630 ETEZ31S 141 a BE4E o O/ZELECT = FROM “DEEP" WHERE "M|+|

0 ] D

[PES (2] [400) = [ustcazid [OWR [ 0751 4

Figure 33: ST04 cached statement statistics with RBKP statement

In Figure 33, last line, note that the statement did 4.5M getpages, examined 6.7M rows, and returned
141 rows. In the ST04 cache statistics, a “row examined” means that DB2 had to look at the table row
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to determine whether the row satisfied the predicates, or to return the result row. This statement is
probably not index screening, since the symptom of index screening is high getpages per row processed,
but low rows examined per row process. In this case, DB2 is going to the table to evaluate the
predicates.

Note in Figure 32 that the variables were not filled out when prepare is done, since dynamic SQL
statements are prepared with parameter markers, and the variables are filled in at statement execution.

To see the parameter values for the SQL statement, select the REOPEN statement and press “replace
var”. Checking the parameter values can be useful when examining statements that have predicates on
low cardinality columns, such as status columns. By examining the variables, you can determine if the
statement is searching for a value that seldom occurs, where matching the index could quickly return the

Trows.

™ Detailed SOL Statement With Replaced Yariables -0l x|
System  Help -
& || 0 @@ DHEB ODLD BA| @

-
20L Statement [—
SELECT

=
FROM
WpEED
WHERE
"MANDT" = '400' AND “LIFNR" = '001000£171' AND “"WAERE" = 'EUR' AND
"BEMWIWR" = 15234.23 AND "BUERS" = '0&77' AND “"BLDAT" = Z00Z0ZZ& AND {
"EBSTAT" = '1' OR "EBSTAT" = '3' OR "EB3TAT" = 'A' OR "EBSTAT" = 'E' OR
"BBETAT" = 'C' OR "EESTAT" = 'DI'' OR "EBSTAT" = 'E' ) AND "XELNR" =
'0964287,1' FOR FETCH ONLY WITH UR
=
[PE3[11[400] = [ustca204 [OWR | 0740 7

Figure 34: STOS display of SQL statement with parameter values
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Now that we have determined that an inefficient access path is being used (each statement takes 150ms,
and many rows were examined to return few rows), we look at the ABAP source code for the executing
program. Select the REOPEN or PREPARE lines and press the ABAP display icon (the paper).

™ Function Builder: Display MRM_DUPLICATE_INYDICE_CHECK - |EI|1|
Function module  Edit  Goto  Utiities  Epvironment  System  Help L
@ |l W ece@CHR anan MA@
@ = | ﬁﬁ 3 ﬂ | u'”ﬂ I @ EE’ ﬁ% g 85 | @ Fattern | @ Erlnsen Ef'Change ErDeIete 1 Function module docurmentation
Function madule IHRH_DUPLICATE_INVDICE_CHECK Active =

Attributesl Importl Exportl Changingl Tahlesl Exceptions  Source code |

KinR| oo FMK BE

LPPEND code. |
CONCATENATE 'OR rbstat = ''' o rhstat sawed po '''' INTO code

ATPEND code.

CONCATENATE 'OR rhstat = ''' o _rhstat_rele pa ''' ' INTO code

ATPEND code.
ALz there can bhe szeweral hits, store the result of the databhase
selection into an internal tahle.
IF NOT tleSp-xxblny IS INITIAL AMD i_xhlny C5 string.
SELECT * FROM rbkp INTO TABLE t_rbhkp

E

WHERE {code) AND xbhlnr = i_xhlnr.
ELEE.
IF NOT t£l&89p-xxblnr IS INITIAL. ‘:J

[PE2 (1] (400] = [ustca204 [OWF [ 0B84
Figure 35: STOS source display of RBKP select with SAP dynamic SQL

The function module (MRM ...) is not in the customer name space -- this looks like SAP code.
Customer written code is Z* and Y* programs, as well as SAPxY* and SAPxZ* (e.g.SAPFY*, SAPLY%,
SAPMZ¥*), which contain user exits, function modules, etc.

Note the line “WHERE (code)” in Figure 35. This is SAP dynamic SQL, where the statement is built at
runtime by the program. This is different from DB2 dynamic SQL, which is statement preparation at
runtime. SAP dynamic SQL such as these are very difficult to locate with the SE11 “where used”, since
the predicates are not in the program source. Since the predicates are not in the source, we cannot use
filters such as column name to find SQL statements in the “where used” list. See section 8.4.1 for an
example of SE11 “where used”.

Use ST04 to check DB2 catalog statistics to find the cardinality of the columns specified in the SQL, to
see if any would make good candidates for accessing the table. The catalog browser (ST04 > DB2
catalog browser) is not available with all versions of SAP. If your version of SAP does not have the
catalog browser in ST04, these queries can be entered via SPUFI.

When reviewing catalog statistics, check the date on which runstats was run on the object. This can be
done via DB02 table “detail analysis” or in ST04 catalog browser or SPUFI. Use “select *”, rather than
specifying the column names as in the examples below. The date will be contained with the other
catalog statistics

The ST04 catalog browser does not come with pre-defined queries. The queries in this paper are shown
as templates that you can enter in ST04.
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Cardinality is the number of unique values in a column. A high cardinality column (or index) will filter
the result set well, since there will be fewer rows in the table for each unique value in the index. Given
the choice between a high cardinality index, and low cardinality index, DB2 will choose the index with
high cardinality, since this should help to eliminate more rows at the time the index is read. If DB2
chose the low cardinality index, it would then have to eliminate many rows by examining the rows in the

table, too.
™ DB2 Catalog Browser : -1al x|
SOL statement  Edit  Goto  System  Help Q
@ | JEcee LMk anaa BE|@
@Execute mEIear
b aximurn rovws fior selection I ZE0 ﬂ =

Enter SOL staternent

Text lines

SELECT TENAME, MNAME, INTEGER(COLCARDF) A3 COLCARDF

Y=

FROM SYSIEM. SYSCOLUMNS

WHERE TENAME = 'REEFP'

(AND MAME IN ('LIFNL', 'WAERZ' 'BUKLRE', 'ELDAT', 'RESTAT','HBLNLR','RMWWL')

=

[PE3 (3 (400)  [ustca204 [OVR | 0653 4

Figure 36: ST04 DB2 catalog browser to query catalog statistics

™ DB2 Catalog Browser : - 1ol x|
Goto  System  Help Q
@ | W ceeDHR D000 BE|@

=
TEHAME MAME COLCARDE
LEET ELDAT 360
EEEF BUKLS [
EEEF LIFNE 768
EEEF EESTAT 3
LEEP DMWWE. 25,799
LEET WAEDRE 1z
LEET WELNE 24,673

~

[PE2 (21 (400) = [ustca20d [OVR [ 0BS54 7

Figure 37: MIRO example - check column cardinality via catalog browser

Yes, XBLNR and RMWWR both have high cardinality, and are specified in the SQL, so if an index on
one of these two columns were available, it would likely be better to use it.
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Using ST04 DB2 catalog browser, check the indexes on the table, to see if there are any that match the
columns, but were not used for some reason.

™DB2 Catalog Browser -0l x|
S0L statement  Edit Goto  Swstem  Help Q
@ | I Wecee R anaa BE @

(b Execute [0 Clear

|»

I aximum rows for selection z50

Enter SOL statement

Teut lines

SELECT A IXCREATOL, A TIXNAME, A.COLNAME, A COLZ2EQ, A ORDERING,

I =

A_COLMNO, HEX{A COLNO) AZ HEX COLNO

FROM SYSIEM. SYEEEYE A

LSTEIEM. 8YSINDEXES E

WHELE A IXCREATOR = E.CREATOL

LA A THNAME = BE.NAME
AN E.CREATOR = 'SAPR3'
AL E.TENANE = 'FEEFP'

ORDELR BY A.IMCREATOR, A TMNAME, A COLSEQ

Sl

[PE3 (31 (400) ~ |ustoa20d [OWR [ 0BS54

Figure 38: MIRO example - query to display indexes on RBKP

™ pDB2 Catalog Browser - 0] x|
Goko  Swstem  Help Q

& W e DHE DL BE| @

H

-
IXCLREATOL I-IAME COLNAME COLZEQ ORDERING COLNO HEX_COLHO
SAPRZ EEEFP~0 MANDT 1 A 1 oool
SAPRZ EEEF~0 EELNE z A z oooz
SAPRZ REEP~0 CJAHE 3 A 3 ooo3z
SATLZ LEEL~32 MANDT 1 A 1 aool
SAPRZ LEEFP~3 TENAM z A 7 aoo?
SAPRZ FEEFP~3 EESTAT 3 A 4z 00za
SAPRZ FEEF~3 IVTYFR 4 A 39 oozy
SAPRZ FEEF~E MANDT 1 A 1 oool
SATLZ LEEL~E ERFNAM z A 117 an7E
SAPRZ LEEF~E& TEETAT 3 A 4z O0za
SAPRZ FEEFP~E& IVTYP 4 A 39 oozy

Nkl

[FE3 (31 {4000~ |ustca20d [OVA [ 0656

Figure 39: MIRO example - columns in indexes on RBKP

XBLNR and RMWWR do not appear in any indexes, so there are no indexes on the database that match
the high cardinality columns in the SQL.
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While we don’t need to check the other indexes, since they are not used, if we were to check index
cardinality, we would use the following command.

™ DB2 Catalog Browser - 0] x|
SCL staterent Edit Goto  Swstern  Help Q

& Falece DR anaa BE @
‘@Execute T Clear

| »

bed airnurm rowes for selection zZ50

Enter SOL statement

Tert lines

SELECT CREATOR, TENAME, NAME, COLCOUNT, NLEAF, NLEVELS,

DN =

INTEGER (FIRSTEEYCARDF) A5 FIRSEEYCARDF,

INTEGER (FULLEEYCAFDF) A% FULLEEYCARDF

FROM SYSIBM.SYSINDEXES A, SYSIBM.SYSINDEXPALRT B

WHERE A.CREATOR = 'SAPR3'

LND A.TENAME = 'EBEEP'

ALND A CREATOR = B.IXCREATOR

ALND A _MAME = E.IXNAME

KN

[FE3 (31 (4000~ |ustca20d [OVA [ 06&7

Figure 40: MIRO example - query to check index cardinality

The information on index cardinality (FULLKEY CARDF) is:

™ DB2 Catalog Browser 100 x|
Goko  System  Help Q
G| eecee DR DDOD | EE@
=
CREATOR TENAME HiME COLCOUNT NLELF NLEVELS FIRSKEYCARDF | FULLKEYCARLE
SAPRZ BEEEFP BEEEFP~0 3 a0g 3 Z £8,793
SAPRZ EEEP PEKP~3 4 &0 z z 158
SAPRZ BEEEFP BFEEP~E 4 Eg Z Z 1E3
=
[PE3 (31400}~ [ustca204 [0VR [ 07:00 7|

Figure 41: RBKP indexes and cardinality
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Now, since it is SAP code, check SE11, to determine whether there is an index defined in the data

dictionary that is not active on the database.

™ ABAP Dictionary: Initial Screen N m]

Dictionary object  Edit Goto  Utilities  Environment  Syskem  Help Q
|l H @@ RHE anaa IR @
|ear 2@ @D

® Databasze table Irbkp ﬂ

) Wiew I

) Data type I

I Domain I

() Search help I

) Lock object |

S Dizplay | & Change | D Create |

|F'E3 [3](400) |ustca2[l4 |EI\-"F| | 0713 ﬁ

SE11 > display, and then press “indexes” to get this list.

" 1ndexes for Table RBKP x|

Name | Unicque | Short description Status

1 r Vendor Active

_ r Reference Document Number, Wendor, Company Code Aotive

3 r User, Inwoice Document Status, IV Category Aotive

4 r Inwvoice Document Status, Vendor Aotive

5 r Active

vy Ehu:u:usel Dl ml ﬂl

It can be seen that there are 5 secondary indexes in the data dictionary (making 6 total), though only
three indexes were defined on the database in Figure 41. SE11 > indexes displays only the secondary

indexes. One can use SE14 to list all indexes, including the primary index
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Select the second index in the list, and press choose.

™ Dictionary: Display Index - |EI|£|
Index Edit Goto  Ubkliies  Environment  Swskem Help Q
&l IR e@e DHR fDLn BE@

e vawa: < agna
Indes 1D [rexe -l

Short description |F|eferenc:e Document Murnber, Wendar, Company Code
Last changed |SAP |02,F23,-f2002 Original language IE Ferman
Status I.t'-\ctive ISaved Development classz IHRH

|ndex does not exizt in databaze spstem DB 2

O Index on &l database systems

O For selected databaze systems

@ Mon-uniqus index @ |
= |

@ Mo database index
O Unigue index [database index required)

W |e|EE| BE]  TabeFieds |

Index flds

Field narne | Shart bext DTug Lenath
MANDT *ent CLNT 3~
HELHE Reference documnent numnber CHAR 1l |

LIFNE Different invoicing party CHAPR, 10

BITKRE Company Code CHLT 4
=]

] [+

[PE3 (31 400] ~ [ustcaz0d [OVR | 0717 4

Figure 42: SE11 display index definition

XBLNR is the second column, so this data dictionary definition is a match for the SQL statement .
XBLNR had high cardinality. This index needs to be activated on the database. Note that status “active”
in Figure 42 means that the data dictionary definition of the index is active, not that the index exists.
Whether the index exists or not is displayed below the status.

Since the problem was found in SAP code, the action plan was to first check SE11 for defined but
inactive indexes. If an index is not found in SE11, it is suggested that a search for a SAPnote about this
problem should be performed. If no SAPnote is found, then opening an OSS message regarding the
problem might be appropriate, or just create an index.
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7.4.3. Sample transaction analysis — ME21L

Transaction ME21L has been reported to be slow. Checking the STAT records shows that there is one
dialog step that seems to have inefficient SQL — nearly 30 ms per select, and almost 10 ms per row
(3606 ms for select / 496 rows = 7 ms per row). This is rather slow. Since “database rows” is much

greater than “requests”, we use the per-row times to evaluate performance.

= workload: Display Statistical Records - |EI|1|
Workload Edit Goto  Monitor  Swstem  Help -

& | fTecae | cHe anoan | BE @

§| Tine Tazk/Memn Byptez  All detail: 4 Becord W Record

|»

Instance : ustcaZl4 PE3_ZFL
Statistic file: G iusrisap)\PEEWwDElidata)stat DAT
Analyzed time :© 04/10/Z00Z7/1Z2:00:00 - 04/10/Z00Z2716:-23:47 f{with further selection criteria)
Desponse Memory  Wait CPIT DE req. Load/Gen kEytes Thy
End time Tcod Program T Scr. Wp User time(m=s) used(kB) timeims) time(ms) timei{ms) timeims) transfer cha
15:2z5:48 MEZZ B MEPO_ I 00Ol4 4 EO5547 5,270 5,450 o &7z 1,182 &5 9.1
1E:z7:Z1 MEZ1l I MEPO_ D 00l4 0O E10E4eE 4,11 4,667 1& E£81 2,798 32 210.2
1L5:z2:07 MEZLl IM MEPO_ I DOl4 & ElO0E4 Z2,EE5& 10,691 a 212 1,188 17 444 1
Analysis of ABAPS4 database requests {only explicitly by application)
Database regquests total f3=T Pecuest time 2,798 ms=
Matchcode time. 0 m=
Commit time 4 m=s
Recquests on T?77 tahles 5] Pecquest time 0 ms
Type of Database Pecuests |Database Recuest |Avg.time
ABAP/4 request Requests rows |to buffer calls [timeims) |[per reg.
Total Eoe 57z 283 198 2,798 E.4
Direct read E1ok 76 Z&80 1ss 0.4
Sequential read 1z 49€ 1zz 1282 2,608 Z2.4
Tpdate u] 1] a a a.o
Delete a o u} a a.o
Insert o o a a a.o

-

| | o

[PES (3) (400~ [ustca20d [OVR [ 0552 7

Figure 43: STAT record for ME21
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Next, call our user who reported the problem and run STOS5 trace while they execute the transaction.
After transaction is traced, list and summarize the trace.

™ SQL Trace: Select Data for Compression 13 x|
S0L trace Edit Goto  System  Help -
|
@ ] B e@ae SHE DDLD | ER @
B B Summarize g
=
PID Typ Cli Time Toode/fprog Table E0L op Recs. Time
178z DIA 400 16:E7:09.514 MEZ1l EDEPHIOZ SEL 1 1,679
175z DIA 400 15:Z7:09_.E5E1c MEZL EDSDHFE SEL 1 1,823
1752 DIA 400 16:27:09.521 MEZ1 EDSPHIDZ SEL 1 1,505
178z DIA 400 1&:E7:09.5z23 MEZ1l EDEPHFZ SEL 1 2,084
175z DIA 400 15:27:09.557 MEZ1 — COMMIT WORK - cur [u] 2,377 C
178z DIA 400 16:E7:15.832 MEZ1 ADRC SEL 1 2,681
175z DIA 400 15:Z7:1E5.841 MEZL ADDCT SEL 1 15,003
1752 DIA 400 16:27:15.857 MEZL ADRE SEL o 1,158
178z DIA 400 16:E7:16.307 MEZ1l ELAH SEL 2 2,E60
175z DIA 400 15:27:16.316 MEZ1 ESML SEL 1 2,554
178z DIA 400 16:E7:16.321 MEZ1l CAEN SEL 1 3L5,E51E
175z DIA 400 1&5:Z27:16. 366 MEZL CAWH ZEL o 1,428
1752 DIA 400 16:27:16.371 MEZL KSSK SEL o 1,972
175z DIA 400 16:Z7:16_ 388 MEZF1 HSSH SEL 1 =Z,837 987
175z DIA 400 15:27:19. 257 MEZ1l AUSE SEL o 2,013
17Ez DIA 400 16:E7:19.E590 MEZ1l KSSK SEL a 2,362
175z DIA 400 15:27:19. 305 MEZ1 NBIV ZEL 1 2,655 _J
1752 DIA 400 16:27:19.308 MEZL NEIV UFD 1 1,551
175z DIA 400 16:F7:19 897 MEZF1 ESDITE UPD 1 30,897
175z DIA 400 15:27:19.354¢ MEZ1 EsDuUs UFD 1 17,964
17&8z DIA 400 1&:E7:Z0.0z0 MEZ1l - COMMIT WORE - cw a 19,224 C
175z DIA 400 1&5:Z2:E0.782& MEZL EsDuUs ZEL 102 l01l,z1z
-
1 | _’I_I

[PE= (2] (4000~ [ustcaz04 [OWF | 0356 7

Figure 44: Summarized ST05 SQL trace with slow KSSK

Figure 44 shows that KSSK looks like the problem. It takes almost three seconds to return one row.
(The STOS trace summary time units are microseconds.) Go back to the STOS5 list to explain the
statement. Select the reopen line, and press explain.

™ Basic SQL List - Sorted by PID _ ||:||5|
Trace Edit Goto Systern Help ~

@ || B cee SHNB DDL0 BE|@
§| DOIC info %Explain % Exlendedlist @,Heplaceval. & 53 Long names

[
Transaction = MEZ1l PID = 175Z|P type DIA|Client = 400|User = E0O7738
Duration |ObjectMame|Op. Bec RC Btatemnent
Zd |KEEK REOPEN o 0O|SELECT WHERE ‘“IMANDT" = '400' AND “OBJEE" = '0000000Z&0' AND "HJL—I
1,548 |ES8E FETCH u} u}
22 |KE3K REOPEN u] 0|SELECT WHERE “MANDT" = '400' AND “CLINT" IN { 0000000360 , 00000
£,897_ 305 |ES8K FETCH 1 i)
Z& |ATUSP REOPEN o O|SELECT WHERE "MANDT" = '400' AND "OEJEE" IN ( '0O1F0' , '01P0'
1,994 [AUSP FETCH o o
18 |KESE REOPEN u} O|ZELECT WHERE "MANDT" = '400' AND "CLINT" = 00000003&0 AMD» “MRAFI
Z,344 [K33K FETCH u] u]
19 |NRIV REOPEN 1] 0|%ELECT WHERE “CLIENT" = '400' AND “OBJECT" = 'EINKEELEG' AND "8
Z,636 [NRIV FETCH 1 o
-
4 | _'l_I

[FEZ (2] 1400) = [ustca20d [OWR | 0357 7

Figure 45: STO0S trace list with slow KSSK
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™ Basic SQL List - Sorted by PID

Goto  System  Help

=10l x|

=2 Hecee | DHB DO AR @
SELECT "OEJEE" , "CLINT" , "“STATU" , "AENMR" , "DATOY" , "ADEZHL" , "LEENZ" FROM "ESSE" WHERE "H:;
Explanation of cuery block mamber: 1 step: 1

Ouery block
Performance
No index is

type is SELECT
is bad

nused. Secquential tablespace scan

Method:

access new table.

data pages are read in advance
pure sedquential prefetch is used
new Table: SAPRIZ.ESSK
tahle space locked in mode: N
booesstype: sequential tahblespace scan.

1

mt

[PEZ 21 (400] * [ustca2d [OWR [ 0957 4

Figure 46: STO0S explained KSSK statement

It does not look good — the entire table is scanned. No index was used.

Check ST04 statement cache (will be covered in section 8.3) and see that this statement (the last line in
Figure 47) is one of the top statements in total getpages, and that it examined 64M rows and processed
(returned) 417 rows. The statement being in the top of the getpage-sorted list shows that this statement
1s important as a system performance problem, as well as a problem for this transaction.

Check the “per execution” statistics, to see rows examined per execution. (This is not shown in this
example). If an SQL statement seldom returns a result row, the ratio rows examined per row processed
will make the statement look more inefficient than it is. Rows examined per execution is a better
measure of efficiency when rows are seldom returned. Here, since there are 417 tablespace scans, we
can see that the statement was executed 417 times, and returned one row each time it was executed.

Figure 47: KSSK statement from ST04 cached statement statistics

Highights | Sioha | Timers  Esecufon iaisicr |

| Syrnchwonnour | Swcheonous | Getage: | Foss ssamind Fows pioces] Sorts [ trcdes szans | Tabiipace o Fasabel grougd Staansn ine N

a =] 813438 ABIZTRET i o 445836 o OIEELECT E FYhom CEhiFR® Hl;

[ F&R0 O AESEREP BSETRI o o 0 n D:FFI:-TI'F FRON CUSERFI® WORE |
F ] Liosm T R 1 o 118 ol ‘DEELICT T_00 . "VEELE® FROM
B T Led G 307344l LpigaEesl o o T zaga| BSELECT +  FROM  WISA® WEE
B 4187 ] IEIEEDT LTZEFRED [ 11% [l 1]5. I:Ijrl:l'.:ll.—r L | FROME "P_'II.'I.'II'H"
[ ] T 0 I4EGEEE 3434964 L2317 ol 12317 0 0|ZECECT MAX| COURTER® | rn:]
1 24 0 203481%  3pafesl 8 o a9 0| “0/SELECT  +  FROM  CRERPS WEHE
: IO a 1IEIECT E4113E74 H1T D D. 413: I:I:!'I:I:.:II::I' "ORJEK" . "CLINT" , ®
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Next, check the program source from the STOS trace.
= ABAP Editor: Display Include LCLSCF2C
Program  Edit  Goto  Utlities  Enwironment Swstemn Help Q

&l I Bee@CHE anaa BE @
“@ ¢|Q$Q8 ﬂ|5“u @%’|ﬁgnﬂ|@ Fattern |ﬂ' o Inset =f Replace = Delste G Cancel

Include jLcLscrzc Active
LI TG

IF MOT =y-subrc IS INITIAL. d
* no objects given

IF p tecla struc-mualtob) IS INITIAL. —
* ogne ohjecttype
SELECT objek clint statu aennr datuwr adzhl lkens

FLOM kssk UF TO 1_max hits ROWS

INTO CORRESFONDING FIELDE OF 1 _kssk_tahb

FOR ALL ENTRIEZ IN p r subclasses tab

WHERE clint = p_r subeclasses tab-low

AN mafid = c_o

| AND (1 _where tah).

1 k=sk toh-mafid = c_a. =]

| | lLitzs, ot |Ln 118 - Ln 130 of 715 lines

[PE3 (2] [400) * [ustca20d [OVR [ 1013 4

Figure 48: STO0S source display - ABAP selecting KSSK
The ABAP is SAP code (LCL...), not user (Y or Z) program.

Note the “SELECT ... FOR ALL ENTRIES”. The ABAP “FOR ALL ENTRIES” uses internal tables to
specify the predicates. The SAP DBSL (which converts ABAP into database dependent SQL) may
convert “FOR ALL ENTRIES” to a DB2 statement with an IN list or a UNION ALL, depending on the
selection criteria specified in the “FOR ALL ENTRIES”. If there is one column in the predicate, IN list
is used. Ifthere is more than one column in the predicate, UNION ALL is used.
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Display the statement from STOS list, to get columns in the SQL where clause so we can check indexes.
™ petailed Statement 10 =|
Swskemn  Help Q

& | Tl ece@ CHB onoa BE @

|

S
SQL Statement p—
SELECT
"OoBJEE" , "CLIMNT" , "STATU" , "AENNER" , "DATUOYW" , "ADEHL" , "LEENZ"
FROM
"EESE"
TWTHERE
"MANDT" = 7 AMND "CLINT" IN « * _ =* _ 2 _ 7 _ % _ 7 1 AND "MAFID" = % FOR
FETCH ONLY TWITH UER
Variables
AO(CH, 3 = 400
Al (NU,_ 10 = 00000003&0
AZ(HNUT,_ 10y = 00000002<0
AB2(NT,_ 10y = 00000002&0
Ad (NI 10 = 0000000Z&0
AE(NIT_ 10y = 0000000Z&0
A5 (NUO,_10) = 00000003&0
A7I{CH, 1) =0
=
| | 3

[FEZ (1] (400] = [ustcaz0d [OWR [ 2115 7

Figure 49: STOS display KSSK statement with variables
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The columns are MANDT, CLINT, MAFID.

The ABAP in Figure 48 had “ UP TO xxx ROWS”, which might have constrained the number of rows
returned from DB2. Check how many rows there are in the table that match the SQL. Use SE16, and
put in the values of the variables from Figure 49, then press “number of entries”

™ Data Browser: Table KSSK: Selection Screen

Program Edit Gobo Setkings  System  Help

=10l x]
e

&l @ eee DNk anan AE| @

“ @ éﬁ Mumber of entries

OBJEK
MAFID
ELART
CLINT
ADZHL

Z8EHL
STATU
STODCL
REERI

AENMA
DATLN
LEENZ

width of output list

b airurn o, of hits

[

1
1™
Lol e|eleelole |olelo]o]e

23]

[FE3 2114000~ [usteaz03 [INS [ 2113 4

Figure 50: SE16 display table contents
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-9 pisplay Number of Entries _ x|

Mumber of entries which meet

the zelection crtena:

1

¥ Close |

There is only one row that satisfies the predicates with the values specified, so one row is read by this
statement.

Use ST04 DB2 catalog browser to check for matching indexes.

™ DB2 Catalog Browser - 10l =
S0L statement  Edit Goto  System  Help Q
& || e ea@ 2HME anaa IR @

(b Execute [0 Clear

| v

I aximum rows fior selection z50

Enter SOL statement

Teut lines
SELECT A.IXCREATOR, A THNAME, A_COLNAME, A_COLSEQ, A OQOBDERING,

[ =1

A_COLNO, HEX({A. COLNO) AS HEX COLNO

FOROM SYSIBM. SYSKEYS A _
L SYSIBM. SYSINDEXES B

WHERE A.IRCREATOR = E.CREATOR

AT A, THMAME = B.NAME

LD E.CREATOR = 'SAPRZ'

[AND E.TENAME = 'KSS5E'
OPDER BY A IXCREATOR, A THNAME, A. COLSEQ LI
[PE3 (2] 400 ~ [ ustea203 [OVR [ 0635 /)|

Figure 51: KSSK check indexes and columns
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™ pB2 Catalog Browser

Goko  System  Help

=10l x|

@ W e DHBE DL PR @

-
IXCREATOR IXIMAME COLMAME COLSEQ OFDERING COLNO HEX_COLNO
SAPRZ E23E~N1 MANDT 1 A 1 000l
SAPRZ E23E~N1 CLINT z A £ oo0os
SAPRZ E23E~N1 MALFID 3 A 3 0003
SAPRZ E23E~0 MANDT 1 A 1 000l
SAPRZ E23E~0 O0EJEE z A z 000z
SAPRZ E23E~0 MALFID 3 A 3 0003
SAPRZ E23E~0 ELALRT 4 A 4 0004
SAPRZ E23E~0 CLINT £ A £ oo0os
SAPRZ E23E~0 ADEZHL & A & ooos
SAPRZ EZ3E~3 MANDT 1 A 1 000l
SAPRZ EZ3E~3 LENNE z A 11 000E

NNED

[PE3 (2] (400~ [ usteaz03 [0VR | 0539

Figure 52: KSSK indexes and columns

Index KSSK~N1 is an exact match for the statement. Why is it not used and why is a tablespace scan
done?

Check index cardinality, to see if DB2 intentionally avoided using the index, due to low cardinality.

™ DB2 Catalog Browser -0 x|
S0L statement  Edit Goto  System  Help Q

2l imcoe CHE enan IF @
(b Execute [0 Clear

| v

I aximum rows fior selection z50

Enter SOL statement

Teut lines

SELECT CREATOR, TENAME, MAME, COLCOUNT, NLEAF, NLEVELS,

[ =1

INTEGER(FIRSTEEYCARDF) AS FIRSKEYCATLDF,
INTEGER(FULLEEYCARLF) AZ FULLEEYCARDF
FROM SYSIEBM.3V3INDEXES A, 3YSIEM.SYSINDEXPART E

WHERE A.CREATOR = 'SAPRZ'
AND» A TENAME = 'KSSI{I'
AND A CREATOR = E.IXCREATOR

AND A NAME = E.IXMAME

L

IPE3 (2] 400 ~ [ ustea203 [0VR [ 0640 /|

Figure 53: KSSK check index cardinality
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™ DB2 Catalog Browser - 10l =
Goko  System  Help Q
@ | Wcee CHR D000 | HA @
=
CREATOR TENAME NAME COLCOUNT NLELF NLEVELE FIREEEYCARDF FULLEEYCARDF
SAPR3 EEZE ESSE~N1 2 352 2 4 1E
SAPR3 EEZE ESSE~0 & E,438 2 4 152,577
SAPR3 EEZE ESEE~2 4 251 2 4 4
=
|PE3 (2] [400) * |ustca20 [OWR | 0640 4

Figure 54: KSSK index cardinality

Index KSSK~NT1 has cardinality 15, so DB2 thinks that it will not be selective. There are over 150K
rows in the table, which can be seen by the cardinality of the KSSK~0 index, since SAP ~0 indexes are
unique indexes. Thus, DB2 thinks selects on KSSK~N1 will return many rows. In cases where index
access will return many of the rows in a table, a tablespace scan can offer better performance. We can
see from the trace and ST04 statement cache statistics that only one row is returned, so we know that it
would be better to use the index, in spite of the low index cardinality in the catalog. Here there is a big
skew in rows for each value in KSSK~N1. There are only 15 unique values, but one of those 15 unique

values returns only one row.

Get the column cardinalities of the predicate columns.

™ DB2 Catalog Browser 10| =l
S0 skakement  Edit Goko  Swskem  Help Q
|| Teecea Rk ananBE| @
“ lC%E:»:ecute mclear
Y
P aximum rows for selection Z50
Enter SQL statement
Teut lines
SELECT TENAME, NAME, INTEGER(COLCARDF) A% COLCARDF =
FROM ST¥SIEM. SYSCOLUMNE -
WHERE TENAME = 'KSSK' AND
MNAME IN 'MANDT', 'CLINT', 'HAFIDl' 1
=l

[FE3 2114000~ [usteaz03 [INS [ 21:25 4

Figure 55: KSSK check cardinality of columns in KSSK~N1
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™ DB2 Catalog Browser -10] =|
Goto  Swstem  Help L
||l mlece DHB 00D BE|@
TENAME MNAME COLCARDF
EESEE CLINT Q
EEBEE MAFTII 1
ESSE MANDT z
=
[PE3 (2] (400~ [ustca203 [INS | 2125 4

No surprise here. If the index N1 has low cardinality, then each of its columns must have low
cardinality too.

For sites running SAP 4.5B and later, one can modify the ABAP source to use the hint (USE VALUES
FOR OPTIMIZATION) which will cause the statement to reoptimized at execution, when the variables
are passed to DB2. (See SAPnote 162034 for more information on hints with DB2 for OS/390.) With
this hint, the DB2 column distribution statistics can be used by the optimizer, and DB2 will know that
the program is searching for a value that seldom occurs, and will choose the KSSK~NT1 index.
RUNSTATS with FREQVAL must be run on KSSK for USE VALUES FOR OPTIMIZATION to be
effective.

For sites running SAP versions before 4.5B, one can manually set FULLKEYCARDF on the index
KSSK~N1 higher, to make the index more preferred by the optimizer. Since the statement read about
1 million rows for each row returned, we set cardinality to a big number, to make this look like an index
that filters well.

UPDATE SYSIBM.SYSINDEXES SET FULLKEYCARDF = 100000
WHERE CREATOR = "SAPR3'

AND TBNAME = 'KSSK'

AND NAME = 'KSSK~N1'

The disadvantage of setting the statistics is that it can cause the optimizer to choose the N1 index too
often, since DB2 will think it is more selective than it really is. In this case, Since ST04 showed that
each execution of the statement returned one row, this should be a safe change.

Be careful when manually setting catalog statistics. It can cause DB2 to optimize statements to use the
wrong access path. Before and after making the change, use the table filter in ST04 statement cache
analysis, to filter and review statements that access the table. Check that no statements are negatively
impacted by the change.

Page 57



IBM Americas Advanced Technical Support

7.4.4. Sample transaction analysis - MB51

In this case, we have been asked to examine MB51. Start off with STO5 trace, to examine the SQL.
See that there are array fetches against MKPF that take 10-15 ms per row. In general, as mentioned in
section 7.1.1.2, one would expect array operations to be much faster — often less than one ms per row.

™ SQL Trace: Select Data for Compression - |EI|1|
SQLkrace Edit Goto  System  Help -
8 eeeCHE DDo0 BRI @
T Summarze gg
=
PID Typ Cli Time Toode/prog Table S0L op Recs. Time
671 DIA 400 15:E7:17.477 MEESL MIMTH REP_CUST SEL 1 1,743
671 DIA 400 15:E7:17.50Z MEEL - COMMIT WORE - CTI u} Z,214 C
671 DIA 400 15:36:15.187 MEEL MMIM REP_CUST SEL 1 17,644
671 DIA 400 15:36:15_238 MEEL - COMMIT WORE - CTI u} z,561 C
671 DIA 400 15:36:26.785 MELL MaPh SEL 1 Z,2604
671l DIA 400 15:36:26.735 MELL MEFPF SEL 1oz 1,513,087
671 DIA 400 15:326:28.311 MEEL MAET SEL 1 1,551
671 DIA 400 15:326:28.316¢ MEEL TOoL1mw SEL 1a3 E&, 736
671 DIA 400 15:36:25.375 MEEL TSEEFZ SEL Z 14,702
671 DIA 400 15:36:25.506 MESL LTD SEL 1 13,577
671 DIA 400 15:36:25.530 MEEL TSREFE SEL u} 5,813
671 DIA 400 15:36:25.537 MEEL TEDIR SEL 1 3,040
671 DIA 400 15:36:25.766 MEEL - COMMIT WORE - CTI u} 4,094 C
671 DIA 400 15:37:08.3E3 MBS MNIN REP CUST SEL 1 2,51
671l DIA 400 15:37:08.348 MBLL — COMMIT WORE - cir u} Z,100 C
671 DIA 400 15:327:14.081 MEEL MARL SEL 1 2,445
671 DIA 400 15:327:14.0%0 MEEL MEFPF SEL g0 1,002,383
671 DIA 400 15:37:15.101 MEES1 MAET SEL 1 1,910
671 DIA 400 15:37:15.104 MESL TOO1m SEL 183 28,308
671 DIA 400 15:37:15.134 MEEL TSREFE SEL zZ 1,707
671 DIA 400 15:37:15.173 MEEL LT SEL 1 Z,752
671 DIA 400 15:37:15.188 MEEL TSREFE SEL u} 6,366
671 DIA 400 15:37:15.1%6 MELL TEDIR SEL 1 1,554
671l DIA 400 15:37:15.378 MEEL — COMMIT WORE - cir u} 3,41l C
671 DIA 400 15:43:16.685 MEEL MIMIM REP_CUST SEL 1 Z,605
671 DIA 400 15:43:16.6%0 MEEL — COMMIT WORE - cir u] £,381 C
2421 DIA 400 15:22:43.778 MEEL MIMTM REP_CUST SEL 1 18,887
2421 DIA 400 15:Z22:43.840 MEEL - COMMIT WORE - CTr a 3,732 C
z471 DIA 400 15:Z6:41.647 MEEL MMTIM REP_CUST SEL 1 Z,748
z471 DIA 400 15:Z6:41_670 MEEL - COMMIT WORE - CTI u} Z,366 C
2471 DIA 400 15:Z6:44_ 355 MEEL Maph SEL 1 1,844 |-
2421 DIA 400 15:Z6:44.9853 MELL MEFPF SEL 59 1,224,068
£24z1 DIA 400 15:2Z6:46.Z26 MEEL MAET SEL 1 4,019
£4Z1 DIA 400 1E:Z6:46_ 233 MEEL TOoL1mw SEL 1a3 84,087
£4Z1 DIA 400 1E:Z6:46.319 MEEL UEREFE SEL z 41,71&
-
J | of
[PE3[4] (4001~ [ustca20d [OVR | 0258 4

Figure 56: MB51 - ST05 summarized trace
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Display the statement in the STOS trace list by drilling into the REOPEN, and see that it is a join on
MKPF and MSEG. (The STO5 trace just reports one of the tables in a join.) The join is on MBLNR and
MJAHR and MANDT. The selection criteria are MATNR and MANDT.

™ Detailed Statement =10l x|
System  Help L
&l FlBlcee cHB 0o AR @
rY
EQL Statement | —
SELECT
T 01 . "ANWLNL1" , T 01 . "ANLNZ" , T_0O1 . "APLZL" , T_0Ol1 . "AUFNR" ,
T_01 . "AUFPL" , T 00 . "BETXT" , T_0O0 . "BLDAT" , T_O1 . "EPMNG" .,
T 01 . "BPEME" , T 01 . "BESTME" , T_0O1 . "BSTMG" , T_OO . "BUDAT" .,
T_01 . "BUERS" , T_01 . "EWART" , T_0O1 . "BWTAR" , T_0O1 . "CHARG" .,
T 0o . "CpUDRT" , T OO . "CPUTHM" , T_0O1 . "DMETR" , T_O1 . "EEELN" .,
T 01 . "EBELP" , T 01 . "ERFME" , T_0O1 . "ERFMG" , T_0O1 . "EXBWR" .,
T 01 . "EXVEW" , T 01 . "GRUND" , T_0O1 . "KDAUF" , T_0O1 . "KDEIN" .,
T 01 . "EDPOS" , T_0O1 . "KOSTL" , T_O1 . "KUNWNNR" , T_O1 . "KZBEW" .,
T 01 . "EEVEBR" , T_01 . "EZZU:z" , T_0O1 . "LGORT" , T_O1 . "LIFNR" ,
T_01 . "MATNR" , T OO . "MBELNR" , T_0O1 . "MEINS" , T_0O1 . "MENGE" .,
T 00 . "MJAHR" , T_0O1 . "NPLWR" , T_0O1 . "P5 PSP_PNR" , T_0O1 . "RENUM" |,
T 01 . "REPOS" , T_0O1 . "SGTIXT" , T_0O1 . "SHKZG" , T_O1 . "SO0BEZ" |,
T 00 . "OsNAM" , T_00 . "VGART" , T_0O1 . "VEWRT" , T_O1 . "WAERS" .,
T_01 . "WEREs" , T_00 . "XABRLN" , T_0O1 . "XAUTO" , T_0OO . "XELNR" .,
T 01 . "ZEILE"
FROM
"MEPF"T 00 , "MSEG"T 01
WHERE
{ T 0l . "MAWDT" = ? AND T 00 . "MAWDT" = T 0l . "MAaNDT" NI T 00 .
"MELNE" = T 01 . "MELNER" AND T 00 . "MJAHR" = T 0l . "MJAHR" j} AND T 00 .
"MANDT" = ? AND T 0l . "MATNE" = ? FOR FETCH ONLY WITH UR
Variables
AOICH,Z) = 400
A1i{CH,Z) = 400
AZ(CH,18) = 0000000000GLOZ05GS
=
1| | i
IPE3 (4] (400) ~ |ustca20d [OVR | 0317 7

Note that the join conditions are within parentheses in the WHERE clause, and predicates are outside
the parentheses.

If tables are joined in the ABAP, you will see the join conditions in the SOQL in ST0S5. If a database view
defined on a join is used by the ABAP, you will not see the join conditions in the SOL. Use SE11 to
display the join conditions and other restrictions on a view.
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Explain the statement

™ Basic SOL List - Sorted by PID - |EI|5|
Goko  Swstem  Help Q

|G | Rleee | DHE Do BE @

H

FY
SELECT T_0Ol1 . "ANLN1" , T_0O1 . "AWNLN:Z" . T_OL . "APLEL" , T_0O1 . "AUFNR" | T_01 . "A=

Explanation of gquery block number: 1 step: 1
Ouery block type is SELECT

Performance is good

Index is used. Index scan by matching index.

Method: access new tabhle.
data pages are read in adwvance
prefetch through a page list
new Takle: SAPRI.MEEG
table szpace locked in mode: N
Aocesstype: by index.
Index: ZAPRZ _MEEG~M (matching Index)
Index columns (ordered): MAMDT

MATHE
WERES
LZORT
EWART
EO0BEZ
with 2 matching columns of & Index-Colunns.

Explanation of gquery block mamber: 1 step: £

Query block type is SELECT

Derformance is optimal

Index is used. Index scan by matching indesx.

Method: join each row of composite table, with matching rows

of new table (nested loop Join).
unknomn or no secuential prefetch iz used
new Takble: SAPRI.MEPF
table space locked in mode: N
Accesstype: by index.
Index: SAPRI _MHEPF~0 (matching Index)
Index columns (ordered): MANDT
MELNE
MIAHE
with 3 matching columns of 3 Index-Colunns.

-

1| | _’I_

[PEZ (4] [400) * |ustca2ld [OvR | 0312 4

Figure 57: MKPF MSEG explain

This looks reasonable. Check the indexes and matching columns. MATNR is a predicate, and is used on
the outer table. MBLNR, MJAHR, and MANDT are join conditions, and are all used to access the inner
table.
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Check the catalog statistics to see cardinality of predicates.

™ pE2 Catalog Browser i m] 1
a0l stakement  Edit Goto Swstem  Help Q

& || Cimeee | 2HE anaa BE|
“ (Eb Execute [0 Clear

b aRirnuimn rowws for zelection ZED —

Enter SOL ztatement

Test ines

SELECT TECREATOR, TENAME, MNAME, IMTEGER(COLCARDF) A% COLCARDF

HL

FROM SYESIEBM. STSCOLUMNS

WHERE TENAME IN ('MSEG', 'MEIF') e

AND NAME IN ('MANDT', 'MATHEL')

ORDEER BT TEMALME, MNAME

IPEG (3] (400)  [ustca20d [OVF [ 09:44 7

™ pBZ2 Catalog Browser O] x|
Goto System  Help Q

||l Nmeoe | DBB aooa | BB

H

TECREATOR TENLME MAME COLCARDF

SAPRZ HMEPF MANDT Z
ZAPRZ MEZEG MAND T Z
ZAPRZ MEZEG MATHNE 16,896

IPE3 (3] (400)  [ustca20d [OVF [ 0945 7

Figure 58: MB51 predicate cardinality

MATNR has high cardinality. It was used on outer table. Everything looks fine, why is the statement so
slow?
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Check the statement statistics.

™ Statement Cache Statistics: Details -0 x|
Statistics  Edit  Goko  Swstem  Help -
|| HeeceaDkanasRF| @

“ SB Statistics figld

DEBZ subsystem |16:09:18 Joas17/2002 Data since: | DE start

Last reset: I I

Statement bext | Identification and status  Awva.statishcs perexec | Total skatistics across all execs |

Erecs / zec I 0.on
Awg getpages I 18583
Rows eram/execs I 135.00
Fiows proc/execs I 4487
Getpages / proceszed I 4_16
Examined / proceszed I 3.02
Sync reads / execs I 47 .83
Sunch writez / execs I 0.00
Awg zorts I 0.00
Awg ids scans I 45 67
Avg thl zoans I 0.00
Awg parallel groups I 0.00

[PEZ (1] (400)~ |ustca203 [OWR | 0932 7
185 getpages for 44 rows — about 4 getpages per row — this is OK. Note that there are 42 synchronous
reads per execution, almost one per row.

Prefetch 1/0 is not captured on the statement statistics (since prefetch is not done by the thread, but is
done by prefetch processes in DB2). The explain in Figure 57 showed list prefetch being used to access
MSEG. Using the synchronous I/O information for the statement, the statistics show that pages needed
by this statement are frequently not in memory. (One can calculate a statement hitratio as 7100 * (-
(synch reads/getpages)) — in this case 77%. Since this does not include prefetch 1/0, we know that the
pages needed are found in memory less than 77% of the time. If overall bufferpool hitrates in ST04
“subsystem activity” are good, this probably indicates bad re-reference rates in accessing rows in the
table.
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Check the index stats.

™ DB2 Catalog Browser -0l x|
Sl statement  Edit Goko Swstem  Help Q

-2l Ffeeee DMe anaaBE @
‘@E:-:ecute T Clear

b amirnumn rowes Far selection I ZEQ ﬂ

Enter SOL statement

| v

Texut lines
SELECT CREATOR, TENAME, NAME, COLCOUNT, MNLEAF, NLEVELS, —
INTEGER(FIRSTEETCARDF) AR FIBRSEEYCARDF, o

INTEGEDR (FULLEEYCAPDF) AS FULLEEYCADDF

FROM SYSIEM. BYSINDEXES A, STEIEM. SYEINDEXPART E

WHERE A.CREATOR = 'SAPE3Z' -

AND A.TENLME IN ('MZE:','MEPF')

AND A_CREATOR = E.IXCREATOR

AND A_NAME = E.IXNAME

ORDER BY TENAME, HMNAME

sl

[FE3 (31 [400) = [ustca204 [OVR | 09:34

Figure 59: MKPF MSEG query index statistics

™ DB2 Catalog Browser 10l =|
Goto  System  Help Q
@ || Hlece SHE DDO0 BE @
-
CREATOR TENAME NAME COLCOUHT NLEAF NLEVELEZ FIREEEYCALRDF FULLEEYCARDF
EAPR3 MEPF MEPF~EUD 3 z,819 3 z 298,355
SAPR3 MEPF MEPF~ZEL1 4 420 2 4 Z26
SAPR3 MEPF MEPF~0 2 2,276 2 4 238,358
SAPR3 MEEG MEEG~M & 2,091 2 4 91,765
SAPR3 MEEG MEEG~E 4 1,09z 2 4 4
SAPR3 MEEG MEEG~S 2 1,10z 2 E0E 1,324
SAPR3 MEEG MEEG~0 4 5,354 2 4 EEZ1,453

PE3 (31400 ~ [ustca20d [OVR [ 0935 /|

Figure 60: MKPF MSEG index statistics

From the FULLKEYCARDF on MSEG (620K) and cardinality of MATNR (16K in Figure 58) we can
see that the average material (MATNR) has 38 rows in MSEG (620,000/16,000), about what we saw in
the per-execution statement statistics above.
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Check size of tables.
™ DB2 Catalog Browser : =10 x|
SOL skatement  Edit Goto  Swstem  Help Q
& | feece Dl anaaBE|@

‘ (ZrExecute T Clear

b asirumn rows for selection ZE0

Enter SOL staternent

Text ines

SELECT CREATOR,| NAME, NPAGES

[ I

FROM STYSIBM.SYSTAEBLES

WHELRE CLREATOR = 'ZAPRZ'

AND MAME IN ('MEEG', 'MEPF')

=l

[FE3 (31 (400)~ [ustca20d [OVR | 0939 4

Figure 61: MKPF MSEG query table statistics

™ pDB2 Catalog Browser O] x|
Gobo System  Help Q

||l wmecoe | cNB | onan BE |

H

| v

CREATOR HNAME NDAGES
SAPR3 METF 1&,372
SAPR3 HMEEG 173,271

Nkl

|PE3[3] [400) = | ustca204 |OVR | 09:39

Figure 62: MKPF MSEG table statistics

MSEGQG is over 700M, which is too large to fit in DB2 buffer memory available.

So, there isn’t actually a problem here. From the low hit rate (77%) in the SQL cached statement
statistics, it looks like the statement is accessing rows that are widely distributed throughout a large
table, and seldom re-referenced. (One would have to do an I/O trace in DB2 to confirm this, but it is
pretty clear from the statement statistics.) On average, there is one synchronous I/O operation per row,
and that accounts for the long elapsed time of the statement.
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This is an exception to the rule-of-thumb discussed in 7.1.1.2 -- that array operations were often less than
one ms per row. (There are always exceptions to ROTs.) Here, the program is doing an array fetch
operation using a secondary index to access non-contiguous rows in the table MSEG, which is a very
large table. The table is too large to fit in memory, and so there is I/O delay.

Possible additional steps might be:

7.5.

e Implement DB2 hardware compression on MSEG and MKPF (if it has not already been done) to
get more rows into each block, to enable more of rows to be held in DB2 bufferpools and
hiperpools.

e Allocate more memory to bufferpools and hiperpools for this table. (Unless this was an
especially critical transaction, it would probably not be worth the memory)

e Examine the I/O performance of the disks where MKPF and MSEG are located, to ensure that
there is not contention in the I/O subsystem

¢ Evaluate changing the clustering sequence on MSEG, so that it is clustered in the sequence of the
MSEG~M index. If the most important business access to a table is via a SAP secondary index
(MSEG~M in this sample), then one can change the clustering sequence. Access via the new
clustering index would then be sequential access, which is generally faster than list prefetch
access. As with changing catalog statistics, evaluate the other programs that access this table, to
determine whether the change in clustering sequence will have a negative impact on existing
programs.

Batch

7.5.1. Analysis process for batch

As with transaction analysis, the two main tools are ST05 and SE30. Use STOS5 to find inefficient
SQL, and determine what activities take the most database request time. SE30 is used to profile the
time running on the application server.

Since batch jobs are long running, one can gather additional information on the job, using ST04
thread information and ST06 CPU information, to get an end-to-end profile of elapsed time that
includes CPU on the application server, CPU on the database server, delay on the database server,
and “overall not accounted” time, which includes network time and STAT “missing” time. The
sources of delay in DB2 are discussed in more detail in section 8.1.

If the job is long running and the statistics for a counter have wrapped, then the STAT records are
not helpful in filtering the problem source — whether it is excessive database request time, etc.
Analysis of the job while it is running is required.

Even if the STAT counters have wrapped, the data recorded in stat/tabrec may still be valid, so
stat/tabrec and rsdb/stattime can be helpful in gathering data about performance issues in long
running batch jobs. Again, these two SAP parameters should not be enabled all the time, just during
detailed problem analysis.
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7.5.2. Batch analysis starting from STAT records

This problem can be solved with about half the steps shown in the following example, but the
screen shots of all the different tools are included to show the different ways that one can approach
a problem.

A performance problem with the program REAPRINO has been reported. This program (invoice
print preparation) is being tested as part of a stress test to prepare for a go-live. In order to achieve

the requirements of the batch window, several copies of the program must run in parallel.

As a first step, check STAT records to see what they show.

Response Memory Mait CFU DE recd.

End tiwme Teod Program T 3cr. Wp User titwe (3] used(kB) time (m3) time (m3) time (ms)
|0Z2:10:00 RELPRINO E 24 BTCHUOSER ALL| 6300370 | 2,929 | 0 | 1658520 | 4863799
|02:10:59 REALAPRINCO E 23 BTCHUSER_ALL| 635016861 | 2,929 | O |1712990 | 4553537
|02:11:52 RELPRINO E 31 BTCHUOSER ALL| 6279285 | 2,930 | 0 | 1200400 | 4694602

Analysiszs of time in work process

| CPU Time 1712990 ms HNurrbher Roll ins 2

| RFC+CZPIC time 0 ms Eoll outs u]

| Engueuess 3,223 |

| -——-Response timg———-—--————-— 6350161 ms-—-—| |

| Wait for work process 0 m= | Load time Prograt 512 ms |

| Processing time 1452978 ws | Soreen 5 m= |

| Load time 27 ms | CUA interf. 10 ms |

| Generating time 0 mw=s | |

| Roll [(in+wait) time 39 m3 | Foll time out 0 ma |

| Database redquest time 43535837 ws | In 39 ms |

| Engqueue time 1,240 m= | Wait 0 ma |

Analysizs of ABALP/4 database requests (only explicitly by application)

| Database requests total 451,476 FEequest time 4,883,837 m=
| Matchoeode time. 0 ms |
| Commit time 71,963 m=
| |
| Requests on T??? tables u] Request time 0 ms
| Twpe of | | batabase | FRequests |Database | Fequest |Avg.Lime
| ABAP/4 request |Requests| rows |to buffer | calls |time (ms) |per red. |
| Total |  45147a| 274,005 90,830 | 222,241 |4883,837 | 10.8
| I | I I I I |
| Direct read | 146326 36,175 89,157 | | 3025, 694 | 20.7
| Fequential read | 2Z7e037| 159,454 1,673 | 173,865 |1054,0:29 | 3.8
| Update | 12945 | 30,595] | 30,535 | 160,791 | 12.4
| Delete | 1,811 | 1,611] | 1,611 | 15,994 | 9.9
| Insert | 14554 | 16,170 | 16,170 | 552,366 | 358.0

Figure 63: REAPRINO STAT

Next check the ratio of Database request time to Response time. Database request time is about
75%, so we look at the database request details. It shows that direct read is about 2/3 of total
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database request time (3028694 ms of 488387 ms), and that the average direct read is 20 ms. This
is very unusual. Since direct read is fully qualified primary index access, direct read times should

be very fast - just an ms, or less, for each row. In this case, 89K of 146K requests were satisfied in
buffer, so the average direct read time should be very fast.

At this point, there are a number of things that can be done — run an STOS trace, check ST04
statement cache for long running statements, or just watch the running system and see what is
happening. Now run SM66, and look at what the batch processing looks like.

| Sort: Server

| Server Ho Typ PID | Status PReaso Se Start Err CPT  Time Cli User Report  Action/Reason for waiting Table

| shspaw30_RZ1 0& Z8 ETC 18706 | running Tes Z&4 010 BTCHUSER ALL Direct read TEPO1

| shspaw30_RZ1 06 £9 ETC 15812 | running Tes 264 010 BTCHUSER_ALL Direct read TSPO1

| sbspaw30_RZ1 0& 30 ETC 132860 | running Tes 265 010 ETCHUSER_ALL Direct read TEPO1

| shspaw30_RZ1 06 31 ETC 14652 | running Tes 264 010 BTCHUSER_ALL Direct read TSPO1

| sbspaw3l Rzl 0O& 3 DIA 31502 | running Tes 1 010 IRUEORMO SAPLTHFE

| shspaw3l RZ1 06 £8 ETC 21846 | running Tes 265 010 BTCHUSER ALL SAPLEUAL Direct read EETIN

| sbspaw3l RZ1 O Z9 ETC 24352 | running Tes Z64 010 BTCHUSER ALL SAPLETHC

| shspaw3l RZ1l 068 30 ETC 153044 | running Tes 263 010 BTCHUSER ALL SAPLEPOX Direct read T3PO1

| sbspaw3l RZ1 O 21 ETC 24020 | running Tes Z63 010 BTCHUSER ALL SAPLZCCE Sequential read EANLH

| shspaw3Z RZ1l 068 0 DIA 23066 | runming Tes 86 010 OVERMESL F1BCDWES Secquential read ETTIF

| shspawdZ_RZ1l 06 Z8 ETC 18052 | running Tes Z65 010 BTCHUSER_ALL

| sbspaw3Z Rzl 0& Z3 BTC 21668 | running Tes Z64 010 ETCHUSER_ALL Insert TETOZ

| shspaw3Z_RZ1l 06 30 BTC 31530 | running Yes 36 010 BTCHUSER_ALL Sequential read EUT100
| sbspaw3Z Rzl 0& 31 ETC 31210 | running Tes 35 010 ETCHUSER_ALL Direct read TEPO1

| shspaw33_RZl_06& 0 LI 39012 | stopped CPIC Tes 1 010 MCCARTUOT SAPMEMIG CM3END (3AF) F 4347326l

| sbspaw33_RZl 0 10 DIL 22274 | running Tes 010 WILSORL SAPMEMER

| shspaw33_RZl 068 Z4 ETC 34894 | running Tes 33 010 BTCHUSER_ALL SAPLELOG Sequential read V_EGER
| sbspaw33_RZl O ZE ETC 33538 | running Tes 20 010 BTCHUSER ALL SAPLEPOX Direct read TEPOL

| shspaw33_RZl 068 Z6 ETC 31630 | runming Tes 30 010 BTCHUSER_ALL SAPLEUD] Sequential read BUT100
| sbspaw33_RZl O Z7 BTIC 304le | running Tes 20 010 BTCHUSER ALL SAPLEPOX Direct read TEPOL

| shspaw3d4 RZ1 06 0 DI 14986 | running Tes 1 010 MCCARTUOT

| shspaw34_RZ1 06 20 BTC 29514 | running Yes 35 010 BTCHUSER_ALL Sequential read EPRINTI
| sbspaw3d4 Rzl 0& Z1 BTC £3858 | running Tes 34 010 ETCHUSER_ALL Sequential read V_EGER
| shspaw34_RZ1 06 ZZ BTC 31180 | running Yes 34 010 BTCHUSER_ALL Direct read TSRZ1

| sbspaw3d4 Rzl 0& Z3 BTC 32484 | running Tes 33 010 BETCHUSER_ALL Direct read TEPO1
And note something odd — many of the jobs are shown doing direct read on TSPOI.

So, run STOS trace against TSPO1.

| Transaction = |PID = 13860 |F type |Client = 010|User = BTCHUZER_ALL|

|Duration |Object |IDE op. |Rec. |BC |2QL statement

| 4.984 | T5P0OL | REEXECE | 1| O|UPDATE SET "RQCLIENT" = '0O10' , “EQOMAME" = ‘'SCRIPT' , “RQIMAME" = 'RDIP' , "
| 48| TSPOL | REOPEN | | O|SELECT WHERE “RQIDENT" = 8g11 FOR UPDATE OF “EQIDENT" WITH RS KEEP UPDATE LOCES

| 6.484 | T3POL |FETCH | 1| ol

| 5.24Z|TEPOL | REEXECE | 1 O|UPDATE SET "RQCLIENT" = 'Ol "RQONAME" = 'SCRIPT' , "RQINAME" = 'RDIF' , "
|Transaction = |RID = 158lZ |F type |Client = 010|User = BTCHUSER_ALL|

|Duration |Object |DE op. |Rec. |BC |8QL statement

| 574 | TSPOL |REQPEN | | O|SELECT WHERE “"EQCLIENT" = '010' AND "RQONAME" = 'SCRIPT' ALND "RQLMNAME" = 'BDIP' AND
| 11.383|T5P0OL IFETCH | 131 0l

|14631. 250 | T8PO1 |FETCH | 1| ol

| &.534 | T3P0O1 | REEXECE | 1| O|UPDATE SET “RQCLIENT" = '010' , “EQOMAME" = ‘'SCRIPT' , “RQ1MAME" = ‘'BDIP' , "
| Z79|TEPOL | REOPEN | | O|SELECT WHERE “RQIDENT" = 8g11 FOR UPDATE OF “EQIDENT" WITH RS KEEP UPDATE LOCES

| 2.043|TEPOL IFETCH | 1 0l

| 6.784|TEPOL | REEXECE | 1 O|UPDATE SET "RQCLIENT" = 'Ol "RQONAME" = 'SCRIPT' , "RQINAME" = 'RDIF' , "

There are many selects against TSPO1 that run quickly, but that some are very slow. The slowest
statement here took 14 seconds to complete. These are “SELECT FOR UPDATE”, which takes
locks, and can be delayed by lock contention. Usually, SAP uses uncommitted read (UR) with DB2
for OS/390, which takes no locks. The STOS trace can be used to display the ABAP source code,
and see the name of the program that is causing the locking problem.
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With a locking problem this pervasive, one can often find the table having the locking problem in
ST04. Use “ST04 > DB2 subsystem activity > lock waits” to see current lock waiters and holders.

Now check ST04 “global times”, and see that lock/latch delay is very large, over 75% of time in

DB2.

CFT in DEE 3_803

HNot attrib. in DEZ 9._.9c50

Suspended in DEE B5_z3av

I/0 suspension time G_dds I/0 susp (Avwg) G 443
Lock/Latch =susp time 7L_388 Lock fLaktch susp (Ao 369 75
Other Bead Susp o.g10 Othr read susp (&) 9437
Othr write susp. 0071 Othr write susp &) 389, BeE
ServTaskSwitchsusptinme 3.z70 ServTaskSwitchiusp (L) 51_ 885
Arch log quiesce susp o.ooo Archloglaisescefasp | Awg) o
Drain lock =susp time a_oao Drain lock susp (awvog) u}
Claim rel susp time o.ooo Claim rel susp | Axng) o
Arch read susp time o000 Arch read susp [ Aung) o
Page latch susp time 0.ZE1 Paye latch susp (awo) 1z, 936
Notifvy mess susp time o000 Notify mess susp (Awg) o
Global lock susp time o._aaoo Global lock =susp (awvg) u]

It looks like we have found the culprit, lock delay on TSPO1, but since ST04 “global times” covers
the life of the thread, we can run a DB2 suspension trace using IFCID 44,45,226, and 227, then
format it with DB2PM “LOCKING REPORT LEVEL(SUSPENSION)”, to check for causes of
lock and latch suspensions during a specific periods. Here is an edited report.

EUBSTIETEM: DRZL ORDER: DATABAZE INTERVAL FROM: 05/1Z/959 16:15:19. 51
DEZ WERSION: VE ZCOTE: MEMEER TO: 0E/1lz/ 39 17:00:132.24
—--BUSPEND RELSONS-- ---------- RESUME RELEONGS ——————————-
--——-LOCEK REESO0OUTRCE --- TOTAL LOCAL GLOB. & NFY ---- NORMAL ---- TIMEOUT/CANCEL --- DEADLOCE ---
DATARAZE TYPE HAME SUSPENDE LATCH IRLMQ OTHER NMELR AET NMER AET NMER ART
ROTT og =3 1z 1z 1] 1] 1z 1.155217 0 H/C 1] H/C
PAGE=X'000013" o o o
ROW =x'04'
ROTT 0B =3 11 11 u] u] 11 1.344163 1] N/ u] H/C
PAGE=X'0000L13' u] u] u]
oW =x'0E!
ROT 0 =3 143 145 o 0 148 8288727 0 H/C o H/C
PAGE=X'0O00O0L13' u] u] u]
ROW =X'07'
ROTT 0B =3 173 173 u] o 173 3.6E3E03 [t} H/C u] H/C
PAGE=X'000013' o o o
ROW =x'08'
ROTT 0B =3 39 k] u] u] 39 10. 678653 1] niC u] H/C
PAGE=X'0O000L13! 1 u] u]
ROW =x'09'
TAELE 0 =2 1 o o o 1 0.000177 0 H/C o H/C
1 o o
** SUM OF T3POL R 1111 108a u] 01111 7.1E51Z17 1] niC u] H/C
1ad u] 13
*GRAND TOTAL* 4088 1717 u] 0 4038 Z.046Z31 1] HiC u] H/C
E94 u] 1777

Figure 64: DB2PM LOCKING REPORT
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There are 4088 total suspensions * 2.046 sec average time = 8,364 total delay seconds. Then 1111
TSPO1 suspensions * 7.15 sec average time = 7,943 seconds TSPO1 delay. TSPO1 is causing
nearly all the lock/latch delay we saw in ST04.

Direct read was 2/3 of database time, and database time was % of elapsed time. Average direct
read time was 20ms, where we would expect it to be under 1 ms, since many of the direct reads
were buffered. So, we can estimate that we can reduce direct read time by about 95%, and thus
decrease runtime by nearly 50% (0.95 * 2/3 * %) if we fix the TSPO1 problem.

Our action plan, since the program is an SAP program, and the table is a standard SAP table, is to
open a note to SAP to report the problem.

7.5.3. Sample of SQL cycle analysis in batch

When tracing a batch job, it is important to find the cyclical behavior of the job, so that analysis of
the SQL can be performed through at least a full cycle. Analyzing and aggregating several cycles
is preferable, in order to average out the impact of transient conditions.
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Start, list, and summarize an STOS5 trace of the batch job. In the summarized trace, look for the
markers of a cycle. First, look for the “commit work™ statements. There may be several cycles
within a single commit work, there may also be one cycle per commit work, or there may be

several commit works per cycle. In this case, choose the update to TSTOI as the marker for a
cycle. Select the starting line, then “edit > select beginning”.

™ 5QL Trace: Select Data for Compression - |I:I|i|
Trace 5L Edit Goto Swskemn Help L~

& || Ml ece DHE DO BE|®@

Cancel selection
=]

PIL Pro Cli Time Tocode/pr Table S0L op Recs. Time

0o07z384 BTC 510 1Z2:-47:432_ ZL51 ARFCSDATA IN:S £ 3,685

0o07z384 BTC 510 1Z2:-47:42_ 275 — COMMIT WODRKE - cur [u} 25,741 C

0o07z384 BTC 510 1Z2:-47:432_ 3294 TESTOL1 TPL 1 15,192

0o07z384 BTC 510 1Z2:-47:432_410 — COMMIT WODREKE - cur [u} 2,397 C

0007z384 BTC 510 1Z2:-:47:432_ 421 HNAST SEL [u} 23

0007z384 BTC 510 1Z2:-47:44_ 206 VEBUH SEL 1 4z 5132

00072354 BETC 510 1Z:47:44. 366 VEPA SEL 1 50,675

0007z384 BTC 510 1Z2:-47:44_ 922 EMNAL SEL 1 24, 985

00072984 BTC 510 1z2:-47:42.954 VERK SEL 1 z,035

0007z384 BTC 510 1Z2:-47:44_ 953 ENUY SEL 1 2,848

00072984 BTC 510 1Z:-47:44.974 EIKD SEL 1 21,EEE

0o07z384 BTC 510 1Z2:-47:4L5_00& VERP SEL e 114 _&5=20

0o07z384 BTC 510 1Z2:-47:4L5_ 123 EIFPOD SEL e 84 872

0o07z384 BTC 510 1Z2:-47:4L5_ 227 VEBAP SEL 1 zl, 054

0o07z384 BTC 510 1Z2:-47:4L5_ 243 VEBAP SEL 1 26,377

0o07z384 BTC 510 1Z2:-47:4L5_ 276 VEBAP SEL 1 2,756

0o07z384 BTC 510 1Z2:-47:4L5_ 221 VEBAP SEL 1 Z,461

0o07z384 BTC 510 1Z2:-47:4L5_ 224 VEBAP SEL 1 2,172

00072384 BTC 510 1Z2:-47:4L5_ 222 VEBAP SEL 1 10, z2z4

0o07z384 BTC 510 1Z2:-47:4L5_ 233 VEBAP SEL 1 1,952

0o07z384 BTC 510 1Z2:-47:4L5_ 20Z VEBAP SEL 1 z,.507 —J

0007z%54 BTC 510 1Z:47:45.321 WEPA SEL 1 1,2s8

0o07z384 BTC 510 1Z2:-47:4L5_ 3225 VEBAP SEL 1z 46, 9327

00072354 BETC 510 1Z:47:45.374 VEAK SEL 1 z,635

0o07z384 BTC 510 1Z2:-47:4L5_ 3272 LIEP SEL 1 &,627

00072284 BTC E10 1Z:47:4E5. 391 EHAL SEL 1 z,963

0o07z384 BTC 510 1Z2:-47:4L5_ 3235 ENUY SEL =2 £,0E53

00072984 BTC 510 1Z:-47:45_ 398 KENE 1 SEL 1 zd_ z24

0007z384 BTC 510 1Z2:-47:4L5_ 423 SADR SEL 1 z,11&

0007z384 BTC 510 1Z2:-47:4L5_4Z& VEPAL SEL 1 1,545

0o07z384 BTC 510 1Z2:-47:4L5_ 423 STHH SEL [u} 63,392

0007z384 BTC 510 1Z2:-47:4L5_ 493 STHH SEL [u} 1z, 525

0o07z384 BTC 510 1Z2:-47:4L5_E507 STHH SEL [u} 11, =26

0oo7z384 BTC 510 1Z2:-47:4L5_E5E13 STHH SEL [u} 1,682

0o07z384 BTC 510 1Z2:-47:4L5_EZ1 LIEP SEL 1 1z, 132

0o07z384 BTC 510 1Z2:-47:4L5_ L5324 VERH SEL 1 2,812

0o07z384 BTC 510 1Z2:-47:4L5_ L5323 VEFAL SEL 1 82,814

0o07z384 BTC 510 1Z2:-47:4L5_ 622 VTTHE SEL 1 1,758 _lLI
4] | >

Figure 65: TSTO01 - Select starting point in summarized STOS trace

[NPD (2] (510) = [ph0405 [0vR [ 09:56

A
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Then, use “find” to locate additional markers of the cycle — TSTO1.

=]
No. of hits: 7
OoOO072254 BETC 510 1z2:47:43_. 324 TSTOLl TP 1 15,1
ooo7zESg24 BTC 510 1z:-47:-42 226 TETOL1 TP 1 11,1
Q007524 BTC E10 1lZ2:47:E54. 304 TETOLl TP 1 1.7
ooo07zE3s24 BETC 510 1z:47:E7_Z&1 TETOLl TP 1 2.5
ooo7zEsg4 BTC 510 12:-42:00. 228 TETOL1 TPD 1 4,9
OoOO072254 BETC 510 12:45:03_455 TSTOLl TP 1 5.1
ooo07zE9g24 BTC 510 1zZ:42:-:0&6_ 4322 TETOL1 TP 1 1z,.5

| | —'I

Poszition curzor I m Find again I - I
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Select the end of the cycle: “edit > select end”. Here, the selected range ends with the
ARFDSDATA insert before the TSTO1 update.

™ SQL Trace: Select Data for Compression - |E||5|
Trace SQL  Edit Goto  Syskem  Help -
& olcoe CHR oo BE| @
“ Gk T Compress g
2l
FID Pro Cli Time Tocode/pr Tahle S0L op Becs. Time
goo7z3s4 BTC 510 1Z:48:03. 262 ARFCEDATA INE 4 z5, 920
goo7zss4 BTC 510 1Z:48:03_ 9% - COMMIT WORE - (M1} u] 71,EE0 C
0oo7z3s84 BTC 510 1F:48:03_458 TETO1 TPrD 1 5,131
00072384 BETC 510 12:48:03. 464 - COMMIT WORE - CW 0 15,328 C
ooo7zs24 BTC 510 1Z:48:032_ 420 NAST SEL u] a7
0oo7z384 BTC 510 1Z:-:48:04_ 858 WEUE SEL 1 z,074
0oo?z3s84 BTC E10 1Z:48:04_ 8577 WEPA 2EL 1 1,874
ooovzss4 BTC 510 1Z:-42:04_ 8220 VEERE SEL 1 4, 966
goo7zss24 BTC 510 1Z:48:04_ 882893 VERP SEL 3 20,317
0oo7z3s84 BTC 510 1Z:48:04_5940 WELD 5EL 1 31,zE5%3
goovz3s4 BTC 510 1Z:48:04_ 972 VELP SEL 1 4,332
goo7zs24 BTC 510 1Z:48:04_ 977 VEALP SEL 1 Z,956
0oo7z384 BTC 510 1Z:48:04_9397 WEPL SEL 1 3,70E
00072384 ETC 510 12:48:05.002 SADTR SEL 1 29,882
goo7zss24 BTC 510 1Z:48:05_ 0432 VEALP SEL 3 4, 203
goo7zs24 BTC 510 1Z:48:05_043 VWELK SEL 1 Z,294
0oo?z3s84 BTC 510 1Z:48:05_05Z LTIEP 2EL 1 5,771
ooo7z384 BTC 510 1Z:42:05_ 064 ENil SEL 1 z,934
goo7zss24 BTC 510 1Z:48:05_ 052 By SEL 3 1,974
0oo7z3s4 BTC 510 1Z:48:05.071 FNE1 5EL 1 1,337
00072384 BETC 510 12:48:05.073 SADTR SEL 1 1,263
goo7zsg24 BTC 510 1Z:48:05_075 VEPL SEL 1 1,278
0oo7z384 BTC 510 1Z:48:05.077 STHH SEL u] Z,345
00072384 BETC 510 12:48:05.080 STHH SEL 1 1,644
goovzss4 BTC 510 1Z:42:05_083 STHL SEL 1 4, 554
goo7zss24 BTC 510 1Z:48:05_083 STXH SEL u] 1,624
0oo?z3s84 BTC 510 1Z:48:05.091 LTIEP 2EL 1 z5,08Z
goo7z3s4 BTC 510 1Z:48:05.117 VERE SEL 1 1,944
goo7zss24 BTC E10 1Z:48:05.112 VWEFL SEL 1 15,3224
0oo7z384 BTC 510 1Z:48:05_135 WTTHE SEL 1 30,807
00072384 BETC 510 12:48:05. 166 LFAl SEL 1 1,614
goo7zs24 BTC 510 1Z:48:05.169 STHH SEL u] 40,454
goo7zss24 BTC 510 1Z:48:05_210 FMNil SEL 1 1,350
0oo7z3s84 BTC 510 1Z2:48:05_21% VEAK 2EL 1 z,430
ooovzss4 BTC 510 1Z:48:05_ 215 ENEF SEL 1 z,506 _J
goo7zss24 BTC 510 1Z:48:05_21%2 EESID SEL 1 4,943
0oo7z3s84 BTC E10 1Z:48:05_ZZ5 STXH 5EL u] 1,810
goo7z3s4 BTC 510 1Z:48:05_ 227 ENVY SEL 1 1,822 -
J | o
[MPD (2] (5100~ [ pho405 [OvR [ 0953 4

Use “edit > set tcode” to put an identifier into the trace. ST05 does not care what is entered, so
make it something that will help to interpret the result, if you look at this a month from now.

- W gt new transaction code 5'

T code/program IEJ.-:--:-p

w®  Continue Iﬂ Cancel |
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Press the summarize button (also labeled compress in some SAP versions) to compress the trace,
and then sort by time.

™ 5QL Trace: Display Compressed Data =0l =]
Trace SQL  Edit Goto  Syskem  Help -
& | Folece CHR onon DA
|2 &
F
Tecode/pr Table S0L op Accesses Recs. Time Percent
ELOOP VEALD SEL =15 10z 208,008 l4.1
ELOOP OBTE SEL z6 157 21,260 5.0
ELOOP VERP SEL 40 65 £41,475 2.4
ELOOP STHH SEL z7 3 474,946 7.4
ELOOP ZEROL SEL 20 ZE 212,040 4.8
SLOOP MARC SEL 20 30 302,651 4.7
ELOOP ATAE-TCPOZ SEL 10 1,650 z80, 318 4.4
SLOOP VEFA SEL [ 5 252,598 3.9
ELOOP HAST SEL 10 3 z20,069 3.6
ELOOP KOCLT SEL 5 3 zlz,1E= 3.3
ELOOP MAST UFD 5 5 197,309 3.1
ELOOP MAKT SEL 20 20 158,637 z.5
SLOOP SADER SEL 13 13 152,448 z.4
ELOOP VEDA SEL 15 15 150,300 z.3
SLOOP STXL SEL 13 18 147,558 z.3
ELOOP EIFO SEL z ZE 143,947 z.z
ELOOP ATAE-TCPOQ SEL 7 7 122,463 z.1
ELOOP ARFCSDATA INS 5 z7 125,908 z.0
ELOOP ARFCSSTATE INS 5 5 125,058 1.9
ELOOP FHNAL SEL 1= 1z 111,617 1.7
ELOOP LIEP SEL ] g 107,719 1.7
SLOOP VEALK SEL 13 13 102,068 1.6
ELOOP VEUK SEL 5 5 20,849 1.4
SLOOP TFOLlZ SEL 15 ] 82,166 1.3
ELOOP ESID SEL 5 5 79,824 1.2
ELOOP KNEL SEL 5 3 E7,362 0.9
ELOOP EIKFP SEL z z E4,976 0.9
ELOOP KNV SEL 13 z3 EZ,4z29 0.8
SLOOP FILENAME SEL 10 ] 43,414 0.7
ELOOP VTTE SEL 4 4 4z ,9396 0.7
SLOOP LFAL SEL 4 4 38,663 0.6
ELOOP TSTOL ULD 5 5 26,624 0.6
ELOOP FILENAMECI SEL 10 ] 26,164 0.6
ELOOP VERE SEL 13 1z 35,422 0.6
ELOOP KNEE SEL 10 10 24,408 0.5
Total 491 z,388 6,436,007 100.0
=l
[NPD (2] [B10) > [phD405 [OVR [ 1001 4

Now evaluate the summary and look for slow tables. The time units are microseconds. At the top
of the figure, 102 VBAP rows are read in 908 ms (908,005 microseconds), for an average of almost
9 ms per row, which is a bit slow.

Since the top table is only 14% of DB time, unlike the transaction trace in section 7.4.2, there is not
a huge problem on any of the tables, and one can only gain a small incremental improvement by
addressing the slow SQL against the VBAP and VBRP tables.

As in the transaction examples in section 7.4, use ST05 to explain long running SQL statements,
use ST04 DB2 catalog browser to check whether a better index is available, of if a new index
might be needed.
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7.5.4. Sample end-to-end batch time analysis

In cases where the STAT records do not contain valid data, and we need to fully characterize where
the batch jobs spend most of their processing time, we can evaluate the end-to-end components of
batch response time by combining ST04 thread statistics with STO6 CPU time.

In this case, we will analyze the background job running in work process 0, PID 99028. We need
the work process number for the ST04 thread display, and the PID for ST06. Both can be gotten
with SM50.

™ Process Overview

Process Program User session  Edit

Goto  System  Help

=101 %]
”

ICAL

e e D000 BRER @

“ CPU E]Flefresh ﬂDeIetesessinn Debugaing  Detall info

MNo.Ty. PID Status Peasonftart Err Sem CPT Time Program Cliellser Action
0 BTC 3308 running Tes B6:47 1604 SAPLEATP 510 EDIBATCH
1 ETC 78368 waiting Tes Ez:1&

z EBTC 87396 waiting Tes &:0%9

3 DIA BE27:2 waiting Tes 6:51

4 EBTC 113950 waiting Tes G-dl

5 DIA 41898 waiting Tes E-07

& DIA 121074 waiting Tes d:dd

7 DIA 106580 waiting Tes Z:5Z2

8 DIA 5450z running Tes z:14 BSMONOOO 510 GORDOME
2 TUPD 72074 waiting Tes 4:05

10 ETC 124638 waiting Tes g8:01

11 ETC 287z8 waiting Tes £:- 36

1& BTC z&8E0 running Tes 1:z6 710 BGUDELPC 510 MOAYC Delete
13 DIA 10EBB66 waiting Tes 1:43

14 TPD 112154 waiting Tes 0:1%

15 TP 73660 waiting Tes 0:0z

16 DIA £1116 waiting Tes o-o7v

17 DIA 22360 waiting Tes 0:01

18 2P0 21550 waiting Tes 0:01

1% UPE 2l0z0 waiting Tes 4:55

< |

gt

[MFD (3] (0] = [phi&0a [OVR [ 1202 4

Figure 66: SM50 display
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Get starting point data for the PID: “ST06 > detail analysis > top CPU”. Note the CPU time (54
minutes and 10 seconds) or print/save the screen for later.

"= Local {(phD503} [ Top OPL users ‘im_il
Edt Goto Mopkor System Help °
|
@ | Heee DR oD AR @
|| Riefresh dizplay
Tua Mar Z6 1d:4Z:49 2002 1interwal 10 [ 1.9 =

Pid Usernane Coxmesrd CPO Uil CPU Time Besident Prior.

%] I=] =ize [kB]

a0, 406 oot disptwork 3TB. 57 LT £l,328 64

79,450 |room 1oFCRE 5.20 wiak sz B4

9E 026 fusE fsap /HPDSEYE fax 1. 9% 14108:3 2,080 (1]

99,028 |npdadws dw.saplPD_DOO pf=/u | 0.79 Ed:-10 - - 3 &0

121074 |mpdads dv_=aplPD_DOO pf=/u | 0.24 4:28 17,604 €0

106580 |npdadm dw. 2apNPD_DO0 pf=Su 0.18 1:47 12,492 ]

85,27 tipdadn dw. aapHPD_DO0 pif=Su D.18 6:16 13,184 63

3,402 FooE SuEESEhinssymed 60 D.o03 Z787: 20 I8z &0

Get the starting point for the thread: “ST04 >thread activity > choose the thread > times”.
Save/print the screen for later.

=101 x|

Database Analysis Goto System  Help -
(G ZImcoee LR vnan 0B @

Buffer Pool et Locked Resources  SOL&ct  SOL Stmt Lock ‘Wats  Summary

Subsystem  |[NPDZ At [la:dl:4d [037ze 72002

Job name [wpopTRSs Conelation I [weopress
DB2Plan [aosozo00 Cannection 1D [DBzcatL
Auth 1D [teir Status ]

[ ¥

Times
Activity time | 4:01:18. 225425
Time oul of DB2 | 3:02:19.328414 | 75.583 % of activily time
Total CPU lime | 1s:39.432430 | &.146 % of activity time
Time spent in DB2 | ss:sa.ss7011 | 24.447 % of activity time
CPU time in DB2 | 1s:os.079ss0 | 3z2.351 X oftimeinDB2
Suspended in DE2 | 28:35.513433 | 48.410 % of time in DB2
Mot attib. in DB2 | 11:21.c03sse | 19.240  XoftimeinDB2

- Suzpenzion ime: and events

Time [k mm:zz] Events Axg durstion
of |ddd hrcmm] [mz]
140 suspension | 17:45.434843 | €887 |  15.466
Lock/Latch susp | 14.505274 | 5441 | 2.666
Other Aead susp | 5:47.752411 | 20326 |  28.916
Dther Wit susp | 0.036275 | 2 | 18.140
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Then gather ST04 and ST06 ending points using the same process as above. Unlike the STO5 cycle
process in section 7.5.3, this method does not correlate the monitoring to a cycle in the job, so just
let it run a few minutes.

=Local (ph0503) / Top OPL users =10 =]
Edt Goto MopRor System Help 2
& | -1H e MR ahaoan AR @
| Rafresh display
Tue Mar 2& 15:07:49 2002 incerval 10 sec. =
Fid Username Coxmered CHMI Ucil CPFU Time Pesident Priorxr.
LB I=] =iz= [EB]

lZaz9e Eoot gwed 33L.12 T4:5 Z,400 64

92,028 mpdsdn du, sapHPD_DO0 pE=su 2.14 76:13 22,736 101

9E, 086 Jusr fsap /HNPD/SYS fex L.25 14120:4 2,080 (1]

81,020 |npdads du_saplPD_DO0 pf=/u o.08 B: 3 15,104 &0

72,074 |npdadm dr_ saplPD_DO0 pE=fu 0.03 4-11 19,460 &0

1E0564 root gEtatu=s o.01 [1H 268 64

19,612 oot Juge fabinsrece /binS D.ol SETr16 2,078 38

L8370 H1-13 gexbak D.oQ o: 440 &4

97,946 mpdads P3trans -d O.0a 0z O 1,508 (1]

= 5ap R/3 : =10] x|
Database Anslysis Goto  System  Help L]

|@ |l W ece CHE wnan OO @

Buffer Pool Act.  Locked Resouwrces SOLAct  SOL Sttt Lock 'Walts  Surnmany

Subsystem |NPDZ  Av  |15:08:15 [03/2672002

Job natne fupprpca Cortelation ID [wrpprres
DB2 Plan [ans03000 Connection ID Er
Auth 1D [ Status =

|»

Times
Activity time 4:27:49,396755
Twne out of DEZ 3:26:28.113720 { 77.091 % of actmaty ime

|
|

Total CPU time | 13:54.364673 | 7.433 % of actily ime
|

Time zpent in DB2 l:01:21. 277045 ] 22_909 % of activity tirme
CPU time in DB2 | 19:17.54m921 | 31.444  Xof tmein DB2
Suspended n DB2 |  30:33.273138 | 49.800 X oftmeinDB2
Mat attib. in DB2 |  11:30.454986 | 18.756  %oftimeinDB2

- Suszpenszion times and events

Time [hcmme 2] Evants Ayg duration
or [ddd kv men) [ms]
10 suspension | 19:03.653484 | 74685 | 15.313
Lock/Latch susp [ 1s.767021 | sson | 2.718
DOther Read susp | 1o:28.0z6479 | 21951 |  2s.610
Oithier Wite susp | 0.03s278 | z | 1s.140
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Now, get out the time calculator, and fill in the table with the information from ST04 and ST06:

Start End Delta
Activity Time (elapsed) 4:01:18.92 4:27:49.39 26:30.07
CPU on app server (ST06) 54:10.00 76:13.00 22:13.00
Total CPU time (ST04) 19:39.43 19:54.36 00:14.07
Suspended in DB2 (ST04) 28:33.51 30:33.27 00:59.36
Not attrib in DB2 (ST04) 11:21.00 11:30.45 00:09.45
Overall not accounted (calculated) 02:53.12

In this example, while the DB2 delay is large relative to CPU in DB2 (59 to 14), CPU on the
application server is the largest amount of time, and would be the first step in improving
performance. SE30 chould be used for further analysis of the program.

The “overall not accounted” time (which we calculate by subtracting CPU, suspend, and “not
attrib.” from elapsed) would include any of the “missing time” elements from STAT (section
7.3.12), as well as network time between application server and database server.

If suspend time were large, look at the individual suspend categories (I/0O, lock, etc.) to find the
source, and use STO035, as in section 7.5.2, to look for inefficient statements.

8. Check for inefficient use of DB resources

8.1. DB2 accounting data — delay analysis

DB2 accounting data can be used to determine where time is spent processing in DB2. Time is gathered on
each DB2 thread, and is broken down into “class 1, “class 2, and “class 3” time.

e C(lass 3 suspend time is when the thread is suspended, and waiting for a DB2 action (commit, I/O,
row lock, etc).

e C(Class 2 Elapsed time is when DB2 is processing a request — it contains the Class 3 delay time, as
well as CPU time in DB2 (class 2 CPU time).

e Class 1 CPU is time that a thread is processing SQL from SAP — it contains class 2 CPU, plus time
processing on S/390 outside DB2, e.g. time in the ICLI.

e C(lass 1 elapsed time is the time a thread is allocated. This is not a useful performance metric with
SAP.

e Not attributed time = Class 2 elapsed time — Class 2 CPU time — Class 3 suspension time. It is the
time that is left when all the time that DB2 can account for is removed from DB2 elapsed time. Not
attributed time happens when DB2 considers a thread to be runnable, but the thread is not running.
This might be caused by a CPU overload on the DB server, a paging problem on the DB server, etc.
In some versions of SAP, this is reported as “Other” time in ST04 “times”.
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Outof DB2 In DB2

: Class 1 Class 2 Class 3

; Elapsed Elapsed Suspensions
— thread allocate : _andCPU  and CPU

: r It

e I a
— 1stSQL : | |~

; | [I
—= 2, SQL | l
— thread deallocate —E—L””J[”””E[ ,,,,,,,,,,,,,,,,,,,,,,,,,,,,, |

Figure 67: DB2 time categories

The ST04 “global times” function (or DB2PM accounting report) can be used to display the main sources of
delay in DB2. Since these delays are generally a symptom of another problem (e.g. inefficient SQL causes
excessive I/0 which causes high I/O delay in DB2), ST04 “times” is best used to get an overview of the
system performance in DB2, and to get a feeling for the possible gains which can be achieved from tuning.

STO04 “global times” data is calculated from active threads. Since SAP DB2 threads may terminate and
restart over the course of a day, one should evaluate ST04 “times” at different times of the day, or aggregate
the thread accounting history with DB2PM, in order to see the overall impact of delays in DB2. Long
running threads, such as threads for monitoring programs, can skew the “global times” data. Check the
STO04 thread display, and sort the threads by time, to determine if ther are long-running threads that are
skewing the “global times™ data.

A ratio of about 50% delay in DB2 and 50% CPU in DB2, is very good for a productive SAP system. Ifthe
inefficient SQL has been removed, and the DB2 subystem is achieving 50% CPU in “global times”, then
there is probably little opportunity for improvement. Ratios of up to 75% delay and 25% CPU are very
often seen in normal productive systems. If, however, the system has a ratio of 80% (or higher) delay to
20% (or lower) CPU, and you want to improve overall DB server performance, then some additional
analysis can show if this is a sign of a system-wide performance problem (inefficient SQL, slow I/O
performance, etc) that needs to be addressed. In general, the bigger the delay, the larger the opportunity for
improvement, and the easier it is to get improvement.
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™ Global Times: DB2 for D5/390 10l =|
Database analysis Edit Goto  System  Help -
@ | CHceQCHE anaaEE @

Reset Sinceresst  Since DB start

Sampling at 14:34:20 |04708/Z2002 [Drata since I DE start

Last rezet 00:00: 00

Percent of time spent in DB2

CPU inDB2 13838
Suspended in DB2 W
Net attrib. in DB2 [ 15.ses
|
Susp
% of time waiting Awverage duration [msz)
1/0 suspension m W
Commit phaze || susp. ﬁ T
Other read susp. m m
Other write susp. ﬁ W
Lock/latch susp. E.317 ﬁ
Page latch susp. 0.404 m
Open/cloze susp. 0.521 w
[rata zet susp. 0.862 W
SYSLGRNG rec. susp. 0.271 [ as0zz
Other sery. task susp. 0.077 ?
Global lock suzp. 0.000 [1}
Motify mess. susp. 0.000 a
Dirain lock susp. 0.000 10771
Claim rel. susp. 0.000 a
Arch. read susp. 0.000 a
Arch.log quiesce susp. 0.000 a

[PE3 (1] (400) [ustca2l3 [OVR [ 0738 7|

Figure 68: ST04 global times

8.1.1. Components of DB2 delay
The DB2 administration guide (SC26-9003) describes the “class 3” delays in detail. The most common
delays seen with SAP systems are:

e [/O suspension, which is synchronous read by a DB2 thread. Synchronous I/O is done by the
thread running the application SQL.

e Phase Il commit, which is wait for commit processing, which includes logging.

e Other read suspension, which is wait for prefetch read, or wait for synchronous read by another
thread. Unlike synchronous I/O, prefetch is not done by the DB2 thread running application
SQL, but by prefetch processes.

e Other write suspension, where the DB2 thread is waiting for a DB2 page to be written.

e Lock/Latch suspension, which is logical (row level) lock suspension, as well as DB2 internal
latch delay, and latch suspensions in IRLM.

e Page latch suspension, which is DB2 page contention. Since only one thread at a time can be
changing a page, if several different threads simultaneously try to change different rows in the
same page, there will be page latch contention. Also, in tables with very high insert activity,
DB2 space mapping pages may have contention.

e Open/Close suspension, which is dataset open and close.

e Global lock suspension, which is data sharing locking suspension.
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8.1.2. Key indicators in DB2 Times
e Suspend in DB2 high - (class 3 / Class 2 elapsed) — when this is high (e.g. over 75-80%), DB2
execution is often blocked while DB2 waits for events such as 1/0, locks, etc.

e Not attributed (or “Other”) high — when this is high (e.g. over 20-25%), DB2 execution is
blocked due to an operating system issue such as CPU overload, workload prioritization, paging,

etc.

e CPU time high - (Class 2 CPU / Class 2 elapsed) — if this is high (e.g. over 60-70%), there may
be problems with inefficient SQL, such as tablescans on moderate sized memory resident tables.
It may be a sign of a well-tuned system (high hit rates, short suspend times), though in general, it
is unusual to see a system with Class 2 CPU greater than Class 2 Elapsed.

e Length of individual suspensions — long average duration for I/O suspension, other read 1/0O,
other write I/O, and commit can be indicators of I/O performance problems.

8.1.3. Actions to take for DB2 times indicators
e High CPU time:

@)
@)

Look at ST04 statement cache for inefficient SQL.
Check DB?2 trace settings

e High “I/O suspension” time (also called “synchronous read and write”):

@)
@)

Generally the largest source of delay in DB2

Check for inefficient SQL, see section 8.3. Inefficient SQL will reference more pages
than necessary, which makes it difficult for DB2 to keep necessary data in bufferpools
and hiperpools.

After checking SQL, if average suspension time is good (e.g. < 10 ms) and total I/O
suspension time is high, then the DB2 bufferpool hitrates are probably low. See SAP
manual 51014418 “SAP on DB2 UDB for OS/390 and z/OS: Database Administration
Guide” regarding buffer pool isolation, and evaluating size of bufferpools and hiperpools.
If average suspension time is bad, look for I/O contention with OS/390 tools such as
RMF III and RMF 1.

Analyze frequently accessed tables that might be candidates for DB2 hardware
compression. Many SAP application tables compress well. Hardware compression will
store more rows per page, which generally helps increase hitrates and reduce I/O.

e High “Commit phase II”” time (formerly captured under “service task switch”):

o

@)
@)

o

Not a frequent problem. This occurs on very large change intensive systems, or when the
log datasets have been configured incorrectly.

Check performance of I/O to logs

Check configuration of logs — they should be configured with logs on different disks to
minimize I/O contention between logging and archiving

Review implementing compression of tables with high change frequency, to reduce data
written to log. (Compression can exacerbate a page latch contention problem, since each
page contains more rows when the data is compressed.)

e High “Other read suspension” time:

@)
@)

Usually the second largest source of delay in DB2
Check for inefficient SQL — if the SQL predicates and table indexes are not well
matched, DB2 often chooses an access path (table scan, hybrid join, etc) that will use
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o
e High
o
o

e High
o

o

prefetch. If the SQL problem is fixed, the inefficient access path is often replaced with
an indexed access path, which references fewer pages, and does not have to use prefetch.
Check for I/O constraint using RMF III and RMF I
“Other write suspension” time:
This is not seen often. It occurs on change intensive batch workoads
Check disk write performance — check I/O contention, and I/O indicators, such as write
activity and write cache misses with tools such as RMF I, RMF III, or ESS Expert
“Lock/latch suspension” time:
Is almost always logical (row) locking, which is fundamentally an application or data
design issue.
Check for row lock contention on un-buffered number ranges, or number ranges that are
buffered using only a small block of numbers. See section 9.2.7.
Find the tables causing the suspensions. This can be done using lock suspension trace
(IFCID 44,45), or by reviewing ST04 statement cache and looking for change SQL with
long total elapsed time.
Find the programs causing the suspensions, using ST04 cache analysis followed by SE11
“where used” or by reviewing STAT data.
Investigate SAP settings that may help. As examples, we have seen locking problems
with RSNASTOO0 resolved by program options, and locking problems in financial
postings resolved by using “posting block’ and making process changes. These changes
are business process specific, and would need to be researched in OSS after the table and
program with the locking problem are found.
Review possible application changes, such as grouping changes in SAP internal tables to
be processed together just before commit, to reduce the time that locks are held in DB2.
Control level of parallelism of batch jobs and update processes, to maximize throughput.
(The above assumes that the system design is set, and cannot be changed to alleviate a
locking constraint. System design would include issues such as the number of ledger
entries and number of entries in statistics tables. Fewer statistics or ledger rows will lead
to more lock contention, since more information is being aggregated into a few rows.)
“Page latch suspension” time:
This is not seen often. It occurs on very large change intensive systems.
Concurrent updates to a page by different threads will cause page latch contention on data
pages.
High insert activity can also cause page latch contention on spacemap pages.
Run page latch suspension trace (IFCID 226,227) to confirm whether data pages or
spacemap pages are causing suspension.
If the problem is not space map pages, but updates to different rows in same page,
consider reducing MAXROWS on the table. This will increase 1/O activity and reduce
bufferpool hitrates, while reducing page latch contention.
If the problem is high activity on spacemap pages, consider partitioning to distribute the
insert activity to different partitions or consider using the MEMBER CLUSTER option
on the table. MEMBER CLUSTER will reduce the number of pages mapped by each
spacemap page. It will cause the clustering index to become disorganized faster.
Consider changing the clustering sequence on the table, to spread activity through the
table. Verify that this will not cause performance problems for other programs that
reference the table.
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e High “Open/Close” time:
o This occurs when the number of frequently accessed datasets in an SAP system is larger
than maximum open datasets, which is controlled by the DB2 DSMAX parameter
o Increase DSMAX, after evaluating the impact on DBM1 VSTOR using SAPnote 162293.
o Confirm that the catalog for the datasets in the DB2 database is cached in VLF
e High “Global lock” time:
o This occurs with DB2 data sharing, which is beyond the scope of this paper.
e High “Not attributed” time (displayed as “Other” in some SAP versions):
o Check OS paging and CPU utilization on DB server — RMF 1, II, and III
o Check WLM priorities of DB2 and other address spaces, to confirm that the ICLI and
DB2 have the correct priority.

8.2. DB2 delay analysis examples
8.2.1. Good ST04 times

™ Global Times - 10] x|
Database analysis Edit Goto  System  Help -
@] DJeecaCHRanan FA| @

“ Fesst  Sincereset  Since DB start

S ampling at 13:15:43 |08/03/2001 Diata since ILast, reset

Last reset 1%:10:33 |08/03/2001

Percent of time gpent in DB2
Processing E3.343
Suzpended W
Other W
|
Suspensions
# of time waiting Average duration [ms]
Synchronous reads and writes W ﬁ
Cammit, abort, deallocate [ Ll.ooz [ 4937
Other agents' reads [ 7.071 [ L0232
Other agents' wites IW l?
Locks and latches [ o373 [ z.za7
Fage latches W —D
Open, cloze, HSM recall [ z.oss [ sr.e73
D ataspace manager services W W
8YSLGRNG recording [ osoe 5.73
Other zynchronous EL switch services W ?
Global locks [ o.ooe [ 1e1
M atify meszages 0.192 [ 61083
Drain locks 0.000 o
Claim releases 0.000 [ o
Archive log read 0.000 o
ARCHIVE LOG QUIESCE command 0.000 a

[PEZ (1174001~ [ustca204 [OVR | 0215 4
Figure 69: Good ST04 times

In Figure 69, the CPU time in DB2 (processing time) is over 50% of the time in DB2. This is our first
filter for good DB2 performance. The average times for synchronous read and write are good — under
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10 ms. “Other agent read” prefetch time is very good at 10 ms. As is often the case, “Synchronous read

and write” (also reported as “I/O suspension” in some versions) is the largest component of delay.

The one indicator that is somewhat high is “Other” (Not attributed) at nearly 14%. This is often under

10%. If OS/390 is usually running at high utilizations (80% and up), ST04 times will often show
“other” or “not attributed” time of 10% to 20%. You should expect that “Not attributed” or “Other”
time would run a bit higher if the DB server often runs at high CPU utilization.

8.2.2. Rather suspicious ST04 times

™ Global Times: DBZ for DO5/390

Database analvsis  Edit

Goko  Swstem  Help

_lof x|

| @]

e DM anan R @
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joo:oo:oo0 |
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Other read suzp.
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Other zery. tazk susp.
Global lock zuzp.
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Dirain lock susp.
Claim rel. suzp.
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Arch.log quiezce zusp.
|

* of time waiting
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I a.927?7
I O_455
I o. o000
I o.o00L1
I 0. aoo
I o. o000
I 0. aoo
I o. o000
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Figure 70: ST04 with long total “other read suspension”
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In Figure 70, the delay time is about 61% (43.5+19.8) with CPU about 39%, which is within the normal
range. But there is much more “other read” (prefetch) suspension than there is I/O (synchronous)
suspension. This is a bit unusual. “Other read” time is frequently only 1/3 to 2/3 of I/O suspension
(synchronous I/0O). Here, there may be a situation where inefficient SQL is scanning lots of pages via
prefetch, and is causing higher CPU utilization (which makes the delay ratio look better). We need to
check the SQL cache, and determine why there is so much prefetch activity.

This suspension time profile may be normal for a system that is largely used for reporting, rather than
transaction processing. SAP reporting SQL generates access paths using prefetch more often than SAP
transaction SQL does. Transactions generally retrieve just a few rows per database call. Reports can
retrieve hundreds or thousands of rows per DB call. DB2 may optimize these these statements to use
sequential prefetch, to optimize access to large amounts of data.

8.2.3. ST04 Times points to constraint on DB server

™ Global Times: DBZ for 05,390 =101
Database analysis Edit Goto  System  Help -
G | FECcee o anaaFNE @
Reset  Since reset  Since DB start
Sampling at Ils:DS:DD ID‘I,-‘lJ.fZDDZ D ata since Im
Last rezet IDD:UU:UD I
Percent of time zpent in DB2
CPU inDB2 12412
Suzpended in DB2 W
Mot attib, in DB2 [ 20.zs8
|
Susp
% of time waiting Average duration [ms)
1/0 suspension [ 10.382 [ 5.454
Commit phaze || susp. [ o0.536 [ e8e
Other read susp. m m
Other write suzp. W W
Lock/latch susp. W W
Page latch susp. W W
Opendclose susp. W m
Diata set susp. IW lm
SYSLGRNG rec. susp. [ o.szz [ a7.084
Other zerv. task susp. 0.336 [ s.082
Global lock suzp. 0.000 o
Motify mess. suzp. 0.002 W
Dirain lock susp. 0.000 W
Claim rel. susp. 0.000 —D
Arch. read susp. 0.000 o
Arch.log quiesce susp. 0.000 [i}

[FEW (2] (4001 [usteaZl2 [OVR | 0807 4

Figure 71: ST04 times with high “Not attrib. in DB2”

STO04 times shows “Not attributed” time is very high —40%. This points to a problem on the database
server -- usually a storage or CPU constraint. From SAP, we can use OS07 to get a snapshot of activity,
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to see if the problem is still occurring. (Since “thread times” is historical information, we may need to
go back to performance history statistics, using RMF 1, to check the problem)

= pemote (SAPOSCOL_PEWA) / Dperating System Monitor: TCP1 - |I:I|i|
05390 collector  Goto  Swystem Help Q

| & || Celecece DHE DDLD BEA|@

|

Detail analyzsiz menu  Operating System collector Current Systemn BA3 Spzstemns

l5:08:27 11.0«4. 2002 interval 16 sec. j—

05330 CPU wtilimation and System Paging Rate
Processor Ubilizmation:

bverage CPU (System) 4]

Average CPUT (037320 100

Paging Rates:

Arvrg. Bystem Paging Rate 114

Total p. paged infsfsec u] Total p. paged oucssec a
Priwate p. paged inss=s 114 Priwvate p. paged outss a
Elocked p. paged in Z7 Munher of blocks 11

Exp. Storage Movement:
Pages moved to expanded IED Pages migrated from exp LE

Frame Counts Lnd Age
High UIC count Z54 Expanded migration age 7a5
Central frames awail. EEZE Expanded frames awail. Z35

Lan (sum)

Packets inss u] Errors infs u}
Packets out/s= u} Errors out /= u}
Collisions u]

4| | _"l_

[PEW [3] [400]~ [ustcaZlZ [OVR [ 0855 4

Figure 72: OS07 - overview of DB server performance metrics
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OS07 shows that at this moment the LPAR is using 100% of its CPU on the system. Use tools such as
RMF I and RMF III to view recent periods, or longer periods.
v i Session A - [24 » 80] =101 %]

File Edit Transfer Appearance Communication Assist  Window ZipPrink  Help

ERER | T %N s O @ E
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Group T WFL --Users-- RESP TRANS -AVG USG- -Average Number Delayed For -
k4 TOT ACT Time /5EC PROC DEV PROC DEY STOR SUBS OPER ENQ

*SYSTEM 28 283
*T50 0 4
*BATCH 1 3
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[

.03
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1
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N MOoD =D oL
oo Lo o o
SO ZooNMNODOMN
P e e
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oD ZT DD O
T e
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MA a
Connected to remote serverfhost 165.28,8.233 using part 2023

Figure 73: RMF III SYSINFO of 900 second interval

Log into DB server, and use RMF III SYSINFO command, which here shows 99% CPU utilization over
a 900 second (“range”) period.

Next actions would be to:
e Review historical CPU statistics in RMF I, to verify whether this occurs often
Check SQL cache for inefficient SQL
Evaluate operational changes such as limits on batch
Review changing LPAR CPU weights to give the LPAR more CPU
Etc.

8.3. Process for Identifying slow or inefficient SQL

When starting performance analysis from the DB server, the first step is to check the efficiency of the SQL
issued by the SAP programs. Many DB and OS performance problems (bad bufferpool hitrates, high CPU
utilization, I/O bottlenecks, etc) can by symptoms of inefficient SQL. Before trying to alleviate problems in
these areas, it is best to check whether the root cause is inefficient SQL.
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The SAP ST04 transaction is used to examine the DB2 statement cache, in order to review the SQL that is
currently executing, or was recently executed, on the DB server. In a DB2 datasharing environment, this
statement cache is specific to each active datasharing member, and must be separately reviewed on each
DB2 subsystem.

By default, statement performance statistics are not accumulated in DB2. In order to enable statement
counters, the command “START TRACE(P) CLASS(30) IFCID(318) DEST(SMF)” can be used. Any of
the user classes (30, 31, 32) can be specified. This does not actually write data to SMF, but enables
gathering statement statistics in memory in DB2. Enabling IFCID 318 uses a small amount of CPU, but
without it, it is nearly impossible do to performance analysis on an SAP system on DB2 for OS/390. If you
are not doing performance analysis, and need to conserve CPU, IFCID 318 can be turned off.

The statement cache counters are accumulated for each statements in the statement cache. Statements that
are not executed for a while can be pushed out of cache, at which time their statistics are lost. Statements
that are executed relatively frequently can stay in cache for days or weeks. This means that if IFCIF 318 is
always running, we don’t have a known starting point for statement statistics, and without a known starting
point it is difficult to compare the impact of different statements. It is helpful to stop and re-start IFCID 318
periodically when doing statement cache analysis. This does not affect the statements in the cache, but it
resets all the statement counters. For instance, one could stop and start IFCID 318 in the morning, and then
view the statistics during the day, to examine SQL that is run during the day.

This section describes and has examples of the indicators of inefficient SQL. Possible solutions to
inefficient SQL are presented in a later section.

The key indicators of inefficient SQL are:
e High rows examined and low rows processed
e High getpages and low rows processed
e Long statement average elapsed time

The elapsed times of statements in ST04 statement cache do not include network time. It is time where the
SQL is being executed on the DB server. This is different from SAP “database request time”, which
contains DB server time, as well as time communicating with the DB server.

When searching the statement cache for inefficient SQL, it is helpful to sort the statement entries by total
getpages, total rows processed, or total elapsed time, and then use the three key indicators above (high rows
examined/getpages and low rows processed, long average elapsed time) to find individual problem
statements. The sort presents the high impact statements on the top of the list.
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Figure 74: ST04 cached statement statistics sorted by getpages — execution statistics

The execution statistics tab, shown in Figure 74, is used to see per-execution statistics (which are displayed
in the “Avg” columns) as well as statistics summed for all executions.
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Figure 75: ST04 cached statement statistics sorted by getpages — highlights

The “Highlights™ tab, seen in Figure 75, shows several key indicators for SQL problems. These are
explained more fully in the following sections.

8.3.1. High getpages and low rows processed (per execution)

A getpage is when DB2 references a table or index page, in order to check the contents of the page.
Examining many pages will use additional CPU, and contribute to pressure on the buffer pools. The
situations where high “getpages per row processed” indicator will be seen are:
e Predicates contain columns which are not indexed, or not in the index used to access the table
e Predicates contain range predicates, which causes columns in the index to the right of the range
predicate to not be indexable

e Index screening, where there are gaps in matching index columns from the predicate columns

In cases where a statement never returns a result, “Getpages per row processed” in “Highlights”
is reported in ST04 as 0, since the quantity (getpages / 0) is undefined. If you see a high impact
statement (high total rows, high total getpages, or long elapsed time) where “getpages per row
processed” in “Highlights” is 0, check the “execution statistics”, and look at “Avg. getpages”,
which is a per-execution counter. Compare the first row of the statement display in Figure 74 and
Figure 75 for an example.
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8.3.2. High rows examined and low rows processed (per execution)

A row is examined when DB2 checks a row in a table to determine if a row satisfies the predicates, or to
return a row. . If a row can be disqualified bases on index access, this does not count as a “row
examined”. When DB2 must read the rows in a table (rather than just the index) to determine whether a
row satisfies the predicates, then “rows examined per row processed” can be high Situations where this
commonly happens are when:

e Predicates contain columns which are not indexed, or not in the index used to access the table

e Predicates contain range predicates, which causes columns in the index to the right of the range

predicate to not be indexable

After finding a statement with high “rows examined per row processed”, one should also check the
average number of rows examined and rows processed, to confirm that the statement is inefficient.

In cases where a statement never returns a result, “Examined per row processed” in “Highlights”
is reported in ST04 as 0, since the quantity (rows examined / 0) is undefined. If you see a high
impact statement (high total rows, getpages, or long elapsed time) where “rows examined per row
processed” in “Highlights” is 0, check the “execution statistics”, and look at “Avg. rows
examined”, which is a per-execution counter.

8.3.3. Long “average elapsed time” per execution
There are a number of reasons why one execution of a statement may take a long time. In the case
where the statement fetches, inserts, or changes hundreds or thousands of rows, it is normal. Check
“Avg rows processed” to see the number of rows returned per execution. In the situation where only
few rows are processed on each execution, or the time per row processed is long, it could point to one of
several things:

e I/O constraint on disk where the table or index resides

e Logical row lock contention, which is seen with change SQL and “select for update”.

e Inefficient SQL as described above

e DB2 contention on page latches

8.4. Examples of searching for slow or inefficient SQL

8.4.1. Using SE11 “where used”

With DB2 V7, the statement cache statistics will be enhanced to contain the name of the program
associated with each SQL statement in the cache. For sites with DB2 V5 or V6, the SE11 “where
used” must be used to find the program containing the problematic SQL.

This example does shows only the process for using “where used”, and how to limit the range of
the search.
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Figure 76: LIPS with index screening

In this example, we are searching for programs that use the table LIPS. In general, the MANDT
selection will not be specified in the ABAP program. By default, an ABAP program reads only
the MANDT values of the MANDT that it is executing in. The statement that we will search for
will most likely have the predicate “where VGBEL = and VGPOS =".

Page 91



IBM Americas Advanced Technical Support

Use SE11 to run “where used”. Where used is the icon with 3 arrows.

& |< HIeae BHE D000 BE @
Dictionary: Initial Screen

Dictionary ohjects
@ Tahles
() Structures
) Wiews

) Data elements
) Domaing

) Lock objects
) Search helps
) Type aroups

[ Display | If change | [ Create

Figure 77: SE11 to initiate “where used”
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The “where used” popup will ask for the range of objects to be searched. Usually, searching the
programs is sufficient.

|(B In background || Search area |@

Figure 78: SE11 “where used” object selection

In addition to specifying objects to be searched on the screen above, by pressing “Search area” you
can narrow the range within the objects, selecting, for example, only customer development classes
—Z*and Y*. In general, it is a good practice to first search for SQL problems in custom code,
before searching SAP standard code. The odds are high that problem SQL is custom written.
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Festict hit list

Chiject attributes

Development class @E

Find in source code

ABAF key words

Search string

% GCelection options  [& *®

Figure 79: SE11 “Search area” popup

Press the right arrow on “Development class” in Figure 79, to specify more than one entry.

Fram line 1 of 1]

o check [ copy & B E T B H %

Figure 80: SE11 set development class in search area

Press Copy, enter, enter to perform the search.
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You will get the hit-list. Press “select all” in the list, then “detail view lines” (the green plus sign)
to expand the list.
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Figure 81: SE11 hit list
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The expanded list will look like this.
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[4]
Program Found locations/short description Il
[¥] SAPDBZKMY |
563 tables: 1ips.
BE7 select * from lips
where wheln = x1ikp-vheln.
569 if not Tlips-wghel is initial and
not Tips-abfor is initial.
571 select single * from whak
where wbeln = lips-vghel
and rplnr in rplnr.
RYKMPKON 2 constants:
can_shges_true Tike Tips-abges value "1E-DQ',
can_shges_Talse Tike Tips-abges value 'EE-DO'.
[w] SAPFYYLP
FYWLPFO1 g8 form populate_cost_center using p_whak Tike whak
changing p_lips Tike lips.
11 data: 1_prctr 1ike Tips-protr. "profit center
13 statics: 1_prev_lips like Tips. "delivery. item data
[w] SAPLYEDM =
[~]
LDl ][]
| d 7

Figure 82: SE11 where used expanded hit list

Search through the expanded hit list using find.

Find where wgbel|

Starting at current line
[ ] ©nlyon current page

Cancel search after hits: 100

IR

Figure 83: SE11 find to locate search string

We use “where vgbel”, since that should help to narrow the range. Use either result columns that
were specified in the select (select xxx yyy zzz) or the predicate columns (where aaa = and bbb =)
to help narrow the search. In cases where the SQL is dynamically generated in the ABAP, only the
table name will be found by the search.
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Mo, of hits: 1

| | where wohel = i_whak_wvhap-vbeln

K| [ B

@ Fosition cursor [H] Find again | 3§

Figure 84: SE11 found lines

Drill into the line, to see the text of the statement.

Frograms Edit Goto  Utilities  Ewxtras  Systern Help
& 100 o DHE DDod BE @
Table LIPS in Programs (1571 Hits)
o @ % 8 00 %ELRRBE ¥ overslview
[4]
Program Found Tocations/short description LT |
{wi Z.WPREO 193 data: begin of i_1ips occurs O,
wheln  1ike 1ips-wheln,
wghel  1ike 1ips-wghel,
wQpos Tike 1ips-wgpos,
a9a select vheln
vgbel
¥gpos
into table i_lips ]
from lips [
for a1l entries in i_vhak_vbap
where vabel = i_vwhak_vhap-vheln |
and wagpos = i_vwhak_vhap-posnr. sl
[~]
LDl [ ][]
| d 7

Figure 85: SE11 found program

This will generate a UNION ALL statement in DB2, since there is more than one column specified
in the “for all entries”. If there is only one column in the “for all entries”, and IN list will be
generated for DB2.
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If, after searching the Y* and Z* development class, the problem has not been found, leave off the
“search range” specification, and all programs will be searched.

Keep in mind that the statements in the ABAP are templates, and if no value is specified for a
predicate at runtime, the SQL in DB2 will look different than the SQL in the ABAP. The ABAP
can contain “where conditions” that are not in the DB2 SQL being executed. This occurs most
commonly in reporting SQL, where the user gets a screen to fill in with selection criteria on many
different columns, such as material number, factory, distribution channel, customer, etc. In the
ABAP source code, all columns would be present, but only the columns for which the user
specified data would be present in the DB2 SQL being executed.

8.4.2. Predicates do not match available indexes

SAP, as a transaction processing system, generally uses simple SQL that can be executed as index
access on a single table, or nested loop join on multiple tables.

The most common problem with inefficient SQL is when the predicates (selection criteria in the
SQL) do not match the available indexes well. In this case, DB2 will choose the best access path it
can find for the predicates in the SQL. This access path may still be rather inefficient.

After sorting the ST04 statement cache by getpages, this statement was near the top of the list. We
want to determine whether it is efficiently coded, or if it can be improved. Select a statement from
the list of cached statements, and press details or drill into the statement.

™ Statement Cache Statistics: Details - 1Ol =|
Statistics Edit  Goko System  Help -
G || DImcee DMk anaa RNE| @
SB Statistics field
iDB2 subszystem: 13:E5:-44 |04/04/2002 Data since: I DE start
Last reset:
Staternent text | ldentification and status I g statistics per exec | Total statistics across all execs I
E =plain I
SELECT "MANDT" , "ENUMA" | "EUOMAG" | "FHEART" , "FEDAT" , "VEELN" FROM ;I
"M VHMCFE" WHERE "MANDT" = ¥ AND "ENUIMA" = % FOR FETCH ONLY WITH TR _I
[~

[FES (2] [(400) = |ustcaz0a [OVR | 0635 7

Figure 86: “details” display of M_VMCFB statement from ST04 cached statement
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In the “details” display, select the “Avg. statistics per exec” tab to check the per-execution statistics
for the statement, and see that it is performing 30,993 getpages per execution, and it processes
(returns) less than one row (0.12) per execution. An efficiently indexed R/3 statement usually
needs just a few getpages per row.

™ ctatement Cache Statistics: Details oy ] |
Statistics  Edit Goko  System  Help -
& || e CaeQ 2MK anaa AR @
B Statistics field
‘DBZ subsystem: |13:58:44 |04/04/2002 Data since: | DB start
Last reset: I I
Statement text I |dentification and statuz  Awgstatistics per exec | Total statistics across all execs I
Execs / zec nsa
Awvg getpages 2099382
Rows examfexecs 112143. 24
Rows procdesecs 0.1z
Getpages / proceszed ZE3116_17
Examined / proceszed 915836. 50
Syhc reads / execs 1320_49
Synch wiites / execs o.oo
Aaeg zarks o_oo
Avg ide 2cans 1.00
Aveg thl scans a.o0
Aivg parallel groups I 0._0o

[PE3 (2] [400)  |ustcaz03 [OWR | 0636 4

Figure 87: ST04 cache “details” display of execution statistics
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Next, from the “statement text” tab in “details”, explain the statement to check the access path
being used. The explain shows that M_ VMCFB is a view on VBRK. MANDT is the only
matching column on the index. Since MANDT does not filter the data (there is generally one
productive client that contains almost all rows) this is not a good index choice. Note that the
KNUMA predicate is not used in the index access.

™ statement Cache Statistics: Details iy ] |
Goka  Systern Help Q
@ | Dmces | CHE Do HE|@
-

SELECT "MAWDT" , "ENUMA" | "KUMNAG" , "FHART" , "FEDAT" ., "VEELN" FROM "M VHMCFE" TWHERE "MANDT" = 7 AWND "ENUMA" = 7 —
Explanation of cuery block number: 1 step: 1
Query block type is SELECT
Performance is good
Index iz used. Index scan by matching index.
Method: access new table.

data pages are read in adwvahce

pure sequential prefetch is used

new Table: SAPRE VEDRE

table space locked in mode: N
Accesstype: by index.
Index: SAPRR . WVERE~0 (matching Index)
Index columns (ordered): MANDT
WEELHN
with 1 matching colunns of Z Index—Colummns .
=]

4] | 3

|PE3(2) (400) ~ |ustca203 [OWR | 06:37

N

Figure 88: Explained statement from ST04 cached statement details

Page 100




IBM Americas Advanced Technical Support

Use the ST04 DB2 catalog browser to check to see if KNUMA is in another index on VBRK.

™ pB2 Catalog Browser

SCL skatement  Edit Goto Swskemn Help

_10] x|

2

| | CAmece DHR ananRE | @

I (L Execute [0 Clear

bd aRirmurn rowes for zelection

Enter SAL statement

Text lines

SELECT A.IKCREATOR, A_ THINAME,

A _COLMAME, & COLSEQ,

A _OBRDERING,

A_COLNO, HEX{A_COLNO; AZ HEX COLNO

FROM SYITEM. 3TSHEYS A

LOTEIBM. STSINDEXES B

WHERE A_IXCEEATOR = BE_CREATOR

(AL A TFNAME = EBE.NAME

(AT E_CREATOR = 'SAPRZ'

AT E.TEMAME IN I:'UBRK':ll

OBPDER BY A.IMCEEATOR, A_ TIWNAME

, &.COLSEQ

[FE (4] (400) ~ [ustea20d [OWF | 0633

|»

KNUMA is not in any index, so it cannot be used.

™ pB2Z Catalog Browser

Goko  Swstem  Help

| T Dmeece DHBE DDon ([ RA|@

II

IHCREATOR IHIAME COLNAME COLEEQ OPDELRING COLHO HEX_ COLNO
SADRZ VERE~LOC MANDT 1 A 1 oool
SAPRZ WERE~LOC LCHIIT z i 26 00s&
SADRZ VERE~0O MANDT 1 A 1 oool
SAPRZ WERE~0O WEELN z A z oooz

[PE3 (4] (400) = |ustca203 [OWR | 06:40

|»

a
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Now check if KNUMA has high cardinality. Cardinality is the number of unique values. If it had
high cardinality, it would make a more efficient way to access the table with an index.

™ DB2 Catalog Browser oy ] |
SCL skatement  Edit Goto Swstem Help Q
G e Ccee oMK unaa B @
“ (5 Execute  [T] Clear
-
b axirnum roves for selection zE0
Enter SOL statement J
Text lines ﬂ
SELECT TEWNAME, MNAME, INTEGER(COLCARDF) a5 COLCARDF =

FROM SYSTIEM. STSCOLUMNS

WHERE TEBNAME = 'VEERE'

[AND MNAME IN ('HANDT','RNUHA'”

=l
[PE3 (4] [400] > |ustca203 [OWR | 0841 7
™ pB2 Catalog Browser iy ] 4 |
Goko  Swstern  Help Q
||l fiweece DHE DL | BE| @
TENAME HAME COLCARDF
VEERE EMITMA LE04
VERK MANDT z

[PEZ 1 (400]~ [ustca23 [OWFR | 0642 7

Figure 89: VBRK column cardinality statistics

In Figure 89 we see that KNUMA has 504 unique values, so it looks like it will help to filter better
than current access path, which uses only MANDT (two unique values) as filter. (The ST04
statistics, which show less than one row processed per execution, demonstrate that KNUMA will
be an effective index.)
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Next, try to find the culprit. Use SE11 “where used” on M_VMCEFB. After finding and expanding
the hit list, note that it is an SAP program issuing the statement. The name of the program starts
with an S, so is in the SAP namespace, not customer Z* & Y* namespace. (Recall that SAPxZ*

and SAPxY* contain customer code.)
™ Yiew M_YMCFE (2 Hits)

=10l |

Ohjects  Edit Goto  Utiities  Extras  System  Help -
& | JEee@RHB D0LN BEI®
|e22 «0/87 AFQE FAMEBERB ¥/ conbnedi

Progr am Found locationssshort description

¥ sapivies
LYL4ATLT 15 TABLES: M VMVAF, M VICFE, VERK, KONV, VEUK.

] 107 SELECT * FROM M_VMCOFE INTO CORRESPONDING FIELDE OF TAELE VEELN

WHELRE ENUMA = AGREEMENT ENUMAL.

¥ sppomszo Z& TABLES: M VINCFE, "Rebate inveoice matchcoode

47 SELECT * FROM M VIMCFE ORDELR EY Mandt FNUMR KUNAG FEART FEDAT VEBELN.
43 IF INWOICE-FKART NE M VIMCFE-FEART.

49 DEAD TABLE INVOICE WITH KEY M VMCFE-FEART EINARY SEARCH.
54 SELECT SINGLE * FROM TVFE WHERE FEART = M WHNCFE-FEART.
&l SELECT SINGLE * FROM TVFE WHERE FEART = M VNCFE-FEART.
71 SELECT SINGLE * FROM WERE WHERE VEELN = M VICFE-VEELN.

10z SELECT SINGLE * FROM VERD

WHERE VEELN = M _VMCFE-VEELN
AND DOSNE = HONV-EPOSH.

1] |

at

|PE3 (3] (400 = |ustca203 [OVR | 06:49 4
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Use SE11 > display, to display the VBRK table. Then select “Indexes” to see if there a secondary
index defined in the data dictionary that could be activated.

™ Dictionary: Display Table o [m] 54
Table Edit Goto Utlities Extras Enwironment  System  Help Q
||l Reee CHB Dhoan BE@

“ dm =P | 2 93 | ga 1 | = | BR Technical settings  Indexes.. Append shucture...

Tranzparent table IVBRK Active =
Short dezcription |Bi||ing: Header Cata

Attributez  Fields | Currency/quant. fields I

M ||F3|I |E.I Hew rows | z’?l $||ﬁ|ﬁ| Data element/Direct type

Fields Key Init) Field type Dataty Lath. Dec.plai Check table Shart te 1)
MAND T [~ | ¥ maroT CLHT 3 o|Tooo Client |~
WEELH [ | ¥ [vEELN wF CHAT 10 0| VEUE Billing dd

| FEALRT [T | T |FRART CHAR 4 0|TWFE Billing tlu _I;I
4 3

[FEZ (5] (400~ [ustca20d [OWR | 1215 7

-H1ndexes for Table ¥BRE x|
Name | Tnigque | Short description Status
r LE-Index: Financial document mawher Aeotive

o I:h::u:sel Dl mlﬂl

No other indexes, there is just one secondary index on the table. (SE11 “Indexes” does not display
the primary index.) Since it is an SAP program, search OSS for SAPnotes related to the
M_VMCEFB view and the table VBRK.
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=) ist Display: Note 0315925 =1ol =]
Moke Edit Goto System  Help -~
@ || W ea® DHE DL BAA @
Motz + Mote-  SelectMote  Mate Administration
=] TEELMN ;I

4|

The =election to be made depends on the regquired selection criteria
ofthe VFHE.

Z. Index ID: WVHE
Short description: Rebate credit memos
Non unicgue inde:x:
tH Index on all database systems with the index fields

o MANDT Client

o FENUMAR Agreement (group of conditions)

Source code corrections

Walid releases

B3 standard 46k — 4EC

Further comnponents

| »

[CHN (110011~ [pwdiiisd [OVR [ 0700

-

2.

We find a SAPnote that suggests adding another index.

Since the program is an SAP program, the first action is to search for indexes defined in the data
dictionary, and then search SAPnotes. There are many indexes that are not part of standard SAP,
but which are recommended by SAP to solve specific problems.

8.4.3. Incorrect use of SAP tables

Here is some background to help to understand this sample problem. In SAP, header tables often
have many indexes, to allow documents (sales orders, purchase orders, etc) to be found in many
different ways. Line-item detail tables are generally indexed only by document number. Header
tables often end in K, and document tables often end in P. SE11 shows the description of the table,
which will specify if it is header or line item. Relationships between SAP sales documents (e.g.
which delivery was created for an order, or which order triggered an invoice) are contained in
VBFA.
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Here is an SQL statement that is number three in the ST04 statement cache list sorted by total
getpages. Since it is near to the top of the list, it is having a significant impact on the overall
system resource usage during the interval of monitoring. “Getpages per row” (415,360) and
“examined per row” (1,489,213) are both huge.

™ Statement Cache Statistics: Overview

Statiskics  Edit  Goko  Swstem  Help

=]

@ || Fmceae oM anaa AR @

3| Refresh ] Details = T B Statistics field B Sting  Feset

Since reset

DEZ subsystem 18:05:05 [04/03/2002

Last reset:

Highlights I Statug I Timers I E xecution statistics I

Data since:

I DE start

E xecutions Avg. elapsed time | Avg. wait time Awg sync. |0z Tablespace s Sorts Getpages per row | Examined per row | Statement text ﬁ
z13 13024 0.oo0 z384.73 ] =} 3091764 S8963. 85 |SELECT * FH =~ |
3562 0.070 0. 000 0.0o1 3570 a o.o0 0.00 |SELECT * FH_
L 19.847 0.oo0 1018.13 ] =} 41E360.00 1489213. 33 [SELECT T_o00 .

310 0.0z2 0. 000 0. oo u] a o.o0 0.00 |SELECT * FER

El 7.386 0.oo0 119256 ] =} 0.00 0.00 |SELECT “MANDT"|

12473 0.01z 0. 000 1.71 u] a 3.E4 £.01 |SELECT * FER

23 0.458 0.oo0 0. o0 =3 33 E.67 15.71 |SELECT “GJAHL"

1 6253 355 0. 000 5303500 u] a Z.60 1l0.27 |SELECT * FER

E3887 0. 000 0.oo0 0.0z ] =} z9.96 43.83 |SELECT “AEMNG"

74445 0.001 0. 000 0. 24 u] a 0.38& 1.46 |SELECT * FER
12453 0.003 0.oo0 1.z4 ] =} z.44 Z.00 |SELECT * FH - |

] [+

[PE3(3) (400) = [ustca206 [OVR | 10:51

Y
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Display the statement, and see that it is a join on VBRK and VBRP. This is not unusual. One
often sees a header table (-K) joined to its line item table (-P). Take note that MANDT, VGBEL
(in T_00 -- VBRP) and FKART (in T_01 --VBRK) are the predicate columns. The tables are
joined on MANDT and VBELN. We will need this information when looking for candidate

indexes.
™ Statement Cache Statistics: Details =13
Statiskics Edit  Goka  Swystem  Help Q
@ || TWmCcaQ | LME anaa BE @
B Statistics field
DEZ subsystem 18:05:08 |04/03 /2002 Data since: I DE start
Last rezet:

Staternent text I Identification and status I Aevg statistics per exec I Total statistics across all execs I

Explain I

SELECT T_0O0 . "VEELN" FROM "WERDP"T_OO , "VERE"T_0O1 WHERE { T_0O1 . ;I
"MANDT" = 7 AND T_01 . "VEELN" = T_0O0 . "VEELN" ) AND T_0OO . "MAMNDT" = 7 _I
AND T OO0 . "WCEBEL" = 7 AND T 01 . "FEART" = 7 FOER FETCH ONLY WITH UL

LI

[PE3 (3] (400] ~ |ustcaz06 [OWR | 1051 4

Figure 90: VBRP VBRK join

The join conditions are in parentheses, and the predicates (FKART and VGBEL) are outside
parentheses.
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Looking at the per-execution statistics via “details” in the ST04 cached statement statistics, and see
that it does about 32,791 getpages per execution, and processes less than one row (0.08) per
execution. It is examining over 117,569 rows in order to return less than one. This is very
inefficient. In a two-table join, one might normally have 10 getpages per row, if the indexes are
efficient.

™ Statement Cache Statistics: Details - 1Ol =|

Statistics Edit  Goko  System  Help -
& || W @@ LDME anaa AR ®@
B Statistics field
iDBZ subsystemi 15:05:08 (047032002 Drata since: I DE start
Last reset:
Staternent kext I |dentification and status  Awvoostatistics per exec Total statistics across all execs |
Execs / sec 0._00
Awvg getpages 3EFIL_ES
Rows exam/execs 117569._47
Fows procdexecs .02
Getpages # procezzed 41E5360.00
Examined / procezzed 148921333
Spnc reads £ execs 1018 13
Spnch writes / execs 0o_00
Aveg sorts 0o_00
Avg ide scans 1.03
Auvg tbl scans 0o_00
Avg parallel groups 0o_00
[PE3(3) (400) = [ustca206 [OWR | 10:52 4
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From the “statement text” tab in “details”, explain the statement — it is a hybrid join, where the
header table (VBRK) is the driver table. Look at the matching columns on VBRK~0 — only
MANDT is matched. This is not good. (In general, be suspicious when you see hybrid join with
R/3 — it is usually DB2 trying to make the best of a mismatch between the SQL statement and the
indexes available. The same goes for multi-index access, and non-matching index scan, too.
Simple transaction SQL does not usually require sophisticated access paths. Nested loop join is the
most common join method by far.)

From the predicates in Figure 90, we can see that every row in VBRK will be read from the table,
in order to check FKART, and then VBRP can be accessed. That is, every billing document
header must be examined. A large company might have hundreds of thousands or millions of
rows in this VBRK.

™ Statement Cache Statistics: Details 10O =|

Goko System  Help

& || Imcee DHBE DDhLoan BE @

SELECT T_0O0 . "WVEBELMN" FROM "VERP"T_0OO | "WBRE"T_0Ol WHERE ( T_0O1 . "MAWNDT" = ? AMDI» T_0O1 . "WEBELN" = T_00 . "VEBELN" |} AND —

Explanation of cuery block nmuamber: 1 step: 1
Query block type is SELECT

Performance is good

Index is used. Index scan by matching imdex.

Method: access new table.
data pages are read in adwance
pure sequential prefetch is used
new Table: SAPRS.VERK
table space locked in mode: M
Aoccesstype: by index.
Index: SADPRI WERE~0 imatching Index)
Index colunns (ordered): MAMDT
VEELHN
with 1 matching columns of £ Index-Columns .

Explanation of cuery block mumber: 1 step: Z
Query block type is SELECT

Performance is good

Index i=s used. Index scan by matching index.

Method: Current composite table is scamned in the

order of joim-column (hybrid joimn)
new Table: SAPRE_VERP

data pages are read in adwvance
prefetch through a page list

| |

"l

[PEZ (2] (400) = [ustea206 [OVR [ 10:52

N
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Now, look at the indexes available on VBRK and VBRP. One can use DB02 > detailed analysis
(in the tables section at the bottom of the screen) to display the indexes on a table. (The following
two screens are new GUI style, while rest of example is “classic GUI™.)

gl 2 2]0BE e CHE SGLnIRE @

Database Performance: Tables and indexes

| Extent monitor || Yolume free space |

Tablespaces

Total number 3,142 = Detailed analysis |
Total size (KB) 32,587,184

Total free space (KB) 7697384 78 % used & space statistics |

Indexes

Total number 23,635 B  Detailed analysis |
Total size (KE) 14,022,812
Total free space (KB} 4674080 BT % used [ Missingindexes |
Missing from database 1

Missing fram Dict.

Tables
Total number 20,348 =  Detailed analysis

Total size (KB) 24,898,800

Missing from database 0
Missing fram Dict.

Figure 91: DB02 main screen

@ gbcneek  BHE T %

Figure 92: DB02 table detailed analysis - select table
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™ petailed Analysis of Tables =131 =l
Table Edit Goto Monitor System  Help Q

@l THe@@ CHE DDOoD RER@

=l
047032002 18:53:37 PE3A

PE3

Detailed Analwysis of Table ESAPRZ.VEIK

Petrowsconp i

Number of rows §.171Z00000000000E+04¢
Date/time of creation £001-03-14-71.05.05.271673
Last ALTER TAELE Z001-02-14-21.0E5.0E5.2EE0E1
Last RUNSTATE Z00Z-0Z2-09-0Z2.17.27.782072
Indexes defined on table SAPRI.VERK

Index VERE~0 DETATLE by
Creator of index SAPDRZ
Colunn{s) MAND'T ABC

VEELN ASC
Index VERK~LOC DETAILE b
Creator of index EADPRZ
Colunn{s) MAND'T ABC

LCNUM ASC

NEN

[PEZ (2] (400] = | ustca203 [OVA | 10:57

Figure 93: DB02 detailed analysis for VBRK

™ Detailed Analysis of Tables =13
Table Edit Goto Monitor  Swstem  Help Q
@ || W e DHRB aDOD BE| @

04/023/200Z 18:57:07 PEZA ;I

PEZ
Detailed Analysis of Table SAPR3.VERP

Status x

Mumber of columns 176
Humber of key columns 2
Marimum record length 1,251
Humber of pages 110,715
Size (EB) 44,860
Potrowsconp 1]

MNumber of rows
Date/time of creation
Last ALTER TAELE

Last RUNSTATS

4_d4FZ8570000000000E+05
Z001-02-14-21.0E5.0E5_ E2E727
Z001-02-14-Z21.05. 05 626842
Z00Z2-02-26-01.17.12. 230355

Indexes defined on table SAPRI.VERP

Index VELP~0 DETAILE 09
Creator of index SAPRI
Column(s) MANDT ASC

VBELN ASC

POSNR ASC

K1l

[PE3 (214001~ [ustes203 [V [ 1100 /|

Figure 94: DB02 detailed analysis for VBRP

Checking the two screens above, see that the two predicate columns (FKART and VGBEL) are not
indexed on either table. FKART has low cardinality (this check is not shown here). So, we might
think that the solution would be an index on VGBEL. But in the SQL statement in Figure 90,
VGBEL is a column on VBRP, and adding indexes to document tables is not often done. (Though
it may be done on occasion.)
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Just for completeness, check the cardinality of VGBEL using ST04 DB2 catalog browser, to see if

it might be a candidate for a new index.

™ DBZ Catalog Browser o =] 9]
3L statement  Edit Goko  Swstem  Help Q

gl = -IWjcee LKk anaa RAe@
@Execute 'mtlear

-
M aimurn rows for selection I z50 ﬂ

Enter SOL statement

Text lnes
SELECT TECREATOR, TENAME, NAME, INTEGER(COLCARDF) AS COLCARDF

[ (=]

FROM 3YSIEM. SYSCOLUMNE

WHERE TENAME = 'VERP'

[AND NAME IN ('MANDT','VBELN', 'VGBEL')

ORDER BY TEBMAME, NAME

=l

[PE3 (1) (400] ~ [ ustos206 [INS [ 1148 7|

Cardinality of VGBEL is high (39K), it would filter the rows well, if it were indexed.

™ DBZ Catalog Browser o =] 9]
Goko  System  Help Q

g  — FIeceeCHR ODLD(BERA D

TECREATOR TEHAME HAME COLCARDF

SAPR3 VERP MANDT z
SAPR3 WERP WEELMN B4 _39F
SAPR3 WERP WGEBEL 39,815

N

[PE (1] (400] [ ustea06 [INS [ 11:48
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Now, look for where the statement comes from. Use SE11 “where used” on VBRP. Sclect
programs in the “used in” popup. Select the Z* programs, then press “detail view lines”, which is
the icon with the green plus sign in the upper left.

™ Database table YBRP {245 Hits) 10l x|
Objects Edit Goto Utiities Extras System Help -
& || 1B IeEe DHE DL BE @
a1 E . .
c o eB|8Y | AFOE MRE BB T connedi
Al
Program Found locationssshort description
up to 1 rows
from whrp
where vbeln = 1_vbeln wf and
posnr like '%°'.
Z1z0 select single stceg into 1_prin watno
from £001ln
where bukrs = 1 bukrs and
landl = vbrp-aland.
p ZLIEP 147 tables: zsdeu_s_inv_user, " contains user id that initiated shipping inwv
vhrp, "Sales Document Flow "DCROSE
select zingle vbhrp~vbeln into w vheln
from wbrp inner join vbrk on vbrk-vbeln = vhrp-vbeln "DCROSE
where WGEBEL eq object-key-delivery "DCROSE =l
and fkart eqg 'EF2'. "DCROSE
p ZMMETU_TEXT_FORMATTING 49 TABLES: mvke,
-
4 | LI_I

|PEZ (3] [400] * |ustca206 [OVER [ 11:58 4

The statement is in ZLIKP, a custom program (Z*), not in the SAP namespace. This makes us
suspicious that the ABAP may not be coded in the most efficient way. Note that “select single” is
used to read the row, though this should be an ABAP “select”, since it is not fully qualified primary
key access. STAT would report this as long “direct read” time.

In the code, one can see that the program is using a delivery number (object-key-delivery) to locate
a billing document. But VBFA also contains these relationships, and it is indexed for searches
based on predecessor (e.g. order) and successor (e.g. delivery) documents.

Our course of action is to send this program back to development, to see if it can be changed using
the document number known to the program (object-key-delivery) with VBFA and other sales
tables to find the billing documents needed by the program.

8.4.4. Impact of dynamic SQL on access path chosen by DB2

SAP uses dynamic SQL to execute SQL statements in ABAP programs. Statements are first
prepared with parameter markers, which are placeholders for the execution-time parameters. Since
parameter markers are used for prepare, DB2 cannot make use of all the optimizer capabilities. For
example, the column distribution statistics gathered with RUNSTATS FREQVAL (the TYPE=F
statistics in SYSIBM.SYSCOLDIST), which track the values that most often occur in a column,
are not used when optimizing dynamic SQL prepared with parameter markers.
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When the TYPE=F statistics are not used, it can cause situations where DB2 does not choose an
index that would be the most efficient way to access the data. Generally, these are situations where
the SQL has a predicate referencing an index with a low cardinality column (e.g. a column that is a
flag for processing status, which might have only a few possible values). When the statement is
optimized with parameter markers, DB2 does not know whether the statement is searching for the
small percentage of unprocessed rows, or the large percentage of processed rows, and it chooses
another way to access the data, rather than the low cardinality index. If the statement is re-
optimized at execution, then DB2 will see the value of the predicate variable, and be able to
compare it against the column distribution data, and can then choose the best access path by
determining whether the value occurs frequently or rarely in the column.

This issue commonly happens on queue tables such as EDIDC, the SWW* tables for workflow,
BDCPV (ALE change pointers -- see below), etc.

For SAP systems running at 4.5B or later, the hint “USE VALUES FOR OPTIMIZATION”
(SAPnote 162034) can be added to the ABAP to cause the statement to be re-optimized at
execution, when the host variables are available. In this way, DB2 can take advantage of all the
optimizer data available.

For SAP systems running a release before 4.5B, these situations can sometimes be addressed by
making changes to the catalog statistics, in order to influence the optimizer. Changing the catalog
statistics can have side-effects, and so should be used carefully, and only after careful review the
problem and other statements that reference the table.

For sites running 4.5B or later, hints are the preferred way to solve this problem.
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In this example, the candidate statement (SELECT MANDT, CPIDENT...) was second in total
getpages on the system, though it is executed only once in this interval. The list was first sorted by
getpages, then the “Timers” tab was selected. Infrequently executed statements are not usually a
priority in performance tuning, but this was chosen as an example for this paper, as it shows the

impact of optimization with parameter markers, rather than values.

™ ctatement Cache Statistics: Overview

Statistics Edit Goko  System  Help

_(Of x|

< || Deeceae CHNE anaa RE| @

S Refresh  [B] Detail: = 5 P Statistics field 5B Sting  Feset  Since reset

DB2 subsystem |17:12:37 [n4s04/2002 Data since: I DB start

Last reset: I I

Highlightsl Status  Timers | E xecution statisticsl

D

Executions Avg. elapsed time | Elapsed time Statement text
45 1l4.045 10:3Z.063|ZELECT T_00 . "VBELH" FooM "VELRP"T_ 00 ., "VERKE"T_ 01 WHELRE
1 S:Z6_139E S8:Z56_19Z|3ELECT "MAaMNDT" , "CPIDENT" , "MESTYPE" , "PROCESS" , "TAENA
3 Z:38_5694 F:E5_08Z2|SELECT T_ 00 . "BUKRS" "BUERS" | T_00 . "EATR?" "EATR?" | T_
15757 0017 S5:23_483|3ELECT * FEOM "EEF0" WHERE "MAMNDT" = 7 AND "EBEELN" =
dBEE 0o_0&5g d:45_ 012|SELECT Max({ "COUMTER" ) FROM "S0ST" WHERE "MANDT" = 7 AN
1 2:45_3289 2:45_ Z89|SELECT T_ 00 . "BUERS" "BUERS" | T 01 . "PALEDGER" "DALEDGER
=] Z6_Z40 3:E23_9Z6|3ELECT T_00 . "MATNER" . T_0O0O . "MEINS" | T_01 . "IMAETH" FE
12457 0.011 2:E9_E40|SELECT = FROM "EELN" WHEERE "MAMDT" = 7 LMD "EAMNFN" =
= 33.720 2:Z2.2E1|2ELECT "BUKRS" "BUERS" , "HATR?" "KATR7?" , "EKOEKRS" "HOERS"
3174 0.053 £:48_970|3ELECT "FERUM" , "FEFOS" , "LELNI" FROM "ESSR" WHEERE b
112515 0001 £:43_E0O4|SELECT & FROM "EFEE" WHERE "MAMDT" = 7 AMD "EBELN" =
15 g._860 Z2:3%_49Z|3ELECT * FEOM " ETMMTTHEAT" TWHERE "CLIENT" = 7 AND "WI_

|

[PEZ 2] [400] ~ [ustca203 [IM5 [ 0524

2

Figure 95: ST04 statement cache for BDCPV
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Show the statement using the “details” button, and note the predicate columns — MANDT,

MESTYPE, PROCESS, CRETIME.

™ Statement Cache Statistics: Details
Statistics Edit Goko  Swystem  Help

| & ||

Decee | CHE anaa | AE| @

” S Statistics field
DEZ subsystem 17:12:37 |04/04/2002 Data since: I DE start
Last reset:
Statement hext | |dentification and status I Aveg statistics per exec I Total statistics across all erecs I
E xplain |

SELECT "MAWNDT" , "CPIDENT" ., "MESTYFRE" , "PROCESS" | "TAEBNAME"

"TAPEEY" , "FLDNAME" , "CRETIME" , "ACTTIME" , "USRENAME" | "CDOBJCL"
"CDOEJID" , “"CDCHGNO" , "CDCHGID" FROM "EDCPW" WHERE "MANDT" = * AND
"MESTYPE" = ¢ AND "PROCESS" = 7 AND "CRETIME" <= ¥ ORDER EY "IMANDT" .

"CPIDENT" FOR FETCH ONLY WITH UR

[ ]

(K|

[PEZ (2] [400] = [ustca203 [IMS [ 0224

2

Figure 96: BDCPYV statement
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Check the “Avg. statements per exec” tab. We see that the statement does 736 getpages for every
row processed. This is very inefficient. An efficiently indexed join might do about 10 getpages
per row processed.

™ Statement Cache Statistics: Details 1Ol =]

Statistics Edit  Goko  Swstem  Help -
@ || e e 2ME anaa BE @
S Statistics field
DB2 subsyztem! 17:12:37 (0470472002 Data since: I DE start
Last reset:
Statemnent text I Identification and status  Awg.statistics per exec Tatal statistics across all exscs I
Execs / zec o.oo
Aevg getpages E7&1l1l06._ 00
Rows examdexecs E373EZ55.00
Rows procdexecs 72Z0.00
Getpages / processed 736.71
Examined / processed 21493
Sync reads £ execs 129100
Synch wiites / execs a._oo
Aeg zarks 1.00
Aeveg ids scans Z11s111.00
Aeveg thl scans 1.00
Aeg parallel groups a._oo
[PE3 (2] (400) = |ustca203 [INS | 0966 7
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From the “statement text” tab in details, explain the statement. It is a view joining BDCP and
BDCPS. Access to the inner table, BDCPS, uses all four columns of primary index, which should

be efficient. This looks OK.

™ statement Cache Statistics: Dekails
Goko

Swskem  Help

& ||

e e | DHEBE DDLOoD BE| @

SZELECT "MANDT" "CPIDENT" "MESTYDPE"

"PROCE=Z="

"TAEMAME" "TABEET"

"FLDINNAMIE " "CRETIME" "ACTTIME"

Explanation of cuery block number: 1
Dusry block type is SELECT
Performance is good

Index is used.
Method: access new table.
data pages are read in adwvance
pure secuential prefetch is used
netw Table: SAPRI_EDCE

table space locked in
by dindex.
SAPR3Z_EDCP~POS
Index columns

Accesstype:
Index:

with Z

step:

matching columns of =

Index scan by matching inde:x.

mode - ha

{matching Index)

tordered): MANDT
CRETIME
ACTTIME

Index—Columns .

Explanation of caery block number: 1
Query block type is SELECT
Performance is optimal

Index is used.
Method: join each row of composite table,
(tnested loop Joind.
unknown or no segquential prefetch
new Table: SAPRE_EBDCPS

table space locked in
by index.
SAPREZ_EDCPS~1
Index columns

of mew table
Accesstype:

Index:

with <4

<

step:

matching columns of 4

z

Index scan by matching index.

with matching rows

i= used

mode - pag

{matching Index)
MAMD T

MESTYTPE
TROCESS
CPIDENT

fordered) -

Figure 97: BDCPV explain

ITrndex—Columns

[PEZ (2] (400] ~ [ustcazia [INS | 09:25

B
>
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Now, check the cardinality of the predicate columns using ST04 DB2 catalog browser.

™ pB2 Catalog Browser -1O] x|
S0l skakement  Edit Goto Swskem  Help Q
& fHeae DMk anaa AR ®

“ I[&E:-:eu:ute Imlilear
Y
b airnurn rowes for zelection I ZED ﬂ

Enter SOL statement

Test ines

SELECT TENALAME, MAME, INTEGELR(COLCAPDF) AZ COLCADDF
FROM SYSIEM. STECOLUMME

LI

WHERE TEMNAME IN ('EBDCP','EDCP3')

AND NAME IN (' MANDT','PROCESS', 'MESTYPE','CRETIME')

|

[PE3 (4] (400) [ustcaz0d [OVR [ 10:26 /7

Figure 98: BDCPV query for cardinality of predicate columns

™pB2 Catalog Browser -10] x|
Goko  System  Help Q

@] ReeeDHR D000 BE@

|

| »

TEMAME HAME COLCARDF

EDCE CRETIME 153,177
EDCPE MAND'T Z
EDCPS MAND'T Z
EDCPE HESTYPE 0
EDCPE PROCEZE E

RN

IPE3 [4) (400) ¥ [ ustca204 [OVR [ 10:28

Figure 99: Column cardinality for BDCP and BDCPS
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It looks reasonable — we see in Figure 99 that CRETIME has the highest cardinality, and in explain
plan above CRETIME is in the index on the outer table. The SQL specifies CRETIME >=, so we
don’t know how many rows might qualify. Thus, we are using an index with high cardinality on
the outer table that should filter the rows well, and then accessing the inner table using all four
columns of a four column index -- everything looks reasonable, but why is the statement so
inefficient? Why does it still have to reference over 700 data pages to return one row? It must be
that the candidate rows that pass the CRETIME filter are being eliminated in the inner table
(BDCPS), when MESTYPE and PROCESS are checked. (MANDT, MESTYPE, PROCESS, and
CRETIME are the predicates, and all are indexed in the join.) This seems perplexing, since
MESTYPE and PROCESS have low cardinality (20 and 2) and look like they would not filter the
TOWS.

Check ST04 DB2 catalog browser to see if there are other indexes that would match the predicates

better.
™ pB2 Catalog Browser -|1O] =]
S0L statement  Edic Goko Swstem Help Q
|& || Feec@DME anaa BE| @

“ @ Erecute m Clear
b axirmumn rowes for zelection I E5D ﬂ —

Enter SCIL statement

Text lines
SELECT A.IXCREATOR, A IXMNAME, & COLMNAME, A_COLSEQ, A OBRDERING, o

A.COLMNO, HEX{A COLNO) AZ HEX COLNO |—

FROM SYSTEBM._ SYSEEYS &

LETETEM_ EYEINDEXES B

WHELRE A.IMCDRELATOR = E.CREATOL

AL & THMAME = B_NAMNE

BT E_CREATOR = 'ZSADPRZ' P

AN E.TEMAME IN ('EDLCI', 'BDCIPE')
OFDER BY A.IXCREATOR, A_TXNAME, A_COLSEQ

=l

[PEZ (1] (4000 = |ustca205 [OWR [ 09368 7

Figure 100: BDCPV query indexes on tables
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There is an index (BSCPS~1) on PROCESS and MESTYPE. From the column cardinality
information in Figure 99, one can assume that DB2 did not use this index with BDCPS for the
outer table because of its low cardinality. If the column has low cardinality, DB2 thinks it will not
filter the result set well. That is, DB2 thinks it will return lots of rows.

™ DB2Z Catalog Browser 1Ol x|

Gato  System  Help

|& || Smlece MR 0o A @

|

IHCREATOR I-MAME COLNAME COLZEQ ORDERING COLHMO HEX_COLNO
SADPDRZ EDCP~POZ MANDT 1 A 1 oool
SADD3 EDCP~POE CRETTHME z F:9 = aooE
SADD3 EDCP~POE LACTTIME 2 F:9 ? aoo7?
SADDZ EDCP~Z0L TAENLME 1 F:9 2 aooz
SADDZ EDCP~Z0L CDOEJID z F:9 10 alulu}:R
SAPR3 EDCP~Z01 CDCHGID 3 A 1z aooc
SAPR3 EDCP~0 MAND T 1 A 1 oool
SATRZ ELCP~0 CPILENT z A z ooz
SATRZ ELCP~1 CRETIME 1 A & [a]ulul]
SATRZ ELCP~1 CLOBEJCL z A = ajujuj-]
SATRZ ELCPE~0 MANDT 1 A 1 ool
SADD3 EDCPE~DO CPIDENT z F:9 z aooz
SADD3 EDCPE~DO MEETYIE 2 F:9 2 alu]uje]
SADDZ EDCPE~1 MAND T 1 F:9 1 oool
SADDZ EDCPE~1 MEETYPE z F:9 2 aooz
SAPR3 EDCPS~1 PROCESS 3 A 4 o004
SAPR3 EDCPS~1 CPIDENT 4 A Z aooz

KL

[PE2 (1] [400) = |ustca20s [OWR [ 0342

|»

Figure 101: BDCP and BDCPS indexes and columns
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Look at BDCPS via SE11 in Figure 102, and see the issue. BDCPS is a status table and PROCESS
is the flag (ALE processing indicator) that shows whether the row is done or not. PROCESS has
cardinality 2 as we saw in Figure 99: “done” and “not done”. So, one can guess from the behavior
of the SQL (700 getpages to return a row) that the statement is seeking a relatively small number of
unprocessed rows, and that it would be better to have BDCPS as the outer table, using the existing
BDCPS~1 index. This would filter out the vast majority of processed rows via an index on the
outer table, rather than the inner table.

You can often see the list of possible values for a column such as PROCESS by using SE16,
selecting the column in question, and pressing F4 to get a list of values.

=[] %]
Table Edit Goto Utlities Extras Epwironment  System  Help Q
< || W Cee CHR DDLD HE @
4= o | % % Qﬁ’ | 6?2 | %’ | ﬁ g SE | E:E Technical settings  Indexes Append structure.
Transparent table EDCES Active
Short description Change pointer: Status
Attibutes  Fields | Currency/quant. fields I
%ﬁl EIEI Mew rows | z?l 3'5'%' [Drata element/Direct type
Fields Key Init Field type Diata by Lath. Dec.plal Check table Short text ﬁ
MAND T ~ | ¥ |manoT CLNT = o|Tooo Client =
CPIDENT ¥ | ¥ |[cpIpENT HUMC 10 O|EDCP Change pointer 10 |
MESTYPE [ | ¥ |EpI_mESTYR CHAR 30 [u} Message ype
TROCESS I~ | # |aLE_rrOCES CHAE 1 o ALE processing indicator
[+]
]| [»

[PE3 (4 (#00] ~ [ustcaz0d [OVF | 0940 7

Figure 102: BDCPS table columns

Next do “where used” in SE11 on BDCPV to find where the problem comes from.

™ viaw BDCPY (3 Hits) _ -0l x|
Objects  Edit Goto  Utiities Extras  Swstem  Help Q
Al B eee CHE DDLD PAR|@
€% o%|20 8%/AFQE | HME D B cobmn

Program Short description

[ zapiEDOL

r SAPLWINL Documents affected per condition

[ sarLwepa
« | iR

[PES 1] (00~ [ustea203 [OVR [ 1415

N
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It is SAP code. If running SAP 4.5B or later, contact SAP regarding a code fix to add a hint to
these programs, referring to SAPnote 162034. Then run RUNSTATS on these tables with the
FREQVAL option, to gather the column distribution information that the optimizer needs in this
case.

If running a version of SAP before 4.5B, then consider changing the catalog statistics. In order to
do that, do some additional checks.

Check the predicate columns against the indexes on BDCPS, to find matches. See Figure 101, it
would match the first three of the four columns (MANDT, MESTYPE, PROCESS, CPIDENT) in
BDCPS~1.

Since the statement does not match all the columns in the index, check SYSCOLDIST for the
cardinality of these three columns on the index, and get the name of the COLGROUP
(concatenated columns from the left of index) for these three columns. The SYSCOLDIST
TYPE=C data is gathered by RUNSTATS with the KEYCARD option.

™ DB2 Catalog Browser E _ 10l x|
SCL stakement  Edit Goto  Swstem  Help Q
& | ZeceeCHk anan A @
(Ep Execute  TH Clear
-
M aximum rows for selection z2E0 =
Enter SGL statement J
Test lines E
SELECT TEOWMER, TEMAME, NAME, NUMCOLUMME, INTEGER(CARDF) AS CALRDF, ;
HEX(COLGROUPCOLMO) A4S COLGROUP -
FROM STSIEM.SYSCOLDIST
WHEEE TEOWNEER='SAPR3'
AR TENAME = 'BDCPE'
LT TYPE = 'C'
=l
[PE3 (1) (400) = [ustca205 [OVR | 09:43 4

Figure 103: BDCPS KEYCARD statistics query

Page 123



IBM Americas Advanced Technical Support === =

™ DB2 Catalog Browser -0l x|
Goto  System  Help Q
@] Mmoo DHR DDOA AR @

=
TEOUNER | TEMAME NAME NUMCOLUMHS | CAEDF COLGROUP
SALPR3Z BDCPS MANDT 3 a0 Qoolooozoood
SLPR3 ELCES MANDT z 54 | oooLoooz
SLPR3 ELCES MANDT z | 2,202,134 | oooloooZ

J |

e

|PEZ (5] (400) * | ustca204 |OVR | 12:55

N

Figure 104: BDCPS KEYCARD statistics

Check the HEX COLNO for MANDT, MESTYPE, and PROCESS in Figure 101. They are 0001,
0003, and 0004. So, COLGROUP 000100030004 corresponds to the three concatenated columns.
In order to make BDCPS~1 a more preferred access path when only MANDT, MESTYPE, and
PROCESS are specified in the SQL, increase CARDF on this COLGROUP. Make the following
catalog changes to make COLGROUP 000100030004 more preferred by DB2.

Since there are about 6 million rows, and the select returned about 800 rows, set cardinality 10000.
(6,000,000 rows / 10,000 distinct values = 600 rows average per distinct value.)

UPDATE SYSIBM.SYSCOLUMNS SET COLCARDF = 10000
WHERE TBCREATOR = 'SAPR3'

AND TBNAME = 'BDCPS'

AND NAME = 'PROCESS'

UPDATE SYSIBM.SYSCOLDIST SET CARDF = 10000
WHERE TBOWNER = 'SAPR3'

AND TBNAME 'BDCPS"

AND COLGROUP X'000100030004"

UPDATE SYSIBM.SYSINDEXES SET FULLKEYCARDF = 10000
WHERE CREATOR = 'SAPR3'

AND TBNAME = 'BDCPS'

AND NAME = 'BDCPS~1'

The ABAP hint “USE VALUES FOR OPTIMIZATION” causes DB2 to optimize using the
variables, and then choose the best access path, based on detailed information DB2 has about the
frequency with which values appear on columns. Contrast manual catalog statistics fixes with
ABAP hints -- when we set the catalog statistics manually and do not use a hint, and a statement
referencing BDCPS by MANDT, MESTYPE, and PROCESS is prepared, the catalog change will
cause BDCPS~1 to be chosen by the DB2 optimizer — when “USE VALUES FOR
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OPTIMIZATION” is in the ABAP, DB2 will check whether infrequently occurring values are
being selected, before using the index.

Manually setting the catalog statistics could cause some programs to run slower. An example
would be when a program wants the processed rows that make up most of the table. If a program
wants 99% of rows in the table being processed, a tablescan would be the best choice. Therefore,
one must evaluate how large the impact of the problem is, and what benefit would be expected,
before making changes to catalog statistics tables. One must also check other statements that
access the table, to ensure that the statistics change does not affect the wrong statements.

8.4.5. 1/0 constraint on table

While I/O constraints can cause average I/O times displayed in ST04 “times” to increase, the constraint
will generally be seen most clearly on statements that access datasets on the overloaded volumes.

This example is from a 4.0B SAP system, so the format of ST04 is different than the previous examples.
Follow the usual process for filtering ST04 statements - sort ST04 statement cache by elapsed time, and
examine statements on the top of the list. The “SELECT * FROM PROP” statement is at the top in
elapsed time.

Though the ST04 format is old, and less clear than the new format, this example was chosen to show
how to drill down from SAP into OS/390 programs to find an I/O constraint. With the advent of ESS
disk, with its large cache and PAV capabilities, volume-level I/O constraints are now less common than
they were.

The average elapsed time (320 ms per single row select) is extremely long. A well-indexed statement
that returns a single row usually takes a few ms at the most.

|Executions| Rows | Rows | Accumulated | Bows exam. | Bows proc. | Bows proc. |Elap. time | Statenent

| | examined |processed | elap. time | / execs | / execs |/ examined | / execs |text

| 10729231 Ela8746| 1072836 |003 Z3:24 | z.000] 1.000] 0. 500 3Z0.151|3ELECT & FROM "“PEOP"
| ZB0E| 4024130 EQLL1352|003 19:10 | 1436.185] 717829 0,500 117141.235|SELECT * FROM “FEOP"
| 1072844 | 1072899 1072819 |12:08:11_178505 | 1.000] 1.000] 1.000] 40.7Z4 |UPDATE "PROP" SET "PHNUMZ
| 1654877 10ZZ618Z| E113045| 9:03:87_801127 | 6,175 3,030 0. 50| 13.72Z|DELETE FROM “PROF" WHERE
| Logecle| £533038| EZllz4e&| 5:EF:LE.OEZTEE | 3.3E86] E.6E0] 0.790] 10,777 | SELECT & FROM "MVER"

Figure 105: ST04 cached statement statistics with long select times on PROP

The statement has low rows examined to rows processed so the problem does not look like access path.
The indicator is inverted in this 4.0 system — rows proc/examined = 0.5, which is 2 examined per
processed. Press the “details two” button to go to screen two of the statement cache statistics, to check
if the problem is index screening, since index screening will show a good ratio of rows examined to
rows processed, but bad ratio of getpages to rows processed.
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| &ynchronous | Getpage | Sort | Index | Tablespace |Buffer write|S3tatement

|buffer reads| operations | operations | SCans | SCAans | operations |text

| 1E30440 | 4337174 | o | 1a7zg30 | oo 0 |SELECT &3 FROM “"PEOP"
| 238483 | E7z0638 | oo 803 | oo 0  |SELECT * FROM  "PROP"
| Z173z | 4948110 | o | 1072689 | oo o |UPDATE "PROP" SET "PNUMZ
| 18LE470 | 538ETITE | o | 3308478 | oo 0 |DELETE FROM 'PROF" WHERE
| 1222198 | Z456830 | o | 1956545 | oo 0 |BELECT = FROM "MWVER"

Figure 106: ST04 statement cache “details two” with PROP long elapsed time

The statement executed 487174 getpages in 1072923 executions (see first screen), for about 5 getpages
per execution. This is fine. It could not possibly take 300 ms to do 5 getpages unless there is some
other problem.

Next, drill down to the OS/390 level, and check for device delays using RMF III DEV command. In this
example, we’re looking at the system while it is running. If we needed to use historical statistics, we
could use RMF III for recent history, or RMF I DASD and CACHE(SUMMARY) reports to look for
volumes that are active and have long response times.

PMF z.4.0 Device Delays Line 1 of 2

SBamples: EZ93 Bystem: BAPZ Date: 0171500 Time: 12.00.00 Pange: 300 Bec

LLY U8 cOo @ --———-—-——————- Main Delay Volumei(s) --———-——-—-———-
Jobname C DMN PG % % % % WVOLSELR ¥ WOLSER ¥ WOLSER % VOLSER
SE1DEM1 = 7 El 100 100 485 100 SEllS9:= 70 SB1OZE ET7 BE1147 le S5B1E534
QASDEM1 = 731 17 1% E0 2 [QAZS4EE L Qasoos 1 Qas0le 0 QASZEER
DEVDEM1 & TOET 1 =] =] 15 DEWOOS 1 DEVOL1E 1 DEVOz1 0 DEWVOO04
SBE1METER & 722 Z Ba 37 1 3Elooz 1 3Bloos 1 PRTOZ1 0 5Bllcsd
DFEZMEHSN = =) 4 2 11 9 2 BTEE9l 0 PRJOOL 0 PRJOEL 0 E¥sz00
CATALOG & u] u] Z [ 4 1 QASCAT 0O PRT1OO 0 SBLCAT 0 JTAICAT
*MASTER* & u] u] £ b ] 1 PAGZOL 1 PAGZOZ 0 Qas3s:z 0 Qasos?
DEVMSTE 5 TEB 1 1 1 1 DEWOzE
UWICTOR T *** *=** 1 u] u] 0O 5pJ200 0 JAIRS1

Figure 107: RMF III DEV report for 300 second interval

Looking at volume delays, SB1198 and SB1036 are the two tops for the DBM1 address space. Note that
RMF III reports volume and dataset delays against DBM1, even though threads issuing synchronous I/O
requests are created under the ICLI address space.

In contrast, RMF I reports asynchronous I/O under DBM1, synchronous I/O under the ICLI, and logging
I/O under the MSTR address space.
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Look at the device activity and response times with RMF III “DEVR”. Note the 522 ms response time

for SB1198.
EMF 2. 4.0 Dewvice Resource Delays Line 1 of 368
Samples: EZ99 Bvrstem: BAPZ Date: 0Ll/15/00 Time: 19.00.00 Pange: 300 Beo
Volume 57 Aot Besp  ACT CON DEC PMND %, DEV/CU UsE DLT
fMuam M Bate Time S % % PReasons Type Jobhame C LDMN PG % %
SEll98 = 144 _EEE 24 77 14 PHND 2 239032 SEI1DEM1 = 7 El1 21 1lon
1a7l 2990-32
SEl035 = g27.0 _0&4 £% E1 15 PND Z 33903 ZE1DEM1 = 721 &2 70
1030 3990-3
SE1147 = 44 _1 _0z0 E7 E4 £ PND 1 339203 ZE1DEM1 = 72l BT EV
12320 2990-32
SE1E534 = 148 _0ZE la 1k& 2 PND 0 23903 SE1DEM1 & 721 E0 1e
11565 2990-3
SE1E574 = 14z 010 24 Z1 1 PND 2 33903 ZE1DEM1 = 721 E& 1%
Z10E 3990-3
LEVOOZ 2 14._ 4 _ 023 17 =] 3 PND 0 239032 LEVDEML & TED 2 1k
0l19a 2990-32

Figure 108: RMF III DEVR report

Check what the active datasets are on the top two volumes with the RMF III “DSNV” command. On the
most active volume, SB1198, check the “Data Set Name” field and see that the dataset is the PROP

table. This is the same table that has the slow SQL statement that we saw in Figure 106.
EMF Zz.4.0 Data S5et Delays - Volume Line 1 of 1

Sanples: E99 Bvstewm: BAPZ Date: O0L/15/00 Time: 12.00.00 PRange: 200 Bec

—————————————————————————— Volume 2E1198 Device Data —-—---------—------—--——-om—mmm

Mamber: 1a71 Active: Sd% Pending: 3% Avreramge Users

Device: 33903 Connect: T Delay DE: 0% Delayed

Shared: Tes Disconnect: 14% Delay CU: 0% 1.0
Delay DFP: 0%

—————————————— Data Set Mame -—-——-—-——-——————- Jobname ASID DUSGE DDLT

SEl1_DSHDED _AlzOfJUY.PROP._IOOOL1.AOOL SE1DEML o0gz 21 lan

Figure 109: RMF III DSNYV report
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Check the second most active volume, SB1036. The “Data Set Name” field shows a dataset for the
“PROP~0” index. (Since the “~” used by SAP in index names is not valid in dataset names, it was

converted to H by SAP when the dataset was created).
FMF z. 4.0 Data Set Delays - Volume Line 1 of 1

Samples: EZ99 Byrstem: BAPEZ Date: 01/715/00 Time: 12.00.00 PRanges: 200 Bec

—————————————————————————— Volume S2E10Z& Device Data —-------—-------——-———-—mme-

Munber : 1050 Aotive: E5% Pending: % Arverage Users

Dewvice: 233503 Connect.: El% Delay DE: 0% Lelayed

Shared: Tes Discomnect: 15% Delay CU: 0% o7
Delay DP: 0%

—————————————— Data Set Name --—--—-—-—————==---= Jobrname ASID DUSGE DDLT#

SE1_DSHNDED AlZOfJWY. PROPHO. IOOO0L1._ 2001 SE1DEM1 oogs3 La 70

Figure 110: RMF III DSNYV report

The RMF III command DSNJ, which is not pictured here, will give a summary of all active datasets for
ajob. Use DSNI to display the datasets for the DBM1 address space when looking for I/O delays in an
SAP system running DB2 for OS/390. (Though the threads under the ICLI initiate synchronous DB2
I/O, the /O is not credited to the ICLI by RMF III. The RMF I WORKLOAD SUMMARY report does
summarize synchronous I/O activity under the ICLI.)

Possible actions to resolve a volume level I/O constraint might be using ESS disk (since the PAVs give
more concurrent I/Os per volume per second), or partitioning the table in DB2. PAVs can be used
without change to the table structure. Partitioning requires analysis of the way that the table is accessed,
to determine if there is a way to create partitions that will distribute the I/O activity.

8.4.6. Index screening

If an index has several columns (e.g. ONE, TWO, THREE, FOUR) and the SQL predicates referencing
the columns contain a gap (e.g. ONE = AND TWO = and FOUR =), then DB2 will match the leftmost
columns in the index, and may do index screening on the column after the gap. This is generally more
efficient than examining the rows in the table to find the result, but can still result in inefficient SQL.
Since the symptoms of index screening can be a little misleading, an example is included here.

Two of our three key indicators were getpages per row processed and examined per row processed.
Here, note that examined per row looks very good (1.2), and getpages per row (2297) looks bad. If we
were focusing only on examined per row, this would look like an efficient statement.
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™ Statement Cache Statistics: Dverview

ol x|
Statiskics  Edit  Goko  Systemn  Help

@ | IEecce Lk anaa A @
Gl Refresh  [B] Detaile & T 5B Statistics field N8 Sting  Resst  Since reset

[DB2 subsystem 13:48:11 |04/15/2002 D ata since: I DE start

Last reset:

Highlights | Statusl Timersl Execution statistics

Executions | Avg. elapsed time | Avg. wait time Avg spnc, A0z Tablespace s Getpages per row | Examined per row | Statement text 1
pR=ic) 0.304 0.ooo 15.34 a 2297.87 1.z0 |BELECT * FROM "EIUV" 14
1z 4458 0.ooo E73.21 a Z6.90 1l46_1z |EELECT * FROM "H_HATlT

[ | [»]

[PE3 (1] 400)~ [ustca203 [OVR | 0B84

Figure 111: ST04 cached statement highlights with index screening

™ Statement Cache Statistics: Dverview

: -1of x|
Statiskics  Edit  Goko  Systemn  Help

@ | IEecce Lk anaa A @
Gl Refresh  [B] Detaile & T 5B Statistics field N8 Sting  Resst  Since reset

iDB2 sub: 13:48:11 |04/15/2002 Data since: I DB start

Last reset:

Highlightsl Statusl Timers  Execution statistics

Executions | Avg. elapsed time | Avg. sync. reads | Awg. spnc. wiites | Avg. getpages Awg. rows examing Avag. rows process Avg, sorts Ay, index sc 111
pR=ic) 0.304 15.34 0.00 1494._24 o.78 0.&65 o.oo 1.~}
1z 4458 573.31 0.00 z0735.08 112667 .62 771.08 l.00 l.T

[ | [»]

|PE3 (1] 400)~ [ustca203 [OVR | 0653 4
Figure 112: ST04 cached statement execution statistics with index screening
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Next, display the statement via the details button, to check the predicates in the SQL.

™ Statement Cache Statistics: Details =

Statiskics  Edit  Goto  System  Help . Q
Al JWecceCHE anaa RE @
SE Statistics field

DE2 subsystem 13:48:11 |04/15/2002 Data since: I DE start

Last reset:

Statement text | |dentification and status | Awvg.statistics per esec | Total statistics across all execs |

E=plain |

SELECT * FROM "EIUV" WHERE "MANDT" = ¥ AND “EXNUM" IN ( 7 R R &

? ., ? ) FOR FETCH ONLY WITH UR

[PE3 (11 (4001~ [ustea203 [0VR [ 0700 /|

In execution statistics, see that it processes less than one row per execution.
™ statement Cache Statistics: Details Y ] 4
Statistics  Edit Goto System  Help Q

@l Imece CHR avas @A @
“ SE Statistics field

DBZ subsystem |13:48:11 [n4/18 /2002 Data since: I DE start

Lazt rezet: I |

Staternent text I |dentification and status — Awg statistics per exec | Total stabistics across all execs |

Execs / zec I—DDD
Awq getpages Im
Rows exam/execs 0.7g

Rows proc/erecs I—D.ss
Getpages / proceszed Im
Examined / proceszed I—J.ZEI
Sync reads f execs Iﬁ
Synch writes / execs I—DDD
Avg zorts 0.00

Avwgids scans I—J..DJ.
Awg thl zoans I—D.DD
Awg parallel groups I—DDD

[FE3 (17 (400)~ |ustca203 [OVR | 0704 4
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In the “statement text” tab, explain shows that the statement matches only one column, MANDT, but if
only one column of the index was used, and DB2 had to check all the rows in the table, there would not
be such a large difference between getpages per row and examined per row. Note the EXNUM, a

column in one of the statement predicates, is third column in the index.

™ Statement Cache Statistics: Details =lE ]
Goto  System  Help Q
& | TACcee CHE DDLD FE| @
"y
SELECT * FROM "EIUV" WHERE "MANDT" = 7 AND "EXMNUM" IN ( ? , 2 % _ 2% , % , ? ) FOR FETCH ONLY WITH UR =
Explanation of gquery block number: 1 step: 1
Query block type is SELECT
Performance iz good
Index iz used. Index scan by matching inde:x.
Method: access new table.
data pages are read in advance
pure sequential prefetch is used
new Table: ESAPRZ.EIUV
table space locked in mode: N
Accesstype: by index.
Index: SAPR2Z_EIUV~-0 (matching Index)
Index columns (ordered): MANDT
AHEAS
EXNUH
EXr0:
AHFLD
with 1 matching columns of & Index-Columns.
=
4| | 3|

[PE2 (17 (400) > [ustca203 [OVR | 07:00 4

N

Check cardinality of first three columns using ST04 DBO02 catalog browser.
™ DB2 Catalog Browser -0l x|

Sl statement  Edit Goko Swstem  Help Q

-2l Ffeeee DMe anaaBE @
‘@E:-:ecute T Clear

b amirnumn rowes Far selection ZEQ

Enter SOL statement

Texut lines
SELECT TENAME, NAME, INTEGER(COLCARDF; AS COLCARDF

[ I

FROM SYSIEM. STSCOLUMNS

WHERE TEMNAME = 'EIUV'
AND MAME IN ('MANDT','AHBAZ','EXNUM')

|

[FE3 (2] (400) ~ [ustca203 [OvR | 0702 4
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™ DB2 Catalog Browser -0l =]
Goto System  Help Q
|& ] JEeee DHE DNLD BRI @
TENAME NLME COLCARDEF
ETTIW AHELE 4
ETTW B 17,081
EITY ML T z
=
IPE3 (2] (400)~ |ustca2l3 [OVR | 0708 /7

AHBAS will probably not help to filter the data, since it has low cardinality. If it were possible to
include AHBAS in the SQL with an indexable predicate, then all three columns on the left of index 0
would match, and access would probably be much faster. Rather than searching all possible AHBAS
values to ehcek EXNUM, DB2 could narrow the range to only one value of AHBAS.

Go looking for the source of the problem, with SE11 “where used”. Find the culprit, and note that the
ABAP source does not look like the SQL statement. The ABAP “FOR ALL ENTRIES” construct uses
rows in an ABAP internal table to select SQL. If one column is specified, then SAP will convert the
statement to an “IN” list. If more than one column is specified, the statement will be converted to a
UNION ALL.

™ patabase table EIU¥ {6 Hits) -10O] x|
Objecks  Edit  Goto  Uklities Extras  Swstem  Help Q

B eee CHE DDLD DR @

=
Program Found locationsfshort description
11z4 select * into table h int tab eiuw
from eiuw
for all entries in h_int_tab_exnum
where exnum ey h int_tab_exhnum-exnum.
LVEOQOEFOG 1le FORM get eikp eipo_incompletness i
TAELES t_eiuv STREUCTURE eiuw
USING =_eikp LIEE eikp
=_eipo LIEE eipo
w_lewvel LIEE lewel
w_glob_ahbas LIKE glob_ahbas
w_incompl_ fields TYPE c
-
4| 3

[FEZ () (400)~ [ustea203 [OWR [ 0710 4

Figure 113: FOR ALL ENTRIES

If this statement is executed many times when each program is run, then fixing the problem would offer
a significant speedup for the program. If the statement is only executed a few times in each program,
then fixing the problem would probably not be noticeable to end-users.
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The actions to take in this case would be to first check whether the program could be changed to add an
indexable predicate on AHBAS. If this were not possible, one could leave the program as it is and
create an index (MANDT, EXNUM) on the table. Or, one could do nothing.

Before adding an index, the application and business impact of the problem would need to be analyzed,
to determine how much value there is in speeding up the program.

8.4.7. Growing pains - catalog statistics out of date

At go-live, or when new functionality is added to an existing SAP system, it is very common for tables
which were empty to grow quickly. At these times, RUNSTATS may need to be run more often than
normal, to update the statistics of the tables as they start to be populated. After a couple weeks, the
normal runstats cycle can generally be used.

Here is an example, from a 4.0B SAP system, of what can happen during this growth time. The
statements in the cache were sorted by getpages, to bring the statements doing the most work to the top
of the list. Our candidate is in the second line, the “SELECT * from MDUP” statement.

s Edit Gaoto S
A H eae CHE Do EE @
SQL Statement Trace: Detaiis 2

1 Reset | Sincereset F & ¢ Statementtext  Details 1 || Details 3 | B Statistics field | B Tahles

Prepared statement cache at @6/01/2002 08:17:47 e
Last reset: [ D Data since: DB start L]
Synchronous Getpage Sort Index Tahlespace |Buffer write|Statement
buffer reads| operations | operations SCans SCAng operations [text
733 87666511 o o 2} L2} DELETE FROM “MSTA" WHERE “MANDT" = ? AND "MATMR" =
426 55550651 ] 311436449 2] O |SELECT * FROM "MDUP" WHERE “MANDT" = 7 AND  “"MATHN
1219 23172383 o 0] 2} 1 DELETE FROM “SWW_COWT" WHERE “CLIENT" = % AND “WI_I
as7 15874556 ] 283420 2] o |SELECT “"WBELN" , "VWGBEL" , "WGPOS" FROM “LIPS" WHERE
1107593 16783511 o 14026256 2} 2} SELECT  "HMANDANT" , “"OBJECTCLAS" |, "OBJECTID" , “CHANGE
aa7 12649135 ] Jooe 2] B |SELECT * FROM "S91G8E" WHERE “MAWDT" = 7 AND "S550
16835 9652795 o 162053 2} 2} SELECT T_@e "WBELW" | T_08 "VKORG" |, T_O@ "WDATU
72103 82093014 o 2630520 2] L2} SELECT * FROM “"MBEW" WHERE “MANDT" = % AND “"MATHN
g2z 8615390 ] 151208 2] O |SELECT T_o@ . “WDATU" , T_@@ . “"VBELW" , T_OO . "WSBED [ |
938 Traregn o 24652 2] 2} SELECT "ERDAT" , "ERZET" , "CD_STATUS" FROM “OIKZ29" [«]
2086 TE52368 ] 283420 2] 0 |SELECT 7.0 . “WBELW" , T_01 . "POSWR" , T_00 . “"KNUHY [4]
[l ][ I an
\ 4 4

Figure 114: MDUP statement in ST04
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Look at the “Details 1” screen for per-statement statistics.

Trace details  Edit  Goto Bl 2|
(] DI H a8 CHE D0 EE @6
SQL Statement Trace: Details 1
G Reset  Sincersset '§ & & Statementtext | Details 2 || Details3 | B Statistics field | "B Tables
Prepared statement cache at B6/01/2002 og:17:47 el
Last reset: o Data since: DB start L]
Executions Rows Rows Accumulated Rows exam Rows proc Rows proc Elap. time Statement
examined |processed elap. time ! execs ! execs ! examined ! execs text
578 19061382 [t} 32:26.411445 32960, 869 0.008 0. ooe 3367 .494 | DELETE FROM
3463 486311445 974| 4:07:51.329053 THEZ.913 0.015 o.ooe 234.331 | SELECT * FR
B4646 4249394 2} 8:12.737980 T5.015 0.o0e 0. ooe 7.B22|DELETE FROM
28342 34580 172490 20:07.242035 1.220 0.618 0. 508 42,5996 |SELECT  “WBELN"
14026425 28052560 14026280 1:54:24. 224185 2.000 1.008 o.500 B.489|SELECT  "MANDAN
o8 93575 52085 13:41.781300 3.019 2.0088 0. 663 26.509 | SELECT * FR
532 411639787 48275 13:20. 436486 G526 667 68.032 o.ee1 1352 088 |SELECT T_0B
2530532 5050834 2529916 14:23.294903 2.008 1.088 0. 508 B.341 | SELECT * FR
538 37479399 51780 10:41.521187 G966G4. 310 95.245 o. a1 1192 .419|5ELECT T_BO L |
24652 20248840 2410 3:37.073075 821.387 0.098 0. ooe 8.806|SELECT  “"ERDAT" Z
28342 ] 2] 10:33. 121567 0.8 0.o8 0. ooe 22.338|5SELECT T_1 [~]
[l ][ I an
\ 4 4

Figure 115: MDUP per statement statistics in ST04

Each time the statement is executed, it examines 7662 rows, and returns less than one row. Each
execution takes 234 ms, which is very slow for a single row.

Drill into the statement, to see the full statement text.

Trace details  Edit  Goto em  Help

& || Bld e CHE Hhoo AR @ m|

Dynamic Statement Cache: SQL Statement

Explain statement

J[41[+]

DBZ Statement

SELECT * FROM “"MDUP" WHERE "MANDT" = 7 AMD "MATMR" = 7 AND “PWWRK" = 2
AND "PLSCH" = 7 AND "DBART" = ? FOR FETCH OWLY WITH LR

el

L an
\ 14

Figure 116: MDUP statement
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Explain the statement, to see what access path is used.

ala B @E 0 DHE AHtos 2R @m

Dynamic Statement Cache: SQL Statement

SELECT * FROM “MDUP" WHERE “"MANDT" = ? AND “MATWR" = % AND "PWWRK" = 7 AND "PLSCH" = ? AND “OBART" = % FOR FETCH OWLY WITH LR

[[4][v]

Explanation of guery block number: 1 step: 1
guery block type is SELECT
Performance is good. Index is used. Index Scan by matching Index

Method: access new tahle.
unknown ar no sequential prefetch is used
new Tabhle: SAPR3.PLAF
table space Tocked in mode: N
Loccesstype: by index.
Index: SAPR3. PLAF~B (matching Index)
Index columns (ordered): MANDT
PLNUM
with 1 matching columns of 2 Index-Caolumns.

Explanation of query hlock numher: 1 step: 2
guery hlock type is SELECT
FPerformance is optimal. Index is wsed. Index Scan by matching Index

Method:  join each row of composite table, with matching rows
of new table (Nested Loop Join).
unknown or no sequential prefetch is used
new Tahle: SAPR3.PLPW
tahle space locked in mode: ]
Ahecesstype: by index.
Index: SAPR3I.PLPY~A (matching Index)
Index columns {ordered): MANDT
MBTHR
PWWRK
PLNUM
with 4 matching columns of 4 Index-Columns.

[l ]I

£ [4][+]
| 17

B

Figure 117: MDUP explain

This does not look good. The MANDT column is the only column used on the outer table (PLAF),
which means that for every row on the outer table that matches on MANDT, the PLAF table must be
checked before the inner table (PLPW) row can be checked. All four columns on the inner table match,
so at least the indexed access to PLPW is efficient.

Look at the predicates on the statement. Three of the columns in the PLPW~0 index are specified. So it
might be better for DB2 to use the PLPW table as the outer table, get the PLNUM from it, then use the
PLNUM value for matching MANDT and PLNUM on PLAF as the inner table. Why is DB2 choosing
the order PLAF for outer table and PLPW for inner table instead?
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Use DBO02 to check the catalog statistics.

AH G EEE D008 IEE®

Transaction db02

| ExtentMonitor | Volume freespace |
T T e aoiany

Tahles
Total numhber 16,578 Detailed analysis

33,399,816

Total sizefkB

Missing in databasze
Missing in Dictionary

Figure 118: DB02 detailed analysis
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Press “Detailed analysis”, then enter the table name.

ﬂ Diata hrowwser settings

D ¥ chek & B O H X

Press execute.

gll 30l c0e CHRE D000 BR @EF

Transaction dbho2

FaF &

PLPW SAPR3 BTAB11 SETAB11

| 7 |

Then choose the table, and press the view icon (magnifying glass).

(DI

Select “Detailed analysis”, and press execute.
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Tahle Edit Goto  Monitar
& 24 H Qe CHE hDhoan BE @
Transaction db02
B6/01/2002 09:47:03 JPP dlojppl2 El
Detailed Bnalysis of Tahle SAPR3.PLPW L]
Tahle SAPR3.PLPW
Tahle FLFU
Creator SAPR3
Database BTAET1
Tablespace SBTAB11
Type T
Status X
Number of columns 4
Number of key columns 4
Maximum record length 21
Numher of pages 2}
Size (kB) a
Pctrowscomp [a}
Humber of rows 0. 000000E00A0A0A0E+E0
Date/time of creation 2000-04-22-11.04. 42 478020
Last ALTER TRBLE 2000-04-22-11.04.43. 149726
last RUNSTATS 2002-05-26-21 .27 .562. 2152058
Indexes defined on table SAPR3.PLFPUW
Index FLPU~D DETAILS &
Creatar of dndex SAPR3
Column(s) MANDT ASC
MATNR ASC
FUWRE ASC
FLNUM A5C
[~
| d 4

Figure 119: DB02 detail analysis to show catalog statistics
RUNSTATS was run on 5/26, but show no rows in the table.

ST04 cache statistics showed that 7,000

rows are read on each execution, so it cannot be true that the table is empty.
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Check PLAF in DB02 and the catalog statistics say it is also empty.

Tahle Edit Goto  Monitar i Help
& 24 H Qe CHE hDhoan BE @
Transaction db02
B6/01/2002 09:42:03 JPP dlojppl2 El
Detailed Bnalysis of Tahle SAPR3.PLAF L]
Tahle SAPR3.PLAF

Tahle FLAF

Creator SAPR3

Database BTAET1

Tablespace SBTAB11

Type T

Status X

Number of columns 106

Number of key columns

Maximum record length

Numher of pages

Size (kB)

Pctrowscomp

Humber of rows

Date/time of creation

Last ALTER TRBLE

last RUNSTATS
Indexes defined on table SAPR3.PLAF

Index PLAF~D DETAILS & —

Creatar of dndex SAPR3

Column(s) MANDT ASC

FLNUM ASC

Index FLAF~1 DETAILS &

Creator of index SAPR3

Column(s) MANDT ASC o]
| \y

Run RUNSTATS on the two tables and their indexes. After RUNSTATS, use the ST04 “cached
statements” report, and filter the statements for MDUP table.

Our statement is the second line in the following MDUP display.
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Trace details  Edit Goto  Swsten
V] 3l H @0 ECHE DL BE @F
SQL Statement Trace: Details 1
€3] Reset | Sincereset § & Sy Statementtext  Details 2 || Details3 | B Statistics field | @ Tahles
Prepared statement cache at 06/06/2002 04:49:083 E'
Last reset: Lo N Data since: DB start E
Executions Rows Rows Aoeumulated Rows exam. Rows proc. Rows proc. Elap. time Statement
examined |processed elap. time { execs ! execs ! examined { execs text
13762 26836 ] 17 . 022564 G.317 0. gon o.oea 1.237 |BELECT * FROM "M
548962 108152 220 41115259 1.968 0,004 o.oe2 0. 748 | 5ELECT * FROM "M
[«]
[+]
[l L[]
| 4 7

Figure 120: MDUP statement statistics after runstats

See the “Elap time / execs” column - the statement now takes less than one ms per execution.
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Use explain to check the statement’s new access path.

A @ SHE ODOo8 BE
Dynamic Statement Cache: SQL Statement
SELECT * FROM "MDUP" WHERE "MANDT" = % AND "MATHNR" = 7 ABND "PWWRK" = % AND "PLSCN" = 2 ALND "0OBART %
Explanation of guery block number: 1 step: 1
gquery hlock type is SELECT
Ferformance is good. Index is used. Index Scan by matching Index.
Method: access new tahle.
unknown ar no seguential prefetch is used
new Tahle: SAPR3.PLPW
table space Tocked in mode: N
Ahocesstype: by index.
Index: SAPR3.PLPW~O (matching Index)
Index columns (ordered): MANDT
MATHNR
FWWRE
PLNUM
with 3 matching columns of 4 Index-Columns.
Explanation of guery block number: 1 step: 2
gquery hlock type is SELECT
Ferformance iz optimal. Index is wsed. Index Scan hy matching Index.
Method: join each row of composite tahle, with matching rows
of new table (Nested Loop Join).
unknown or no seguential prefetch is used
new Tahle: SAPR3.PLAF
tahle space Tocked in mode: ||
fhocesstype: by dindex.
Index: SAPR3.PLAF~E (matching Index)
Index columns (ordered): MANDT
PLNUM -
with 2 matching columns of 2 Index-Columns. E
[~]
[l [ I[«][»]
| d 7

DB2 has changed the join order, and now takes PLPW as the outer table.

In this case, the RUNSTATS being out of date was obvious, since DB02 showed no rows in each table.
One can have similar problems when RUNSTATS shows that a table is small, and it has suddenly
grown.

If you suspect that the catalog statistics do not reflect the true size of the table, check the table row count
(using SPUFI or SE16) and compare it against the catalog statistics.
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8.4.8. Evaluating whether a new index is needed

Here is another example of checking whether the SQL can be improved by adding a new index. This is
taken from a 3.1H system, so some calculations are required to interpret the statistics. Look at the /ast
statement on the screen, “SELECT RCLNT...”. See that it examines over 10 rows for each row
processed (4639 rows examined/348 rows processed), and takes over 100 ms (44592 ms/348 rows) per
row processed. This looks like it can be improved. These are array operations (348 rows per execution)

so we would expect the per-row times to be much better — less than one ms per row, in some cases.
™SAPR/3 =10l x|
L

Trace details  Bearbeiten  Springen  Swstem  Help

@ | T CeEQ CHE DDOO BE®
3] Aeset GinceReset T & G Statementtext Detals2 Detals 3 Statistics fields B Tables
£
Exacutions Rows Rows Accumulated Rows exam. Pows proc. Rows proc. Elsp. time Statement
examined |processed elap. time / exees / execs / exawined / exees text
3834721 44750532 E3BE155| 002 22:29 1l.870 0.8zl 0.053 66.175|SELECT * FROM
l1sz 2854 1581| 5:10:31.768272 2_d448 1338 0.546 27945658 [SELECT "MANDT" , "
5963 | 2010102749 24480| Z:4E5:E2.5Z14EE 336757.036- 4101 0.000 1667. 368 |SELECT "VENUM" FR
£lg8l 101511 52819| 4:Z5:3E.407385 1.957 1.018 0.520 307.153 |SELECT "HKUNNE" F
TEEI0E 2167101 0] 1:09:19.77e920 10,6632 0.000 Q.000 £_421|DELETE FROM "UVEDAT
765902 6511958 u] 48:06. 132667 8.633 0.000 Q.000 3.758 |DELETE FROM "VEMOD
3BZ5Z98 36100643 32968595 T-o02:36.850927 9.437 5.619 0.2313 6.623|3ELECT “"MANDT" ., "
TES0850| 13062350 4013454|18:07:21. 568722 1707 0.525 0.307 8_5z7|SELECT *  FROM
95491| EE5E3LZE lzzE0z 34:18. 704020 £81.763 1.z83 0.002 21.559|SELECT "MANDT' , "
28234711 27873403 8177108 2:02:54.088%21 T.Z96 2.3292 0.328 Z.862|SELECT * FROM
6983 32397104 £436511( 0032 14:29 4639425 348.920 0.0758 4459Z2_4324|SELECT “RCLNT" , "
-
i »

[NPD (4] (510) = | ph0407 [OVR | 1223 4

Figure 121: ST04 statement cache screen 1 — GLPCA

WP R/3 =]
Trace details  Bearbeiten  Springen  Swstem  Help Lo
@ | T CeEQ CHE DDOO BE®
ﬁf Feset Since Fleset "Gf (2 & Statementlest Detals1 Detals3  Statistics fields B Tables
£
Symohy onous Getpags Sort Index Tahlespace |Buffer write|Statement
buffer reads| operations | operations soans scans operations |text
4286767 64738213 o 13372507 o o SELECT * FROM "MDUBE" WHERE "MANDT" = ¥ AND "MATHNR" =
549171 53110656 o 118z il 0 |SELECT “MANDT" , "TRSTA" , "WSTEL" , "TDDAT" , "VEELN" , "
laz 54143613 ] ] 5368 0 |SELECT “VENUM' FROM “VEPQ" WHERE "MANDT" = ¥ AND "VBEL
2702 53490630 a 51280 ] 0 |SELECT “"HKUNNE" FROM “ENVH" WHERE "MANDT" = ? AND "EUN
117z0 45018032 o o o o DELETE FROM '"VEDATA" WHERE “VBEEY" = ? §fff#SsfS855465844
397 34665046 o o o o DELETE FROM "VEMOD" WHERE “VBEEY" = ? #H§ff#s4S6554658848
73010 338532382 o 1133036 o o SELECT “"MANDT" , "BANFN" , "ENFPFO" , "ESART" , "B3TYP" ., "
281673 328159817 o 5033603 il 0 |SELECT * FROM "MDBS" UHERE “MANDT" = ? AND "MATNR" =
35758 25625692 a 95497 ] 0 |SELECT “MANDT" , "EVT_ID" , "EVT_STATUS" , "OBEJ NAME" , 'O
296346 ZE13EEDE o 12023E67 o o EELECT i FROM "MDUA" WHERE "MANDT" = ? AND "MATNR" =
18159603 22763063 6983 6383 4902 o SELECT "RCLNT" , "GL_SIRID" , "RLDMR" , "RRCTY" , "RVERS"
-
i »

[NPD (4] (510) = | ph0407 [OVR | 1224 7%

Figure 122: ST04 statement cache screen 2 - GLPCA

Combining the getpage information in Figure 122 with the execution statistics in Figure 121, the
statement does about 9 getpages per row (22763063 getpages/2436511 rows), which is a bit high for
single table indexed access. Perhaps we can find a way to get more efficient access to the table, reduce
getpages per row, and improve the per-row response time.

While the program examines 10 rows for each row processed, and does 9 getpages for each row
processed, it may not be not possible to optimize the statement to have one getpage per row processed.
In general, with index processing and reading the data from the table, 3-4 getpages per row is good.
Thus, one might hope for a 50-60% improvement in getpages per row here. In a few cases, such as
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array fetch of many contiguous rows in a table, getpages per row may be very low, e.g. one getpage or
less per row.

In Figure 122, note that about 50% getpages result in synchronous reads (22763063 getpages and
18159603 reads). The data needed is seldom in DB2 buffers, and must be read from disk. This is part
of the reason that the per-row times are so long.

In ST04 cached statements, drill into the statement to display the statement, to determine the predicates.
=10l x|
K

Trace details  Bearbeiten  Springen Swskem  Help

& ] I WCcee CHB DD | @E @

‘ Explain statement

| »

DEZ Statement

SELECT "RCLNT" , "GL_STRID" , "RLDNR" | "RRCTY" , "RVERE" | "RYEAR" |
"RTCUR" , "RUNIT" , "DRCRE" , "POPER" , "DOCCT" , "DOCHER" , "DOCLN" ,
"REUERZ" | "EPRCTR" , "RHOART" , "RFAREA" | "EOEERS" | "RACCT" , "HREFT"
, "Rassc" _ "EPRCTR" , "ACTIV" , "AFABE" , "OCLNT" , "SBUKERS" , "SPRCTR"
-, "SHOAPRT" , "SFAPEAL" , "T&L" , "HEL" , "KEL" , “"MESL" , "CPUDT" ,
"CPUTH" .| "USNAM" , "&GTXT" , "AUTOM" , "DOCTY" , "ELDAT" , "EUDAT" ,
"WELAT" , "REFDOCHR" | "REFEYEAR" | "BREFDOCLN" | "REFDOCCT" , "REFACTIV"
, "AWTYP" , "AWORG" , "WERES" , "GSBER" , "HOSTL" , "LSTAR" , "AUFNR" ,
"AUFPL" , "ANLN1" , "ANLHNZ" , "MATHR" , "EWEEY" , "EWITAR" , "ANEWA" ,
"EUNNE" , "LIFNR" , "BEMVCT" , "EEELN" , "EEBELP" , "ESTRG" , "ERERS" ,
"PAOEJNER" | "PASUENR" , "S5 PSP PNR" , "EDAUF" , "EDPOS" | "FEART" .
"WEORG" . "WTWEG" , "AUEBEL" , "AUPOZ" | "SPART" , "VBELN" , "DPOSNR" |
"WEGRP" . "WEEUR" | "WVEUND" , "LOGEYS" [ "VERSA" , "STFLG" , "STOEZ"

"STAGR" , "GETYP" FROM "GLPCA" WHERE "RCLMT" = ? AND "KOERS" = 2 AND
"EYEAR" = ? AND "PPRCTR" = 7 AND "BVERS" = 7 AND "RACCT" = 2 AND "RRCTY"
= ? AND "PLDMNR" = ? AND "POPER" BETWEEN * AND * ORDER BY "LDCLNT"

"REUKLR:" , "RERCTYT" FOR FETCH ONLY WITH UR

4« | LI_

[MFD (4] [&10]~ [phidl? [OVR [ 1225 4

Figure 123: GLPCA statement

RCLNT, KOKRS, RYEAR, RPRCTR, RVERS, RACCT, RRCTY, RLDNR, and POPER are columns
in predicates. POPER is a range predicate (BETWEEN), so DB2 cannot perform index processing on
the columns on the right of POPER in an index. See the DB2 Administration guide, SC26-9003, for
information on range predicates and how they affect SQL processing.

Page 143



IBM Americas Advanced Technical Support

Explain the statement from ST04 statement cache, to see the access path used.

™ analyse plan table : =100 x|

List Edit Goto System Help L~
& || W eae DHE DDLD BR|@

Analyze plan table 1 =

SELECT "RCLWNT" , "GL_SIRID" , "ELDNR" , "RRCTY" , "EWERS" , "RYEAR" , "RICUR" , "RUNIT" , "DRCREK" , "POPER"

Explanation of cuery block number: 1 step: 1
query block type is SELECT
Performance is optimal. Index is used. Index 3can by matching Index.

Method: access new table.
data pages are read in advance
pure sequential prefetch is used
new Table: SAPRZ.CGLPCA
table space locked in mode: N
Accesstype: by index.
Index: 2APR3._GLPCA 1 (matching Index)
with & matching columns of § Index-Columns.

Explanation of cgquery block number: 1 step: 2
query block type is SELECT
Performance is bad.

Method: additional sorts needed
for the composite table {(current result table)
the sorts are performed
= to meet an ORDER ET or a guantified predicate
unknotmm or no secquential prefetch is used

el

[NPD (41 (510 [ph0407 [OVR [ 1226

Figure 124: GLPCA explain

The access looks reasonable — 5 matching columns of 5 available on an SAP standard index. But we
know a better index is possible, since Figure 121 showed that there were over 10 rows examined in the
table, for every row processed, which shows that many rows were eliminated when examined in the
table, rather than the index.
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Next, display the 1ndexes usm% SE11 >display > utilities > database object > check.
able GLPLA: [Jatabase Ubjec e = L] %]

System  Help Q
& ] Hea@ 2HE D

E. Delta dizplay

Fs
Tahle GLPCA: Check Datahbase 0Object -J

Tnicque index GLPCA u}
BCLMT
GL_SIRIL

Index GLPCA 1
BPRECTE
BACCT
KOEERS
EYEAR

Tnicque index GLPCA z
DOCHE
BEYEAR
DOCCT
BETTERS
BLI'ME
BCLMT
DOCLM

Index GLPCL 3
REFDOCHE
REFEYEAR
REFDOCCT
BETTEERS
BLD'MNE
REFDOCLN
BCLMT

Index GLPCA 7
PHOART
KOERE
RYEAR
ACTIWV o

POTPELR =
1| | b
INFD [3) (510] = [phi305 [OVR [ 1226 4

At this point, one would need to examine the cardinality of the predicate columns, and compare them to
the available indexes, as was done on previous examples, to look for a better index. Examples of how to
do this using the ST04 DB2 catalog browser are shown above. For this exercise, assume that the index
being used is the best choice, according to the index cardinality data and matching columns.
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Now, there are several choices:
e Add anew index
e Extend the current GLPCA~1 index with additional columns
e Do nothing

Check the size of the table using DB02 table detailed analysis, and how it is used using the ST10 table
access statistics, to determine whether a new index would be appropriate.

DeLalled analysis of Lables and ndexes ] |
Database analysis  Edit Goto  Monitor  Swstem  Help Q
|G| Teecee MR 00D BE|@

M

04718/2002 15:26:31 NPD erpfgl3
Table GLPCA

Table GLPCA

Name GLPCA
Creator SAPEZ
Datahase GLPCA
Tablespace GLPCA
Cardinality ZE35T74093
Mumber of pages with data 12536932
Zize (EB) Lo3a7vEs
Last ERIUNSTATS EZO0Z-03-18 17.09.13

Indexes defined on table GLPCA

[ [ 1 -
4 | b

INPD (3] (510]~ |ph0305 [OvR [ 1233 4

Figure 125: DB02 detailed table analysis of GLPCA

The table has over 200,000,000 rows.
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Look at ST10, to see how often it is changed.

Mot Buffered Tables (all servers)
Tune Edit Goko Monitor System Help Q

g = rFieces|ChE anon BB

Choose Generic buffer  Single record buffer  Owerview <-> Detall  Sort  Hide spstem tables

System 1 all serwvers Mot buffered tables
Time frame of analysis : 04/08/2002 - 0471572002

TABLE ABAP/IV Processor requests DB activity
Changes/ Total Direct Seqg. Changes Open Fetch Rows
Total (%) reads reads affected
*Total™® E8389085Z00 44705033Z5 1287872481 140703334 173434748 E378Z0691 1210211870
GLPCA 34.61 277,533 o 181,526 96,087 o 335,663 ZZ3E281576
VEEE o.22 126162872 o 1356452384 EZz,E94 o Z,857,011 121522770
EBAN 1.64 54977 ,551 441,932 E2636, 464 899,158 441,933 2,520,928 43493,721
ENMT 0.0e 4759438 933 183,071 47735,433 30,485 183,071 647, ZZ5 46773,973
s066 o.70 41253 ,475 o 405866, 213 287,262 o 153,856 41155,133
RESE o.z7 £98E532 2393 1z E9772,607 20,6280 1z E7,.273 ES8E7,937
MO E. g3 E£9964, 065 1 ERBEER, 750 1,705,274 1 64,927 £3784,931
ENWW o.03 25024, 533 19224053 5,793,530 6,704 19224 ,114 20443 655 23780,477

< | 3

[NPD (11 G101~ [phO505 [OWR | 0852 /)|

Figure 126: ST10 table call statistics for GLPCA

Note that changes are 34% of calls.

Last check the size of the current index GLPCA~1 from DBO02 detailed analysis.
=1L =]
Qatal:uase analysis Edit Goto  Monikor  Swstem  Help Q

|G| e cecCHRE DDLD AR @

H

=

04/18/2008 1E5:E6:31 MNPD erpfgl3

Table GLPCA

Size (KR! 2037360

Number of extents 1

Name GLPCA 1

Creator SAPRZ

Datahase GLPCA

Indexspace GLPC13TT#

MNumber of leaf pages 273831

MNumber of lewels 4

Clusterratio 83

Date/time of space info Z0O0E-04-12 00_00.00

Size (KR! 2037360

MNumber of extents 1
[ [ ] -
4 | ’

INPD (3] (510]~ |ph0305 [OvR [ 1233 4
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The index is over 2 GB.

Reviewing the three choices above:
e Add anew index that will filter the data better than the GLPCA~1 index.
o Pro - it would speed up the program
o Cons - 1) the table is relatively frequently changed, so a new index would slightly increase
the cost of inserts and deletes, and possibly updates, and 2) the new index would likely be as
large as index 1 (2GB) if not larger (added disk cost against the reduced CPU cost).
e Extend the currently used index GLPCA~1 so more rows can be eliminated via index access.
o Pros - 1) it would speed up the program, and 2) it would not impact update processing (since
we are not adding more indexes, just extending one).
o Cons - 1) we try to avoid fiddling with SAP standard objects, and 2) the index would take
more space (though not as much as adding a new index).
e Do nothing.
o Pro - don’t have to change anything
o Con - don’t get the performance improvement.

Depending on how critical the program is, we would probably take the “do nothing” option or “extend
index GLPCA~1”. If the program runtime is not critical, then do nothing, and live with it. If program
runtime is critical, then extend the current GLPCA~1 index. If the index is extended, one must do two
things, 1) keep the order of the first 5 columns the same, so as not to cause changes to programs that
currently use index GLPCA~1, and 2) always run KEYCARD RUNSTATS on the changed index, to
gather the concatenated column cardinality statistics, so that the optimizer can make a good choice for
programs that specify only the five (original) columns in the new index.

We evaluated the choice by looking at the expected improvement, compared to the impact on running
programs, and the additional space requirements. Adding an index with a couple columns with high
cardinality can be a good choice, as it offers efficient access, and does not take a lot of space. Adding
indexes with many columns on large tables needs to be justified by a large improvement in an important
business process, to offset the increased disk space utilization.

8.4.9. Logical row lock contention

This is common on statistics and ledger (e.g. general, special) tables. These are tables containing rows
where information is being consolidated or aggregated. Lock contention is caused by the design of the
application and the business data. For instance, if all sales are posted to a single “cost of goods sold”
account (as we have seen done with SAP), then that row will become a constraint in the database when
the transaction volume reaches a certain level. Below the critical level, it is not a problem.

The actions to fix row lock contention may require changes to SAP settings (“late exclusive material
block”, “posting block”, etc) , ABAP coding (grouping changes for execution just before commit), and
business definition in SAP tables (chart of accounts, statistics definitions, etc). If it cannot be fixed in
one of these ways, then test to determine the level of parallelism that gives the maximum throughput
(batch, updates, etc) and configure the system to keep parallelism under this level, to minimize locking
contention.
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The two system indicators for lock contention are ST04 “lock/latch” time being high, and change SQL
statements in the ST04 statement cache with long elapsed time.

Example 7.5.2 showed the tools that can be used in diagnosing locking problems.

Here is a DB2PM “LOCKING REPORT LEVEL(SUSPENSION LOCKOUT)
ORDER(DATABASE-PAGESET)” report processing an IFCID 44,45 trace and showing row lock
contention on rows in GLTO0. Lock contention is counted in the “LOCAL” counter for an object. In this
case, a single row often has contention, but there is no database level tuning to fix it. As above, the fixes
are application or workload configuration specific.

HEMEER: N/P TO: NOT SPECIFIED
SUBSTETEM: DEWO ORDER: DATABASE-PAGESET INTERVAL FROM: 09716799 10:48:28_ 3%
DEZ VERSION: WE SCOPE: MEMEER TO: 09716793 10:88:2Z2_ 2%
1
——SUSPEND REASONS-- --—------- EEZUNE REALASONS ————-—-—-——-
DATABLSE --- LOCEK EESO0OUTRCE ——— TOTAL LOCAL GLOE. S_NFY ---- NORMAL ---- TIMEOUT/CANCEL --- DEADLOCE ---
PAGESET TYPE HAME SUAPENDE LATCH TIRLMQ OTHER NMER AET NMER AET NMER AET
now DPAGE=X'0010010&" 243 2432 o 0o 242 0.zeg338 o H/C o N/C
ROW =x'z5! o o o
RO PAGE=X'OD10010&" 1z4 123 u] o 124 0.154399 o Hs/C u] NiC
ROW =X'Zg! 1 u] u]
RO PAGE=X'OD10010&" 174 174 u] o 174 0_18371& o H/C u] N/C
a *% SUM OF GLTO B 1291 1111 u] o 1231 0_1875&9 Ju] nus/C u] N/
142 u] az

Figure 127: DB2PM LOCKING REPORT for GLTO0

In this report, note that in 7 minutes elapsed time, there were 202 seconds (1291 * 0.15 seconds)
reported delay. Almost all events (1111 or 1291 total) were row lock (LOCAL) contention. One could
check ST04 “global times” to review the delay as a percentage of time in DB2.

Assuming that no change to the ledger definitions in GLTO is possible (which is usually a safe
assumption) work on finding the level of parallelism where we had the maximal total throughput.

8.4.10. DB2 page latch contention

When multiple threads are simultaneously changing rows in a page, then page latch contention will
occur. Page latch contention is rarely seen, except in large change intensive systems.

The two system indicators are ST04 “page latch” time being high, and change SQL statements in the
STO04 statement cache with long elapsed time.

As in example 7.5.2, DB2PM suspension traces (IFCID 226,227) can be used to check the object with
the page latch contention.

Here is a sample of a suspension trace showing page latch contention (name and type are PAGE, and
suspension reason is OTHER).
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SUBSTSTEM: DEWO OFDER: DATABASE-PAGESET INTEEVAL FROM: 09716799 10:48:F8_ 35
DEZ VERSION: W& ZCOPE: MEMEEER TO: 0%/16/933 10:5E:2Z_Z3
]

—--SUSPEND BEASONS-- -——--—---— RESUME EEASONSE ——————————-
DATABASE --——-LOCEK RESOTRCE --- TOTAL LOCAL GLOE. &_NFY ---- NORMAL ---- TIMEOUT/CANCEL --- DEADLOCE ---
PAGESET TiPE NAME SUSPENDS LATCH IRLMQ OTHER NMER AET NMER AET NNEER AET
DAGE PAGE=K'OO2033EF' 30 u] u] Ju] 30 0002531 o N/C u] HiC
BPID=EPE o o 30
PAGE PAGE=X'0D030359&0" 1 u] u] Ju] 1 0.00005& Ju] n/C u] N/C
BPID=EPE 1] 1] 1
PAGE PAGE=K'0O0303374" 4 o o o 4 0.0014582 o H/C o HNiC
BPID=EPE u] u] Z
DACE DPAGE=X'00203370" 1 o o o 1 0.0001z4 o H/C o HNiC
BPID=EPE o o 1
PAGE PAGE=K'0D0303571" z u] u] Ju] z 0002124 Ju] n/C u] N/C
BEPID=EPE o o Z
PAGE PAGE=X'D0303973" 1 u] u] o 1 0.000110 o n/C u] H/C
BPID=EPE u] u] 1
] ** SUM OF COEIMHO L 4023 o o 0 40z 0.0zE132 o H/C o HNiC
u] u] 4023

Figure 128: DB2PM suspension page latch

Over 7 minutes elapsed time, there was only 101 seconds of delay (4023 suspensions * 0.025 seconds)
so this is not a major cause of delay, if there are many concurrent threads processing.
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9. Health Check

9.1. Check for SAP instance-level or system-level problems

9.1.1. Application server OS paging

When application server paging occurs, there are several possible actions to alleviate it:

e Check for jobs that are memory hogs, and ensure that they are efficiently coded. For
example, a program may be building an internal table, where not all columns in the table
are needed. STO02 can be used to find running jobs that use lots of memory: ST02 > drill
into Extended Memory > press “mode list”. STAT records also display memory usage.

e Reduce the number of work processes on the system

¢ Add more memory to the application server

e Ifyou can’t get rid of paging, manage workload and live with paging. As shown in section
9.2.1, one can calculate “page-ins per active CPU second”: (page-ins per second /
processors / CPU utilization). If there is good performance on I/O to pagefiles (that is,
there are several pagefiles on write-cached disk) one can probably live with some moderate
paging. Configure the system to keep “page-ins per active CPU second” in the low single
digits.

9.1.2. Application server CPU constraint

When there is a CPU constraint on the application server:

e Review program activity (STAT, STAD, ST03) on the system at peak CPU times to see if
this might be a symptom of programs that are inefficient and using too much CPU. Check
for programs that spend the vast majority of their time doing CPU processing on the
application server — they may be coded inefficiently. Use SE30 to profile and analyze
activity in the ABAP.

e If there is an unusually high amount of operating system kernel CPU time, then it could be
an indication of a problem in the OS, or in the way that the SAP kernel calls OS kernel
services. This is rare, but happens on occasion. Open an OSS message.

e Configure fewer work processes on the application server.

e Add more application servers.

9.1.3. SAP managed memory areas

When SAP managed areas, such as roll, generic buffer, program buffer, or EM are overloaded, it
will impact SAP performance:

e If the roll memory area fills, then SAP will roll to disk on that application server, causing
long roll-in and roll-out times.

e If'the generic buffer fills, then tables which should be buffered in SAP memory will not be
buffered. This increases the load on the DB server, and impacts performance of transactions
that use these tables.

o If the program buffer fills, then programs must be loaded from the database server, which
increases load time in SAP.

e [f Extended Memory (EM) fills, all work processes on the instance will start to allocate
memory out of work process private area. When a dialog step allocates memory from the
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work process private area, the dialog step cannot roll out until finished. This can cause “wait
for work process” delays.

e [t is less serious when an individual process expands past its EM quota. In this case, the
individual dialog step is in PRIV mode, and cannot be rolled out until it is finished. If this
happens with only a couple work processes, it will probably not impact the instance.

9.1.4. Table buffering

SAPnote 47239 describes the behavior of buffered tables. Tables can be buffered in individual rows in
the single record buffer, which is accessed via “select single”, or by sets of rows in the generic buffer,
which is accessed by “select” or “select single”.

When buffering a table in the generic buffer, take into account the way that the table is accessed. For
instance, if the table is buffered in ranges based on the first three key columns, but is read in ranges
based on the first two key columns, then the table cannot be read from buffer. The table must be
accessed with as many or more columns as were specified in the generic buffering configuration.

There are four common problems related to buffering:

A table is not buffered, but should be. If a table has a moderate size, is generally read only, and
the application can tolerate small time intervals where the buffered copy is not the latest version,
then the table is a candidate for buffering.

Tables can be buffered in the wrong category. The ABAP “select” statement reads only from the
generic buffer, bud does not read from the single record buffer. The ABAP “select single” can
read from the generic buffer or single record buffer. Use ST10 statistics to check whether select
or select single is generally used with a table.

The SAP buffer is too small to hold all the tables that should be buffered, as described in section
9.1.2

A table is changed frequently, and should not be buffered. Buffered tables have to be re-
synchronized when changed, which causes additional load on the DB server and application
server, if the changes occur too frequently.

9.1.5. Wait time

This was discussed above in section 7.1.1:

It can be a symptom of other problems. A performance problem that elongates the time required
for the dialog step to finish (CPU overload on application server, DB server performance
problems, roll-in and roll-out, etc) can cause all the work processes to fill up and then cause wait
time.

It can be problem itself, where too few work processes are configured.
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9.1.6. Number ranges

SAP uses number ranges to create sequence numbers for documents. Number ranges can be:

e Not buffered, where each number range is a single row in the table NRIV. In this case, number
range sequence numbers given to the application are sequential by time, and no numbers are
lost.

e Configured with NRIV_LOKAL, where each application server or work process can have its
own row in NRIV for the number range. In this case, sequence numbers may be out of time
sequence, but no numbers are lost.

e Buffered in SAP. In this case, sequence numbers may be out of time sequence, and numbers
may be lost.

The choice between the three is made based on business and legal requirements for document sequence
numbers.

Number range buffering problems are often found during stress tests, or early after go-live:

e If the problem is contention for a non-buffered number range, the symptom is long “direct read”
times on NRIV. NRIV is the table that contains number ranges, and it is read with “select for
update”. Using SM50 or SM66, look for “direct read” NRIV.

e If'the problem is contention on buffered row in NRIV, where buffering quantity is too small, the
problem can also be seen in SM50 or SM66 where work processes are “stopped NUM” or
waiting on semaphore 8 waiting for the buffered numbers to be replenished.
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9.2. Sample SAP instance-level and system-problems

9.2.1. Application server paging

ST06 > detailed analysis > previous hours memory - display the screen where one can see

historical statistics, to look for paging or CPU constraints.
Fri Mar 1 01l:10:02 2002

Hour Pages in Pages out  Paged in Paged out Free memory, h in Ehyte
fh fh [Ehihl [Ehihl minimam maXimam averagea

[ Z.05%4 Z4 | 8376 26 | u] L.EZaa l.586 |
o &. 540 l.z03 | 2&.1e0 E.zlE | u] 20,320 l.213 |
|2z | u] o u] o | E&0 18EF.31s8 Z.BER |
12z | 4. 320 £l | 17.3ZE0 Z04 | 940 1_z283_060 lz.838 |
121 | &.Z43 44 | 24338 17e | 42 132._504 Z2.430 |
[0 | u] o u] oo 1160 EdE_ 152 4.3z28 |
12 | 18 533 771 740132 208 | Z20 ZELl.8e8 2.103 |
|12 | zz2.194 129 | 92.776 Ele | u] FGE.EPEZ .16 |
117 | u] o u] o | 29z 280778 16418 |
l1e | Z00.g&3 ed2 | S0Z.87e z.89z2 | u] &36_ 016 24 688 |
115 | u] oo u] o u] 833.31:2 Se_ 550 |
14 | 134.3Z5 £.776 | 537.300 23,104 | u] 436_932 12.843 |
|12 | 283,431 E£75.967 |1452.7z24 Z207.865 | u] Led. 740 £.824 |
112 | u] o u] o | u] Ea0.les 2.124 |
111 | 238.87& 401_E581 | SL5L_300 1e0e.32E4 | u] La7_0e8 Tooo7 |
1o | u] oo u] o u] 167 044 3.330 |
| & | 135.087 &35.0584 | 540,348 ZE556.336 | u] 451952 5.407 |
|8 | 322.&874 Z2.733 | lE4.63%5 11.12& | u] L2E.0s0 1l.043 |
|7 | u] o u] o | u] 2E4.EBEE z4.918 |
I & | Z.331 ed | 9.Led 25 | 1.204 375 264 Z3. 11 |
5 | u] oo u] o &02 94 524 S.033 |
| 4 | E1.764 Z70 | 8Y.056 l.os0 | u] 131. 244 £.51% |
2 1 u] o u] o u] lEa. g7z 2.082 |
| & | u] o u] o | 8LZ 93238 Z.0EL |

Figure 129: ST06 > detail analysis > previous hours memory - high paging

In the above example, the peak page-in rate is 363,431 per hour. There were several periods with
paging rates over 100K per second.

One can gather CPU utilization statistics for this period (not shown in this document) and use the
information to calculate the “page-ins per active CPU second”. The system in this example was a
24-way. During the interval 13:00 to 14:00, the CPU utilization averaged 40%. (These screens are
not included here.) 363,431 page in per hour / 3600 seconds per hour / 24 processors / () .40
utilization = 10.5 “page ins per active CPU second”, which is too high, compared to our rule-of-
thumb in section 9.1.1.

During the interval 14:00 to 15:00, the CPU utilization averaged 30%. 134,325 /3600/24/0.30 =
5.1, which is at the high end of our ROT.

Since paging problems will impact all users on the system, with paging being moderate to high
during 5 hours of the day (9, 11, 13, 14, 16), this problem should be addressed.
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9.2.2. Application Server CPU constraint

This is a problem that is relatively simple to see, either via ST06 history or ST06 current statistics.
In the ST06 main panel, there is a current utilization display. ST06 > “detail analysis “ can be used

to display hourly averages for the previous days. Figure 130 is the current utilization display.
Mon Jul 2 12:57:56 2000

interwal 10 Sec.

e e e T
Ttilization wuser % =X=] Count 24

system % u] Load average 1 min z8.00

idle % z 5 min zg8.80
Bystem calls/ = 3,857 15 min ZE. 328
Interrupts/=s u] Context switches/=s 1,405
Memory——————————— T m e ——
Physical mem avail Fb 16, 777,116 Physical mem free Eb 10,440, 828
Pages infs u] Eb paged infs o
Pages out/fs u] Eb paged out/fs o
Swap-----—-—"—""""""""""—— e ——
Configured swap Eh 2,371,648 Maximuam swap-space Kh 9,371,648
Free in swap-space Fb 9,357 ,3z8 Actual swap-space Eb 9,371,648
Disk with highest response time--——-——-———-—-—"—-———"———"—"——"—"—"—"—"——~——~———~———(——(———— —— ——
Name cdl Response time ms u]
Ttilization u] Quene NsL
Avg wait time ms Nikh Awy service time ms o
Ebh transferedss u] Operations/ = o
L R S T e e e s
Packet=z in/s:= E3Z Errors inss= n]
Packets out/=s B35 Errors out /= o

Collisions u}

Figure 130: ST06 CPU constraint
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One can also display the hourly average CPU statistics. If hourly averages are high (over 75% or
s0) it is very likely that there are peak times of 100% utilization. Tools that report on smaller
intervals than one hour (e.g. vmstat, iostat, sar) would show more detail on CPU utilization.

Hour CPU utilimation in % Interrupts Bystem calls Context switches
TUser System Idle h fh ih
| g | 4 u] 28 | o | ZE3_189 | 934 217 |
| T 7 u] 23 | o | E51.034 | 31zZ.400 |
| & | 7 u] 23 | o | E73_ 646 | 1.11a.85%0 |
| 5o u] o o0 o] 259._8858 | 483 551 |
| 4 | u] ] o0 | o | 21E_729 | 27233 |
| | u] u] o0 | o | 784 376 | 0s8.0428 |
| 2 | 14 u] g2 | o | 215310 | 700.836 |
| 1 1 26 u] 4 | o | 213304 | Ta6. 740 |
| o | 23 o 1 | o] 490_ 488 | 25,781 |
| &z | 98 ] 4 | o | Ze9.870 | ZE87.457 |
| zz2 | &g u] 44 | o | 295_136 | 779430 |
I 21 | z u] 28 | o | 133 229 | 1.015_355 |
| &0 | 81 1 13 | o | a54_ 058 | 1.150.147 |
| 1% | &8& 1 13 | o | 167127 | 1. 082_ 453 |
| 12 | && 1 24 | o] 1.047_ 212 | l.145_ 375 |
|17 | 47 ] £2 | o | 13_504 | QZE.181 |
| 1e | &4 u] 45 | o | 47930 | Z90_.571 |
| 15 | 38 1 &l | o | 645075 | Ted_ 281 |
| 14 | 70 1 3 | o | ZE.2858 | 315.842 |
I 13 | 1 o o0 | o] 149 242 | lL.011.7&89 |
| 1z | z ] Q98 | o | EEZ_6EE | EL.0Zz |
|11 | u] u] o0 | o | 251.980 | 292877 |
|10 | u] u] o0 | o | 453 605 | ZEE. 623 |
| I u] u] o0 | o | 450733 | 374825 |

Figure 131: ST06 > detail analysis > previous hours CPU - CPU constraint

Since the hourly averages will not show short periods when the CPU usage goes to 100%, other
monitoring tools would be needed to detect shorter periods of CPU constraint.
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9.2.3. Roll Area shortage

When the roll area is too small, it will delay dialogs steps on roll-in and roll out. Note that in Figure 132
Roll area “Max use” is larger than “In memory”. This shows that SAP has filled the memory roll area,
and was rolling to disk. Roll area “current use” is larger than “in memory”, which shows that SAP is
rolling to disk at the time of this screen shot. ST03 and STAT/STAD will show information on the
length of delay this causes for dialog steps. The SAP parameter rdisp/ROLL SHM controls roll area
memory allocation.

System - des0101_SE1_0O0 Tune summary
Date & time of snapshot: 0Z/0L72000 01:0z2:49 Btartup: 013172000 19:24:33

Buffer Hitratio Allocated Free space Dir. =ize
[%] [EE] [EE] [%] Entries

Nametabh (NTAE)

Table definition 27.90 L0432 4,048 ag.88 20,000

Field description 24 .45 ZE, 348 29,308 27,88 &0, 001

Short NTAE 7.1z 4,848 E,474 9898 &0, 001

Initial records 28.593 &, 348 3,855 Q5. 38 &0, 001
Program 787 284,683 1EE, 456 44 4z 43,780
CTIRA 28,43 &, 000 £, Ed8 QE.895 Z,000
Scresn 25 E0 13,531 15,0058 93,91 4,500
Calendar 100,040 488 400 33.68 zoo
Tahles=s

Generic key 29.943 241,797 230,558 g .82 4L, 000

fingle record 23.77 Z0,000 9, a0 a7.73 Eoo
Exportfimport Eo.ao 4,098 3,749 100,00 2,000

SAP memory Current use Max. use In memory On disk
[%] [EE] [EE] [KE] [EE]

Boll area z2l.12 7o, BE4 2z,01e &4, 000 12E, 000
Paging area 0.0z 40 Ed 8,000 z42, 000
Extended Memory o.20 108,472 107,520 11780400

Heap Memory u] u]

Figure 132: ST02 roll area over-committed
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When monitoring a running system that has a roll-area shortage, you would see many processes waiting
on the action “roll in” and “roll out”. In this SM66 display, the central instance has run out of roll area,
and the other instances that make CPIC or enqueue calls to the CI are delayed in turn.

| Sort: Server

| Zerver Mo Typ PII | 3tatus Deaso e Start Err CruU Time Cli User Report Action/Reason for waiting
| des01l01_SEL_00 0 DIA 58lld | rwming Tes 1 010 XZ0_BATCH Roll Out

| des0101_SE1_00 1 DIA 584582 | running Tes 010 X33 _BATCH RBoll dut

| des0101_sEl_0O0 Z DIA LZ7?76 | running Tes 1 010 X2 _BATCH REoll In

| des0101 ZELl 00 3 DIA El13% | rwming Tes 1 010 Q0 EATCH Boll Out

| des0101 SE1_00 4 DIL L0934 | running Yes 0lo GG BATCH Eoll Out

| des01l01_SEL_00 5 DIA E0LlEZZ | rwnming Tes 1 010 XZ0_BATCH Roll Out

| des0101_SE1_00 & DIL 43708 | running Tes 1 010 X33 BATCH RBoll dut

| des0101_sEl_0O0 7 DIA 49570 | running Tes 010 X3 _BATCH REoll In

| des01l01_EELl 00 2 DIA 43922 | running Tes 010 X0 BATCH Roll Out

| des0101_SEl_00 3 DIA 17738 | running Tes 010 33 _BATCH

| des01l01_SEL_00 10 DIa 17458 | running Tes 010 XZ0{_BATCH Roll In

| des0101_SE1_00 11 DI& 158432 | running Tes 010 X33 _BATCH RBoll dut

| des0101 SE1_00 12 DIA 14247 | runmning Tes 0lo X3 BATCH REoll In

| des01l01_SZELl_00 14 DIL E4408 | rwming Tes 010 X0 _BATCH Roll Out

| des0101_SEl_00 15 DIL 286564 | running Tes 010 33 _BATCH RBoll dure

| des0101_2El_0O0 1& ENQ 12594 | running Tes

| des0101 ZELl 00 13 DIL 43188 | ruwnning Tes 010 X0 BATCH Loll In

| des0737_SE1_00 Z3 BTIC 28776 | running Yes 383 010 GG{ BATCH SAPLPGERIT

| des0737_SEL_00 Z4 BTC EE938 | stopped ENQ Tes 143 010 X0 BATCH SAPLSENAL

| des0737_SE1_00 S BTC EE578 | stopped CPIC Tes 463 010 X200 BATCH ZAPLEENT CMBEND (SAP) / BE173538
| de=0757_SEl_00 Z6 BTC Z65E6 | stopped CPIC Tes £8e 010 X33 BATCH SAPLSENT CMSEND (SAP) [/ 83Z11579
| des0737_EEL_00 7 BTC ZEE04 | stopped ENQ Tes 351 010 XXCL BATCH SAPLEENA

| des07587_SE1_00 Z8 BTC 28532 | stopped CPIC Tes 115 010 200 BATCH SAPLEENT CMSEND (SAF) / SZ18013Z
| des0737_SEL_00 3 BTC ESE?0 | stopped CPIC Tes 523 010 X0 _BATCH SAPLZENT CMSEND (SAP) / BEBZ131l
| des08b3_3El_00 11 BTC 36560 | rumming Tes 73 010 X _BATCH Sequential read

| des08b3_SE1_ 00 Z3 BTC 23718 | stopped ENQ Tes 520 010 23 BATCH

Figure 133: SM66 roll in and roll out

When SAP is rolling to disk, ST06 will show high I/O activity to the disk with the roll area. SAP
parameter DIR_ROLL specifies the directory where the disk roll file is located.

Tue Feb 1 01:13:1& Z00O0

interwval 10 sec.
Lisk Besp. Tcil. Queus TWait Serw Ehyte Oper.
[m=] [#] Len. [wms] [ms] [#£=] [#=]
| hdi=kl | 1 | =2 | WA | Nf2 | 1 | 1 | O
| hdi=skd4 | 1 | 0O | HFA | NFR | 1 | o | o |
| hdisk5 | 1 | 0O | HfFA | NfR | 1 | o | o |
| hdiske | 1 | 0O | N2 | NFA | 1 | o | o |
| hdisk2 | 1 | O | HN/& | NFA | 1 | o o]
| hdi=sk0 | 0O | 2 | WA | NfA | O | 1 | O
| hdisklo | 0O | O | MfJaL | NfFa | 0O | o | o |
| hdiskll | 0O | O | MsaL | N | 0O | o | o |
| hdiskz | 0 [l00 | NS4 | NAA | O | £z | 105 |
| hdisk2 | 0 | O | N/& | NFA | 0O | o o]
| hdisk? | 0 | O | Nf& | NFA | O | o o]
| hdi=sks | 0O | 0O | WS | NfsA | O | o | o

Figure 134: ST06 > detail analysis > disk - high I/O activity on ROLL area

Page 158



IBM Americas Advanced Technical Support

9.2.4. ST02 buffer area shortage

In this example, the generic area is too small for all the buffer-able tables to be buffered. This causes
swaps, and extra database requests. This kind of problem will generally have a much greater impact on
a specific program or programs (the ones which use the table which does not fit in buffer) than on the
system overall.

The “Database accesses” counter is a better indicator than “swaps” for this problem. If a table cannot be
buffered due to undersized buffers on the application server, it may cause thousands of unneeded
database calls.

Here, generic key has about 100 times more calls than the nearest buffer type.

Systen . ibmftaaf FTA_00 Tune summary
Date & time of snapshot: 0E/017Z001 14:06:52 Startup: 0570172001 08:31:ZZ
Buffer Hitratio Allocated Free =pace Dir. size Free directory Swaps Datahase
[%] [kE] [kE] [%#] Entries Entries [%] accesses

Nametabh (NTLE)

Table definition 99,86 3,364 Z,488 aL.00 0,000 18,z00 9l.00 0 z,78l

Field description 93,40 31,567 ZE,TEE 7E.83 40,001 38,010 3E.0Z Q E,954

Short NTAE 3331 4,087 Z,362 34_48 40,001 33,1581 37.38 a 20

Initial records 99,81 5,567 3,528 g8_z0 40,001 38,574 S5 .43 0 1,427
Program 33,12 3E3,809 103,11e 3173 40,625 33,142 95,38 Q 4,443
CUA 33.43 £,000 3,802 g0.81 Z,500 Z,288 31.52 a zlz
Screen 9351 19,53 18,080 9409 4, 500 4, 789 95,31 0 z1E5
Calendar 99,29 488 3E9 68,83 Z00 ] E9.50 0 141
Tahles

Generic key 97.47 19,531 10,873 6031 10,000 9,434 S4 .34 zZol 407,188

Single record 99,34 20,000 Z7,7z8 9z.6l oo 442 28.40 0 4
Export/import 8L LZ 4, 0968 3,133 2846 E,000 4,928 35. 56 a a

Figure 135: ST02 generic buffer swapping

One can look at this problem in more detail by drilling into the “generic key” line in ST02, and selecting
“buffered objects”. This will display the state of tables in the buffer, and the count of calls for each
table. Last, sort by calls or “rows affected” to pull the problems to the top of the list.

System : ibmftaad FTA 00 Generic key buffered tables

Date & time of snapshot: 05/01/E00L1 14:08:12 Bystem Startup: 050172001 05:31:Z2E

| Table | Buffer | Buf | Inwali- | ABAP/IV Processor redquests | DB activity |
| | State | key | dations | Total | Direct | Beq. | Changes | Calls | Rows |
| | | opt | | | reads | reads | | | affected |
| *Total®* | | | 46 | lZ3EE,28% | 8,861,850 | 3,493,526 | 13 | 246,360 | 1,264,782 |
| TVTA | error | gen | o 130,374 | 127,114 | 3,260 | o 130,386 | 89,384 |
| 040 | error | ful | o | 60,230 | o | &e0,250 | o | 27,205 | 53,138 |
| ZFV_DEPENDENCY | valid | ful | o 42,378 | 42,370 | 2 | o 2,687¢ | 4,330 |
| A3E7 | error | gen | o | 152,887 | o | 152,887 | o | 7,873 | 19,094 |

Figure 136: ST02 > drill into generic key > buffered objects

Page 159



IBM Americas Advanced Technical Support

After sorting the list by calls we see a number of tables with the state “error”, which generally means
that the table would not fit into the buffer. See SAPnote 3501 for information on how to interpret the
state of tables in ST02.

9.2.5. Find table buffering candidates

Check ST10 “not buffered” tables, to see if there are any candidates for buffering. Sort the ST10 list by
DB calls. Use weekly ST10 statistics, to average out the impact of daily differences.

™ performance analysis: Table call statistics - ol x|
Tune Edit Goto Monitor  System  Help -

@ || e ece  DHRE DLD BE| @

Chooze Alltables  Generic buffer  Single record buffer  Sort Analyze table  Servers <-» tables @ Since startup

System: Al]l servers Mot buffered tahles
Time frame of analysis @ 03/E5/Z00Z - 04/01/zZ00Z

Table ABAP/IV Processor requests DE activity
Changes Total Direct Seq. Changes Calls Rowrs
Total (%) reads reads affected
*Total® 971587320 825042496 61354 711 15574,772 157790132 EE19ZZ572
ZEWEU _PROMOTION 0.oo0 17452, 519 1746z E1Z ? u} 34924 498 1746E, EEE
HONH 0.0l 9,111,858 3,109,966 1,393 493 18222, 465 9,135, 047
EEPD 0.05 6,943,392 5,525,160 1,414,451 3,781 1z486,271 13949,726
EEBE 0.10 6,405,533 231 6,393,105 6,247 6,456,763 14951, 654
EEBZ 0.00 6,371,766 3 6,371,552 z11 6,375,546 135,395
MARL 0.0l 1,744,232 1,240,309 503,820 103 3,081,131 6,442,457
MAEM 0.07 1,653,061 869,543 782,325 1,193 2,539,243 6,135,361
HNAL 0.00 1,193,270 1,180,277 12,973 z0 z,400,652 3,198,064
VETE 1.73 1,197,274 1,120,940 55,587 20,747 2,329,814 1,526,655
VEFA 0.53 2,192,024 43 2,180,419 11,562 z,z04,716 4,761,695
EDIDS z.07 2,139,954 i} z,095, 656 44,798 z,141,603 6,407,272

-
1| | 3

PE3 (1] (400 ~ [ustea203 [OWR [ 0716 /|

Figure 137: ST10 > not buffered, previous week, all servers > sort by calls

Here, note that the top entry has no changes. “Read only (for the most part)” is our first criteria for a
candidate.
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Now, check how large the table is. One can use SE16.

™ Data Browser: Initial Screen =100 .|
Table Edit Goto Settings Utlities System Help e
& HIEece DHE anan BE| @

EOD@A

Table name ZEWEU_PROMOTION ﬂ

[FE3 1] 400) = [ustcaz0s [OVR [ 0714 7

Enter the tablename, press execute, then press “number of entries”. This information can also be found
more efficiently by checking catalog statistics with DB02, or ST04 DB2 catalog browser. They read
the catalog statistics, rather than counting the rows in the table.

™ Data Browser: Table ZBWEU_PROMOTION: Selection Screen =100 .|
Program Edit Goto 3Settings System Help e
& fBlece DME anan BE @
“ 3 Murnber of entries
kSCHL I to I E:)l
ZEWEUFCOINY [ o [ £
ZBWEUPCREL [ o [ B
idth of output list I ZE0
I i no. of hits zoo
[PE3 (1) [400] = [ustea203 [OVR [ 0714 4

- Y pisplay Number of Entries x|

Mumber of entries which meet

the selection criteria:
26

¥ Close |

There are 26 rows, so it meets the second criteria, moderate size.
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To evaluate whether the application can tolerate small time intervals when the buffered data is out of
synch with the database, contact an application expert for this area. Use the name of the creator of the

table (in SE11) as a starting point to find the expert.

Since the table is usually read by select single, it can be buffered in single record buffer. Since select
single can read from the generic buffer, and the table is very small, it can also be put in generic buffer,

fully buffered.

The three tests for buffering were:
e Read only (for the most part)
e Moderate size (up to a few MB, larger for very critical tables)
e Application can tolerate data being inconsistent for short periods of time

9.2.6. Table buffered with wrong attributes

In this case, examine the tables buffered in single record buffer, to search for tables that are generally
read with select. ABAL “select” does not read from the single record buffer, so tables set this way will
not be read from buffer.

™ performance analysis: Table call statistics

Tune Edit Goto Monitor  Swystem  Help

o [

@ |

H Qe | CHE DDLD PR @

éAIItabIes Genenc buffer Mot buffered  Sort Analyze table @ Since startup

System: ustcalZll

Time frame of analysis :

040172002 - 0470872002

Single record buffered tables

4

Tabkle Euf Inwvali- ABAD IV Processor regquests IE actiwvity

key dations Total Direct Seq. Changes Calls Rows

opt reads reads affected
*Total* 129 22411 ,212 233,232 £Z,202 lE,172 zZ04,150 Z889c,750
TFDIR she 0 1,039,865 1,033,128 6,737 ] 79,352 22279,095
IDOCREL sher 0 52,530 i] 39,980 1Z,550 53,195 51,547
AGE_DEFINE she ] 38,093 34,751 3,083 259 35,735 6,216,876
USEEFUS sne 0 93,914 88,054 5,598 262 6,626 5,743
LOKIL sng 3l Z09L8  ELZ Z0958, EL1 1 1] 3,855 1,784
UTAE USELO sne 8 2,456 1,177 1,279 i] 3,836 20,758
USEEF3 sne 13 89,988 89,305 i] 583 3,722 1,731
TADIR sng 7 9,954 9, @3z z 1z0 z,697 &0, 788

.

[FE3 (1) (4007~ [ustea2d [INS [ 1552 4

Figure 138: single record buffering on table accessed via select

In Figure 138 the table that is second by calls, IDOCREL, is single record buffered, and only read with
select. Since select does not access the single record buffer, the buffering in ineffective. (Actually,
IDOCREL has another problem too — it is frequently changed. It should not be buffered.)
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™ performance analysis: Table call statistics -0l =|
Tune Edit Goto  Monitor  Swstem  Help Q

e ecee | DHBE D0LOD BE| @

F
Svystem: ustcarZll3 Single record buffered tables
Time frame of analysis @ 04/01L/7Z002 - 0402872002
IDOCREL Links bhetween IDoc and application object
Takle description Buffered single record —
Type TEANSE
Application class
Client dependent Tes
Last modified 11.0E5_1338
by SAp
Buffer administration data State in buffer loadable
Buffer resets u}
Invalidations a
Size buffered [bytes=s] n]
Size maximam [bytes=s] u]
-
<I | _>I_I

[PE3 (1) [400)~ |ustcaz0s [INS | 1554 4

Figure 139: ST10 table details

Drill into the table in ST10, and we see that it is not present in the buffer (state is loadable). If we want
this table to be buffered, the “technical settings” would need to be set to generic buffering, if an
appropriate generic key could be determined, and if it were changed less frequently.

Since this is an SAP table, we would check SAPnotes, and open an OSS message regarding changing
the technical settings.
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9.2.7. Number range buffered by quantity that is too small

When reviewing a running system with SM50, note processes “stopped NUM” and waiting for
semaphore 8. These are symptoms of a performance problem while getting a sequence number from a
number range. If the number range was buffered with a buffer quantity that is too small, SAP has to
replenish the buffered number range frequently, and this causes lock contention in the database for rows
in the table NRIV. (The quantity of sequence numbers in a buffered set is an option in SNRO.)

|Ho.Ty. PID Status PeasonfStart Err Sewm CPU Time Program ClieUser Action Table |
|0 DIA 70632 runting Tes <no buff 000 SAPEYS Direct read NBIV |
|11 DIA 4766 waiting Tes |
|2 DIA 0848 waiting Tes |
12 DIk £0564 waiting Tes |
|4 DIh E3l3Z waiting Tes |
|5 DIA EE244 running Tes DEMONOOOD 440 I0OC4773 |
|& DIh EEG3E waiting Tes |
|7 DIA 54366 stopped CPIC Tes 1 SAPMESTL 440 TO&0E04 |
12 DI 54300 waiting Tes |
|19 DI E3E4e waiting Tes |
110 DI EZGEE waiting Tes |
|11 DIA EE233Z stopped CPIC Tes Z SAPMESTL 440 TO&0E04 |
|12 UPD 42318 running Tes SAPLEOIF 440 TO&0504 Sequential read VEDATA |
113 UPD 47376 running Tes DEM12000 440 TO&0504 Sequential read VEMOD |
|14 UPD 46500 running Tes 1 DEM12000 440 TO&0504 Conmit |
|15 UPD 46186 running Tes BEM13000 440 TO&0504 Commit |
|16 BTC 45558 running Tes El17 SAPLARFC 440 TO&0504 Insert ARFCSSTATE |
|17 BTC 40806 stopped NUM  Tes 67 SAPLENE3 440 TO&0504 |
|12 BTC 333EZ0 running Tes ] 1 SAPLENE3 440 TO&0504 |
|19 BTC 3833Z running Tes ] Eozs SAPLENE3 440 TO&0504 |
|z0 BTC 38066 running Tes FlRZ SAPLSEZROD 440 TO&0504 Insert ADRT |
|21 BTC 37794 running Tes £zl SAPLILOO 440 TO&O504 Insert IFLOT |
|22 BTC 37408 running Tes 3 SAPLBUD] 440 TO&0504 |
|23 BTC 36430 running Tes 791 SAPLESOS 440 TO&0504 Direct read ENL1 |
|24 2P0 20132 waiting Tes |
|25 UPE 73E4F running Tes 1 SAPLECDO 440 TO&0504 Insert CDCLE |
|26 UPEZ 73914 running Tes BEM13000 440 TO&0504 Delete WEHDE |

Figure 140: SMS0 “stopped NUM” and Sem 8

This problem can also be seen in the statement cache -- note the long “select for update” times on the
table NRIV. Here the average elapsed time (old format of ST04 statement cache — see second column
from right) for each select is 36 ms, which is rather long. Normally one might expect a few ms, at most.

| Executions| Rows | Bowrs |Accumilated | Rowrs axam. | Rows proc. | Rows proc. | Elap. time | St atement
| | examined |processed | elap. time | / execs |/ execs | # examined || f execs ltext
| 703 | LE218E| 79091 48:E1.47E5709 | Z.000] 1.000] 0.500] 2&.685 | BELECT i FROM "NERIV" 1

Figure 141: NRIV row-lock contention on 4.0 ST04 statement cache
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With the 4.6 format statement cache (a screen shot from a different system than the rest of this example),
look at the Timers tab in ST04 statement cache statistics, and sort by “elapsed time”. See the last row in
Figure 142, where NRIV updates take 56 ms, on the average.

Highlights | Stalus  Timers | Execution statistics |
Executions | Avg elapsedtime | Elspsedtime | Statement text
28515 0.006 10;01., 587 SELECT = FROM  “EEPO" WHERE C“MANDT" = 7 AND | &
13 4.018  9:02.513(SELECT * FPOM “SUWVIHEAD® VHERE “CLIENT® = 7
LE7473 o. o0z B:1Z.713INSERT INTOD "VBOXM"{ "MANDT" , "FAPPL" , "KOTAENR
BO016ZE o_ooo T229_ZA9BELECT i FROM “EFBE" WHERE "MANDT" = 7 AND ™
45 2.512 6:Z3_0B0SELECT T_00 . "VHBELE" FROM “VHRRF"T_0O ., "VBEE"T
182 1l.854 5:37.453BELECT - FROM "TFDIR" WHERE "FHMODE" = 7 OFRD
50261 o.oo0o 5:33.3853ELECT “VOLUM" , "VOLEH" FROM “LIP3" WHERE "Hl.l
Igal 0.0%3 4:83.633/SELECT *“BERID" , “"LGORTY , "CHARG" , "VBTYP® , "li
B ﬁ'ﬁ?il- 0.00Z 4:49.841|5ELECT = FROM “EBAN" WHERE “MANDT" = 7 AND
B 4363 0.065  4:47.888/gfSELECT * FROM "EBAN"WHERE "MANDT" = 7AND "BANFN" =]
1  6440)  0.042  4:37.102{INSERT INTO “IDOCREL®{ "CLIENT® , “PDLE_A* , "BOj
4483 ﬂ-uﬁ-ﬁ-; 4: 15 EZ5 SELECT b3 FROM “NRIV" WHERE “CLIENT" = ? AND

Figure 142: NRIV row-lock contention on 4.6 ST04 statement cache

Page 165



IBM Americas Advanced Technical Support

As confirmation of the problem, in ST02 (detail analysis > number ranges> statistics) look at the
statistics of number range performance, broken down into the time it takes a program to get a buffered
number range (buffer time), and the time the <no buffer> server takes to get a new set of numbers when
all the numbers buffered in memory have been given out (server time). Note that most of the times to
replenish the buffered number ranges (server times) are very high. It often takes over 100 ms to update
a single row in NRIV. When number range performance is good, the counters swhould be clustered
toward the left of both “buffer times” and “server times”.

| Humber range buffer statistics |
| System: sapl0ls_ QA5 45 |
| Date & Time of Snapshot: Z3.07.1333 17:E57:03 |
| Startup: 23.07.1939% 14:41:14 |
| NMumber range buffers owerwview |
| Max. ramber of entries | 1,000 |
| Curr. mamber of entries | 1z |
| Max. mumber of indexes | 3,000 |
| Curr. namber of indexes | 1z |
| Buffer size [bytes] | 276,144 |
| Buffer regquests | 234,196 |
| Get regquests | 234,136 |
| Serwer calls | 12,451 |
| DIatabase requests | 1z,4591 |
| Collisions | u} |
| Timeouts | u] |
| Buffer times |
| |
| =E0us <100us =Z00us <E500us =lms= =fms <bms= <10ms= =Z0ms ==Z0ms |
| 29237 47470 1270 433 19a zen g9l 1z00 zEklg 28370 |
| Serwver times |
| |
| =lm= =Ems= =1l0m= =Z0m= =50m= =100ms <Z00ms =500ms =1l= ==lm= |
| u] u] u] 14 1EEE a0a0 L0333 EQ3G 108 3 |

Figure 143: ST02 > detail analysis > number ranges - number range statistics
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Another way to see the impact of this problem is with ST02 (detail analysis > semaphores). In order to
interpret these statistics, take note of the time when the collection started, to calculate the delay time
over the interval. See SAPnote 33873 for information on this display. Remember to turn the semaphore
statistics off (settings > monitoring off) after viewing.

Mait time entering the critical path
Besidence periocd in the critical path

Eewy No. =100us <lm=s =1l0m= =<100ms <l= <=10s=s =10s Time/m= Protected area
1l | le,811 |15,el12 | fog | 4837 | 231 oo o | 0O | 104 | ABAP/4 program buffer
1 | 16,811 [14,644 | 1,133 | 1,023 | 1] o | o 0 | Z048 |
21 4,086 | 4,038 | 28 | o | ool o ool o 0 | Work process commanication
z | 4,086 | 4,083 | 21 1| o o | o o | o1
Ic| Z,34E | E, 3222 | 1z | z | o | a | o | a | 0 | APPC communication
21 2,342 | E,3238 | 4 | oo o | oo o | oo o |
4 482 | 486 | 21 o | o o | o o | 0 | Terminal communication
4 | 488 | 487 | 11 o1 o1 o | o1 o | 01
R 435 | 431 | 5 o | ool o ool o 0 | Work process commuanication
51 436 | 435 | o | o | o o | o o | o1
& | 28% | 213 | 2 | e | 5 oo o | oo 0 | Boll adwministration
& | 282 | oo oo z82 | o oo o | o | l1oze |
71 14 | 14 | o o o o | o o | 0 | Paging administration
7 14 | 13 | o1 11 o1 o | o1 o | 01
S| 1,785 | 1,308 | & | 17 | 176 | Zaz | a | a | 65=| Mumher range buffer
2 1 1,783 | 1,631 | a | a | a g3 | o | a | 15=|

Figure 144: ST02 >detail analysis > semaphores - semaphore statistics

Since the number range was already buffered, we need to find the number range causing the problem,
and increase its buffered quantity. Run a STOS trace (selecting only NRIV table) to determine the
number range which is causing the problem, then go to SNRO and increase the size of the buffered set
size for this number range.

9.3. Check for network performance problems

9.3.1. Lost packets indicators

High DB request time can be caused by network problems such as dropped or lost packets. ST03 or
STAT/STAD might point to this problem, if they show slow database request times while the
internal database server indicators (ST04 times, ST04 statement cache elapsed times, etc) show
good performance.

SQL trace in SAP can also be a pointer to this problem, when the trace shows statements that
intermittently take a very long time (can be hundreds of ms, or seconds) to complete.

While the SAP indicators can hint at a problem with lost packets, the problem must be pinpointed
with OS and network tools. Switch and router settings, hardware problems, and operating system
parameters can each cause lost packet problems.
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9.3.2. Slow network indicators

The time required to make an SQL call from application server to database server varies with the
type of network and network adapters used. Viewed with ST05, Escon based networks will
generally have median SQL call times of 4-8 ms, OSA-2 based networks (FDDI and Fast Ethernet)
generally 3-6 ms, OSA Express Gigabit Ethernet generally 1-3ms. Networks, or network adapters,
that are overloaded will not be able to achieve these times. Problems with overloaded OSA
Express Gigabit Ethernet adapters are rare, due to the very high capacity of OSA Express.

A simple test of network performance is to run an ST05 SQL trace, summarize ( STOS5 > list trace >
goto >summary), sort by time, and pull the slider bar on the right to the middle. If the median time
is much higher than you would expect for your type of network, and the DB2 internal performance
indicators (ST04 times, ST04 statement cache) look good, then there may be a network
performance problem. Examine the CPU and paging activity on the DB server, to confirm that
neither CPU overload nor paging is the cause of the consistently slow SQL. If the CPU and paging
are OK, it increases the odds that it is a network problem.

For more detailed information on network performance, with a slight system overhead from
tracing, the ST04 “ICLI trace” has an option to collect “network statistics”. This computes average
time in the network. This trace subtracts the DB2 time from the SQL request time, and can give a
very accurate indication of network performance when the DB server has a CPU or paging
constraint. Please keep in mind that “network statistics” includes time on the physical network as
well as the TCP/IP protocol stack on both application server and DB server, so system-wide
problems such as CPU overload, paging, errors in workload prioritization can create long
“network” times in the “network statistics”.

9.4. Sample network performance problems

9.4.1. Slow network performance example

The example is an examination of the performance of APO CIF. Start by examining the STAT
records, and note that all the DB calls seem slow. Average update, insert, and deletes times are
over 15 ms per DB call, which is slow.
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Analyets of ABAPFA database requests (only explicitly by apolication)

Database raguests total hH Rapuest time 18,664 w5
Aatchcode Time B ms
Commit Liae 147 W2
Raguests on T?F7? tables a Raguest time i -
Type of [atabase Bequests | batabase Aequest | Awg. time
LEAR A request Repuests ross [to butfar calls |timaima)] |per rec
Total 550 35 d64 fi5 416 18,064 18.3
Direct read 258 ok | B3 1. 0858 4.1
Sequertial read 247 34 9585 2 aTa g 178 331
Upaat s 43 43 413 G456 1% 8
Delete 1 2 2 16 160
In=art i i 1 i9 19.0

Figure 145: STAT record with slow change SQL

Since all calls to the DB server are slow, there are several possible causes —
e CPU overload on DB server

Incorrect configuration of priorities in WLM on DB server

Network capacity or configuration problems

Incorrect TCP/IP routing configuration

Etc.

Use the ST04 ICLI “network statistics” trace, to determine the network time for database requests.
The ICLI network statistics remove the time in DB2 from the request time for each database
request sent from the SAP application server. What is left is time spent in the network protocol
stack on application server and DB server, and time moving data across the network.

Be sure to turn the ICLI “network statistics” off after gathering data. Gathering these statistics
places an additional load on the DB server and application server.

The ICLI “network statistics” are saved in the developer trace files, which can be viewed by AL11,
ST11 or SM50.

ICLCEZSE6T Network Startistics about sent packets (requests):

HPALC #EEC AWG(ER) MINI(EE) MA<(EE) | <128 | <EZER& | =512 | <1084 | <z2048 | =40%& | <8132 | <l&384| <31959| <&4000

Z 1000 0.18¢ 0.011 3.658 =1 194 zog o o 13 o o o o
[dbs1ldbE o ZEE4]

C *** ERROR ==

ICLCZEZ7I MWetwork Statistics about receiwved packets (responses):

#PAC #REC AVG(EE) MINI(EE) MAH(FR) | 128 | <256 | «<E1Z | <1024 | =Z2048 | <4096 | <813Z | <163834| =31535| =64000

z 1000 0.087 0.01e 0.031 1000 u] a a a u u] u] u] u]
[dbsldbz. o ZZ24]

C *** ERROR ==

ICLCZEZ8I MWetwork Statistics about time of request/response pairs:

#PRAC #REC AVGims) HINims) Mikims) | =2 [ | =g | <18 | =32 | =32

Z Looo 17.553 1.806 197,825 Z 165 137 Z04 301 131

Figure 146: ST11 > display - ICLI network statistics in developer trace
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In Figure 146, there are two things to check. First the average time on the network for each
database call is very long — 17.553 ms. Average times vary with the type of network connectivity.
For database calls with small packets sent and received, OSA Express Gigabit Ethernet is generally
1-3 ms, OSA-2 is generally 2-5 ms, and Escon generally 3-7 ms. 17ms is very long for any
network type. Second, look at the distribution the packet sizes sent and received. If most of the
packets are very large, then average times will be longer than these ROTs, because the large
packets have to be broken down to network MTU size for sending. In this case, almost all packets
are less than 512 bytes, so they will fit into the MTU.

Since average times are long, and small packet times are also long, there seems to be a problem in
network performance. Follow-up actions would be checking CPU and paging activity on the DB
server, checking WLM priority settings on the DB server, checking physical network settings and
performance.

9.4.2. Lost packets example

Figure 147 is a trace from a 4.0 SAP DB2/390 system that was having packet loss due to incorrect
switch settings. On this system, the retry time for lost packets was 10 seconds. To create a trace
like this, run STO5, summarize the trace (STOS5 > list trace > goto >summary), and sort by time.

SAP systems running TCP/IP do not have a fixed 10 second timer for retry, but will show similar
behavior to what is shown in this trace -- that is there are intermittent statements that take much
longer (50-100 times, or more) than normal.

| PID Pro Cli Time Tocodefpr Tabhle 50L op Recs. Time |
| 00000458 DIA 040 12:-57:-2Z0.535 WAOL DolaL SEL 1 11336.1397 |
| 00000458 DIA 040 1Z:E5E6:E86.62Z3 WAOL DOZL1T ZEL Z81 11zz5_E5E54 |
| 00000458 DIA 040 12:-57:-32.353 WAOL Do1OY SEL 1 1lo&1ls._3399 |
| 00000458 DIA 040 12:E5E7:08.717 WAOL DOlaL ZEL 1 10l&54_731 |
| ooooo452 DIA 040 1zZ:-5e:Ee. 152 Waol DOZ1T ZEL 221 474 _ &322 |
| 00000458 DIA 040 12:E5&:E50.192 =2T10 MOMNT ZEL =0 343094 |
| ooooo452 DIA 040 12:E57:432.21e Waol Dz01T ZEL 3Z4 FE0. 545 |
| 00000458 DTIA 040 12:E57:43.392 WAOL ATAB-{{{{{{{{4{1 2EL &0 ZEZZ_1E5E |
| ooooo452 DIA 040 12:E57:432. 8520 Waol D24ZL ZEL 1 177.02% |
| 00000401 DIA 040 12:57:-45_.91=2 DO1OINC SEL 5 172120 |
| 00000458 DIA 040 1Z:E56:49.360 =2T10 DOZL1T ZEL Ed 1EE_03E |
| 00000458 DIA 040 12:56:37.235 ALOS oDolaT SEL 1 15Z_952 |
| 00000452 DLIA 040 12:E&:439. 70 DO1OTARE ZEL 11 1E1.3&6E2 |
| oooo0452 DI&A 040 1Z2:56:36. 823 DO1OINC SEL 5 144_05= |
| 00000401 LIA 040 12:E57:47.08E DO1OTARE ZEL 7 13E5_4z2 |
| 0o0oo0401 DI&A 040 1z2Z:E57:4e. 202 ARTO DO1asINF ZEL 1 12232322 |
| 00000401 LIA 040 12:E5E7:4&. 385 Dolas ZEL 1 133.027 |
| oo0ooo452 DIA 040 12:E57:432.0%4 Waol DolaT ZEL 1 124 . 7532 |
| 00000458 DIA 040 12:56:36.976 DO1OTAR SEL =] 11z.983 |
| 00000401 DIA 040 1Z2:E5E7:46.640 Dolas ZEL 1 111.74E |

Figure 147: STOS sorted summary with lost packets

9.5. Check for global DB server problems

The DB2 administration guide (SC26-9003) contains detailed guidance for performance tuning with DB2.
Following is a quick summary of key performance indicators on the database server.
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9.5.1. CPU constraint

OS monitoring tools, such as RMF I and RMF III, will report this problem. In addition, there are
indicators in DB2, such as high “not attributed” time in ST04 “times”, that can point to a CPU constraint
on the database server.

RMF II1I, with the PROC command, can indicate the extent to which DB2 is delayed. The higher the
PROC delay, the more DB2 can benefit from additional CPU resources.

Inefficient SQL can elevate CPU usage on the DB server, so the SQL cache should be examined as part
of the action plan when a CPU constraint is seen on the DB server.

9.5.2. Bufferpool and hiperpool memory allocation

9.5.2.1. Hitrate goals

In SAP, each dialog step makes many database calls. In order to provide good dialog step response
times, we want to achieve very high hitrates in the bufferpools. Since most R/3 transaction SQL is
processed by DB2 as random getpages, the key indicator is “random hitrate” for most bufferpools.
This is defined as 100* (random getpages — synchronous read random)/(random getpages), and is
reported by ST04 and DB2PM. The random hitrate for most bufferpools should be in the high 90s.

For some bufferpools, such as BP1 (sorts) or bufferpools containing tables with primarily sequential
access, random hitrate is not important. These bufferpools generally use prefetch I/O to access the
data. Since random hitrate is not important here, but I/O throughput is, confirm that there are not I/O
constraints on the disks, when examining the performance of bufferpools with primarily sequential
access.

9.5.2.2. Bufferpool tuning

In order to match bufferpool attributes to the way tables are referenced, SAP and IBM provide
guidelines for allocating tables to DB2 bufferpools. DB2 can allocate many bufferpools that are
optimized to different access patterns. SAP manual 51014418 “SAP on DB2 UDB for OS/390 and
z/OS: Database Administration Guide”, describes how to analyze the table reference patterns, and
place tables in bufferpools that have been created with attributes that match the access patterns. Use
these guidelines to move tables with special or disruptive access patterns, for example large tables
that have low re-reference rates like FI and CO tables used for reporting.

If you have good database performance (low DB2 delay percentage, etc) with the default bufferpool

layout configured at installation, then there is probably no need to do the additional bufferpool
tuning described in the SAP on DB2 UDB for OS/390 and z/OS: Database Administration Guide.

9.5.2.3. DB2 bufferpool memory with 31-bit real (up to OS/390 2.9)
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Since storage in DBMI1 is bounded by the 2GB address space VSTOR limit, and bufferpools are
allocated from DBM 1, hiperpools can be used to make more buffer memory available to DB2 for
SAP. Hiperpools reside in page-addressable Expanded Storage (ES) outside the DBM1 address
space. Since hiperpools cannot contain “dirty”” pages (pages which have been changed, but not
written to disk), bufferpools containing tables that are re-referenced and not frequently changed are
good candidates for backing by hiperpools. Changed pages are written to disk before the page is
written to hiperpool, and if pages in a table are seldom re-refererenced (as with large tables used for
reporting) then prefetch 1/0O is the most effective way to bring the tables to DB2.

The key indicator for determining if hiperpools are being effectively used is the re-reference ratio. It
is the percentage of pages written from bufferpool to the hiperpool that are later read back to the
bufferpool. This is reported in SAP bufferpool detail statistics as “Hiperpool efficiency”. A re-
reference ratio above one in 10 (reported as 0.10 in hiperpool efficiency) means that the hiperpool is
effective. If the re-reference ratio is lower, then the overhead of searching the hiperpool, failing to
find the page, and having to do the I/O is not worth the savings gained on the few occasions when
the page is found, and the hiperpool is not helping performance.

9.5.2.4. DB2 buffer memory with 64-bit real (z/OS and OS/390 2.10)

While DBM1 is currently still bounded by a 31-bit addressing limit, with 64-bit real support,
dataspaces can be used (instead of a bufferpool and hiperpool pair) for each bufferpool. This has the
advantage that DBM1 VSTOR constraint is alleviated, since the dataspace for the bufferpool resides
outside DBM1. DBM1 contains control structures to reference the dataspace, which take much less
memory than the size of the dataspace.

Unlike the bufferpool/hiperpool architecture, where hiperpools cannot contain dirty pages (changed
pages not yet written back to disk), dataspaces offer a single pool that is managed in the same way as
bufferpools. Dataspaces must be backed by real storage (CS), not ES, for good performance.

9.5.3. DB2 sort

Due to the nature of SQL used with SAP R/3, which is generally simple indexed SQL, sort performance
is very seldom a problem with R/3. With SAP R/3, monitor for the standard DB2 indicators — prefetch
reduced or DM critical threshold reached, which show that the space in the bufferpool is not sufficient to
satisfy demand. Check I/O performance on the volumes where the sortwk datasets are allocated, to
verify that there is not an I/O constraint at the root cause.

DB2 sort can be a performance issue with BW systems, or APO systems, since the SQL for infocubes
can be very complex. BP1 (the sort bufferpool for SAP) may need to be enlarged, and many SORTWK
areas may be needed. SORTWK areas should be spread across several disks.

9.5.4. DB2 rid processing

RID processing is used by DB2 for prefetch processing (e.g. list prefetch, where non-contiguous pages
are read in a single I/O) and for SQL processing (e.g. hybrid join).
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There are four different kinds of problems related to RID processing, they are reported by SAP as:

e RDS limit exceeded, where the number of rids qualifying exceeds 25% of the table size. This is
almost always the RID failure encountered with SAP, and is an indicator of a bad access path
choice. The scenario is as follows. DB2 chooses an access path with RID processing at
optimization. When executing the statement, DB2 recognizes that it is going to process more
than 25% of the table, gives up on rid processing, and does a tablescan. If this occurs frequently
and impacts performance, use DB2 traces with IFCID 125 to find the cause. Then evaluate ways
to influence the access path, such as reoptimization at execution time.

e DM limit exceeded, where the number of rids qualifying exceeds 2 million. This is really a
variant of RDS limit exceeded, where RID processing of a huge table is being done. In this case,
DB2 hits the DM limit before getting to RDS limit. The action is the same as RDS limit
exceeded.

e Storage shortage, when the 2 GB VSTOR limit in DBM1 is hit. See SAPnote 162923 regarding
VSTOR planning, and reduce the VSTOR demand by tuning MAXKEEPD, EDM, bufferpools,
etc.

e Process limit exceeded, when the “RID pool size” configured in DB2 is exceeded. In this case,
one can increase the size of the RID pool.

Recent versions of SAP and DB2 report RID failures in the ST04 statement cache as part of the
statement statistics, so one does not have to use IFCID 125 to find RID processing failures.

9.5.5. DB2 EDM and local statement cache

SAP uses DB2 dynamic SQL to access data. With dynamic SQL, the SQL is not bound in a plan, to be
executed at runtime. The SQL is prepared at runtime. When statements are prepared using DB2
dynamic SQL, a skeleton copy of the prepared statement is placed in the EDM pool. Preparing the
statement, and putting a skeleton copy in EDM is called a full prepare. The thread also gets an
executable copy of the statement in its local statement cache.

Once the statement had been prepared and placed in the EDM pool, if another request to prepare the
statement is issued by another DB2 thread (for an SAP work process), then DB2 can re-use the
skeleton copy from EDM pool, and place an executable copy of the statement in the other thread’s
local statement cache. This is called a short prepare. Re-using a skeleton from the EDM pool takes
about 1% as much CPU as the original prepare.

Each thread also has its own local copy of the statements that it is executing. The number of locally
cached statements is controlled by the DB2 parameter MAXKEEPD.

The key indicators related to EDM and the statement cache are shown in ST04 “DB2 subsystem
activity” as
e Global hit ratio, which is the hit ratio for finding statements from EDM pool when a statement
is prepared. Since the original prepare is expensive, this should be kept high — 97%-99%, if
possible.
e Local hit ratio, which is the hit ratio for finding statements in the local thread cache when a
statement is executed. When the MAXKEEPD limit is hit, DB2 will take away unused
statements from a thread’s local cache. If the thread then goes to use the statement which has
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just been stolen, DB2 will “implicitly prepare” the statement. If the global hit ratio is high, this
implicit prepare will be quickly and efficiently done.

Focus on keeping the “global hit ratio” very high. If the “local hit ratio” is lower, even down to 60%-
70%, it is not usually a problem for performance, since short prepares are very efficient.

If the “local hit ratio” is low, and there is VSTOR available in DBM1, then one can increase
MAXKEEPD to increase the limit on the number of statements in the local cache. Since short

prepares are very efficient, a low “local hit ratio” is not generally a problem. In general, it is better to
keep MAXKEEPD at the default or below, and give VSTOR to DB2 buffers.

If VSTOR in DBMI is constrained, and you are running DB2 on a system with 64-bit real hardware
and software with sufficient real storage (CS), then the EDM pool can be moved to a dataspace. This
will reduce the demand for VSTOR in DBMI.

Low local cache hit ratio is not generally not a problem in tuning an SAP DB2 system. Usually, the
system installation defaults (or something a bit smaller) are fine. Tests done several years ago by IBM
showed that 1,200 short prepares per minute increased CPU utilization by about 1%, compared to CPU
utilization with 25 short prepares per minute. 20,000 short prepares per minute increased CPU usage
by about 5%. These are samples based on older versions of SAP, and thus do not reflect real-world
results, but they show that a system can run rather high rates of short prepares without a serious
performance problem.

9.5.6. Memory constraint on DB server

The cardinal rule in allocating memory on the DB server is to adjust DB2 memory usage to avoid
operating system paging on the DB server. It is more efficient to let DB2 do page movement between
BP and HP than to have OS/390 page between CS (central store) and ES (expanded store), or disk (aka
aux storage).

Use the customary OS/390 indicators in RMF, such as migration age (under 500-700) showing ES is
overcommitted, UIC (under 60) showing CS is overcommitted, and migration rate (over 100) showing
too much paging to disk.

9.5.6.1. ES constraint

Even without access to the OS/390 monitoring tools, one can see symptoms of ES over commitment
in DB2 indicators. See the “hpool read failed” and “hpool write failed” counters on the hiperpools.
If these are more than a few percent of hiperpool page reads or writes, then there is probably an ES
constraint that is causing OS/390 to take ES pages from hiperpools. You can also see the impact of
0S/390 taking hiperpool pages away from DB2 in the bufferpool counters “hiperpool buffers
backed” and “hiperpool buffers allocated”. If backed is less than allocated, it can also point to an ES
constraint.

9.5.6.2. CS constraint

Without access to OS/390 tools, one can see symptoms of CS constraint in DB2 indicators. High
STO04 “not attributed” time, which is discussed in section 8.1, is an indicator of a possible CS
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constraint. In addition, the bufferpool counters “page-ins required for read” and “page-ins required
for write” will indicate CS constraint. These should be very small, as a percentage of getpages — one
percent at most. The usual goal with SAP is to have bufferpool hitrates in the high 90s. If there are
also a few percent of getpages that have to be paged in, this in effect reduces the hitrate, and may
decrease the bufferpool hitrate below the recommended range.

9.6. Sample global DB server problems

9.6.1. Example of ES constraint on DB server

Here is an RMF I report. ES storage constraint is indicated by a low migration age (MIGR AGE). The
average is at the edge of our 500-700 ROT. MIGR AGE below this threshold shows over-commitment

of ES.
PAGCGING ACTIVITTY
PAGE z
0%/390 SYSTEM ID TCPL START 07/13/2001-15.00.00 INTERVAL 000.44_ 53
REL. 0Z.0%.00 RPT VERSION Z.7.0 END 07/13/2001-15_44_5% CYCLE 1_000 ZECONDE
OFPT = IEAOPTOO EXPANDED STORAGE MOVEMENT RATES - IN PAGES PER SECOND
ESF CONFIGURATION HIGH UIC MIGER AGE
INSTALLED ONLINE MIN 254 1z
——————————————— M 254 1299
ZE2042 zk2042 AV z2k4.0 822
MIGRATED FLEED
WEREITTEN TO READ FROM FROM WITHOUT e EXPANDED STOPRAGE FRAME COUNTS --——- =
EXP STOR EXP ETOLR EXP ETOL MIGRATION MIN MAR AVG
TOTAL BT zz25.78 78.68 43. 91 L4 72 255,380 257,898 257,579
PAGES % 100.0% 100.0% 100.0%
HIPERSPACE BT 44 73 a.on a.oo 103, 569 124,663 113,695
PACES % 13.6% 0.0% 0. 0%
vIo BT a.oo a.on a.oo a 1 i}
PACES % 0.0% 0.0% 0. 0%
SHARED BT a.oa 0.0da
PAGES % 0.0% 0.0%

Figure 148: RMF I Paging report — ES constraint
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9.6.2. Example of CS constraint on DB server

In this example from an RMF I report, there is too little CS available on the database server, as shown
by the UIC being somewhat low (AVG 33, MIN 5, rule-of-thumb 60), while there is no constraint on
ES, since the ES migration age is high. Since is it more efficient for DB2 do page movement between
CS and ES by moving between bufferpool and hiperpool, it would be preferable to reduce the overall
demand on CS and move storage demand to ES. One could do this by reducing the size of the size of
the DB2. bufferpools, and increasing the size of the hiperpoolg, or by reducing MAXKEEPD.

PAGCING ACTIVIT

PAGE E
0z/390 STETEM ID V2P START 03/E7/1255-14.00.00 INTERVAL 001 00,00
BEL. 0Z_0&5.00 EPT VERSION Z.4.0 END 03/Z7/1995-15.00.00 CYCLE 1.000 SECONDS
OrT = IEAOQPTOO EXPANDED STORAGE MOVEMENT DATES - IN PAGEZ PER ZECOND
ESF CONFICURATION HIGH UIC MIGE AGE
INETALLED ONLINE MIN L 99373
——————————————— iz 70 104645
SZRESE SZEE9E AVG 33.1 10Z007.9
HIGEATED FREED
WRITTEN TO READ FROM FROM WITHOTT R E{PANDEDL STORAGE FRAME COUNTE ----- e
EX{P ZTOR EXPF STOR EXPF STOR  MIGRATION MIN A AVE
TOTAL RT 471 52 399._90 n_od i} 359, 382 374,664 369,330
PALGES % 100, 0% 100._0% lDD_D%|
HITEDREPACE BT 0.00 0.0l 000 1zz, 000 1zz,000 1zz,000
PALGES % 0.0% 0_0% 0_0%
VIo BT 0.0o0 o_oo o_oo 2 10 3
PALGES % 0.0% 0_0% 0_0%
SHALED BT 0.0o0 o_og
PAGEER % 0.0% 0_0%

Figure 149: RMF I Paging report — CS constraint

9.6.3. CPU constraint
See the example in 8.2.3.

9.6.4. 1/0 constraint

In this example, there is a system constraint caused by a configuration problem. As on some of the other
examples, this is not a problem one would expect to find in real life, but the process shows how to go
from SAP performance indicators to OS/390 statistics.

Start with an ST03 workload summary. Generally, STO3 is not helpful in showing performance
problems, but if the average times for sequential read, changes, or commit are exceptionally high, it can
point to a problem on the DB server. In this case, average commit time is over 50 ms, which is unusual.
It could be normal, where there are jobs that are making many changes before commit, or it could be a
sign of a problem.
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I I
| CPUJ time l,882.0 = Database calls SEE,. 078

| Elapsed time Z,600.0 = Database redquests 4,173,151

| Direct reads 2,215,016

| Dialog steps 7L, E93 Bequential reads EE7, 1958

| Changes Z30,940 |
|  Aw. CPU time 4.5 ms

|  Aw. BFC4+CPIC time 0.1 ms Time per DE request E.d4 ms

| Direct reads 0.9 mn=s

|  Aw. respohnse time E7E.3 ms Bequential reads 4.8 ms

| Aw. wait time Z7.9 ms Chanhges & commits L5 E ms=s

| Av. loadtgen time 2.7 ms

| Awv. roll time 0.1 ms Boll in time L.g

| Awv. DB reqg. time Z96.4 ms Boll out time 0.9

| Aw. endquens time 0.0 ms Boll wait time z,019._4

| Boll ins 9,249

|  Aw. bytes redq. 0.2 kB Boll outs 2ER

Figure 150: ST03 with long change and commit time

The STO04 times display is from a DB2 V5 system, where “service task switch” contains commit
processing. Here, class 2 is not gathered, but class 3 is. Note that the average “service task switch” is
93 ms, which is long. In DB2 V5, commit processing s part of “ServTaskSwitch” suspension.

I/0 suspension time o_oao I/70 susp (Awog) &6_7E
Lock/Latch susp time o_aaoo Lock,/Latch susp (Awg) &_E13
Other Read Susp o_ooo Othr read susp (awvg) 7.961
Othr write susp. o_ooo Othr write susp (awdg) BE_ 239
ServTaskiBwitchsusptime o_ooo BervTaskBwitchiusp (Lwg) S93.55
Arch log quiesce susp o_oao ArchlLoguiescelusp  (Awvg) u}
Drain lock susp time o_aaoo Drain lock susp (avg) u]
Claim rel susp time o_ooo Claim rel susp [(Awvg) u]
Arch read susp time o_ooo Arch read susp (Awg) u]
Page latch susp time o_ooo Page latch susp (awg) 45 _ 73
Notify mess susp time o_oao MNotify mess susp (4wl u}
Global lock susp time o_aaoo Global lock susp (avg) u]

Figure 151: ST04 times long service task switch

Now, go to OS/390 RMF III. Check DEV to see device delays.

PMF z.4.0 Device Delays Line 1 of 4

Samples: 3IEED Bvstem: BAPE Date: 07/23/93 Time: 17.00.00 PRange: 3I600 Seac

Berwice DLY USG CON @ ---—-—-——————- Main Delay Volumei(s) --———-—-——————-
Jobname C Class % % % ¥ VOLSER ¥ VOLSER ¥ VOLSER ¥ VOLSER
QALSAMSTR & DRED &4 77 1EE &1 QAS001 4 QAzO0z 1 TMMOl= 1 THMMOZZ
QASADEM]1 &5 DEED 8 3z 70 1 QAas047 1 QAs0E7 1 QAS03S 1 Qas013
CATALOG & SYSTEM z 1 1 2 QAZ001 0 MCTEOL 0 QAZ053 0 Qaz0l:3
QA1 & BYTRETC 1 1 u] 1

Figure 152: RMF III DEV report
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There was one device, QAS001, causing the most I/O delay to DB2. The address space, QASAMSTR,
is a hint that this is not a problem with I/O to the tables and indexes in the DB2 database. RMF III

credits delay on tables and indexes to DBMI.

Next, look at the datasets on the QAS001 volume.
PMF z.4.0 Data Set Delays - Volume

Samples: 3583 System: S3APE Date: 07723793 Time: 17.0

o_on

Line 1 of 2

Bange: 3500 Sec

—————————————————————————— Wolume QAS001 Device Data ———-———————————————————————

Number: 1370 Active: 29% Pending:
Dewice: 33903 Connect.: TE% Delay DE:
Ehared: Tes Disconnect: 1E5% Delay CI:
Delay DP:
—————————————— Iiata Set Name —-—————-——---————- Jobrname
SAPQASA LOGCOPTL.DE0Z.DATA QAZAMETL
SAPQASE LOGCOPYL.DEOLl_ DATA QASAMETER
SAPQASE LOGCOPYTL._DEO0Z_DATA QASAMETER
ETS51.WvWDE . WQASOOL CATALOG
SAPQASA BSDE0Z. INDEX QASAMETE
SAPQASA BEDLS0OZ._DATA QASAMETE
CATALOG. SAPQAS CATALOG
CATALOG.  SAPQAS CATINDEX CATALOG

Figure 153: RMF III DSNYV report

AZID
ooe7
ooa?
ooa7
o045
ooa7
ooa7
oo4E
o045

Average Users
Delayed
o.g

LTT3G% DD LY%
ZE ZE
£3 23
13 ZE

oocooo
[ = S

Note that the volume contains three log datasets. When a log switch occurs, DB2 is writing the log to

one dataset, and copying the log from another on the same disk.

This was a QA system, which had not been setup using the standard guidelines for productive systems.
On a productive system, logs should be on separate volumes. One would not expect to see this problem
on a productive system. The goal of the exercise was to link the SAP ST03 change and commit time

down to the OS/390 cause.
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Estimating the impact of fixing problems

9.7. ST04 cache analysis

Start cache analysis by using ST04 sorted by total getpages, rows examined, or elapsed time. In this
way, you can focus on statements with the largest impact on the system.

9.7.1. Estimate system impact of inefficient SQL

By comparing the ST04 statement cache statistics and the ST04 bufferpool statistics over an interval,
one can estimate the impact of inefficient SQL on the entire system.

In this example, we have stopped IFCID 318 and restarted it, which resets the statement cache statistics,
so that the statement counters are gathered over a known interval. Use ST04 “subsystem activity” to
reset subsystem statistics at the start of the interval, and then use “since reset” to report on bufferpool
and SQL activity since the start of the interval.

DB2 CPU usage is related to the number of getpage operations performed. In general, a statement that
performs many DB2 getpages to return a result will use more CPU than a statement that performs fewer
getpages — searching the additional pages required additional CPU. Use the getpage sort in ST04
statement cache, and compare the total getpages performed when executing a statement with the total
number of getpages performed by DB2 in the same interval. Look for statements which are inefficient,
and which perform a significant percentage of total DB2 getpages
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Use ST04 > “subsystem activity” > “reset” to reset the statistics at 13:48. At the same time, stop and

restart IFCID 318 from ST04 “DB2 commands”.

™ DB2 Subsystem Activity: Overview =101 =l
Database analysis Edit  Goto  Swyskem  Help Q
& || W@ MR anaa AE| @
Feset  Since reset  Since DB start Since last refresh List format
— -
Subsgyztem IPESA at 14:03:02 04,/17 /2002 D ata since Last reset —
Last reset 13:48:07 04717 /2002 DB system DEzZ
Last refresh DB release &.1.0
Lock waitz | GEF activity D ata zharing locking I
Buffer pool activity |
b ax active pages E1l._3200 % |[EPL Buffer pool shortage MO
Mir. hit ratic 76.33- % [BP2EOD Hiperpoal concarns IBPSZK YES
Locking activity Logging activity I
Deadlocks o Active log write ratio 298
Timeouts 1}
Suzpensiong ZEE
I=]
[PE3[2)(400) ~ [ustca203 [OVR | O7.08 4

Figure 154: ST04 > DB2 subsystem activity

In DB2 subsystem activity, after a while, use “since reset” > “list format” to list the subsystem statistics

over the interval.
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DB2 Subsystem Ac

Database analysis

Edit

Goko  System  Help

@ |

W eEe  CHE DL BRI @

Reset

Since reset

Since DB start

Since last refresh

Bead operations per buffer pools for subsystem PE3A at

General information about buffer pool for subsystem PEZA at

15:01:07 0471772002

15:01:07 0471772002

1

Last reset time: 13:43:07 Last refresh time: 8 8 Data since: Last reset _J
Buffer pool Buffer Getpage Getpage Synchronous Svnchronous Sequential
Name Hit ratio (%) Deguest Becgquest sedq. Deads Beads Prefetch =
Total Aooess only Total Seq. access Beoquested Pre
EPO 86_Z2881611 20594 156 21EE & ]
EPl 832.89701=E2 206471 121&20 20 24 12056
EPZ E2_3746837 10802498 7311338 E21344 Z133Z0 Z238E01
EP2 Sd4_436E5133 E2E3369 8569333 111272 Z8E30 17548
EP3ZK 7E&_8057Z0E5 387338 2612 BEEZ36 3EE 205
EPSEOQ 2.05043587 Fl4ds 20243 zZ138 255 2530
EP1cED u} L] u} L] u} u}
Buffer pool List Li=st List Dynamic Dynamic Dynamic
Name Prefetch Prefetch Prefetch Prefetch Prefetch Prefetch
Bequested Beads Pages read Bequested Beads Pages read H
EPO u] (1] u] 48 33 a1z
EPl u] 1] u] 1] u] u]

of

[PEZ (21 (400) ~ [ustea203 [OVR [ 0808 7

Figure 155: ST04 subsystem activity over interval
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Display ST04 statement cache statistics. Since they were reset at the start of the interval via stop and
restart of IFCID 318, this example does not use reset and “since reset” for statement cache. Use the
“Execution statistics” tab, and sort by getpages.

™ Statement Cache Statistics: Overview i ] |
Statistics  Edit  Goto  Swstem  Help -
& | e 2ME anaa AR @
L [Bl Details = F B Statistics field B Sting  Feset  Since reset
DBZ2 subzystern 15:01:09 |04/17/2002 Data zince: I DE start
Last reset:

Highlightsl Statusl Timers  Execution statistics

Getpages Fows examing Fows process Sorte Index scans | Tablespace = Statement text ﬁ
24623985 S27565644 u] 1] Fd O|SELECT "MANDT" , "ENUMA" | "EUMAG" ;
1580180 1164504 u] 1] 1083874 O|SELECT = FROM "MDUR" WHERE "MANT |

968158 2E019&0 u] 1] zg OSELECT T_0O0 . "WBELN" FoOM "WERP"T |
77832 4505433 u] 27 1] 237 |SELECT =3 FLOM "WV _HTHNM" WHERE "ML
EeEz0g 2409476 19z 220 11z0 FZE|SELECT DISTINCT =3 FLOM "W _0OP" WH
337545 ZE91318 1963 1] Ed O|SELECT =3 FLOM "M KREDAL" WHERE "M
317702 1427060 1733 1 Z O/SELECT T_0O1 . "ANWLN1" , T_0Ol . "ANLNH
ZZ977E 105033358 =151 1] 1] &63|SELECT "0OBJEE" , "CLIMT" , "STATUO" ,
223446 139876 B62630 1] ll4400 O|SELECT * FROM "EEPO" WHERE "MANT
Z11853 2085315 Izl (1] 35 Q|SELECT * FROM "ADRC" WHERE "CLIE
la3z55 2841237 15 (1] 391 Q|SELECT * FROM "EEEFP" WHERE "MAND
1921731 3Elle a o o ODELETE FROM "TUSREFZ" WHEERE "MANDT" T
[« [ [+

[PE3 (1] [400) = [ustca203 [OWA | 0806 7

Figure 156: ST04 cached statement statistics over interval sorted by getpages

Now, compare the total getpages over the interval from Figure 155 (16,300,000) with getpages
performed by inefficient statements at the top of the statement cache list. Note that the four top
statements return few rows compared to rows examined or getpages, so they may be inefficient and
candidates for improvement.

The next step is to check the per-execution statement cache counters on the “Execution statistics” tab,
which are not shown here. If these statements perform hundreds or thousands of getpages per execution,
and return few rows on each execution, then they are candidates for improvement. If they perform few
getpages per execution, and return few rows, they are already efficient. Use the analysis process
outlined earlier (check available indexes, check catalog statistics, etc), to determine the cause of the
inefficient access, and then take action based on that cause.

The two statements at the top of the list are performing 15% and 10%, respectively, of all the getpages
done by DB2 during the interval. If we could improve the efficiency of these statements, then there
would be a reduction in CPU usage, and there would very likely also be a reduction in I/O activity, as
reducing getpages would reduce memory pressure on the bufferpools.

A rule-of-thumb is that inefficient statements that consume more than 5% of total getpages are high
impact, and should be addressed promptly. Fixing several statements that consume more than 1% of

Page 182



IBM Americas Advanced Technical Support === =

total getpages can, taken together, also have a measurable impact on the system performance, and they
should also be addressed.

9.7.2. Estimating the opportunity for improvement in inefficient SQL

When evaluating inefficient statements in the SQL cache, one can estimate the potential improvement in
resource usage and response time, by comparing the current resource usage with hypothetical good SQL
statement usage.

For example, you have found a statement that does 500 getpages per row returned and takes 100 ms
internal DB2 time (ST04 average elapsed time). One can estimate that if the could be converted into a
well indexed statement where all rows could be selected based on an index, that it would take just a few
getpages per execution, and have an internal DB2 time of under 1 ms. We have seen many examples of
how efficiently indexed SQL takes only a few getpages for each row returned. If an inefficient
statement runs thousands of times a day (see ST04 statement statistics for counters), then fixing the
problem would help overall system performance. Addressing problems of this sort will help to improve
bufferpool hitrates, reduce I/O, and improve system response time.

The kinds of problems usually seen, and the order in which we suggest to address them is:

e Complaints of end-users.

e Frequently executed inefficient statements. Inefficient code in frequently run programs such as
transaction user exits can both slow transaction performance and impact system performance. These
statements might take tens to hundreds of milliseconds to run, and perform hundreds to thousands of
getpages per row processed. Either ABAP changes (hints or code changes) or new indexes are
justifiable in these cases.

e Periodically run very inefficient statements. For example, an interface or reporting program that
runs many times throughout the day. In cases such as these, there could be very inefficient sql
(hundreds or thousands of getpages per row). Fixing these can also reduce resource utilization.
These might be fixed via ABAP, but if an index can be created that is small, filters well, and is in a
reasonable location (e.g. on a header table rather than document table) then an index could be
justified, too. Here the benefit to the system is less than the benefit in fixing frequently executed
statements, so one should be more cautious about adding an index, in order to avoid index
proliferation and space usage.

e Really bad SQL (tens of thousands or hundreds of thousands of getpages per SQL) in jobs that run
just a few times a day or week. If these can be fixed with SQL changes, then the programmers can
prioritize the work, based on the impact of the fix, and the business need for better performance. If
the problem cannot be fixed by ABAP, and requires a new index, it is usually not worthwhile to
create a new index (given the tradeoff between disk space used and performance benefit gained),
unless there is a critical business need for better performance. In this case, though it is inefficient,
let DB2 and the operating system manage it.
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9.8. ST10 table buffering

The most common problem is bufferable tables that are not buffered. As described above, bufferable
tables are tables that are

e Mostly read-only

e Moderate size

e The application can tolerate a small interval where the buffered data is different than the database

Compare the calls and rows fetched by the candidate table to the total calls and rows for the reporting
interval. If the table makes up more than 0.5% to 1% of total call or row activity, then we would suggest
buffering it.

The benefit of buffering a table is related to, but will not be the same as its percentage of calls or rows.
That is, buffering a table with 5% of calls will not offload 5% of the database server, since complex
SQL and inefficient SQL uses much more CPU per call than simple indexed SQL.

The most notable impact of changing table buffering will be on the transactions and programs that read
the table. Buffered table reads usually take less than 0.1 ms per row. If a transaction is reading many
rows from the table, then the benefit for the transaction will be proportional to the number of rows read.
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9.9. STAT- evaluating performance in an identified program

Using a high performance network such as Gigabit Ethernet, if the data can be accessed via efficient
indexes, sequential reads take at most a few ms per row, direct reads are generally 1-3 ms per row, and
change SQL takes a few ms per row. In cases where the direct read and sequential reads are often read
from buffers on the application server, or where the sequential reads are array operations reading many
rows per request, one can expect less than one ms per row.

When evaluating a STAT record, and to estimate what the performance would be with efficient access
tothe data (which is not always possible), one can use the ROTs above to create an estimated
improvement.

This is the STAT record from the example in section 8.4.5, an I/O constraint on the disks with the PROP

table and indexes.

Fesponse Memory Mait CPTI DE req. Load/Gen kBytes Thys. db

End time Tcood Program T Scr. Wp User time(ns) used(kE) time(ms) timeins) time(ms) timeims) transfer changes
|17:48:47 ZERMPROG B 2 APROGREM |28E7361 | 1,732 | 0 |999,310 [1463190 | 33 |3587E.9 | 1,887 |
|lg:03: 28 ZEZRMPROG B Z4 APEOGERM |193941ZF | o | 0 |ed4&, 8620 [1l27E918 | 31 |Z85905.4 | 10E |

Analysis of time in work process

| CPJ time t46, 620 m= MNunber Boll ins o |

| BFCHCPIC time 0 m=s Poll outs 1 |

| Encueues z |

|---Response time-------—--- 1339412 ms--| |

| Wait for work process 0 m=s | Load time Program Z& ms |

| Processing time E66, 458 m= | Screen mn= |

| Load time 21l m=s | CUL interf. 4 m= |

| Generating time 0 m=s | |

| RBoll i{intwait) time 0 ms | PRoll time out 12 n=s |

| Database recgquest time 1272918 ms | In 0 m=s |

| Enguens time L m= | WMait 0 m=s |

| Database recquests total 307,042 Becuest time 1,272,218 ns |
| Matcheoode time. 0 ms |
| Commit time 17 ms |
| |
| Begquests on T??7 tables o Bequest time 0 ms |

| Type of | |Database | Regquests |Database | Redquest |Awvg.time |

| ABAP/4 request | Becpuests | rows |to buffer | calls |timeims) |per red. |
| Total | 207%,042| 1ll2,231| E91,1%7 | 1,674 | 1,272,918 4.1 |
| | | | | | | |
| Direct read | £37,208] 2,988  E8EB,E41 | | 70,074 0.2 |
| Bequential read | 9,.72001 109,Z2g3| Z,986 | 16, E7211,201,045] 1z3.4 |
| Update | 4| Z| | | 103 ZE.8 |
| Delete | al al | al al 0.0 |
| In=zert | 1o0] 100 | 1o0] 1,679] 1.8 |

Figure 157: STAT record with slow database request time

Now look at what the impact of slow I/O is. Check the relative amounts of database request time and
CPU time in Figure 157. The ratio is about 2 to 1. Thus, the improvement opportunity in the database
request time is about 66% of the elapsed time. Calculate the average time per row from the database
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requests stanza -- 1201045 ms / 109263 rows = 11ms per row. 11 ms per row is slow. In general,
sequential read “per row” access times for well-indexed data will be just a few ms per row, at the most.
Efficiently indexed array operations such as seen here (109263 rows returned in 9730 requests for an
average of 10 rows per request) are often less than one ms per row. Relieving the I/O constraint on this
job should cut at least % of the database request time out of the job, and reduce program runtime by at
least 30% (Y2 of the 66% opportunity in DB request time). As shown in section 7.4.4, there are always
exceptions to the ROTs, so improvement may vary.
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10. How to tell when you are making progress

10.1. SAP

Normally, it is best to view improvement from the application, by using STAT or STO03 to evaluate the
elapsed time. SM37 or SM39 can be used to track elapsed time for batch jobs by the batch job name, rather
than the name of the program executed.

Since the gains for an individual program can be very dramatic with tuning, the reduction gained in elapsed
time for programs will generally be much more notable than overall improvements in section 10.2

10.2. DB2 and S/390

Using DB2 or OS/390 indicators to measure progress is more challenging, due to the variable nature of the
SAP workload, and the way that transaction and batch workload run together. A batch job is counted as one
dialog step, and may do thousands or millions of SQL operations. When this SQL activity is averaged into
DB server statistics, a few batch jobs can have a dramatic impact on CPU utilization, without making a
significant change to dialog step counts. Thus, our preference for the application view — STAT records,
STO3, etc. If you are working on improving the efficiency of SQL on the system, there will generally also
be reductions in

e CPU utilization

e [/O activity rates

Since the dialog steps per hour can vary widely from day to day, and improving SQL can change the amount

of CPU used by a statement, one can look at other ways to normalize work in terms of DB2 work

performed, such as reductions in

e Getpages per SQL DML (calculated from DB2PM) — with SQL improvements, DB2 searches fewer
pages to return the result

e CPU per dialog step — this is a “dialog step normalized” view of reduced CPU utilization

e CPU per SQL DML operation — an “SQL normalized” view of reduced CPU utilization

It’s generally simplest to stick to reduction in transaction elapsed time. If there has been a large effort to
improve SQL efficiency, then there should be reduced CPU utilization for the same number of dialog steps,
if the workload mix does not change.
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11. Appendix 1: summary of performance monitoring tools

A quick summary of key tools and their main functions in performance monitoring follows.
11.1. SAP
11.1.1. DB02

DBO02 is used to display information about tables and indexes in the database, such as space usage
trends, size of individual tables, etc.:
e Display all indexes defined on tables (DB02 > detail analysis)

e Check index and table cardinality (DB02 > detail analysis > enter table name > drill into table >

drill into index)

11.1.2. SE11

SE11 is used to gather information about data dictionary and database definition of tables, indexes, and
views:
e Display table columns and indexes (SE11 > enter table name > display > extras > database
objects > check)
e Display indexes defined in data dictionary (SE11 > enter table name > display > indexes).
There may be data dictionary indexes that are not active on the database.
e Display view definitions
e Use “where used” to find programs that reference a table or view. There are some gotchas with
“where used”:
o SAP Dynamic SQL, where the statement is constructed at runtime by the ABAP, may
not be found in where used
o The SQL in ST04 cache may not match SQL in program. E.g. when the user can
optionally enter parameters for several predicates, only the predicates that are specified
will be in the executed SQL.
o The need to do “where used” will go away with DB2 V7 and SAP 6.20, when
statements in ST04 statement cache will have a marker with the ABAP program name.

11.1.3. SE30

When STAT or ST03 shows that most of a program’s elapsed time is CPU, SE30 is used to investigate
where CPU time is spent in an ABAP program

11.1.4. SM12

SM12 > extras > statistics can be used to view lock statistics:

e High percentages of rejects can point to a concurrency problem (multiple programs trying to
enqueue the same SAP object) that may be solved via SAP tools such as OMIJI, “late exclusive
material block™. There are different SAP settings for different parts of the business processes.

e High counts of error can point to a problem where the enqueue table is too small. Compare
“peak util” with “granule arguments” and “granule entries” to check for the table filling.
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11.1.5. SM50

SMS50 is an overview of activity on an SAP instance. If many processes are doing the same thing (e.g.
access same table, ENQ, CPIC, etc), this can point to where further investigation is required.

11.1.6. SM51

SM51 can be used to check instance queues (goto > queue information)
e [fthere are queues for DIA, UPD, UP2, etc, there will be “wait for work process” in STAT and
STO3.
e If there are queues for ENQ, there is a problem with enqueue performance.

11.1.7. SM66

Gives an overview of running programs on an SAP system. If many processes are doing the same thing
(e.g. access same table, ENQ, CPIC, etc), this can point to where further investigation is required.

11.1.8. STAT
Displays STAT records for a single SAP instance.

11.1.9. STAD

Is used to displays STAT records for an interval from all instances on an SAP system. It aggregates the
RFC call information, so is not as useful as STAT in finding problems with slow RFCs.

11.1.10. ST02

STO2 is used to monitor the activity in SAP managed buffer areas, such as program buffer, generic
buffer, roll, and EM.

11.1.11. STO03

STO3 is not a tool for solving performance problems. Like RMF I, it is a tool which is mainly useful for
tracking historical activity. One can monitor average response times for individual transactions and for
the system as a whole, and get counts of dialog steps to use for trend analysis.

There are a few limited ways that it might be used in performance monitoring:

e As a filter for inefficient programs. Use the ST03 “transaction” profile, sort the list by elapsed time,
and look for transactions which use very little CPU relative to elapsed time, e.g. 10% or less of
elapsed time is CPU on the application server. These may have problems such as inefficient
database access, slow RFC calls, etc.

e Asa filter for problems that occur at a certain time of the day. Run ST03, and select “dialog”
process display. Use the ST03 “times” profile, press the right arrow to go to the screen that displays
average direct read, sequential read, and change times. Look for hours of the day when the average
time goes up. This could point to a time when there is an I/O constraint, or CPU constraint on the
DB server.

e Use as a filter for database performance problems, in very limited circumstances. If average
“sequential read” times are over 10 ms for dialog, and commit time is over 25-30 ms, there may be
some sort of database performance problem. Check SQL cache with ST04, look for I/O constraints
and other database problems.
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11.1.12. ST04

ST04 has many functions, the most important for performance are viewing the SQL cache, checking
DB2 delays, and monitoring bufferpool activity and monitoring DB2 threads.

11.1.13. STO05

STOS is one of the most important tools for SAP performance, among its functions are:
e Trace calls to database server to check for inefficient SQL when program is known.
e Compress and save SQL traces for regression testing and comparisons.

e Trace RFC, enqueue, and locally buffered table calls.

11.1.14. STO06
Display OS level stats for the application server — paging, CPU usage, and disk activity.

11.1.15. ST10

ST10 is used to monitor table activity, and table buffering in SAP on the application server:
e Check for tables that are candidates for buffering in SAP
e Check for incorrectly buffered tables

11.1.16. RSINCLO0

Expand ABAP source and include files, with cross-reference of table accesses. This is useful when
examining ABAP source, as it gives an overview of the whole program.

11.1.17. SQLR0001

Merge an STOS trace with STAT records, to determine which dialog step executed which statements.
This is useful when tracing a transaction made up of many dialog steps, to join the trace to the dialog
step which issued the problematic SQL.

11.2. 0S/390
11.2.1. RMF |

Is a tool for historical reporting, and is useful for tracking capacity planning related information, such as
CPU activity, and I/O activity. It can also be useful for trending and monitoring OS level constraints
such as CPU or memory. Since the disk information shows volume level activity, and there can be
many DB2 datasets on a volume, the DASD information needs to be augmented by RMF III (or some
other real-time analysis tool) to find the datasets causing delays, so that the SQL can be found and
analyzed.

11.2.2. RMF 1l

The RMF II SPAG command has a good summary of information related to paging, but it must be
gathered real-time.

11.2.3. RMF Il

RMEF 1II is a powerful tool that can be used for real-time analysis, as well as for reporting recent history.
Use it to determine the causes of DB2 delays (e.g., which volume is causing I/O delay) when drilling
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down from SAP. Just a few functions are sufficient to diagnose the usual problems seen with SAP and

DB2:

e SYSINFO — CPU utilization information

e DELAY - summary of causes of delays

e DSNIJ (for the DBM1 address space) — show datasets causing delays
e DEV —show devices causing delays

e DEV] (for the DBM1 address space) show volumes causing delays
e DEVR - show I/O rates and average response times

e PROC - show processor delays

e STOR - show storage delays

11.3.

DB2

The most important DB2 performance tool, statement cache analysis, is in SAP ST04 transaction.

11.3.1. DB2PM

STATISTICS is focused on activity, and not delays. It often shows symptoms (e.g. low hit rate,
thresholds being exceeded), not causes (inefficient SQL or programs not committing). After SQL
has been addressed, then monitor the DB2 indicators of bufferpool hit rates, EDM pool activity, etc.
Note that the random hit rate is usually the key metric for DB2 buffer pool hit rate. Older versions
of DB2PM, such as V5, do not calculate random hit rate.

ACCOUNTING is focused on time in DB2 and delay in DB2, but since there is no easy way to
correlate a DB2 thread to an SAP job, and since many different SAP transactions will execute in the
same thread, and threads are restarted periodically, it has limited use. One can aggregate the thread
statistics to view the overall sources of DB2 delays, as the ST04 “times” transaction does.

Traces of specific IFCIDs are very useful for diagnosing specific problems:

Use IFCID 44,45,226, and 227 to investigate problems with lock and latch suspensions.

Use IFCID 125 to investigate problems with RID failures.
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12. Appendix 2: Reference Materials

12.1. SAP Manuals
51014418 “SAP on DB2 UDB for OS/390 and z/OS: Database Administration Guide”

12.2. IBM manuals

Planning Guides, which contain detailed description of architecture of SAP to DB2 connection:
SC33-7961-02 “SAP R/3 on DB2 for OS/390: Planning Guide SAP R/3 Release 3.11”
SC33-7962-02 “SAP R/3 on DB2 for OS/390: Planning Guide SAP R/3 Release 4.0B”
SC33-7962-03 “SAP R/3 on DB2 for OS/390: Planning Guide SAP R/3 Release 4.0B SR 1”
SC33-7964-00 “SAP R/3 on DB2 for OS/390: Planning Guide SAP R/3 Release 4.5A”
SC33-7964-01 “SAP R/3 on DB2 for OS/390: Planning Guide SAP R/3 Release 4.5B”
SC33-7966-00 “SAP R/3 on DB2 for OS/390: Planning Guide SAP R/3 Release 4.6A”
SC33-7966-01 “SAP R/3 on DB2 for OS/390: Planning Guide SAP R/3 Release 4.6B”
SC33-7966-02 “SAP R/3 on DB2 for OS/390: Planning Guide SAP R/3 Release 4.6C”
SC33-7966-03 “SAP R/3 on DB2 for OS/390: Planning Guide SAP R/3 Release 4.6D”

DB2 Administration Guides, which contain detailed description of DB2 access paths, prefetch capabilities,
buffer pool parameters, and components of DB2 elapsed time:

SC26-8957-03 “DB2 for OS/390 Version 5: Administration Guide”
SC26-9003-02 “DB2 Universal Database for OS/390: Administration Guide” (DB2 V6)
SC26-9931-01 “DB2 Universal Database for OS/390 and z/OS: Administration Guide” (DB2 V7)
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