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ABSTRACT

Due to enormous applications of large-area graphene with high quality, the epitaxial growth strategies have drawn a plethora of attention.
However, the bottleneck in the production of graphene has caused delayed development in recent years, which is owing to the poor under-
standing of interaction mechanisms between graphene and the underlying metallic and non-metallic substrate. To understand the thermo-
dynamics of graphene–substrate interface and growth kinetics, accurate density functional theory (DFT) calculations have been proved as an
effective way, in terms of cost and time, compared with traditional experimental methods, which can calculate the interaction between gra-
phene and substrates, helping us to better understand the practical phenomena. Here, we show the use of DFT methods to evaluate both
van der Waals interaction and covalent bonding. Many of computational results fit well with the experimental observations. To address the
relative low accuracy and small computation capacity (number of atoms) of common DFT models, we suggest that the machine learning
(ML) methods will be a fresh impetus for epitaxial growth strategy of graphene, which put forward effective interpretations for complicated
interconnections and correlations among the properties, thereby enabling ML a promising strategy for understanding, design, and synthesis
of graphene over other 2D materials.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0163580

I. INTRODUCTION

Ideal two-dimensional (2D) material was thought to be an
impossibility before the 21th century, since thermodynamic fluctu-
ations at finite temperatures were believed to destroy the long-range
ordering of atoms in any 2D crystals, leading to the decomposition
or destruction of the crystal lattice.1,2 Thus, graphene was merely
applied as a theoretical model for carbon materials, until Geim and
Novoselov realized the successful exfoliation of single-layer gra-
phene using the “scotch tape method,”3 and this discovery ushered
in a new era of flat lands hosting exotic materials physics and supe-
rior physical properties.4,5

Graphene, as a single atom thick 2D structure (0.33 nm), exhib-
its a crystal structure of the honeycomb lattice of sp2-hybridized

carbon atoms, which endows graphene with excellent electronic
properties [the highest room-temperature (RT) carrier mobility],6–9

extraordinary high RT thermal conductivity (∼5000W/mK, much
higher than diamond),10 remarkable mechanical strength (elastic
modulus∼ 1 TPa and tensile strength ∼130 GPa, 200 times stronger
than steel).11 Thus, graphene turns out to be a potential nanomate-
rial in battery electrodes, FET (field effect transistor) devices, thermal
management, touch screens, gas sensors, medicine, and biology,
etc.12–14 Combinations of excellent properties for graphene can be
used in many applications listed above to replace the existing materi-
als or realize the renovation of special equipment. However, one key
difficulty to achieve the commercial production is how to prepare
high-quality graphene in adequate quantities.
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Many preparation strategies of graphene have been developed
up to now, which could be split into two different types including
top-down “exfoliation” strategy and bottom-up “synthesis” strat-
egy.15 The top-down “exfoliation” strategy is exfoliating graphene
from the bulk graphite by a mechanical force, and the bottom-up
“synthesis” strategy means growing graphene through carbon-
precursor sources. In detail, the top-down “exfoliation” strategies
mainly can be divided into mechanical and chemical exfoliation
approaches. Actually, the “scotch tape method” is a kind of
mechanical exfoliation methods using an adhesive tape to cleave
the graphite layers apart.3 And other mechanical forces (e.g., soni-
cation, micromechanical and grinding) are also effective measures
for mechanical exfoliation. Although the straightforward procedure
and low cost make this approach the most common method of fab-
ricating graphene,16–19 and the introduction of highly oriented
pyrolytic graphite (HOPG) promotes the further development in
this field,20,21 the low yield, small size, uncontrollable layer
numbers, impurities, and defects remain the main obstacles for
practical applications. The chemical exfoliation approach is separat-
ing graphene from bulk graphite through a chemical process.
Accurate selection of solvents turns out to be an important factor
in this procedure. In addition, using acid, oxidizing agent, etc.
(Brodie, Straudenmaier or Hummers methods) to prepare graphite
oxide (GO),22–25 which exhibits much higher compatibility with
solvent and makes it easier for a micromolecule insert into the
layers of graphite oxide, enlarges the interlayer distance from
0.33 nm to 0.6–1.2 nm (thereby lowering the van der Waals force
between layers). The effortless cleavage of GO due to weakened
interlayer interaction attracted a great deal of attention for the
reduced graphite oxide (rGO) method, and this kind of graphene is
appropriate for nanocomposites, energy storage materials, and
transparent electrodes. However, the fabrication of high-quality
graphene in adequate quantities requires a special approach
without damaging the crystals, which could be applied in electronic
and semiconductor devices. The bottom-up “synthesis” strategies
have the potential of preparing a single layer of graphene on the
entire substrate. As the typical approach of bottom-up “synthesis”
strategies, the epitaxial growth of graphene on a metal/nonmetal
substrate turns out to be an attractive alternative to mechanical
exfoliation.15,26 Epitaxial growth (e.g., chemical vapor deposition,
temperature programmed growth, segregation) has been widely
used to produce reactive carbon that binds to grow graphene
through the high temperature (usually over 1000 °C) pyrolysis
(during precipitation or on a surface). Remarkable progress has
been achieved in this direction, using both metals and inorganic
nonmetals as the substrate.27,28 The metal or nonmetal surface not
only plays a catalytic role in the dissociation and recombination of
the precursor, but also acts as a growth template during the process
of graphene growth. Graphene can grow on different substrates
because of the peculiarities of preparation techniques.29,30 Due to
the unclear mechanism of the role of substrates and their effect on
electronic transport in graphene, many experimental and theoreti-
cal studies have been carried out to reveal the inherent relation and
regularity of the epitaxial growth of large-area graphene with quan-
tity production.

In this work, structural properties of graphene on a number of
close-packed metals (e.g., Pt,31 Ir,32 Cu,33 Ru,34 Fe,35 Ni36) and

non-metal (SiC,37 mica,38 Al2O3,
39 SiO2

40) surfaces will be dis-
cussed.41 After that, some of the existing simulation techniques
were analyzed, especially the density functional theory (DFT),
which have been proven extremely useful in understanding gra-
phene growth.42–44 However, there are two main obstacles need to
solve. First, a more accurate method is urgently required to calcu-
late the complex interactions between the graphene and substrates.
Second, DFT for graphene growth needs an effective approach to
overcome the size limitation of calculation, and machine learning
(ML) method is considered as the most promising way to address
this issue.45–47 In light of the two obstacles, the experimental
results, the interaction calculation methods (DFT especially) and
machine learning algorithms will be discussed in detail.

II. EXPERIMENTAL PROGRESS OF GRAPHENE
GROWTH ON METALLIC AND NON-METALLIC
SUBSTRATES

A. Interaction between graphene and metallic
substrates

Graphene grown on metallic surfaces has resulted in various
properties due to the lattice mismatch between graphene and sub-
strate.48 This translates into a superior stiffness of graphene. Biaxial
strain in graphene, which may arise from epitaxial stress during gra-
phene growth on a substrate, is consequently especially energetically
costly.49 Actually, the epitaxial structure, height, and flatness of gra-
phene on metal surfaces are determined by both the interaction
strength (e.g., covalent bond and van der Waals interaction) and
lattice matching between two-dimensional atomic crystal and metal-
lic substrates.50 A series of noble metallic or transition metallic sur-
faces have also been demonstrated to have catalytic activity in low
pressure and high vacuum environments and can be used as sub-
strates in the preparation process of graphene. Metallic substrates
that have had graphene grown on them successfully include Pt, Ir,
Cu, Ru, Ni, and Fe, etc., which could be divided as substrates with
weak and strong interaction and will be discussed, respectively.

1. Metallic substrates with weak interaction

Due to the weak interactions between substrate and gra-
phene,51,52 graphene grown on the metallic surface, such as Pt, Ir,
Cu, etc., usually shows flat shape, but polycrystalline structures
with multi-lattice orientation. And, the weak binding energy caused
by weak interaction also plays an important role in the growth
mechanisms, structure, and electronic properties of graphene,
which are distinct from the graphene growth on the metals with
strong interaction.

Pt is more resistant to oxidation than the widely used easily
oxidized metals (e.g., Ni and Cu due to its remarkable inertness),53

with an excellent catalytic ability for subsequent graphitization and
decomposition of hydrocarbons,54 Pt can induce growth of large-
grain graphene at ambient pressure, which lowers the harsh prepa-
ration conditions of graphene growth.55 Due to the relatively weak
interaction between graphene and Pt(111) surface,56 many rota-
tional domains could be observed in the graphene growth on the
Pt(111) surface.57,58 As shown in Figs. 1(a) and 1(b), Sutter et al.
used low-energy electron microscopy (LEEM) to detect the
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characteristic of the graphene growth process with a weak metal–
graphene interaction, which clearly showed the wrinkle in practical
and schematic images,59 and barely different growth rates across
substrate steps were observed.

It is well known that weak interaction between Ir and graphene
is beneficial for the accurate control on the electronic band structure
of graphene.60 In addition, the low C solubility in Ir is favorable for
the achievement of high-quality graphene.61 Coraux and co-workers
grew graphene on Ir(111) foils through two growth methods includ-
ing temperature programmed growth (TPG) at 870–1470 K and
chemical vapor deposition (CVD) at 870–1320 K.62 Compact gra-
phene islands bounded by C zigzag edges were detected in the
process of TPG as shown in Fig. 1(c), and their sizes could be regu-
lated from several to dozens of nanometers through Smoluchowski
ripening. In addition, the decomposed carbon atoms from ethene
molecules on the Ir(111) surface showed extremely high conversion
rate to graphene in the procedure of CVD.

Cu not only has the proper in-plane lattice parameter, but
also shows much low carbon solubility (7.4 at. ppm at 1020 °C)
and carbon diffusion rate,63,64 which is beneficial for studying the
phenomenon of graphene growth by the CVD method and has
been used for the production of graphene in the industry.65

Moreover, due to the relatively low melting point of Cu (1385 K),

the mobility of C atoms on the surface of Cu substrate is greatly
stronger than the Ni substrate, and the released heat during the for-
mation of C–C bond causes a molten status on the surface of the
Cu substrate, leading to a disordered state of Cu atoms on the
surface.66 In addition, due to the phase transition (molten status)
on the surface of the Cu substrate, the enhanced mobility of Cu
atoms on the surface of the substrate will significantly promote the
defect self-healing of graphene, which also promote the higher
quality of graphene grown on the Cu(111) surface as shown in
Figs. 1(d)–1(g).

2. Metallic substrates with strong interaction

On the substrates (e.g., Ru, Fe, Ni) that interact strongly with
graphene, graphene can easily form a single-crystal structure,
however periodic morphological corrugation (moiré structure) is
also observed.67 Although the presence of the moiré pattern locally
changes the electronic structure of the graphene overlayer,68 the
remarkable graphene/metal system with a moiré pattern has been
thought as an ideal template for self-assembled nanostructures.69,70

The interaction between Ru and C atoms enables the growth
of graphene on the Ru(0001) surface, so single-layer graphene on
Ru is a typical example of the strong-coupling limit.71 And, a

FIG. 1. (a) LEEM and (b) schematic image of graphene on Pt(111). Reproduced with permission from Sutter et al., Phys. Rev. B 80, 245411 (2009). Copyright 2009
American Physical Society. (c) STM topography of graphene on a Ir(111) surface. Reproduced with permission from Coraux et al., New J. Phys. 11, 023006 (2009).
Copyright 2009 IOP Publishing. (d)–(g) Optical micrograph and Raman results of graphene on the Cu foil. Reproduced with permission from Chen et al., Adv. Mater. 25,
2062 (2013). Copyright 2013 Wiley.
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moiré pattern can be observed because of the lattice mismatch
between graphene and Ru (the moiré hexagonal lattice has a period
of around 30 Å),71,72 as shown in Figs. 2(a)–2(d). In addition, the
strong interaction is the main factor of producing corrugation in
the Ru substrate, and the peak to peak height about 1.5 Å73 of these
corrugations have been measured using low-energy electron diffrac-
tion (LEED). It is well known that carbon precursor on the metal
surface originated from the dissociation of feedstock gas plays an
important role in the controllable growth of graphene. Thus, the
state of graphene growth on Ru(0001) could be regulated by the
supersaturated 2D gas of C adatoms.74

From a practical point of view, the idea of fabricating graphene
on the surface of iron (Fe) has attracted much attention because of
the low cost in comparison with using other transition metal sub-
strates and availability of easy etching methods. It has been found
that the a face-centered cubic γ-austenite with the maximum solu-
bility of carbon ∼2.14 wt. % is obtained in the Fe–C mixture at a
temperature range between 1147 and 912 °C, while a phase transfor-
mation to body-centered cubic α-ferrite could be observed, leading
to a reduced solubility of C, then lowering the temperature to
727 °C caused the formation of eutectic phase with a solubility as
low as 0.022 wt. %.75 The transformation from high temperatures to

FIG. 2. (a) Graphene and (b)–(d) its moiré pattern on Ru(0001). Reproduced with permission from Halle et al., J. Phys. Chem. Lett. 12, 6889 (2021). Copyright 2021 ACS
Publications. (e) SEM and (f ) its AFM images of graphene on Fe foils. Reproduced with permission from Xue et al., Nano Res. 4, 1208 (2011). Copyright 2011 Springer.
AFM images of graphenes transferred to Si-SiO2 for graphenes grown on the surface of (g) Ni(111) and (h) Ni(110). Reproduced with permission from Mafra et al., Phys.
Rev. Mater. 2, 073404 (2018). Copyright 2018 American Physical Society. (i) SEM and ( j) AFM images of graphene on Cu-Ni(111) alloy foils. Reproduced with permission
from Wang et al., Nature 596, 519 (2021). Copyright 2021 Springer.
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low temperatures was beneficial for the growth of few-layered gra-
phene films, as shown in Figs. 2(e) and 2(f). As a result, the size of
the iron foil determined the area of the graphene films, which is
only restricted by the size of the CVD chamber. More importantly,
the complex Fe–C phase diagram also offers versatility at different
phase stages for engineering graphene layer numbers.76,77

It has been well known that the nearest neighbor atomic
spacing of the Ni (111) crystal is 2.49 Å, which is almost the same
as the in-plane lattice parameter of graphene (2.46 Å), resulting in

high lattice compatibility.78,79 The growth of the 2D atomic crystal
surface structure of graphene on the surface of the metal with
higher lattice matching degree causes less moiré pattern and higher
flatness. Therefore, the synthesis of high quality and large-scale gra-
phene on the Ni(111) surface is reliable, which will also promote
the preparation of graphene with fewer defects. Mafra and her
co-workers grew large-area single-layer graphene through ambient
pressure chemical vapor deposition on the surfaces of Ni(111),
Ni(110), and Ni(100), respectively.80 Figures 2(g) and 2(h) show the

FIG. 3. (a) The model, (b) AFM topography, (c) and (d) STM images of the moiré structure for graphene on the SiC steps. Reproduced with permission from Zebardastan
et al., Nanotechnology 34, 105601 (2022). Copyright 2022 IOP Publishing. (e) AFM image and (f ) step height scans of graphene on the mica substrate. Reproduced with
permission from Lippert et al., Carbon 52, 40 (2013). Copyright 2013 Elsevier. (g) SEM image and (h) HRTEM image of graphene on the quartz glass surface.
Reproduced with permission from Sun et al., Nano Lett. 15, 5846 (2015). Copyright 2015 ACS Publications. (i) AFM, ( j) HRAFM images, and (k) step height scans of gra-
phene on the ɑ-Al2O3 surface. Reproduced with permission from Song et al., Nanoscale 4, 3050 (2012). Copyright 2012 Royal Society of Chemistry.
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single-layer graphene on the order of a few cm2 grown on Ni(111)
and Ni(110), respectively. Even on the surface of Ni(100), for which
it was thought organized carbon structures were unlikely or not pos-
sible to exist, it was found that grew multilayer graphene, showing
an surprising benefit for different technological applications.

The higher catalytic activity of Ni enhances the growth rate of
graphene significantly; however, the remarkably large carbon solu-
bility results in poor control of the dissolved C atoms, which
mainly leads to nonuniform multilayer graphene. In contrast, the
extremely low carbon solubility and self-limited growth on Cu
improve the growth of single-layer graphene, but the low catalytic
activity also brings slowed growth rate. Thus, the idea of combining
the advantages of both Ni and Cu was proposed to simultaneously
achieve the goal of synthesizing large-area single-crystalline gra-
phene with fast growth rate and low nucleation density.81 For
example, Wang et al. reported that a large-area, fold-free, single-
layer graphene film was fabricated successfully on single-crystal
Cu80Ni20 alloy foils in a growth temperature range of 1000–1030 K
using ethylene as the carbon precursor,82 which showed an average
room-temperature carrier mobility of around 7.0 × 103 cm2 V−1 s−1

for both holes and electrons. The results demonstrated that the
interfacial compressive stress originated from the shrinkage of
the Cu–Ni(111) foil substrate at the growth temperature down to
1030 K prompted the formation of graphene perpendicular to
the step edge direction, thus large-area, single-layered graphene
with high-quality and fold-free were prepared, as shown in
Figs. 2(i) and 2( j).

There are many other types of metallic catalysts such as Rh,
Re, Au, etc., which also exhibit attracting properties of growing gra-
phene. For example, due to the interaction strength of Rh between
the surface and graphene lies in between Ru and Ir, graphene
grown on the Rh(111) foil has a similar structure with that on Ru
(0001), so does Re.83 In particular, Nie and co-workers studied the
performances of graphene islands on the surface of Au(111) fabri-
cated through deposition of elemental carbon at 950 °C and found
that the most of graphene islands exhibited dendritic shapes, which
was inclined to cover valleys on the surface of gold foil, suggesting
that Au was displaced as the graphene grew.84 According to all of
the metallic catalysts discussed above, the interaction as well as the
lattice matching between metal and C atoms is essential for the
growth performances of graphene. Thus, choosing a proper lattice
structure and exploring the interaction mechanism are beneficial
for the production of high-quality graphene in adequate quantities.

B. Interaction between graphene and non-metallic
substrates

Many metals (especially transition metals) have been proved
as powerful catalysts. However, an additional technology for
mechanical transfer of graphene from the surface of metal to non-
metallic substrates is needed, especially for electronic applications.85

Thus, the epitaxial growth on the non-metallic surfaces is also a
potentially useful way to prepare large-area single-layer graphene,
since no transfer is needed in this case. In addition, when graphene
is used as an intermediate layer between the substrate and growth
material in the remote epitaxy procedure, which is also an impor-
tant method to prepare other kinds of 2D materials, the

electrostatic potential of the substrate below graphene can affect the
growth material at the range of several Å.

1. Epitaxial growth of graphene on the non-metallic
substrate

Silicon carbide (SiC) is a superior semiconductor insulating
substrate material, and the epitaxial growth of graphene on SiC
substrates has been considered to be the most promising and com-
patible method with existing semiconductor process technologies
and the preparation of graphene-based electrical devices.86

Through heating SiC single crystals at high temperatures, the Si
atoms on the SiC surface are evaporated and the remaining C
atoms self-assemble to form graphene. However, this SiC-based
epitaxial graphene method has complex kinetic and thermody-
namic processes, including the sublimation and precipitation of Si
atoms on the substrate as well as the nucleation, diffusion, and
growth of C atoms, etc.87 Zebardastan et al. reported the
face-to-face annealing of SiC in ultra-high vacuum recently, which
could grow virtually defect-free single graphene layers and cover
the SiC steps [Fig. 3(a)]. As shown in Fig. 3(b), the optimized
growth condition led to high-quality graphene (1.9 layers) and
terrace width (above 440 nm), and the moiré structure was also
observed in Figs. 3(c) and 3(d).88

Lui et al. found the deposition of graphene onto the surface of
mica could produce ultra-flat graphene in 2009, which was helpful
for rigorous testing of the influence of ripples on various properties
of graphene.89 Lippert found that the direct growth of graphene
could be realized by molecular beam epitaxy (MBE) of C atoms on
the surface of muscovite mica (a kind of van der Waals substrate).85

Further work of Lippert revealed that it indeed has a processing
window for the growth of graphene with high quality, because
small graphene spots can freely slide over the flat surface regions,
collecting C atoms reacted with the surface, and fetch O atoms to
sites reduced by C atoms.90 They used biotite mica as the substrate,
which exhibits better thermal stability than muscovite mica, and
the single-layer graphene grown directly on mica surface with high
crystalline quality and the size in the micrometer regime was
obtained, as shown in Figs. 3(e) and 3(f ).

Complicated post-growth techniques of graphene sheets are
necessary to transfer them onto the dielectric substrate (SiO2 or Si)
for the use of graphene in practical electronic devices, which also
leads to material wastage. Thus, if direct graphene growth onto the
desired dielectric substrate was realized, unnecessary post-growth
processing and material wastage could be avoided. Sun et al.
reported an atmospheric-pressure chemical vapor deposition
(APCVD) approach to realize direct well-controlled growth of
high-quality graphene on solid glass (its main components is SiO2)
at 1000–1100 °C,91 as shown in Figs. 3(g) and 3(h). The sheet resis-
tance and optical transparency of the graphene/glass system can be
manipulated together with the layer thickness of graphene.

Due to high melting point (>2000 °C), the hexagonal symme-
try and the possibility of lattice-matched epitaxial growth, sapphire
(main component is Al2O3) was also applied as the substrate for
growing graphene without any other catalyst. Song and co-workers
prepared a large-area and high yield single-layer graphene film
using a transparent sapphire (ɑ-Al2O3) as the substrate through a
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CVD process at 950 °C,92 which exhibited the characteristics of a
Dirac point. The large-scale [up to 2 in. ɑ-Al2O3 (0001) wafer] was
obtained in Figs. 3(i)–3(k), which has enormous potential of
transfer-free fabrication of top-gated FETs. By designing an

electromagnetic induction heating CVD operated at elevated tem-
peratures, Chen et al. found that the problems of high pyrolysis
and migration barriers of C atoms could be solved, leading to a
wafer-scale highly oriented graphene growth on the surface of

FIG. 4. (a) Schematic illustrations, (b) optical microscopic image and (c) and (d) SEM images of the GaN thin film grown on ZnO nanowalls on graphene. Reproduced
with permission from Chung et al., Science 330, 655 (2010). Copyright 2021 The American Association for the Advancement of Science. (e) Schematic, (f ) SEM, (g) AFM
and (h) and (i) TEM images of growing single-crystalline GaN films on epitaxial graphene. Reproduced with permission from Kim et al., Nat. Commun. 5, 4836 (2014).
Copyright 2014 Springer. ( j)–(m) TEM images of a 94.2 nm thick Ru film on the surface of the graphene/SiO2 substrate.

99 Reproduced with permission from Lu et al.,
ACS Appl. Electron. Mater. 4, 5775 (2022). Copyright 2022 ACS Publications. (n)–(r) Topographic images (STM) of Te films on graphene. Reproduced with permission
from Huang et al., Nano Lett. 17, 4619 (2017). Copyright 2017 ACS Publications.
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sapphire.93 Moreover, γ-Al2O3 was also applied as a substrate for
the highly efficient growth of graphene by Park,94 which allowed
the preparation of graphene/dielectric layer structures and even
grain size customization.

2. Epitaxy of materials through the graphene coated
substrate

Since the discovery of graphene, the growth of additional
materials (films) on top of graphene to obtain flexible devices is
not only the frontier of materials science research, but also has
practical value for a variety of devices. More importantly, due to
the unique properties of graphene, it provides a feasible solution
for obtaining low-cost, large-size, high-quality films. Epitaxial film
growth generally requires the same or similar lattice structure and
small lattice mismatch between the substrate and the film.
However, the lattice of epitaxial films is usually significantly differ-
ent from that of the substrate, which will affect the quality of the
film. For van der Waals epitaxial growth strategy, the weak van der
Waals forces between substrate and epitaxial layer can greatly
reduce the requirement of lattice matching, and the absence of
covalent bonds between layers will further unlock the restrictions
of types of prepared materials.95

Chung et al. realized van der Waals epitaxy of group III
nitrides based on mechanically exfoliated graphene for the first
time in 2010. Epitaxial high-quality GaN films was grown on the
oxygen (O2) plasma-treated graphene/sapphire substrates by using
densely and vertically aligned zinc oxide (ZnO) nanowalls as the
interlayer [Figs. 4(a)–4(d)].96 More importantly, because of the
weak van der Waals interactions between graphene and nitride epi-
layer, the GaN films can be easily transferred to other target sub-
strates through physical methods. Kim grew high-quality
single-crystal GaN films on SiC epitaxial graphene through van der
Waals epitaxy,97 as shown in Figs. 4(e)–4(i), and its average disloca-
tion density about 109 cm−2 and RMS surface roughness of 3 Å
were comparable to those of thin films grown on sapphire or con-
ventional SiC substrate. In addition, by combining homoepitaxial
growth of GaAs(001) on the single-layer graphene/GaAs(001) sub-
strate with DFT calculations, they further demonstrated that
adatoms experienced remote epitaxial registry through a substrate–
epilayer gap (∼9 Å) with a substrate, which could accommodate a
single-layer graphene.98 And, this result proves that the application
of graphene in the remote epitaxy is an effective way toward defect-
free hetero-integration of dissimilar materials and cost saving.

In addition, single-element thin films were also available for
the epitaxy strategy through graphene coated substrate. Lu et al.
fabricated an epitaxial Ru ultrathin film on graphene through the
quasi van der Waals epitaxy approach using magnetron sputtering
at 600 °C. As shown in Figs. 4( j)–4(m), the film with a thickness
ranging from 3.9 to 94.2 nm was obtained, which showed excellent
electrical property.99 Tellurium (Te) films with monolayer and few-
layer thickness were also prepared by Huang et al. through molecu-
lar beam epitaxy on a graphene/6H-SiC(0001) substrate.100 It was
found that the bandgap of Te rose monotonically with the reducing
thickness, and the value of the monolayer Te reached 0.92 eV. The
film with the bulk-truncated (1 × 1) structure was also obtained
[Figs. 4(n)–4(r)].

III. SOLUTIONS BASED ON CALCULATION METHODS

According to the discussion of the experimental developments
for epitaxial graphene growth, preparing high-quality graphene
with various functions are still needed to meet the requirement of
innovating numerous materials and devices as expected. And the
preparation of graphene requires systematic and rapid exploration
on the current basis, but traditional trial-and-error experimental
methods are costly and time-consuming, and computing has great
potential to rapidly advance the experimental process in this
regard. The DFT method can calculate the interaction between gra-
phene and substrates, thus helping us to better understand the
experimental phenomena. How to calculate the accurate long-range
interaction is the key to the validity of the calculation. Grimme
method,101,102 vdW method,103,104 etc., can be used to describe the
morphology and properties of graphene on a 3D substrate more
accurately. And, machine learning is good at enlarging the calcu-
lated quantity and realizing precise prediction after effective train-
ing, which has been proved in many other fields. Thus, choosing
proper computing methods is beneficial for the further develop-
ment of epitaxial growth of targeted graphenes.

A. DFT method to calculate graphene/metal
interaction

1. Calculations involving metallic substrates with weak
interaction

Gao et al. studied the influence of growth temperature and
ethylene exposure in the epitaxial growth of graphene on the
Pt(111) surface.105 Two structural models were built and calculated
by DFT calculations to investigate the geometric and electronic
structures. The calculated average adhesive energies of per C atom
are 38.6 meV [8 × 8 graphene unit cells on 7 × 7 unit cells of
Pt(111)] and 39.8 meV (2 × 2 supercell) for the two models, which
demonstrated the small interaction between graphene and the
Pt(111) surface, and an interfacial distance of more than 0.31 nm
was also obtained indicating the weak graphene–substrate interac-
tion.106 Kim and co-workers investigated the growth of graphene
on the surface of Pt(111) in stages at different annealing tempera-
ture of the precursor hydrocarbon decomposition.107 DFT calcula-
tions with Vienna ab initio simulation package (VASP) employing
the generalized gradient approximation functional with the
Perdew–Burke–Ernzerhof (PBE) form and project-augmented wave
(PAW) method was carried out,108,109 which confirmed the figura-
tion of dome-shaped graphene and the structural transformation
from a smaller dome-shaped to larger basin-shaped graphene. The
extracted atom positions and corresponding strain were introduced
to calculate the pseudo-magnetic field, and the results demon-
strated that the electronic structures of graphene were affected due
to the electron confinement promoted by the nanoscale-size effect.
The structural changes were also found to have a significant effect
on the electronic properties. Kang et al. proposed that using
twinned Pt (111) films as the substrates could grow 6-in. single-
crystal graphene by ambient-pressure CVD, which showed quick
growth rate and ultrahigh thermo-stability even under high-
temperature air conditions (>500 °C).110 As a typical model during
the initial growth, C24 cluster was performed to investigate the

Journal of
Applied Physics

PERSPECTIVE pubs.aip.org/aip/jap

J. Appl. Phys. 134, 090901 (2023); doi: 10.1063/5.0163580 134, 090901-8

Published under an exclusive license by AIP Publishing

 24 April 2024 17:19:13

https://pubs.aip.org/aip/jap


inherent mechanism of uniform formation of graphene domains
on the twinned Pt surface, as shown in Figs. 5(a)–5(d), and
through the calculations of energy barrier, it was found that the
energy barrier can be completely eliminated due to chemical poten-
tial difference between the carbon feedstocks and graphene was
over 0.5 eV, meaning that the graphene growth is not significantly
limited by the formation of a 60°-twin structure of Pt(111), which
was the main reason of the highly qualified growth of graphene on
the twinned Pt (111) surface.

Coraux and co-workers found that the modified Langmuir
adsorption model fit well the measured coverages for the growth of
graphene on the Ir(111) foil by the CVD method at 1120 K,62 indi-
cating no desorption occurred. However, the simple Langmuir
adsorption model is not suitable for many other situations. Six
types of moiré superstructures of graphene on Ir(111) with differ-
ent orientations are investigated combining experimental and com-
putational data. The different geometric environment as well as
electronic structures of C atoms for all the observed moiré patterns
were revealed by DFT based first-principles calculations involving
van der Waals interaction. And, the results demonstrated that the
weak interaction between graphene and the Ir(111) substrate
caused the coexistence of multi-oriented moiré superstructures. In
addition, because of interactions with the substrate, graphene nano-
islands on metal substrates have been thought as no existence of
edge states.111 Chen et al. demonstrated that intercalating a layer of
Si atoms between the graphene nanoislands and the substrate could
recover the edge states of graphene nanoislands on an Ir surface.112

The DFT calculations performed using VASP indicated that the
buffer layer of Si could effectively suppress the interaction between
the graphene and Ir, and the edge states gradually shifted to the
Fermi level with increasing lateral sizes of the GNIs, as shown in
Figs. 5( j) and 5(k), which fits well with the experimental results
shown in Figs. 5(e)–5(i).

Unlike other popular catalysts (e.g., Pt, Ir, Ni), Cu is usually in
a surface molten state in the graphene growth procedure without
subsurface diffusion of carbon, which needs a special model to sim-
ulate the growing process. The quantum chemical molecular
dynamics (QM/MD) simulations [a four-layer Cu model including
a 6 × 6 slab (144 atoms in total)] were performed to discuss gra-
phene growth on the Cu(111) surface.113 And, the second-order
density functional tight-binding (SCC-DFTB) method for the
investigation of graphene nucleation on Cu(111) at 1180 K revealed
the mechanism of defect healing and graphene growth, which pro-
posed that defects at the edge of the growing graphene could be
removed quickly due to the highly diffusive Cu atoms at high tem-
peratures. Li et al. revealed that the epitaxial graphene grown on
the surface of Cu(111) was wrinkle free and its biaxial compressive
strain was at the range from 0.15% to 0.50%.114 In this work, DFT
calculations implemented in the VASP were introduced to simulate
the total energy of graphene sliding on the Cu (111) surface.115 The
interactions between electrons and ions were described by the PBE
functional and PAW pseudopotential, and the DFT-D3 method
was used to correct the weak van der Waals interaction between
graphene and the Cu (111) surface. The results demonstrated that
the transition from flat graphene to graphene with a wrinkle
depends on the van der Waals binding between graphene layers,
the bending stiffness of graphene, the adhesion of the graphene to

the substrate and the friction force of graphene sliding on the sub-
strate, as shown in Figs. 5(l)–5(q). Furthermore, the frictional
forces in both epitaxial and non-epitaxial graphene were estimated
through the first-principles calculations. Due to the total energy of
epitaxial graphene between 2 and 4.5 meV per atom [Figs. 5(p) and
5(r)], the frictional force was estimated to be in the range from
9.6 × 107 to 2.2 × 108 Nm−2, which was about two orders of magni-
tude higher than that of the non-epitaxial graphene, indicating the
scarce formation of wrinkles for epitaxial graphene although the
compressive strain is higher (0.25%–0.40%), shown in Figs. 5(m)
and 5(n).

2. Calculations involving metallic substrates with
strong interaction

As shown in Figs. 2(b)–2(d), a hexagonal structure with a
periodicity about 3 nm was assigned to a moiré pattern. Wang
et al. designed a supercell (consisting of 651 atoms) on three-layer
slab of Ru atoms including an (11 × 11) lateral periodicity and one
layer of (12 × 12) graphene.72 The VASP package based on DFT
implemented plane waves and PAW pseudopotentials was per-
formed to describe the electron/ion interaction. It was demon-
strated for the first time that the interaction between Ru and
graphene consisted of not only the van der Waals binding but also
a strong C–Ru bond origin from orbital hybridization between the
Ru and graphene. Thus, Ru is a metallic substrate with strong inter-
action, also including Fe, Ni, etc.

Silva et al. carried out further research on the interaction
between graphene and Ru(0001).116 In conjunction with DFT cal-
culations using a remarkably large unit cell [an extended slab
model of six (23 × 23) Ru layers, and a (25 × 25) C layer (4424
atoms)] and non-local interactions, good agreement between the
experimental data and the DFT calculations was observed on not
only the chemisorbed graphene at valleys, but also the weakly inter-
acting graphene at hills. And the results also resolved the uncertain
factors in the work reported by Moritz et al.73,117 DFT with the
PAW method implemented in the VASP was performed to investi-
gate the morphology and of microstructure graphene on the Ru
(0001) surface with different rotation angles by Gao and
co-workers, using the optB86b-vdW exchange correlation func-
tional to approximately describe the van der Waals interaction.118

The results indicated that the moiré superlattice periodicity, gra-
phene corrugation, as well as the interaction energy between gra-
phene and Ru(0001) were suppressed as a function of the rotation
angle. Zhu and Ding applied the first-principles calculations using
VASP and van der Waals correction method (DFT-D3) to estimate
the sizes and the morphologies of highly stable graphene quantum
dots.119 The vertical distance between the Ru(0001) surface and
graphene periodically vibrated between 2.19 and 3.50 Å, and a
moiré pattern with a periodicity of 2.95 nm was also observed, as
shown in Figs. 6(a)–6(f ). They found that both the moiré
structure-modulated interaction (the main factor) of graphene
edge–metal substrate and the oscillation (the secondary factor)
determined the sizes and shapes of graphene, as shown in Fig. 6(g),
which fits well with the experimental results of Ref. 120.

The advantages of Fe as the substrate, such as low cost and
availability of easy etching methods, have attracted much attention
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FIG. 5. (a)–(d) The investigation of the inherent mechanism of graphene domains on the Pt surface during the initial growth using the C24 cluster as a model. Reproduced
with permission from Kang et al., Carbon 181, 225 (2021). Copyright 2021 Elsevier. (e)–(i) STM images of Si intercalated graphenes with different sizes; ( j) energy levels
simulation of a hexagonal graphene with a length from four carbon rings to eight carbon rings; (k) charge density simulation of the edge states near the Fermi level.
Figures (e)–(k) are reproduced with permission from Chen et al., Nano Res. 11, 3722 (2018). Copyright 2018 ACS Publications. (l) The variation of energy of graphene
wrinkles on Cu of different shapes; schematics of (m) strain distribution across a wrinkle and (n) the competition between wrinkled graphene and compressed flat gra-
phene; structures of (o) epitaxial and (q) nonepitaxial graphene, total energy change of (p) epitaxial and (r) nonepitaxial graphene sliding in the horizontal (x) and vertical
(y) directions on the surface of Cu(111). Figures (l)–(r) are reproduced with permission from Li et al., Adv. Mater. 30, 1706504 (2018). Copyright 2018 Wiley.

Journal of
Applied Physics

PERSPECTIVE pubs.aip.org/aip/jap

J. Appl. Phys. 134, 090901 (2023); doi: 10.1063/5.0163580 134, 090901-10

Published under an exclusive license by AIP Publishing

 24 April 2024 17:19:13

https://pubs.aip.org/aip/jap


for the fabrication of graphene. Thus, many calculations have been
devoted to analyze the growth process of graphene. Based on spin-
polarized ground-state density functional theory (SPGS-DFT) cal-
culations, Vinogradov et al. studied the detailed atomic structure of

the graphene/Fe(110) interface with a simulation cell consisting of
six flat layers of Fe atoms and graphene on top.76 The calculated
distances between graphene and Fe(110) surface around 2.7 Å are
too short for breaking the C–Fe covalent bonds, indicating the

FIG. 6. (a)–( f ) Moiré pattern of graphene and graphene quantum dots on Ru(0001); (g) structures of graphene correspond to the local minima and the experimental
results. Figures (a)–(g) are reproduced with permission from Zhu and Ding, Nanoscale Horiz. 4, 625 (2019). Copyright 2019 Royal Society of Chemistry. (h) Synthesis
mechanisms and (i) the first-principles simulations of graphene on Fe(100). Reproduced with permission from Hong et al., J. Phys. Chem. C 123, 26870 (2019). Copyright
2019 ACS Publications. ( j) The optimized configuration of graphene on nickel. Reproduced with permission from Mafra et al., Phys. Rev. Mater. 2, 073404 (2018).
Copyright 2018 American Physical Society.
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FIG. 7. The simulations of the graphene growth at (a) 2500 K and (b) 2600 K; (c) top and side views of the simulation of the graphene configuration at 2800 K. Figures
(a)–(c) are reproduced with permission from Zhang et al., Chem. Mater. 32, 8306(2020). Copyright 2020 ACS Publications. (d) and (e) different structural selections perti-
nent to carbon transport on the surface of mica. Reproduced with permission from Lippert et al., Carbon 52, 40 (2013). Copyright 2013 Elsevier. (f )–( j) Mechanism of gra-
phene alignment on the surface of Al2O3 (0001). Reproduced with permission from Chen et al., Sci. Adv. 7, eabk0115 (2021). Copyright 2021 The American Association
for the Advancement of Science. (k) Optimized geometries of (C2H2)n (n = 1–15) deposition on the surface of SiO2 thermal oxide. Reproduced with permission from Longo
et al., ACS Appl. Mater. Interfaces 14, 9492 (2022). Copyright 2022 ACS Publications.

Journal of
Applied Physics

PERSPECTIVE pubs.aip.org/aip/jap

J. Appl. Phys. 134, 090901 (2023); doi: 10.1063/5.0163580 134, 090901-12

Published under an exclusive license by AIP Publishing

 24 April 2024 17:19:13

https://pubs.aip.org/aip/jap


strong interaction of graphene films with the substrate. Hong and
co-workers created large supercells (1382 atoms) to estimate the
interface between graphene and Fe surfaces through the ab initio
density function theory including the VASP code and the SIESTA
(Spanish Initiative for Electronic Simulations with Thousands of
Atoms) method.121 The model structure of graphene grown on Fe
revealed that the carbon states was polarized by the proximity
effect near the Fermi level, as shown in Figs. 6(h) and 6(i).77 A
10 × 10 × 1 grid was adopted to sample the Brillouin zone under
the Monkhorst–Pack scheme to perform relaxations with and
without van der Waals interactions. As a result, the mechanism of
thickness dependence was found relating to the amount of charge
transfer from the Fe surface to graphene, and the Fermi level at the
interface exhibited an oscillatory-like behavior with the layer thick-
ness, saturating at approximately five layers, which fits well with
the experimental data in Figs. 2(e) and 2(f) (2–5 layers).

Mafra and her co-workers combined the experimental and
computational data of growing large-area single-layer graphene on
the surfaces of Ni(111), Ni(110), and Ni(100), respectively.80 DFT
calculations implemented using the QUANTUM-ESPRESSO
package122 and the PBE generalized gradient approximation as
exchange-correlation functional were performed. As shown in
Fig. 6( j), the computational simulations revealed that graphene
growth on the surface of Ni(111) showed a planar structure, and
the graphene growth on Ni(110) suggested that the formation of
carbide is slightly disfavored (only 0.09 eV), both of which fit well
with the results shown in Figs. 2(g) and 2(h). For the purpose of
combining the advantages of Ni and Cu, CuNi alloys were also
applied as the substrates to develop large-area single-crystalline gra-
phene with fast growth rate and low nucleation density for recent
years. Wu et al. grew 1.5-in.-large graphene monolayer in 2.5 h
using an optimized CuNi alloy as the substrate.123 DFT calculations
implemented in the VASP were performed. The formation of a Ni
atomic chain into the Cu bulk was found that it could significantly
lower the formation energy of a C interstitial atom from 3 to 1 eV,
ensuring an easier migration along a Ni chain in the alloy, which
could explain the phenomenon in Ref. 82.

B. DFT method to calculate graphene/non-metal
interaction

1. Calculations involving non-metallic substrates with
weak interaction

Because of the complex kinetic and thermodynamic processes
for the epitaxial growth of graphene on SiC substrates, an urgent
need for accurate and suitable calculations has arisen in recent
years. Yu et al. performed an ab initio molecular dynamics (AIMD)
simulation using the VASP method to estimate the graphene growth
on the surface of SiC (1�100) at 1000 °C, aiming to understand the
transformation from three-layer SiC to monolayer graphene.124 It
was demonstrated that less stable carbon clusters and a network
formed as transition structures in sublimation procedure of the first
and second layers, while a large-area single-layer graphene could be
observed during the sublimation of the third SiC layer. The current
ReaxFF Si/H/graphene force field development with the standalone
ReaxFF code and all MD/fbMC simulations using ReaxFF module
of parallel ADF package125 were performed by Zhang and van Duin

for the purpose of studying molecular dynamics (MD) at the atom-
istic level of graphene growth on the SiC substrate.126 Thermal
decomposition was demonstrated as an effective factor for graphene
growth [Figs. 7(a)–7(c)], and detailed dynamics information pro-
posed that multi-layer graphene is usually synthesized on the
C-terminated surface while single-layer graphene is easily generated
on Si-terminated SiC surface shown in Fig. 7(c), which fits well with
the common experimental practice.

The ab initio DFT using Quantum Espresso was performed by
Lippert et al. for the calculations of energy barriers, atomic struc-
tures, total energies, and molecular dynamics, to investigate the van
der Waals growth of graphene on the mica surface by the molecular
beam epitaxy (MBE) method.85 The larger physisorption energy
indicated that the van der Waals–Debye force promoted smaller
flakes adhesion. The molecular dynamics at 700 °C showed that
even large molecules (e.g., C24) could slide on the flat mica surface
with no barrier. Due to the unique performances of graphene
growth on the mica surface, they carried out further work to detect
the proper processing window for the fabrication of high qualified
graphene.90 As shown in Figs. 7(d) and 7(e), the reaction occurred
between the atomic carbon and mica surface revealed that oxygen
did not escape from the surface of mica and remain bonded in
formyl moieties. The presence of oxygen on the edge of graphene
molecules was helpful for the collection of C atoms from defects,
which was an important factor of growing graphene with high
quality on the mica surface, as shown in Figs. 3(e) and 3(f ).

It is well known that guiding the graphene domains into good
alignment could minimize its configuration energy effectively.
Thus, first-principles calculations based on DFT were carried out
to reveal the preferable orientation of the graphene growth on sap-
phire (Al2O3) in the process of electromagnetic induction heating
CVD,93 and demonstrated that the most stable orientation of gra-
phene on a sapphire (0001) substrate could be observed when the
rotational angle is 30°, as shown in Figs. 7(f )–7( j). Park and
co-workers carried out the calculations (64 Al atoms and 96 O
atoms) using the VASP and PAW method with an energy cut-off of
500 eV,94 indicating the associated barrier of the minimum energy
path in this way was negligible (Ed≈ 0 eV), which was comparable
to the barrier on Cu (∼0.07 eV),127 ensuring the successful synthe-
sis of high-quality graphene.

Longo and Ventzek applied DFT coupled with AIMD
methods to study the initial stages of graphene growth onthe SiO2

surface using C2H2 as the PE-CVD precursor.128 As shown in
Fig. 7(k), the calculations demonstrated that the formation of Si–C2

bonds at the beginning sets as the nucleation center for the growth
of the carbon layer. And, further formation of Si–C–C–Si bridge
bonds turned out to be a thermodynamically exothermic process,
which promoted generation of pinning center and the second-row
carbon dimers starting from (C2H2)5 and (C2H2)9, respectively.
Finally, this process could produce a stable and planar graphene.
Xie et al. found an effective way of growing wafer-scale graphene
on SiO2 through a local-fluorine-supply method.129 Further DFT
based first-principles calculations demonstrated that the released
fluorine from the fluoride substrate at high temperatures can
rapidly react with CH4 to form CH3F with higher activity, which
lowered the barrier of carbon attachment, providing sufficient
carbon feedstock for graphene CVD growth.
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2. Calculations involving epitaxy of materials through
graphene coated substrate

Chen et al. provided a fundamental theory of understanding
epitaxy combining experimental and computational data, which
revealed that the features of heterointerface mainly relied on both
the feature of growth material and the underlying substrate.130 DFT
calculations using VASP with PBE applied for the exchange-
correlation function were performed, and concluded that the van
der Waals heterointerface (polycrystalline) was the main structure
when grown on amorphous substrates, while the heterointerface
would inherit the substrate’s lattice and behave like a covalent one
for single-crystalline substrates, which explained the single-
crystalline epitaxy in Fig. 4(a). Kim and co-workers also realized
homoepitaxial growth of GaAs(001) on GaAs(001) substrates
accommodated by a single-layer graphene, which was also applica-
ble to InP and GaP.98 They chose As-termination of GaAs(001)
slabs as the computational model, and the interaction of Ga- and
As-terminated layers of GaAs on the As-terminated substrate was
calculated by DFT computation using the plane-wave pseudopoten-
tial code as implemented in Quantum Espresso. As shown in
Figs. 8(a) and 8(b), when the gap was beyond about 9 Å, significant
charge density between the separated GaAs slabs disappeared, sug-
gesting possibility of occurrence for remote epitaxy within a 9 Å
gap between epilayer and substrate. Actually, the measured distance
between the substrate and the GaAs epilayer was 5 Å [Fig. 8(c)],
which fits well with the results of DFT calculations.

In addition, the epitaxy of single-element thin film through
the graphene coated substrate also attracted much attention. A
bond-order potential was proposed by Forster and Rabilloud for
the C–Ru system, for the purpose of modeling Ru nanoparticles on
such substrates or graphene.131 The local optimizations and molec-
ular dynamics simulations were applied to address the thermal and
energetic stabilities of Ru nanoparticles on the surface of epitaxial
graphene. And it was found that Ru nanoparticles could be stabi-
lized by the corrugation of epitaxial graphene against global diffu-
sion and internal rearrangement. With the actual observation of
STM, DFT calculations under the local density approximation
potential (LDA) implemented in the VASP codes were performed
by Chen et al. to study the growth of Bi on monolayer graphene, as
shown in Figs. 8(d)–8(g).132 They demonstrated that the underlying
buffer layer of SiC could determine the effect of corrugated sub-
strate, causing different linear arrangements of Bi adatoms, even
across the block of graphene. Two different bonding length of the
buffer layer (d1/d2≈ 0.866) calculated through DFT fitted well with
statistical length ratio (DRed/DBlue≈ 0.878 ± 0.008) extracted from
experimental data [Figs. 8(d) and 8(f )]. Finally, the buffer layer was
assumed to be an important factor of forming the linear Bi struc-
ture, and both the effect of the corrugated surface of SiC substrate
and the mediation of graphene Dirac-like electrons resulted in the
oscillatory interaction.

As discussed above, enormous progresses of DFT method cal-
culating the interaction on the epitaxy of graphene were achieved

FIG. 8. DFT calculated results for averaged electron density along GaAs slabs for (a) As–Ga and (b) As–As interactions, (c) STEM images of the GaAs(001) lattice align-
ment through graphene. Reproduced with permission from Kim et al., Nature 544, 340 (2017). Copyright 2017 Springer. (d) The practical linear Bi arrangements, (e) top
view and side view of schematic MEG (graphene)/4H-SiC (0001), (f ) and (g) DFT calculations of Bi adatoms on graphene. Reproduced with permission from Chen et al.,
Carbon 93, 180 (2015). Copyright 2015 Elsevier.

Journal of
Applied Physics

PERSPECTIVE pubs.aip.org/aip/jap

J. Appl. Phys. 134, 090901 (2023); doi: 10.1063/5.0163580 134, 090901-14

Published under an exclusive license by AIP Publishing

 24 April 2024 17:19:13

https://pubs.aip.org/aip/jap


in the recent decades. However, significant obstacles remain includ-
ing the relative low accuracy and small computation capacity
(number of atoms). In detail, the absence of accurate description of
vdW interaction results in the low accuracy for describing the

complicate interaction. For example, Li et al. found that five com-
monly used DFT-based vdW models could not explain the experi-
mental results of vdW interactions at graphite, MoS2, and BN
interfaces.133 In addition, the limitation of the model size existed in

FIG. 9. (a) Schematic of employing a general machine learning process in materials science. Reproduced with permission from Wang et al., Chem. Mater. 32, 4954
(2020). Copyright 2020 ACS Publications. (b) ML algorithms applied in 2D materials. Reproduced with permission from Ryu et al., Chem. Soc. Rev. 51, 1899 (2022).
Copyright 2022 Royal Society of Chemistry.
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DFT methods caused the unclear growth mechanisms, because the
small computation capacity hinders the exploration of graphene
growth with large-area. Thus not only more accurate calculations
involving improvement of algorithms and mechanisms of interac-
tions, but also more effective models as well as much larger calcu-
lated quantity are urgently required. Actually, due to the
mathematically well-defined procedure and increasingly larger
number of easy-to-use packages for modeling atomistic system,
machine learning (ML) methods have shown remarkable potential
of solving the problem, which will now be discussed in detail.

C. Machine learning method to train model and
potential

Recent progresses in atomically thin 2D materials, such as gra-
phene, hexagonal boron nitride nanosheet (h-BNNS), MoS2, etc.,
have led to a great deal of technologies with promising potential in
the optoelectronics, photonics, and energy fields.134,135 However,
serious issues related to materials quality hinder their practical

applications, and the different structure due to the variety of
growth procedure will influence their properties significantly.136

Mounet et al. proposed an existence possibility of nearly 2000
kinds of 2D materials through DFT calculations in 2018,137 but
there will invariably be high cost and substantial human resources
required if each of the materials are explored through conventional
experimental approaches. Unfortunately, conventional experimental
and computational approaches (first-principles calculations, such
as DFT) can scarcely keep up with the rapidly growing demands in
the study of 2D materials. In addition, both experimental methods
and computational simulations using first-principles calculations,
such as high throughput DFT, require considerable time and cost,
which slows progress in 2D materials study. Hence, an advanced
strategy with precise computational prediction is urgently required
to optimize the experimental design for practical applications.
Machine learning (ML)-based prediction can be a viable and
optimal approach to accurately point out the possible synthesizabil-
ity of 2D materials, and the fast development of low-cost computa-
tion, data sources, and new machine learning algorithms theories

FIG. 10. (a) Visualization of decision tree regression; (b) measured and predicted sizes of ddomain for five different models of ML; (c) SEM images of graphene grown
using the predicted experimental conditions through ML. Reproduced with permission from Yoshihara et al., J. Chem. Eng. e2911 (2023). Copyright 2021 Wiley.
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have stimulated the application of ML.138,139 Using the chemical
and physical performances of simulated and already-known 2D
materials, ML models could not only propose effective interpreta-
tions for complicated interconnections and correlations among the
properties, but also make predictions of unknown features of new-
unknown 2D materials. Moreover, ML algorithms with more train-
ing can make quicker and more accurate predictions, enabling ML
a promising strategy for understanding, design, and synthesis of 2D
materials.

The most important part of ML-assisted design is the effective
training of ML models. A simplified schematic diagram of applying
ML into materials science was shown in Fig. 9(a).140 Actually, the
target (material properties or classes), the descriptor(s) of features,
and the choice of algorithms and hyper-parameters are the key
factors of basic ML model training, which can be expressed as:46,141

Data(Target þ Descriptors)þ AlgorithmsþHyper � parameters

¼ MLModel:

As shown in Fig. 9(b), ML techniques can be divided into
three categories according to the handled data: supervised, unsu-
pervised, and semisupervised learning.142 While supervised learn-
ing is the procedure of finding a mapping function, unsupervised

learning tries to resolve new patterns and distribution from unla-
beled data, and semisupervised learning turns out to be a practical
model for managing practical classification and clustering problems
associated with predicting outcomes based on a dearth of correct
information. Support vector machine (SVM), least absolute shrink-
age and selection operator (LASSO), random forest (RF), neural
network (NN), K-Means, and principal component analysis (PCA)
are the representative ML algorithms, and a common strategy is to
train a couple of ML models and estimate their features.

According to the discussion in Sec. I A, using the Cu substrate
turns out to be a promising way to grow large-area graphene with
high quality. Thus, Yoshihara and co-workers designed a ML
model to explore optimized experimental CVD conditions for the
graphene growth on the Cu foils,143 six types of ML models includ-
ing Gaussian process regression (GPR), support vector regression
(SVR), random forest (RF), partial least squares (PLS), decision
tree regression (DTR), and ridge regression (RR) were employed to
simulate the graphene growth conditions. The dataset comprised of
88 experiments with the XRD profile and FTIR spectrum results
were applied to train the ML models, respectively. For example, the
visualization of the DTR model was shown in Fig. 10(a), and the
data points was sorted accurately by the simple decision rules based
on inequalities. Owing to its complexity, the GPR model showed
the highest accuracy among models [Fig. 10(b)]. The proposed

FIG. 11. (a) A group of 23 870 MXenes generated through early transition metals and surface functional groups. Reproduced with permission from Rajan et al., Chem.
Mater. 30, 4031 (2018). Copyright 2018 ACS Publications. (b) ML-driven modeling (a Si structure with 100 000 atoms) beyond the nanometric length scale, (c) oblique
view of the simulation cell from the ML simulation. Reproduced with permission from Deringer et al., Nature 589, 59 (2021). Copyright 2021 Springer.
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experimental conditions by conducting the actual graphene growth
by CVD was proved to realize the graphene domains with lateral
sizes as high as 1.3 mm in practical experiments, as presented in
Fig. 10(c).

Due to the coupled and complex relationship of the composi-
tion of solvents, concentration of precursors, the reaction time and
temperature, Du et al.144 found that the large-scale synthesis
process of uniform ultrathin 2D films was difficult to discover the
relationship between those parameters and the material structure. It
is found that the poor understanding of growth mechanisms for
materials synthesis hinders the structure prediction. For instance,
MXene is a popular 2D material, and its change of compositions
results in different properties for plentiful applications. By applying
different ML models including GPR, KRR, SVR, and BAR (boot-
strap aggregating regression) algorithms, Rajan et al. calculated the
bandgaps of MXenes to study the electronic properties of MXenes.
More than 23 800 kinds of MXenes were developed according to
their compositions [Fig. 11(a)].139 76 MXenes simulated with DFT
(PBE method) were selected to build the prediction models, and
the GPR model showed the most accurate bandgap prediction.
However, due to the small dataset of only 76 samples, the results
may be not convincing enough. In addition, it worth noting that
many materials which was predicted to exist might not be synthe-
sizable through modern technologies. Although the existence of
over 23 800 MXenes had been predicted by theoretical calculations
(e.g., MD, DFT), only about 20 kinds of MXenes have been suc-
cessfully synthesized.145 To solve those problems, ML has been
thought as a promising way to predict synthesizable candidates and
understand the complex relationships between them.

Besides the ML model for prediction, the ML potentials were
trained for the purpose of highly accurate molecular dynamics sim-
ulations, an interatomic potential for graphene was constructed by
Rowe et al. to generate a more accurate ML interatomic poten-
tial,146 comparing the capabilities of modern ML algorithms with
those of empirical many-body potentials (the prediction of atomic
forces using DFT and thermal expansion of graphene using AIMD
simulations). As a result, a computational cost in orders of magni-
tude lower than that of comparable calculations was also achieved.
Aiming to pursue an in-depth understanding of the structural tran-
sitions of disordered silicon, atomistic ML methods were con-
structed by Deringer et al. on accurate quantum mechanical
computations in the case of the accessible system sizes (ten-
nanometer length scale, about 100 000 atoms) via calculation,
which was much larger than the DFT methods, as shown in
Figs. 11(b) and 11(c).147

In brief, a better understanding of the complex relationships,
with the help of experiments, simulations, and ML, will promote
the development of high-efficiency and large-area 2D material syn-
thesis technology, enabling mass production. The advanced ML
methods could be applied to identify trends of many material
structures according to the already-known data. The ML potentials
could break through the size limitation of conventional DFT calcu-
lations to reveal the unclear growth mechanisms. However, the ML
method also faces obstacles including small quantities of data, lack
of efficient training, and accuracy of results etc. Thus, great efforts
are urgently required to break the bottleneck of the current ML
methods in understanding epitaxy of graphene.

IV. PERSPECTIVE

The fabrication methodologies of graphenes, especially the
epitaxial growth strategies, were discussed using both the experi-
mental and computational results in this perspective. Practical
examples were listed and summarized through different substrates
(metal and non-metal) in terms of the interaction strength, involv-
ing van der Waals interaction and covalent bonding. How to
design a model according to the actual generating conditions of
graphene (even other 2D materials) has attracted much attention,
and many of computing results fit well with practical circumstance.
The DFT calculations have provided effective guidance for mecha-
nism interpretation of growing procedure as well as the complex
interaction between graphene and substrates. However, the main
obstacles including the relative low accuracy and small computation
capacity have not been addressed yet, which call for more accurate
algorithms, more effective methods, and much larger calculated
quantity. In this perspective, we proposed that machine learning
(ML) methods have the remarkable potential of solving the prob-
lems discussed above due to the mathematically well-defined proce-
dure and increasingly larger number of easy-to-use packages for
modeling atomistic systems. Actually, ML has been applied in the
fabrication of 2D materials for many years, and a few reports about
excellent results based on ML algorithms for the epitaxial growth
of graphene also show the great potential in this field. Thus,
advanced computing methods and ML strategies should be put
forward to accelerate the development of graphene as well as other
2D materials.
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