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Abstract
After its first isolation by Geim and Novoselov in 2004, graphene has grown quickly into an inde-
pendent subfield of contemporary condensed matter physics, counting thousands of publications.
This material has attracted so much attention not only because it is truly two-dimensional – a
feature long thought to be impossible to be realized in nature – but also because it is the prime
representative of a new class of condensed matter systems, the Dirac materials, whose electronic
spectrum disperses linearly around isolated points in the Brillouin zone. An outstanding conse-
quence of this linear energy-momentum dispersion is the collapse of the Fermi surface to isolated
points at charge neutrality, accompanied by a vanishing single-particle density of states. While
this feature of the noninteracting model is what separates graphene from most other, more con-
ventional condensed matter systems, giving rise to many of its astounding physical properties,
it leads to severe computational complications when extending the model to contain two-body
interactions and/or disorder. In this thesis we consider both extensions separately.

After rigorously deriving the low-energy quantum field theory from a tight-binding model
and establishing the one-particle irreducible (1PI) vertex functions as the fundamental building
blocks of correlation functions, we construct a nonperturbative formalism for the calculation
of these vertex functions using the well-established functional renormalization group (fRG). By
combining the fRG with the Keldysh formalism, accounting for possible external electromag-
netic fields and nontrivial initial correlations, this framework is capable of handling thermal
equilibrium and true nonequilibrium alike. To circumvent some of the technical problems of
the standard fRG formalism when treating fermionic systems at finite density, we also explore a
variant of the fRG, where the chemical potential is interpreted as a flow parameter. We obtain
hierarchical sets of flow equations, which describe the change of the 1PI vertex functions upon
varying an artificial cutoff scale or the chemical potential, respectively. These nonperturbative
formalisms have been used to calculate the renormalization of the Fermi velocity and the static
dielectric function at finite temperature and density in the strong coupling regime as an explicit
demonstration of their capabilities.

Since the Keldysh fRG is an exact formulation of quantum field theory, in particular when
external magnetic fields are present, it should be possible to describe the fractional quantum Hall
effect in this framework. However, the typical truncation schemes that are currently available to
approximately solve the fRG flow equation fail to account for the nontrivial correlation effects
necessary to access the fractional quantum Hall regime. To circumvent this problem we consider
a modified field theory, where these correlations are implemented “by hand” via a Chern-Simons
gauge field, coupling to the fermions in addition to the Coulomb interaction term. This modified
field theory is analyzed in a stationary phase approximation including Gaussian fluctuations.
The electromagnetic response tensor is calculated in the random phase approximation, yielding
the Hall conductivities.

In the second part of this thesis we consider disordered Dirac fermions in the absence of
two-particle interactions. After sketching how the most general disorder potential for Dirac
fermions arises from a tight-binding model, we first consider an explicit physical scenario, a dis-
ordered graphene pn junction in the presence of a quantizing magnetic field perpendicular to the
graphene sheet. We derive an effective one-dimensional theory for the chiral states that propa-
gate along the junction interface and calculate the full conductance distribution in the crossover
between the clean and the strong-disorder limit, via an exact solution of a Fokker-Planck equa-
tion. Lastly, we develop a nonperturbative approach to calculate the disorder induced self-energy
that is based on exact Schwinger-Dyson equations and Ward identities, not only for graphene,
but also for other paradigmatic semimetals with a nodal point dispersion.
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Kurzbeschreibung
Seit der ersten Isolierung durch Geim und Novoselv im Jahr 2004 hat sich Graphene schnell in
ein eigenständiges Forschungsfeld innerhalb der Physik der kondensierten Materie entwickelt,
zu dem bereits Tausende von Publikationen zählen. Dieses Material hat große Aufmerksamkeit
auf sich gezogen, nicht nur weil es echt zweidimensional ist – eine Besonderheit, die lange als
unmöglich galt – aber auch weil es der erste Stellvertreter einer neuen Klasse von Materialien
ist, deren elektronisches Spektrum linear um isolierte Punkte in der Brillouin Zone dispersiert,
den Dirac-Materialien. Eine ungewöhnliche Folge der linearen Energie-Impuls Dispersion ist der
Kollaps der Fermi-Fläche auf isolierte Punkte im ladungsneutralen Fall, begleitet von einer ver-
schwindenden Zustandsdichte. Während es diese Eigenschaft des nichtwechselwirkenden Modells
ist, welche Graphen von anderen, konventionellen kondensierte Materie Systemen unterscheidet,
so führt sie zu schwerwiegenden Komplikationen bei der Berechnung physikalischer Observablen,
sollte das Modell um Zweiteilchen-Wechselwirkungen und/oder Unordnung erweitert werden. In
dieser Dissertation betrachten wir beide Fälle separat.

Nachdem wir die Niedrigenergie-Quantenfeldtheorie aus einem Tight-Binding-Modell abge-
leitet und die Einteilchen-irreduziblen (1PI) Vertex-Funktionen als fundamentale Bausteine der
Korrelationsfunktionen etabliert haben, konstruieren wir einen nicht-perturbativen Formalismus
für die Berechnung eben dieser Vertex-Funktionen auf Basis der funktionalen Renormierungs-
gruppe (fRG). In Kombination mit dem Keldysh-Formalismus, erlaubt es dieser Formalismus
sowohl Gleichgewichts- als auch Nichtgleichgewichtsprobleme zu behandeln. Um einige tech-
nische Probleme der fRG in ihrer Standardformulierung zu umgehen, die bei der Behandlung
fermionischer Systeme bei endlicher Dichte auftreten, untersuchen wir auch eine Variation der
fRG, bei der das chemische Potential als Flussparameter interpretiert wird. Wir erhalten hierar-
chische Gleichungssyteme, welche die Änderung der 1PI-Vertex-Funktionen unter Variation einer
künstlichen Cutoff Skale beziehungsweise des chemischen Potentials beschreiben. Diese nicht-
perturbativen Formalismen werden zur Berechnung der Renormierung der Fermigeschwindigkeit
und der statischen dielektrischen Funktion bei endlicher Temperatur und Dichte im Regime star-
ker Kopplung verwendet.

Da es sich bei der Keldysh-fRG um eine exakte Formulierung von Quantenfeldtheorie han-
delt, sollte es möglich sein mit ihrer Hilfe den fraktionierten Quanten-Hall-Effekt zu beschreiben.
Mit den derzeitig verfügbaren Trunkierungsschemata gelingt es jedoch nicht die notwendigen
nicht-trivialen Korrelationen mit einzubeziehen, um diesen Effekt zu beschreiben. Um dieses
Problem zu umgehen betrachten wir eine modifizierte Feldtheorie, bei der diese Korrelatio-
nen “von Hand” durch ein Chern-Simons Feld implementiert werden, welches zusätzlich zur
Coulomb Wechselwirkung an die Fermionen koppelt. Diese modifizierte Feldtheorie wird in Sat-
telpunktsnäherung mit Gauß’schen Fluktuationen analysiert. Es werden der elektromagnetische
Response-Tensor, sowie die Hall Leitfähigkeiten berechnet.

Im zweiten Teil dieser Dissertation betrachten wir ungeordnete Dirac Fermionen in Abwe-
senheit von Zweiteilchen-Wechselwirkungen. Nachdem wir skizziert haben, wie das allgemeinste
Unordnungspotential für Dirac Fermionen aus dem Tight-Binding-Modell hervorgeht, betrach-
ten wir einen ungeordneten pn-Übergang in Anwesenheit eines magnetischen Feldes. Wir leiten
eine effektive eindimensionale Theorie für die chiralen Zustände ab, welche entlang des Über-
gangs propagieren, und berechnen die volle Verteilung des Leitwerts mittels exakter Lösung einer
Fokker-Planck-Gleichung. Zum Schluss entwickeln wir einen nicht-perturbativen Zugang um die
unordnungsinduzierte Selbstenergie in Graphene und anderen paradigmatischen Semimetallen
zu berechnen, welcher auf exakten Schwinger-Dyson-Gleichungen und Ward-Identitäten beruht.
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Chapter 1

Introduction

1.1 Dirac electrons in condensed matter

When in 1947 P. R. Wallace wrote an article on “The Band Theory of Graphite” [1] probably
nobody would have believed that his findings in the introductory sections would have such a
profound impact on modern-day condensed matter physics. As the title suggests, he was more
concerned about the three-dimensional material graphite, rather than the single-atom thick
layers from which it is made of. The investigation of these layers, which became later known
as graphene, was merely a necessary intermediate step, preliminary to the analysis of graphite.
The unconventional linear energy spectrum he found at the corners of the hexagonal Brillouin
zone, accompanied by an unusual semimetallic behaviour, was mainly of theoretical interest, as
physicists believed that an isolation of that two-dimensional material would be impossible. This
belief was only reinforced when the famous Mermin-Wagner theorem was proved in the 1960’s [2–
4]. The theorem essentially states that at any finite temperature there can be no spontaneous
breakdown of a continuous symmetry in less than three dimensions. Hence, crystalline long-
range order as the very basis for the formation of any lattice – including the honeycomb lattice
– seemed to be prohibited. In light of the prevailing skepticism and prejudices at the time
whether the isolation of graphene would be possible at all, further research on that material was
deemed of academic value only and not much progress has been made in the following years.
However, graphene is not a truly two-dimensional system, but merely a surface embedded in
three-dimensional space. While the electrons are confined to the surface, the electromagnetic
interactions are not. In addition, fluctuations in the displacements of the atoms normal to
the surface stabilize the underlying lattice, see e.g. Refs. [5–8]. Nevertheless, it took almost
60 years from the early work of Wallace to overcome these prejudices, resulting in the first
experimental isolation by Geim and Novoselov in 2004 [9–11]. This breakthrough entailed an
enormous increase in the theoretical and experimental interest for this newly available material,
still continuing to this day.

The fascination for graphene is based on several aspects, one of which being its outstanding
role in the field of carbon based materials. Without exaggeration one might say that it lies
at the heart of the research revolving around such materials, being the prime representative of
a whole microcosmos of structures (Fig. 1.1). It can be stacked into bi-, tri- and multilayers,
folded into nanotubes, curled up into buckyballs and “chemically stretched” into various gra-
phynes [14–17]. Thus, a proper understanding of graphene is the key to the universe of carbon
allotropes. Probably the most important aspect of graphene, responsible for the enormous in-
terest in the physics community, is its bandstructure. In contrast to conventional metals and
semiconductors, noninteracting graphene electrons obey a gapless and linear energy-momentum
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1.2. Fermi velocity renormalization

Figure 1.1: Allotropes of carbon with graphene as the central structure. The structures on the
left-hand side can be constructed “mechanically” from graphene by stacking, or cutting-out a
strip and curling it up into a cylindrical or ball shape, respectively. The structures on the right-
hand side require chemical processing, where triple-bonded C2 molecules are inserted completely
(α-graphyne) or partially (β, γ-graphynes) into the honeycomb lattice. For graphene and the
graphynes the unit cell of the lattice is indicated in red. This figure was inspired by a similar
figure in Ref. [12], and created using figures from Refs. [13, 14].

dispersion at the two inequivalent corners of the hexagonal Brillouin zone, mimicking the be-
havior of massless relativistic Dirac particles in a condensed matter environment [1, 18–21].
As far as condensed matter systems are concerned, this rather unconventional spectrum has
far-reaching implications on observable physical effects [22–26]. In fact, the investigated phe-
nomena of graphene’s fascinating mechanical and electronic properties pervade the whole body
of condensed matter physics, ranging from phonons and superconductivity [27–31] over integral
and fractional quantum Hall effects [32–38], elastic strain and artificial gauge fields [39–41],
disorder and defects [42–46], to a condensed matter simulation of QED2+1 and Dirac fermions
in curved spaces [19, 39, 47, 48]. The unprecedented diversity of this (incomplete) list of topics
and publications, its status as the prototype of a Dirac material in condensed matter and its
central role in the study of carbon allotropes make graphene an extraordinary playground for
fundamental and application-oriented research alike.

1.2 Fermi velocity renormalization
The ultimate goal of condensed matter theory – as of any other physical theory – is to describe
physical reality. It should be clear, however, that a fully microscopic treatment of a generic

2



1.2. Fermi velocity renormalization

condensed matter system, based on first principle quantum theory, is hopeless, simply due to
the overwhelmingly large number of microscopic degrees of freedom one would have to keep
track of. To overcome this problem, there are in principle two very distinct strategies to pursue:
Either one uses the microscopic theory as the starting point for a series of (hopefully justified)
approximations until one arrives at a tractable model or one may straightaway describe the
physical effects by a phenomenological model. In either case some information is lost, but the
relevant degrees of freedom that characterize the system should be captured appropriately.

The outstanding feature of graphene that sets it apart from other, more conventional con-
densed matter systems – the pseudo-relativistic energy momentum dispersion of its quasiparticle
excitations – is the result of a rather crude approximation, where the effect of Coulomb interac-
tions between its quasiparticles is neglected. Of course, Coulomb interactions are not neglected
entirely, since they are essential for the formation of the honeycomb lattice in the first place.
Without Coulomb interactions there would be no lattice, and without a lattice there would be
no pseudo-relativistic electrons, but their contribution to the model is restricted to the mean-
field level only.1 Correlation effects beyond the mean-field level, which is what we mean when
we use the term “Coulomb interactions”, are absent. Yet, there are many instances in various
condensed matter systems, where these correlation efffects have been proven to play an impor-
tant role in explaining physical effects. Probably the most prominent example is the fractional
quantum Hall effect, which exists only because of inter-electron interactions (see Sec. 1.4 for
a more detailed discussion). A lesser known example is the disorder-induced breakdown of
superconductivity [49–53]. Here, the interplay of Coulomb interactions, BCS interactions and
disorder is responsible for the suppression of the critical temperature in a regime that would
be protected by Anderson’s theorem [54], if Coulomb interactions were absent. Lastly, the
transport properties of a one-dimensional Luttinger liquid are heavily influenced by long range
(Coulomb) interactions, since – among others – they lead to a strong renormalization of the
propagation velocity of the quasiparticles [55, 56]. Therefore, it is only reasonable, if not to
say inevitable, to estimate the influence of the Coulomb interaction on the pseudo-relativistic
spectrum of graphene’s electrons and to determine under which circumstances, if at all, it is
justified to neglect it.

The first instinct to gain some intuition about to-be-anticipated effects is of course to com-
pare the system under consideration to preexisting calculations in theories that have a similar
structure. For the present problem of interacting Dirac electrons in graphene, what would be
closer than relativistic quantum electrodynamics? The theory, that describes the interactions
of electrons and light and which has been validated time and time again with unprecedented
accuracy. Here, the dynamics of electrons (and positrons) is described by the massive Dirac
equation and the electromagnetic interaction is mediated by a massless vector boson – the pho-
ton – that obeys Maxwell’s equations. The Lorentz and gauge invariance of the theory put
very tight contraints on the form of the correlation functions. Most notably, the vanishing rest
mass of the photon is unaffected by renormalization. The polarization tensor instead leads to
a renormalization of the electronic charge, which is tightly intervowen with the electron mass
renormalization, coming from the fermionic selfenergy, and the vertex renormalization through
Ward identities – the latter being the analogon of Noether’s theorem in a quantum field the-
ory. Measuring mass, charge and field strengths at a certain renormalization scale removes the
ultraviolet divergencies from scattering amplitudes of the theory, rendering the theory itself
predictive [57–59].

Although the theory of interacting electrons in graphene and relativistic quantum electrody-
1In fact, most if not all effective models in condensed matter theory contain the effect of a mean-field Coulomb

potential disguised somewhere in their model parameters.
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namics share many features, both structurally and physically, their seemingly minor differences
lead to vastly different predictions. As is well-known, in graphene the low-energy dynamics of
electron-like (and hole-like) quasiparticles is described by a Dirac equation as well, but here
the mass term vanishes (unless it is spontaneously generated by chiral symmetry breaking,
see Sec. 1.3). Borrowing the notions of QED, one can say the quasiparticles behave “ultra-
relativistically”, propagating with the Fermi velocity vF instead of the much larger speed of
light c. The Coulomb interaction is mediated by a massless scalar boson, after decoupling the
fermionic interaction in the density-density channel that is. In stark contrast to relativistic
QED2+1, however, the theory of interacting Dirac electrons in graphene is neither Lorentz in-
variant nor a gauge theory. (There is still a continuous U(1) phase symmetry corresponding to
charge conservation, but the bosonic field is not a gauge field.) In fact, the Lorentz invariance
of the noninteracting model with respect to the Fermi velocity is strongly broken, due to the
fact that the bare Coulomb interaction propagates instantaneously [60, 61]. In a sense it is
“hyper-relativistic” in comparison to the ultra-relativistic behaviour of graphene’s quasiparti-
cles. Dynamical retardation effects are only introduced through the polarization function, which
also includes the physics of screening and collective plasmon excitations [61–65]; see the discus-
sion in the next section. Hence, there is no reason to believe that the linear energy-momentum
dispersion of the noninteracting quasiparticles would be preserved under renormalization. On
the contrary, instead of mass and charge renormalization, it is the Fermi velocity that acquires
momentum-dependent corrections, which are typically of a logarithmic form as a generic fea-
ture of quantum field theory. By performing a simple one-loop calculation, such a logarithmic
correction has indeed been obtained in the early work of González et al. [60], predicting a loga-
rithmic increase of the Fermi velocity in the infrared regime at charge neutrality. Recently, this
feature has been observed in an experiment performed by Elias et al. [66], which clearly showed
the importance of Coulomb correlation effects beyond a mean-field approximation in real-world
samples and which seemed to confirm the one-loop picture.

The validity of a perturbative approach is of course limited to the weak coupling regime
and even then it is fundamentally constrained to low orders only. (For an explanation of the
latter statement see Sec. 1.3.) While in quantum electrodynamics the dimensionless interaction
strength given by the fine structure constant αQED is indeed very small, αQED ≈ 1/137, in
graphene it depends on the background dielectric constant ε0, αG = e2/ε0vF ≈ 2.2/ε0, which
accounts for the substrate’s influence on the inter-electron interaction. There are substrates for
which ε0 � 1, justifying perturbation theory, but the experimentally most relevant substrates,
such as SiO2 and SiC (ε0 ≈ 2.5) or even the extreme case of freestanding graphene (ε0 =
1), lead straight into the strong coupling regime, α & 1 [61]. Clearly, any result obtained
within a perturbative framework, such as the increase of the Fermi velocity suggested by one-
loop perturbation theory, cannot be extrapolated into such a regime. Yet, the aforementioned
experiment of Elias et al. has been performed for suspended graphene, such that the reported
agreement with the perturbative result is very surprising. To resolve this issue nonperturbative
methods have to be applied in such extreme conditions.

A naive way to extend perturbation theory into a nonperturbative framework is to employ
resummation techniques, which give access to the strong coupling regime. As an example
recall that the very concept of the self-energy is nonperturbative, based on the resummation of
interaction corrections to the bare propagator as a geometric series [57–59, 67]. It is therefore not
unreasonable that a similar strategy may be employed for an actual calculation of the self-energy
and related quantities beyond perturbation theory. Such an approach, however, has one serious
drawback. Typically, resummation techniques rely on low-order perturbation theory, where it
is rather easy to analyze the structure of the diagrams order by order. In a next step, based on

4



1.2. Fermi velocity renormalization

the observations of the topological structure of the diagrams, the corresponding mathematical
expressions are elevated to self-consistency equations, which contain contributions to all orders
in perturbation theory. Since the self-consistency equations obtained by such an approach are
not much more than an educated guess, they are open to systematic errors. The main problem
is that low-order perturbation theory is likely to be misleading. Perturbative structures may
be falsely categorized and wrongfully generalized to nonperturbative structures, and/or certain
classes of diagrams may be missing or overcounted.2 Even if a set of equations is found, where it
could be proven that no counting errors occur, it would be rather difficult to go beyond such an
approximation in a consistent and systematic way. These problems are amplified if higher level
correlation functions are considered. For a specific example that illustrates these statements see
the discussion in Sec. 1.5.

One of the more systematic nonperturbative methods is given by the set of self-consistent
Schwinger-Dyson (SD) equations [58, 67–70]. This theoretical framework consists of an infinite
hierarchy of coupled integral equations for the one-particle irreducible (1PI) vertex functions
– the fundamental building blocks of n-point correlation functions. These equations resum all
possible Feynman diagrams without resorting to a small expansion parameter and they are
by construction free of the above systematic errors. In practice however, it is inevitable to
break the hierarchy by truncating it at some finite level, which neglects certain diagrammatic
contributions. Nevertheless, even a finite set of Schwinger-Dyson equations for the leftover
vertices resums whole classes of diagrams without counting errors. For an application of this
method in relativistic QED2+1 see Refs. [71, 72] and for graphene with Coulomb interactions
see Ref. [73]. An alternative nonperturbative approach, that has become popular in recent
years, is the functional renormalization group (fRG) [68, 74–88]. It shares some features with
the celebrated Wilsonian renormalization group, but rigorously extends the concept of flowing
coupling constants to 1PI vertex functions. This method features an infinite hierarchy of coupled
integro-differential equations, which are closely related to the SD equations. So close in fact,
that the fRG flow equations for the vertices can be interpreted as a differential form of the
SD equations. The first application of the Matsubara fRG formalism to graphene has been
worked out by Bauer et al. [89]. They studied the renormalization of the Fermi velocity and the
static dielectric function at the charge neutrality point and zero temperature, finding excellent
agreement with the experiment of Elias et al., see Fig. 1.2. See also Ref. [90], which combines
both methods, SD and fRG, to complement each other.

Albeit an impressive demonstration of the capabilities of these nonperturbative formalisms,
this agreement should be taken with a grain of salt. While the theoretical calculation has been
performed at zero density, resulting in a purely momentum dependent Fermi velocity, in the
experiment of Elias et al. the logarithmic increase of the Fermi velocity was observed as a
function of the charge carrier density. Strictly speaking, these two velocity functions cannot be
compared directly, since they are different aspects of a more general velocity function, that is
a function of momentum, chemical potential and temperature.3 Hence, it would be premature
to claim that the electronic properties of graphene are fully understood. A solution of this
particular problem is of fundamental importance, since many of graphene’s fascinating physical

2As a matter of fact, the representation of the exact, nonperturbative equations for the self-energy and related
quantities is not unique, as there is more than one consistent framework. They all calculate the same quantities,
but the structure of the individual equations differ. By trying to guess the form of the exact equations through
perturbative calculations one might mix two different frameworks unknowingly and end up with inconsistencies.

3To be precise, Elias et al. extracted the carrier density dependence of the Fermi velocity from a measurement
of the effective cyclotron mass through the temperature dependence of Shubnikov-de Haas oscillations. Since such
a measurement requires nonvanishing external magnetic fields, momentum is not even a well-defined quantum
number in this case.
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1.3. On the need for nonperturbative techniques

Figure 1.2: (Left) Renormalization of the Fermi velocity induced by Coulomb interactions as
a function of charge carrier density n. The red dots including error bars are the experimental
data of Elias et al. [66], and the black curve is the theoretical fit to these data, obtained by an
fRG calculation at charge neutrality and zero temperature of Bauer et al. [89]. (Right) Static
dielectric function as a function of momentum. Note that the one-loop approximation yields a
trivial constant, while the fRG result logarithmically approaches unity for small momenta, due
to the logarithmic divergence of the renormalized Fermi velocity. Pictures taken from Ref. [89].

effects can be directly traced back to its spectral properties near charge neutrality. Without a
doubt, the prospect of possible technological applications that rely on those properties is more
than enough motivation to push the boundaries of currently existing studies and to resolve this
issue eventually.

1.3 On the need for nonperturbative techniques
Up until this point the use of nonperturbative techniques was mainly motivated by a strong
coupling regime, where perturbative techniques cannot be applied for obvious reasons. In this
section we argue that such techniques are not only superior to perturbation theory and should be
applied even in a regime where a perturbative treatment seems to be viable, but also that there
is a fundamental necessity to do so. To substantiate these statements we briefly discuss two
physical examples. Afterwards we elaborate on the mathematical foundation of perturbation
theory, or rather the lack thereof, on general grounds.

Our first example is the celebrated BCS theory of s-wave superconductivity [91–93]. For
simplicity let us focus on the zero-temperature case for the moment. The BCS interaction term
describes a net attraction between two electrons of different spin polarization, leading to an
instability of the Fermi liquid ground state. Although the interaction strength λ is typically
rather small, it is impossible to describe the superconducting ground state as a perturbation to
the Fermi liquid ground state. Due to the Cooper-instability there simply is no Fermi liquid
ground state. In the standard treatment of BCS theory one performs a Hubbard-Stratonovich
transformation of the interaction term, integrates the fermionic fields and subsequently performs
a stationary phase approximation for the effective bosonic action of the Hubbard-Stratonovich
field. With this approach one is able to calculate a gap equation for the superconducting order
parameter ∆, whose solution is of the form ∆ ∼ e−1/λ [91–93]. This function has an essential
singularity at the origin λ = 0, that means approaching the origin from the positive real axis
yields zero and approaching the origin from the negative real axis yields infinite. The radius of
convergence of the Taylor series around λ = 0 vanishes identically and any finite-order Taylor
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expansion of this function would either yield identically zero or infinity. In other words, it is
inaccessible through perturbation theory, so is the energy gap and so is superconductivity. As
an extension of the standard BCS theory consider a more realistic model, where an additional
disorder potential and the Coulomb interaction term are present. In particular let us consider the
aforementioned suppression of the critical temperature in a weakly disordered superconductor
due to Coulomb interactions. To determine the influence of disorder on the critical temperature
one has to calculate the Cooper channel polarization bubble. In a calculation where the vertex
correction due to Coulomb interactions is taken into account to lowest order perturbation theory,
one finds – as expected – a small correction to the bare bubble [94–97]. Here, the small parameter
is related to weak disorder, so it seems to be a viable strategy to use perturbation theory
to calculate the disorder dependence of the critical temperature. However, the suppression
of the critical temperature as a function of disorder strength one obtains from the bubble
correction does not match the experiment [49–51]. Higher orders in the vertex correction, where
an increasing number of virtual Coulomb-scattering processes is taken into account, approximate
the experimental measurement better and better, but the critical temperature always remains
finite. The complete breakdown of superconductivity at a finite but small disorder strength as
observed in the experiment can only be obtained theoretically by going beyond perturbation
theory [52, 53].

For the second example we want to come back to Coulomb interacting graphene, but this time
we focus on a quantity we have not yet discussed in detail, the dielectric function, see Fig. 1.2.
This function encodes the spectrum of collective plasmon excitations and it plays an important
role in the theory of interacting Dirac fermions by renormalizing the bare Coulomb interaction. It
can be derived from the polarization function mentioned earlier, which is calculated by a bubble
diagram involving two fermionic propagators. To lowest order perturbation theory the fermionic
propagators are the bare ones, where only the unrenormalized Fermi velocity enters [61–65]. At
higher orders the renormalization of the Fermi velocity has to be taken into account, whose
calculation involves the renormalized Coulomb interaction itself. So the renormalization of
the Fermi velocity influences the renormalization of the Coulomb interaction and vice versa,
which leads to a feedback loop that goes on ad infinitum, irrespective of the fact whether the
coupling constant is strong or weak. Hence, a set of nonperturbative self-consistency equations is
required to describe the full feedback correctly [89, 90]. Even if this feedback is not implemented
into the theory completely – for example by treating the interaction corrections to the bosonic
propagators perturbatively, while only retaining a nonperturbative equation for the fermionic
propagator as done in Refs. [71–73] – particularly interesting physical effects can be studied
that are beyond any finite order perturbation theory. The specific example studied in Refs. [71–
73] is chiral symmetry breaking through dynamical mass generation. As was shown there, the
interaction induced mass/gap is a nonanalytic function of the coupling constant/number of
fermionic flavours just like the BCS gap, such that any finite order perturbation theory could
not detect this feature.

With these physical examples in mind let us see why naive perturbation theory in powers
of a coupling constant is fundamentally flawed. To this end we analyze the function Z(λ, J)
defined by the integral

Z(λ, J) =
∫ +∞

−∞
dφ e−

1
2φ

2−λφ4+φJ . (1.3.1)

This integral is a toy model for the generating function of a zero-dimensional bosonic field theory,
where λ is the aforementioned coupling constant and J is a source used to generate the moments
of the probability distribution e− 1

2φ
2−λφ4 . Here, we mainly summarize some important aspects in

the analysis of this function. For more details we refer to Refs. [98–101]. For a purely imaginary
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source the generating function is the Fourier transform of the probability distribution,4 while for
a purely real source it is the two-sided Laplace transform. Without loss of generality we assume
Im(J) = 0. In general the coupling constant can be a complex number, but for now we focus
on its real part only. It should be obvious, that the integral defining the generating function
strongly diverges for λ < 0 irrespective of the value of the source J , whereas it converges for
λ ≥ 0 for any value of the source. In the latter case the generating function is analytic in the
source. We can therefore expand it in a power series

Z(λ, J) =
∞∑

n=0

1
n!Z

(n)(λ)Jn , (1.3.2)

where Z(n)(λ) ≡ ∂nZ(λ,J)
∂Jn

∣∣∣
J=0

are the λ-dependent moments of the probability distribution. For
this simple toy model the moments can be evaluated exactly in terms of special functions

Z(n)(λ) =
∫ +∞

−∞
dφφn e−

1
2φ

2−λφ4

= 2−
1
2 (n+3) (1 + (−1)n)λ−

1
4 (n+1) Γ

(
n+ 1

2

)
Ψ
(
n+ 1

4 ,
1
2 ,

1
16λ

)
, (1.3.3)

where Γ(z) is the Gamma function and Ψ(α, γ, z) is a confluent hypergeometric function, see
Eq. (9.211.4) in Ref. [103]. The latter function has a well-defined analytic continuation to the
sliced complex plane, with a branch cut along the interval z ∈ (−∞, 0). In the remainder of this
section we focus on the zeroth order term of the expansion (1.3.2), which is nothing but the par-
tition function Z(λ, J = 0) = Z(0)(λ) ≡ Z(λ). The features we will discuss below are representa-
tive for the finite moments. In that special case the confluent hypergeometric function is related
to the modified Bessel function of the second kind Kα(z), yielding Z(λ) = 1

2
√

2λe
1

32λK 1
4

(
1

32λ

)
,

Eqs. (3.469.1) and (8.485) Ref. [103]. This form of the partition function highlights the funda-
mental flaw of perturbation theory, as it contains a factor of e1/λ we encountered before. The
remaining factors, involving the modified Bessel function and the inverse square root of the
coupling, tame the essential singularity at the origin, but the nonanalytic features remain. In
fact, they become even worse, since the inverse square root introduces the branch cut along the
negative real axis.

Now let us see what happens, if despite these facts we apply the standard routine of pertur-
bation theory to the partition function, assuming λ to be small. In the standard perturbative
treatment of the integral (1.3.1) one would separate the kinetic term, proportional to φ2 in
the exponent, from the interaction term, proportional to φ4. The exponentiated quartic term
would be expanded in a Taylor series and the order of integration and summation would be
interchanged. We are left with a simple calculation of the moments of a Gaussian probability
distribution, leading to the series representation

Z(λ) =
∫ +∞

−∞
dφ e−

1
2φ

2−λφ4
,

=
∫ +∞

−∞
dφ e−

1
2φ

2
∞∑

n=0

(−λφ4)n
n!

=
∞∑

n=0
(−1)n

√
2π(4n)!

22n(2n)!n!λ
n (1.3.4)

4In that case the moment generating function would actually be called characteristic function [102], but we
do not make a distinction here.
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So far each step seems to be viable, but the last equality is actually incorrect. Due to the
branch cut of Z(λ) along the negative real axis the order of integration and summation must
not be interchanged. Since we ignored that fact, the radius of convergence of the power series
is identically zero, such that for any positive finite value of the coupling the series is at best
asymptotic. If we were only given the series representation of Z(λ), without already knowing
about the branch cut, we could deduce the asymptotic divergence just as easily. To this end
consider sufficiently large orders n of the power series. Then we may use Stirling’s formula
to estimate the growth rate of its coefficients

√
2π(4n)!

22n(2n)!n! ≈
√

2
n

(
n
e

)n 42n. (In a realistic field
theory this huge number corresponds to the rapidly increasing number of perturbative Feynman
diagrams.) Now it is an elementary exercise to prove that the sum diverges. No matter how
small the coupling constant, the complete perturbative series will diverge, since consecutive
terms grow too quickly. The alternating factor (−1)n delays the onset of the divergence, but
only for the first few partial sums. A physically intuitive picture why such power series diverge
was put forward by Dyson for the theory of quantum electrodynamics already in 1952 [104].
The same arguments apply for our toy model and pretty much any other quantum field theory
as well. He argued that the vacuum state would be unstable if the sign of the fine-structure
constant would be reversed. The energy could be lowered indefinitely by creating more and
more particles, which is unphysical. In the end, his arguments led to the same conclusion. A
power series in terms of the fine-structure constant cannot be analytic and thus not convergent.

Admittedly, the above arguments paint a very bleak picture of perturbation theory, but it
is not as bad as one might think. If one would consider a truncated power series, that is cut off
at a certain order N ,

ZN (λ) =
N∑

n=0
(−1)n

√
2π(4n)!

22n(2n)!n!λ
n , (1.3.5)

it is possible to obtain excellent approximations to the exact result as long as the coupling is
sufficiently small and N does not exceed a critical value. To illustrate this rather unexpected,
almost miraculous behavior, we compared the exact result of the partition function with the
first few orders of the truncated perturbation series (1.3.5) in Fig. 1.3. Since the critical order
at which the truncated series actually starts to diverge from the exact result is rather large, it
is unlikely to encounter the asymptotic divergence when performing perturbative calculations
for realistic models. Even though we typically do not have the luxury of an exact solution
to compare or estimate when a truncated perturbation series should be stopped, the first few
orders of perturbation theory should be safe. Due to this fact, and because of the possibility to
use resummation methods to gain access to the nonperturbative regime as explained earlier in
Sec. 1.25, perturbation theory is at least partially remedied and certainly has its value. In any
case, the analysis of our toy model has shown that all the problems arise from the nonanalyticity
of the partition function in the complex plane and our ignorance about that fact when we tried to
organize a perturbation expansion in powers of the coupling constant around zero. So, loosely
speaking, as long as we stay away from this essential singularity we should be safe from an
asymptotic divergence. This is precisely the approach taken by the manifestly nonperturbative
techniques, such as Schwinger-Dyson equations and the functional renormalization group. Here,
one does not need to assume anything about the magnitude of the coupling constants and the
typical truncation schemes yield highly nonlinear integral or integro-differential equations, which

5In addition to those resummation methods, there are other mathematical resummation methods which can
extract finite results from such asymptotic series, for example by Borel summation or Kleinert’s variational
perturbation theory. While the former method attempts to construct a converging series from the coefficients of
the asymptotic series, the latter method transforms the diverging weak-coupling series into converging strong-
coupling series. See Refs. [98, 99, 105] for more details.
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Figure 1.3: (Left) Exact result for the partition function Z(λ), Eqs. (1.3.2) and (1.3.3), as well
as the first eight orders of the asymptotic series ZN (λ), Eq. (1.3.4), as functions of the coupling
constant λ. The behaviour of the moments is similar and not shown explicitly. (Right) Residual
error RN (λ) = |Z(λ)− ZN (λ)| for different values of the coupling constant as a function of the
order N . For small values of the coupling constant perturbation theory can approximate the
exact result very well, if stopped at an early stage. The perturbative order at which the optimal
approximation is obtained depends on the coupling constant, shifting towards larger orders the
smaller the coupling.

already implement some sort of resummation.

1.4 The fractional quantum Hall effect
Before we dive into the quantum theory of electrons moving in the presence of external magnetic
fields let us briefly recall some of the predictions a classical treatment of that problem has to
offer [106–110]. Classically, an electron is regarded as a point charge following a well-defined
trajectory. The Lorentz force, acting perpendicular to both the magnetic field vector and the
velocity vector of the moving charge, forces it into a circular cyclotron orbit. Applying an
additional bias voltage in, say, the x-direction causes the electrons in a two-dimensional sam-
ple to be deflected into the y-direction (assuming the magnetic field points in the z-direction,
perpendicular to the plane of the sample). This deflection results in a voltage drop across the
width of the sample, the Hall voltage, that can be measured easily. The Hall voltage is directly
proportional to the magnetic field, causing the Hall resistance – the quotient of Hall voltage
and current – to be directly proportional to the magnetic field as well. Based on this classi-
cal analysis, when measuring the Hall resistance in an actual experiment as a function of the
external magnetic field one would expect to see a simple linear behaviour. For small magnetic
fields and large temperatures this classical expectation matches the experiments. However, the
low-temperature experiments of von Klitzing published in 1980 painted a very different picture
when the magnetic fields were tuned to large enough values [111]. He observed several plateaus,
which became more and more pronounced for increasing values of the magnetic field, following
a simple and extraordinarily precise quantization rule, see Fig. 1.4. This observation, for which
he was ultimately awarded the Nobel prize in physics, is in strong contradiction to the classical
prediction, requiring a fully quantum mechanical treatment of the problem.

Upon treating the electron as a quantum mechanical object, which obeys the Schrödinger
equation, the trajectory concept of classical mechanics loses its meaning. Free electrons are
described by plane waves or wave packets, with an associated momentum quantum number. As
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1.4. The fractional quantum Hall effect

Figure 1.4: Diagonal resistivity ρxx and Hall resistivity ρxy of a GaAs/AlGaAs heterostructure
as a function of the external magnetic field. (Left) Measurement of the integer quantum Hall
effect. For small values of the magnetic field, B . 1T, the Hall resistivity increases linearly as
expected from the classical analysis, whereas for larger magnetic field strengths, B & 1T, the
plateau structure mentioned in the main text emerges. Picture taken from Ref. [112], see also
Ref. [113]. (Right) Measurement of the fractional quantum Hall effect. Again, the Hall resistivity
increases linearly as a function of the magnetic field, but improvements on the sample quality
and measurement techniques reveal new plateaus at certain fractional values of the filling, in
addition to the known integer fillings. Note that the plateaus of the integer quantum Hall effect
of the left measurement do not appear at the same numerical value of the external magnetic
field. A possible explanation is that the samples used for the left and right experiments have
slightly different carrier densities. Picture taken from Ref. [114].

soon as the electronic system is subjected to an external magnetic field its spectrum and phys-
ical properties change drastically. The energy eigenvalues are no longer continuous functions of
a momentum quantum number, simply because “momentum” is not a well-defined concept for
quantum mechanical particles in magnetic fields. Instead, the spectrum collapses to highly de-
generate discrete energy levels, called Landau levels, featuring equidistant energy gaps between
two successive levels [115–118]. As a consequence there is only a single cyclotron resonance –
a dipole transition from the n-th to the (n + 1)-st Landau level – which may be observed in a
transmission spectroscopy experiment [112, 116]. For the degeneracy of the Landau levels as
well as their energetic separation one finds a linear dependence on the magnetic field. Quite
remarkably, these features of the noninteracting model are (almost) sufficient to explain the
exact integer quantization of the Hall resistance found by von Klitzing [112, 116, 118]. When-
ever the filling of the spectrum, controlled by either the strength of the external field or a
gate voltage, is such that the Fermi level lies in the gap between two Landau levels – meaning
that an integer number of Landau levels is occupied – the Hall resistance/conductance shows a
plateau. The missing piece to fully explain the quantum Hall effect is disorder. In a nutshell,
for the Fermi level to lie in between two successive Landau levels there have to be states, which
can be occupied by the electrons, but which do not contribute to the conductivity. Disorder
leads to a broadening of the otherwise sharp Landau levels due to degeneracy breaking, and it
provides such localized states in the “tails” of the broadened levels [112, 116, 118]. To quote
Tong: “There’s a wonderful irony in this: the glorious precision with which these integers ν are
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measured is due to the dirty, crappy physics of impurities.” [118].6
In light of renormalization theory one may wonder how “stable” these predictions are, once

Coulomb interactions are taken into account. As we have discussed in the previous section, using
the example of the Fermi velocity in graphene, interaction terms typically alter the features and
predictions of a noninteracting theory. For the present case of a two-dimensional electron gas
in a magnetic field one might expect that the single cyclotron resonance will be renormalized,
or perhaps the equidistance of the Landau levels may be broken, such that more than one
resonance could be observed. It turns out however that this is not the case, due to Kohn’s
theorem [121]. Albeit this highly nontrivial result may come as a surprise, Kohn’s theorem
admits a very intuitive physical interpretation: if all electrons collectively perform a cyclotron
motion, their mutual interactions cancel each other and, hence, do not matter. As a result, the
noninteracting model is an even better description of the integer quantum Hall regime than the
naive expectation would suggest.

The linear energy-momentum dispersion in a (pseudo-)relativistic electron system has some
rather dramatic consequences on the Landau level structure. In sharp contrast to Schrödinger
theory, relativistic Landau levels are not equidistantly separated, since their dispersion involves
the square root of the Landau level index n [21, 38]. This feature leads to a multitude of
cyclotron resonances, which depend explicitly on n, becoming more and more dense the higher
the level index [122, 123]. Furthermore, since Kohn’s theorem requires Galilei invariance, it
does not apply in graphene, such that these resonances are not protected from renormalization
through electron-electron interactions [38, 124–128]. Lastly, the spectrum exhibits an anomaly
inasmuch the degeneracy of the zero-energy Landau level – which is exactly half-filled at charge
neutrality – is only half the size of the other Landau levels. These features have some intriguing
consequences for the quantum Hall effect. While the breakdown of Kohn’s theorem in graphene
is not as severe as one might expect, the spectral anomaly leads to an anomalous quantization
of the Hall conductivity [32]. Each one of the four fermionic flavours – two spin degrees of
freedom for each of the two valleys – contributes a half-integer to the total Hall conductivity,
such that plateaus can only be observed at the fillings ν = ±2,±6,±10, . . .. (Interactions in
combination with the spectral anomaly can lead to additional plateaus for example at ν = ±1,
see Refs. [38, 124] and references therein.) As mentioned previously, the integer quantum Hall
effect typically requires rather low temperatures close to absolute zero to be observed, since the
Landau level structure is quickly washed out by thermal fluctuations. Not so in graphene, where
the single Landau level at the charge neutrality point is quite robust against those fluctuations,
being well-separated from the rest of the spectrum due to the high velocity of the charge carriers.
Astonishingly, this feature allows for an observation of the integer quantum Hall effect even at
room temperature [33]. In fact, all of the features mentioned above the multiple cyclotron
resonances, the anomalous Hall quantization, as well as the room temperature quantum Hall
effect have already been observed in experiments. They are perhaps the most striking evidences
for the relativistic nature of graphene’s quasiparticles.

Only two years after the discovery of von Klitzing, experiments on high quality samples per-
formed by Tsui and Störmer revealed the existence of additional plateaus, occuring at distinct
fractional values of the conductance quantum [129], see Fig. 1.4. Hence, we can immediately
conclude that this “fractional quantum Hall effect” can no longer be explained by a simple
noninteracting theory, but fundamentally requires electron-electron interactions. In fact, the
fractional quantum Hall effect is the prime example of strongly correlated matter. To under-

6There is an alternative way to fix the Fermi energy in between two Landau levels, which does not rely on
disorder [119, 120]. However, since the samples used in actual experiments are always disordered, even if only by
a small amount, the disorder mechanism to fix the Fermi energy is a more realistic depiction of the phenomenon.
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stand this – at first glance seemingly unrelated – conclusion, recall that the noninteracting
Landau levels have no dispersion. They are “flat bands”, which exhibit an enormeous energetic
degeneracy. For large enough magnetic fields the degeneracy becomes so huge that all electrons
occupy the lowest energy level only. As a result, the kinetic energy is completely quenched
and only the Coulomb interaction term remains [116].7 Since there is no small parameter in
the problem and due to the macroscopically large ground state degeneracy in the absence of
interactions, all conventional approaches to treat interacting quantum systems that have been
developed over the years are doomed to fail.

Our short discussion should have made it clear that interactions are single-handedly re-
sponsible for the existence of Hall plateaus in a partially filled Landau level. We are now in a
position, where we know cause and effect, but the actual mechanism, which could answer the
questions why and where those plateaus form, is still missing. This is especially frustrating,
since the formal calculational tools we have at our disposal to deal with a purely interacting
Hamiltonian are limited. For example, the numerical method of exact diagonalization is limited
to small system sizes, due to the exponential growth of the Hilbert space. Fortunately, despite
these obstacles and the technical limitations at the time, the few clues that were available about
the nature of the fractional quantum Hall groundstates were sufficient for Laughlin to come up
with his celebrated wavefunction [130]. The Laughlin wavefunction describes the ν = 1/m (m
being an odd integer) fractional quantum Hall states as a uniform and incompressible electron
liquid, similar to the high density plasma phase of a Coulomb gas. Probably its most remarkable
feature is that it is a trial wavefunction with an extraordinarily simple mathematical structure,
that does not contain any free/adjustable parameters.8 Yet it approximates the exact ν = 1/m
groundstates extraordinarily well. Based on the seminal work of Laughlin, Jain pushed forward
the ingenious idea that the fractional quantum Hall effect can be understood as an integer
quantum Hall effect of a new type of quasiparticle, the so-called composite fermion [116, 131].
It is a charge-flux bound state of an electron and an even number of magnetic flux quanta.
The intuitive idea is that the composite fermions feel a weakened effective magnetic field, since
part of the external magnetic field is captured by the electrons to form the bound state. As
a consequence, a new set of composite fermion Landau levels is formed that is less degenerate
than the original one. As it turned out, a large class of the “magical” fractional fillings that
have been observed in the experiment map precisely to an integer filling of those composite
fermion Landau levels. Hence, the integer quantum Hall effect of composite fermions explains
the fractional quantum Hall effect of ordinary electrons.

From a purely methodological point of view the fractional quantum Hall effect is highly
interesting, since its investigation challenges the well-established approaches of quantum field
theory, requiring the development of new calculational techniques. For some this fact alone may
be enough motivation to study this effect, but it certainly cannot explain why quantum Hall
physics has grown into a separate subfield of condensed matter theory. Without exaggeration
the discovery of the fractional quantum Hall effect shook the very foundations of condensed
matter theory, as it broke the longstanding paradigm of the Landau symmetry breaking theory
as the cornerstone of phase transitions. Before its discovery it was believed that the Landau

7For nonrelativistic electrons the low-energy Hilbert space does not contain transitions into neighboring Landau
levels, known as Landau level mixing, since the energy gap between two successive levels is proportional to the
magnetic field. Hence, the physics is entirely constrained to the lowest Landau level. Even for intermediate
magnetic field strenghts, where the lowest level is completely filled and the next level is partially filled, it is a
good approximation to neglect Landau level mixing [116].

8Sometimes the Laughlin wavefunction is referred to as a variational wavefunction (even Laughlin himself did
refer to it as such [130]), but since there are no free parameters to be varied, such a description would hardly be
justified, if not misleading.
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theory of phase transitions accounts for all possible phases of matter [92, 99]. In this framework
two different phases of matter can be distinguished by their symmetries, a symmetric phase
and a symmetry broken phase, and the transition itself is understood as a symmetry breaking
process. Furthermore, one defines an order parameter, which vanishes in the symmetric phase,
but assumes a finite value in the symmetry broken phase. The symmetric phase with vanishing
order parameter is also called disordered phase, while the symmetry broken phase is the ordered
one. This assignment may sound counterintuitive at first, but think of the solid-gas transition
as a prime example to clarify this terminology. The solid state with its periodic arrangement of
atoms is certainly more ordered than a gas, where the atoms just fly around in space randomly.
At the same time, however, the solid is less symmetric than a gas, because the former only
allows for discrete lattice translations, while the latter can be translated continuously. Another
example where Landau’s theory has proven to be useful is the BCS theory of superconductivity
we mentioned earlier [92, 93, 99]. In the metallic phase, the action of the electronic system obeys
a global U(1) symmetry, which, according to Noether’s theorem, yields a conserved charge. In
this case the conserved charge coincides with the electric charge of the electrons, which is equiv-
alent to the particle number. If the system is cooled down below the critical temperature, a gap
(serving as an order parameter) opens up, which breaks the U(1) symmetry. As a consequence,
the particle number is not conserved anymore, since the spin-up and spin-down electrons form
bound states, so-called Cooper pairs, which behave as bosonic quasiparticles. This is a manifes-
tation of Goldstone’s theorem, according to which a spontaneously broken continuous symmetry
is accompanied by a massless/gapless bosonic excitation [58, 92, 99, 132, 133]. The supercon-
ducting state can then be described as a Bose-Einstein condensate, supporting a dissipationless
superfluid flow of electric charge. In the fractional quantum Hall effect, however, there is no
symmetry breaking mechanism involved. Yet, it is frequently stated that the fractional quan-
tum Hall state corresponding to one of those magical filling fractions represents a new phase of
matter [116, 117, 134, 135]. But why is that? Since there is no spontaneous or explicit symmetry
breaking, why should that statement be justified, and what is so different in comparison to the
integer quantum Hall effect?

The answer to these questions is rather subtle and requires a thorough analysis of the
topological properties of the state, which is quite abstract and hard to grasp. Possibly the
easiest way to understand the fundamental difference between a fractional quantum Hall liquid
and an “ordinary” Fermi liquid is by investigating its excitations. fractional quantum Hall states
in general feature a different kind of collective excitation that is neither fermionic nor bosonic.
Instead, the excitations obey anyonic statistics with distinct topological properties. In addition,
their charge is not an integer multiple of the elementary charge, but only a fraction of it, which
was thought to be impossible for a long time.9 These features are induced solely by the structure
of the respective fractional quantum Hall state itself and cannot be realized in a Fermi liquid,
Fermi gas, in an integer quantum Hall state or any other “conservative” phase of matter. In
that sense, the fractional quantum Hall states represent topological phases of matter that are
beyond the Landau symmetry breaking theory.10

Due to the enormous impact of the nonrelativistic fractional quantum Hall effect on con-
densed matter theory, it goes without saying that it is worthwhile to study its relativistic anal-
ogon in graphene. As we have stated above, the linearity of the pseudo-relativistic graphene

9Quarks in the theory of quantum chromodynamics similarly feature a fractional elementary charge, but they
cannot be observed as free particles due to confinement [58].

10In this context we should also mention the Berezinskii-Kosterlitz-Thouless transition [136–138], which is an
infinite order phase transition in the two-dimensional XY -model. In fact, it was the first topological phase
transition to be discovered. Long before the discovery of the fractional quantum Hall effect, it was the first hint
into the new world of topological phases of matter.
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Figure 1.5: (Top left) Schematic of the Hall device and optical image of the experimental
realization. (Top right) Diagonal resistance Rxx and Hall resistance Rxy of graphene as a
function of the gate voltage at constant value of the magnetic field. Integer and fractional
fillings are indicated explicitly. Note that the data do not lie symmetrically around zero gate
voltage, since even at vanishing gate voltage there is always a finite amount of charge carriers
in the system, either due to impurities, external contacts or the substrate. Apart from that
the data show an approximate particle-hole symmetry as expected from graphene. (Bottom)
Diagonal resistance Rxx and Hall conductivity σxy of graphene as a function of the gate voltage
at constant value of the magnetic field. The Hall conductivity shows the plateau structure at
fractional fillings very clearly. Pictures taken from Ref. [139] with minor adaptions.

spectrum has some intriguing consequences for the integer quantum Hall effect, so it is not
unreasonable to expect similar consequences to occur in the fractional quantum Hall regime.
In particular, since the nonrelativistic fractional quantum Hall effect is interpreted as an inte-
ger quantum Hall effect of composite particles, there should be a footprint of composite Dirac
fermions in the relativistic fractional quantum Hall effect. Furthermore, being a genuine multi-
component system – the quasiparticles come in four different flavours – quantum Hall physics
in graphene has much more to offer than spin-polarized single-component systems, that are
typically studied. At the time of this writing there is already a plethora of theoretical studies
on this topic [37, 140–149]. Even first measurements have been performed, showing the signa-
ture plateau structure of the fractional quantum Hall effect [36, 139, 150–152], together with an
approximate particle-hole-symmetry as expected from graphene, see Fig. 1.5. Yet, this area of
research is still in its infancy and there is potentially a lot left to be discovered.
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1.4. The fractional quantum Hall effect

To access the fractional quantum Hall effect theoretically there are essentially two comple-
mentary approaches. There is the aforementioned method of exact diagonalization of projected
Hamiltonians, which is typically combined with an educated guess of trial wavefunctions in
the spirit of Laughlin’s and Jain’s original works, and then there are field theoretical meth-
ods. The latter study the fractional quantum Hall effect either by phenomenological Ginzburg-
Landau/hydrodynamic type of models, or truly microscopically [153–164], but they all have one
feature in common: the use of Chern-Simons gauge fields. In this thesis the microscopic field
theory approach of Lopez and Fradkin is of particular relevance, Refs. [161, 163, 164], so let us
briefly explain its main features. As has been proven by Lopez and Fradkin, in the presence
of an external magnetic field there is not only a single theory of two-dimensional interacting
electrons, but a whole family of theories, where an additional Chern-Simons gauge field is mini-
mally coupled to the fermions. By restricting the level of the Chern-Simons theory – a constant
in the kinetic term of the gauge field – to assume only certain values, they were able to show
that the theories with and without Chern-Simons fields are equivalent as they yield the same
physical amplitudes. The role of the Chern-Simons field is to attach magnetic flux quanta to
the physical electrons, transforming them into composite fermions, which experience a reduced
effective magnetic field, confirming the picture painted by Jain. They went on to show, that
these microscopic Chern-Simons theories are able to access the fractional quantum Hall regime
even in an approximative treatment, using a stationary phase approximation with Gaussian
fluctuations.11 This feature has to be contrasted with the original formulation of the theory
that does not employ Chern-Simons gauge fields. Here, a stationary phase approximation does
not yield fractional quantum Hall physics. The modified field theory of Lopez and Fradkin al-
lowed for a calculation of the Hall conductivities of the Jain sequence, the spectrum of collective
excitations as well as the corresponding wavefunctions, and even corrections thereof.

Despite these major successes of the microscopic Chern-Simons approach, it is unsatisfac-
tory that such gauge fields are needed in the first place. Since the nonperturbative methods
discussed in the previous sections are exact reformulations of the quantum field theory of in-
teracting fermions, it has to be possible to describe the fractional quantum Hall effect in these
frameworks, even without explicitly introducing such gauge fields. Besides, the projected Hamil-
tonians used in exact diagonalization do not need them either, which already proves that it is in-
deed possible to avoid Chern-Simons fields altogether. However, the typical truncation schemes
that are currently available to approximatively solve the exact equations of the Schwinger-Dyson
formalism or the functional renormalization group are incapable of accounting for the necessary
correlations needed to describe the fractional quantum Hall regime. Therefore, as unsatisfac-
tory as it is, for the time being it seems to be inevitable to consider Chern-Simons theory. For
the case of graphene such microscopic Chern-Simons theories have already been considered in
Refs. [144, 145], but the scope of these analyses were rather limited and by far not as compre-
hensive as that of Lopez and Fradkin. Focussing only on the filling fractions this framework
predicts, they did not properly address several important aspects, which distinguish relativistic
composite fermions from nonrelativistic ones. To name a few examples: (i) the fate of the spec-
tral anomaly of (composite) Dirac fermions – such a discussion was avoided by prescribing a flux
attachment to the physical electrons/holes measured from the bottom/top of the lowest Landau

11In this context recall the standard treatment of BCS theory we discussed earlier. The stationary phase approx-
imation is able to capture truly nonperturbative effects such as instantonic/solitonic field configurations [98–101],
since it is not a naive power series expansion of a coupling constant. Nonetheless, we would still ascribe it to the
class of perturbative techniques, since the classical action within the functional integral is expanded in fluctua-
tions around a possibly nonvanishing mean field. Truly nonperturbative techniques do not operate on the level
of the classical action, but rather on the level of the quantum effective action, see chapter 3 and the papers in
Secs. 4.1, 4.2 and 5.A.
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level; (ii) particle-hole symmetry breaking due to the Chern-Simons fields and how it might
be restored; (iii) the spectrum of collective excitations; (iv) the breakdown of Kohn’s theorem
for relativistic systems and its implications on the renormalization of the composite fermion
spectrum and excitation spectrum; (v) and lastly Landau level mixing, which in graphene is
a substantially more severe problem than for nonrelativistic systems. In conclusion, despite
the plethora of already existing publications, there are still a lot of questions that demand an
answer.

1.5 Relativistic fermions in a random environment
The assumption of an absolutely clean and perfect crystal is a highly idealized abstraction of
physical reality, which is impossible to manufacture in a laboratory. There will always be dis-
locations, disclinations and vacancies in the crystal as well as impurities at which the electrons
can scatter. Such imperfections can be conveniently modeled by a complicated potential land-
scape in which the electrons move [92, 93, 165]. Yet, calculating the correlation functions for
a particular realization of such a disorder potential can be a rather difficult, if not impossible
task. Even if one would succeed in finding a solution, it would be of little to no use, since there
is almost no way to determine, let alone control, the exact impurity potential on atomic scales.
In other words, there is always a certain kind of ignorance or randomness involved. A way out
of this dilemma is to take this randomness seriously by manifestly implementing our ignorance
about the microscopic details of the disorder potential into the theory. To this end one should
consider not one, but many realizations of distinct disorder potentials and describe their effect
on the correlation functions and measurable quantities with statistical methods [92, 93]. The
set of disorder potentials form a statistical ensemble, whose statistical properties are defined by
a certain probability distribution, and the correlation functions should be averaged with respect
to that ensemble.

A very prominent and for practical applications and calculations well-suited probability
distribution is a Gaussian. It is uniquely defined by only two cumulants, the mean value of the
potential, typically assumed to vanish, and its variance, which determines the autocorrelation
of the ensemble. Formulating the theory in the functional integral language, it becomes obvious
why the Gaussian probability distribution is so attractive for practical calculations: it is possible
to perform the impurity average on the level of the partition function exactly. As a result
one obtains a fermionic pseudo-interaction term, that can be analyzed by standard methods
of quantum field theory. As it turns out, the so-defined averaged partition function is the
generating functional for disorder-averaged correlation functions, being the desired quantities to
calculate.12 It has to be emphasized that this pseudo-interaction has to be distinguished from a
“true” interaction, since the former only involves a momentum transfer but no energy transfer,
in contrast to a real interaction process. Apart from that difference, however, the pseudo-
interaction term is open to the whole machinery of quantum field theory, most importantly
perturbation theory in terms of Feynman diagrams and renormalization theory.

In ordinary Fermi gases, liquids, superconductors and quantum Hall systems such field the-
oretical techniques have been applied with great success [52–54, 167–169]. For example, in the
analysis of the disorder averaged two-point Green function one encounters a disorder induced
self-energy, which describes the influence of the random environment on the quasiparticle spec-
trum. Its diagrammatic perturbation expansion is shown in Fig. 1.6. As it turns out when
calculating the second order contribution to the self-energy – those diagrams, which possess

12To be precise, for this statement to be true one either has to use the Keldysh formalism, or, when using the
Matsubara formulation, a replicated partition function prior to ensemble averaging [92, 93, 166].
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Σ = + + + · · ·

ΣSCBA =
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Figure 1.6: (Top) Perturbative expansion of the disorder induced self-energy for the impurity
averaged two-point Green function. The solid lines with an arrow denote the bare (disorder
free) two-point Green function and the dashed line corresponds to an “impurity propagator”,
which is nothing but a diagrammatic representation of the variance of the disorder potential.
(Bottom) Disorder induced self-energy in the self-consistent Born approximation (SCBA), which
takes into account all rainbow-like diagrams, that have no crossing impurity lines. Here, the
double solid line in the first line of the equation corresponds to the SCBA self-energy dressed
two-point Green function.

two disorder lines – the relative weight of the rainbow and crossing diagrams is proportional
to kF `, where kF is the Fermi momentum and ` is the elastic mean free path. Assuming the
inverse of the Fermi momentum to be small against the elastic mean free path, k−1

F � `, which
is typically fulfilled in a weakly disordered metal, one can neglect the parametrically smaller
crossing diagrams and calculate the self-energy via a nonperturbative self-consistency equation
(see the bottom of Fig. 1.6). This approximation, known as self-consistent Born approximation
(SCBA) or non-crossing approximation, is widely used in the theory of disordered metals to
explain diffusion in the realm of quantum theory, and to calculate the quantum corrections to
Drude conductivity and other related transport phenomena.

In the case of graphene the above condition, which is necessary for the SCBA to be a con-
trolled approximation, is not always fulfilled. Since the Fermi momentum is directly proportional
to the chemical potential, kF = µ/vF , it depends on the filling relative to the charge neutrality
point whether or not (kF `)−1 � 1 holds. Upon approaching the charge neutrality point from
large filling, one enters a strong coupling regime, which is reminiscent of the Coulomb problem
in freestanding graphene. With the lack of a small parameter to organize a perturbation ex-
pansion, new methods have to be explored to tackle the problem of disorder near or at charge
neutrality. One possible route would be to include the missing crossing diagrams. However, this
is easier said than done. Since the SCBA is already a nonperturbative approximation, which
combines perturbation theory with resummation techniques, it is difficult to go beyond it in
a consistent and systematic way. A perturbative treatment in the number of crossings, even
if formulated in a self-consistent way such that these crossings appear infinitely often, should
not be sufficient [170]. Furthermore, as discussed previously, a naive extension of the SCBA
based on resummed perturbation theory is likely to either miss or overcount certain classes of
diagrams, which disqualifies such a method as a viable strategy. These problems are amplified
if one wants to calculate conductivities, which require knowledge of the disorder averaged four-
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point function. Here the SCBA resums all diagrams with a ladder-like structure, particle-hole
ladders to describe diffusons and particle-particle ladders to describe cooperons. Any extension
of the SCBA on the level of the self-energy should also be incorporated on the level of the
four-point Green function/vertex function, otherwise the approximations would be inconsistent,
but it would be significantly more complicated to incorporate such an extension manually for
higher level Green/vertex functions and check for consistency. Therefore, as far as field the-
ory techniques are considered, the only proper way to extend the SCBA is to resort to one of
the nonperturbative formalisms mentioned before, Schwinger-Dyson equations or the functional
RG.

1.6 Overview of this thesis
This thesis is written in a modular form. Since the included papers are written in a self-
contained way for the most part, we provide additional background information that are not or
only shortly covered there. Depending on the knowledge of the reader about graphene and/or
the general formalism of quantum field theory it is admissible to skip certain sections. The
thesis is organized as follows.

In chapter 2 we explain the physical mechanism that is responsible for the formation of
the honeycomb crystal lattice structure. Based on this analysis we motivate the form of the
interacting tight-binding Hamiltonian for the π-electrons, which describes a two-band system.
We show that its noninteracting part leads to two inequivalent band touching points around
which the spectrum disperses linearly, giving rise to the pseudo-relativistic Dirac nature of
graphene’s quasiparticles. The stability of the Dirac cones against lattice deformations is briefly
investigated and a short discussion about gap opening variations of the two-dimensional Dirac
Hamiltonian is given. Lastly, we analyze the Coulomb interactions between such quasiparticles,
identifying those contributions that have to be kept to arrive at a consistent low-energy theory.

After having obtained the desired low-energy Hamiltonian, which is the starting point for all
the papers on which this thesis is based, in chapter 3 we explain the basic working tools of real-
time quantum field theory by using a real bosonic field theory – the proper finite dimensional
generalization of the toy model discussed in Sec. 1.3. This simple theory only serves as a
prototype field theory to illustrate the inner workings and mathematical structures of a general
formalism, whose main features are shared by almost all quantum field theories. Only minor
adjustments are necessary to apply this formalism to the theory of interest. Yet, the bosonic
field theory is not completely unrelated to the physics of graphene, since a real bosonic field
arises in the form of a Hubbard-Stratonovich field when decoupling the interaction in the density-
density channel. We explain the connection between correlation functions, connected correlation
functions and vertex functions, motivating the calculations performed in chapters 4 and 5.

The two aforementioned introductory chapters are followed by the main body of this thesis.
Chapter 4 contains the three papers that revolve around graphene’s Dirac electrons interacting
via Coulomb interactions. In the first paper entitled “Keldysh functional renormalization group
for electronic properties of graphene” we construct a nonperturbative framework in the Keldysh
formalism to calculate the vertex functions of the theory in and out of thermal equilibrium. As
a first application this framework has been used to calculate the renormalization of the static
dielectric function and the Fermi velocity at charge neutrality and finite temperatures, extending
the results of Ref. [89]. The second paper called “Chemical-potential flow equations for graphene
with Coulomb interactions” builds upon the ideas of the first paper, reinterpreting the chemical
potential as a flow parameter in the sense of the functional renormalization group. In contrast to
standard fRG, the flow in this framework is entirely physical, describing the change of the vertex
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functions upon changing the charge carrier density. This formalism has been used to extend the
finite temperature results for the static dielectric function and Fermi velocity obtained in the
first paper to finite densities, in order to substantiate the theoretical fit of the Fermi velocity
renormalization of Ref. [89] to the experimental data of Ref. [66]. In the third and last paper of
this chapter, “Abelian Chern-Simons theory for the fractional quantum Hall effect in graphene”,
we consider an extension of the field theory considered in the preceding sections that is capable
of describing the fractional quantum Hall regime of the pseudo-relativistic Dirac electrons in
graphene. In that work we limited our analysis to much simpler perturbative techniques, because
the Chern-Simons transformation already takes care of most of the nontrivial correlation effects,
but also due to the greater complexity of the theory. We calculated the finite temperature
electromagnetic response tensor in the random phase approximation from which we extracted
the Hall conductivities. Our results clearly show the hallmark of the fractional quantum Hall
effect: quantized plateaus at fractional filling factors.

In the last chapter we turn our attention to the problem of noninteracting disordered Dirac
fermions. First, we sketch how the most general form of a disorder potential in the continuum
Dirac theory – being a Hermitean matrix coupling the individual spinor components to one
another – arises from the more fundamental tight-binding model of hopping electrons on the
honeycomb lattice. Next, we present a paper, “Graphene pn junction in a quantizing magnetic
field: Conductance at intermediate disorder strength”, which deals with the chiral modes that
are formed at the pn junction interface in a uniform magnetic field normal to the graphene
sheet in the presence of disorder. Starting from the two-dimensional Dirac model, we first
derive an effective one-dimensional Hamiltonian for the chiral interface modes, incorporating
the effect of the bulk disorder potential on the interface states. This effective model is then
analyzed by a scattering matrix approach, which avoids the problems of the field theory approach
altogether. We obtain a Fokker-Planck equation for the probability distribution of scattering
angles that can be solved analytically exactly. This solution allows for a calculation of the
full conductance distribution in the crossover between the clean limit and the strong disorder
limit. Lastly, we present a manuscript for a paper, “Strong disorder in nodal semimetals:
Schwinger-Dyson–Ward approach”, which is under peer review at the time of this writing. In
this paper we combine the nonperturbative Schwinger-Dyson equation for the disorder induced
self-energy at charge neutrality with a Ward identity to approximately eliminate the three-
vertex contribution. The now closed equation for the self-energy is solved numerically and the
validity of the approximation is tested against exact numerical reference data, showing excellent
agreement in the strong disorder regime. In this work we did not focus on graphene exclusively,
but we also investigated other paradigmatic semimetals at nodal point filling for the special case
of a band-diagonal disorder potential.
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Chapter 2

Electrons in graphene – A quantum
field theory at low energies

In this chapter we want to obtain an effective low-energy model to describe the dynamics of
electron-like quasiparticles in the vicinity of the charge neutrality point. Starting from a single
carbon atom we explain the microscopic mechanism behind the formation of the honeycomb
crystal lattice structure. Due to the predominantly covalent nature of bonding in graphene,
the π-bands are approximated by a tight-binding model that describes the electron dynamics as a
“discretized” hopping from lattice site to lattice site. After transforming the discrete lattice model
to momentum space and keeping only long wavelength contributions, we perform a continuum
limit by considering very large system sizes, turning the discrete model into a continuum quantum
field theory for the quasiparticles.

2.1 Orbital hybridization of carbon, molecular bonding and the
honeycomb lattice

It is well-known that the extraordinary electronic properties of graphene derive from the honey-
comb crystal lattice structure. Since the microscopic mechanism that leads to the formation of
any crystal is undoubtedly rooted in the atomic structure of its constituents, we briefly analyze
an isolated carbon atom first, in order to understand why a macroscopic amount of carbon
atoms arrange themselves in a honeycomb structure. Neglecting relativistic corrections, such as
spin-orbit coupling, the Hamiltonian of a single carbon atom is given by [1–3]

Hatom(~R) =
6∑

α=1

(
− ~

2m
∂2

∂~r2
α

+ Ven(~rα − ~R)
)

+ 1
2
∑

α,β
α 6=β

Vee(~rα − ~rβ) . (2.1.1)

Here, lower (upper) case vectors describe electron (nuclear) coordinates in three-dimensional
Euclidean space. The first term in brackets, containing the partial derivative with respect to
the electronic coordinates, is the kinetic energy of the electrons in position representation, while
the remaining two terms describe the two-body interactions between an electron and a nucleus,
and between two electrons. Their interaction amplitudes are given by the Coulomb interaction

Ven(~rα − ~R) = − 6e2

|~rα − ~R|
, Vee(~rα − ~rβ) = e2

|~rα − ~rβ|
. (2.1.2)
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2.1. Orbital hybridization of carbon, molecular bonding and the honeycomb lattice

Note, however, that the electron-nucleus interaction Ven(~rα − ~R) effectively reduces to a single-
particle potential, one for each of the six electrons, since the nucleus is assumed to be fixed in
space. Thus, the only true two-particle potential in the problem is the electron-electron inter-
action, which prevents us from diagonalizing Eq. (2.1.1) analytically exactly. Its approximative
treatment is the real challenge of atomic and molecular physics, requiring rather involved an-
alytical and numerical techniques. A thorough discussion of these techniques is beyond the
scope of this chapter, but neglecting the effect of the electron-electron interaction on the atomic
spectrum and wavefunctions entirely is not an option either, since precise knowledge of the
latter is crucial to understand chemical bonding. Therefore, as a compromise we neglect the
electron-electron interaction for the moment and briefly discuss its influence on the structures
we find, referring to the literature for details [1–8].

For vanishing electron-electron interaction the atomic Hamiltonian (2.1.1) decouples into
six hydrogen-like Hamiltonians, each of which is diagonalized by the normalized single-electron
wavefunction [1, 3]

ψnlm(r, θ, ϕ) =
√( 2Z

na0

)3 (n− l − 1)!
2n(n+ l)! e

−Zr/na0

(2Zr
na0

)l
L2l+1
n−l−1

(2Zr
na0

)
Y m
l (θ, ϕ) , (2.1.3)

where a0 = 4πε0~2/me2 is the Bohr radius, L2l+1
n−l−1 are generalized Laguerre polynomials and

Y m
l are spherical harmonics. Here, we neglected the spin degree of freedom for brevity. The

spherical coordinates r, θ and ϕ are measured relative to the position of the nucleus, and the
quantum numbers n, l and m are well-known from the hydrogen problem, being the principal,
orbital angular momentum and magnetic quantum number, respectively. Note that the atomic
number Z = 6 appears explicitly in the wavefunction, due to the enlarged charge of the carbon
nucleus in comparison to the hydrogen nucleus, which effectively reduces the spatial extent of
the electron cloud, cf. Eq. (2.1.2). Since the electrons are assumed to be noninteracting, the
wavefunction for the entire electron system can be written as a Slater determinant[1, 4],

Ψn1l1m1···n6l6m6(~r1, . . . , ~r6) = 1√
6!

∣∣∣∣∣∣∣∣∣∣

ψn1l1m1(~r1) ψn2l2m2(~r1) · · · ψn6l6m6(~r1)
ψn1l1m1(~r2) ψn2l2m2(~r2) · · · ψn6l6m6(~r2)

...
... . . . ...

ψn1l1m1(~r6) ψn2l2m2(~r6) · · · ψn6l6m6(~r6)

∣∣∣∣∣∣∣∣∣∣

, (2.1.4)

which accounts for the correct (anti-)symmetry of the wavefunction under particle permutation
according to the Pauli principle. As a consequence, the energy eigenvalue of the entire system
is just the sum of the single-particle energy eigenvalues, giving rise to a large degeneracy. If
the electron spin is properly taken into account and using spectroscopic notation, the electron
configuration of the ground state is given by (1s)2(2s)2(2p)2.

As soon as Coulomb interactions are taken into account it should be clear that the energy
spectrum is altered, partially lifting the degeneracies of the noninteracting model [1]. Further-
more, the above Slater determinant states can no longer be the exact energy eigenstates of the
interacting electron system. Nevertheless, since these states still form a basis of the fermionic
multiparticle Hilbert space, the exact energy eigenstates can be represented as a linear combi-
nation, where the expansion coefficients have to be determined from the Schrödinger equation
of the interacting problem. Although this diagonalization strategy in principle works, there is
no reason to believe that the matrix elements of the Coulomb interaction, which occur in the
calculation of the expansion coefficients, are in any way small. Hence, we expect the linear
combination to be rather complex, containing a lot of terms to even approximate the exact
eigenstates. A more promising approach is to keep the form of the Slater determinant as an
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ansatz, but to modify the single-particle states (2.1.3) within it in such away that the influence
of the Coulomb interaction is minimized, for example by the introduction of several variational
parameters. This idea leads to the well-known Hartree-Fock mean-field theory of multi-electron
atoms [1–8]. Possibly its greatest feature is that the relevant physics can be described in terms
of single-particle quantum mechanics to a good approximation, even though we are dealing with
a strongly interacting multi-particle system. For instance, in this theory it still makes sense to
use the single-particle quantum numbers n, l and m for a classification of states and to say that
the ground state of carbon is given by the electron configuration (1s)2(2s)2(2p)2, although they
are not well-defined in the presence of a two-body interaction. As mentioned previously, here
we do not want to go into detail on how to formalize this idea, and how to derive and solve
the equations that follow. Instead, we refer to the literature listed above, and we continue our
discussion under the assumption that the Hartree-Fock wavefunctions have been obtained.

Now let us consider the case of Nc interacting carbon atoms whose nuclei are pinned to the
positions ~R = (~R1, . . . , ~RNc). Such a scenario is described by the Hamiltonian [7, 9–11]

Hel( ~R) =
Nc∑

i=1
Hatom(~Ri) + 1

2
∑

i,j
i 6=j


∑

α,β

Vee(~rαi − ~rβj) + 2
∑

α

Ven(~rαi − ~Rj) +
∑

α,β

Vnn(~Ri − ~Rj)


 ,

(2.1.5)

where the first term represents the isolated atoms, Eq. (2.1.1), and the remaining three terms
describe their mutual interactions, that is, the electron-electron, electron-nuclei and nuclei-
nuclei Coulomb interactions between the constituents of two different atoms. Here, the nuclear
positions ~R only enter as parameters, since the nuclear kinetic energies do not appear. As a
consequence, the energy eigenvalues of Eq. (2.1.5) are functions of ~R, which can be thought of
as surfaces or landscapes in the space of nuclear configurations. Their local minima define the
possible equilibrium positions of the atoms and, hence, determine the crystal lattice structure,
encoding all the information about chemical bonding.1 For carbon based materials there is
a plethora of local minima with the honeycomb lattice being only one of them, cf. Fig. 1.1.
However, now that we have understood the structure of an isolated carbon atom we can at least
motivate why the honeycomb crystal lattice should be one of those minima.

To diagonalize the above Hamiltonian one might be tempted to construct its energy eigen-
functions from linear combinations of tensor products of atomic orbitals. Albeit a viable strategy
– the atomic orbitals form a basis of the Hilbert space [1, 2] – it is inefficient, due to the same
reason we encountered before. Intuitively, the “bare” atomic orbitals of one atom do not account
for the presence of another nearby atom. Once again, a better approach to construct molecular
orbitals is to consider modified atomic orbitals, which precisely account for that fact. This idea,
which is actually not so different from the Hartree-Fock approach mentioned above, dates back
to Linus Pauling in his explanation of the geometrical structure of methane [12], culminating in
the theory of hybridization [3–5, 7, 8, 13, 14]. In its simplest form the hybridization of atomic
orbitals can be understood as follows. (In the following consideration we can forget about the

1The above parametric Hamiltonian for the electrons also appears in a first principle calculation, where the
general many-body Hamiltonian of interacting electrons and nuclei is considered as a starting point [5, 9]. In a
full treatment one would isolate the nuclear kinetic energies from the remainder of the full Hamiltonian – the
remainder being Eq. (2.1.5) – and separate the electron dynamics from the nuclear dynamics by virtue of the
adiabatic movement of the nuclei. Employing the Born-Oppenheimer approximation, one obtains a Schrödinger
equation for the nuclear wavefunction, in addition to the electronic Schrödinger equation implied by Eq. (2.1.5).
Within the nuclear Schrödinger equation the electronic energy eigenvalues appear as a background potential in
which the nuclei move, leading to the physics of phonons. This aspect of condensed matter theory in general and
of graphene in particular will not be covered here.
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2.1. Orbital hybridization of carbon, molecular bonding and the honeycomb lattice

inner shell 1s electrons, since they are tightly bound to their nucleus. Only the valence shell
electrons matter for chemical bonding.)

In the presence of interatomic Coulomb interactions the individual atomic orbitals are de-
formed such that the Coulomb repulsion is minimized, while at the same time the overlap of
the single electron wavefunctions that form a molecular bond is maximized. This competition
results in a certain directedness, which can be achieved by linearly combining the 2s- and 2p-
wavefunctions into hybrid-wavefunctions [4, 5, 13, 14]. It helps to visualize orbital hybridization
and molecular bonding as a process, involving excitation and relaxation, albeit it is only a virtual
one that is not accessible through experiments.2 First, one of the two 2s-electrons is excited to
the 2p-state, resulting in the electronic configuration (1s)2(2s)(2p)3 with four unpaired valence
shell electrons. The wavefunction of the remaining 2s-electron then “hybridizes” with the wave-
function(s) of the 2p-electron(s), meaning the single-particle states 2s and 2p form new hybrid
orbitals that are linear combinations of the two, which are then occupied by the electrons. Since
there are three 2p-orbitals available for the 2s-orbital to form quantum superpositions, there
are three possible hybridization schemes,3 sp1, sp2 and sp3, which have a linear, trigonal planar
and tetraedral geometry respectively. These three basic geometrical structures can be viewed
as the fundamental building blocks of carbon-based materials. Since they can be arranged in
a sheer endless number of ways, it becomes clear why carbon plays such a distinguished role
in chemistry, to the extent that an entire branch – organic chemistry – is devoted to the study
of its compounds. The preferred type of hybridization depends on the environment, that is,
which and how many other atoms are present, but also other external influences, such as tem-
perature and pressure, play a role. The honeycomb lattice of graphene is the result of a pure
sp2-hybridization, with single-particle wavefunctions [4, 5]

ψsp2,1 = 1√
3

(
ψs +

√
2ψpx

)
, (2.1.6a)

ψsp2,2 = 1√
3

(
ψs +

√
3
2ψpx −

1√
2
ψpy

)
, (2.1.6b)

ψsp2,3 = 1√
3

(
ψs −

√
3
2ψpx −

1√
2
ψpy

)
, (2.1.6c)

where neighboring atoms are oriented in an alternating pattern see Fig. 2.1. The three-
dimensional material graphite has the structure of stacked graphene sheets that are loosely
bound by the pz orbitals, and diamond – another three-dimensional crystal lattice with pure
sp3-hybridization – can be manufactured from graphite by applying large temperatures and
pressures. At first glance it seems to be a bad idea to consider a set of excited atoms to describe
the low-energy sector of the Hilbert space, but here is where the inter-atom interactions come
into play. The “initial investment” of exciting the atoms that participate in molecular structure
formation pays off by the bonding energy that is gained in the final step of the virtual pro-
cess: the formation and occupation of molecular orbitals as superpositions of the two partially
overlapping hybrid orbitals that are directly facing each other, see Figs. 2.1 and 2.2. If the
inter-atom interactions would be neglected entirely, one would expect the ground state atoms

2Virtual processes are a common terminology in quantum many-body systems and quantum field theories. For
instance, in quantum electrodynamics the scattering process between two electrons or between an electron and
a positron to lowest order perturbation theory involves a virtual photon to be exchanged. The latter has to be
distinguished from a real photon, since it does not lie on the mass shell – it is not restricted to have a vanishing
rest mass – and, hence, cannot be measured in a laboratory [15–18].

3Actually, there is an entire hybridization spectrum spr with r ∈ R. The p-character in the hybrid orbitals is
not necessarily restricted to integers [13].
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2.1. Orbital hybridization of carbon, molecular bonding and the honeycomb lattice

Figure 2.1: Carbon atoms arranged in a honeycomb lattice. The sp2- and pz-orbitals of the
individual atoms are shown separately (left and right) for clarity. To plot these orbitals we used
the single-particle wavefunctions (2.1.3) and (2.1.6). A honeycomb lattice can be described as
two triangular Bravais lattices (see below), which are shifted against each other. The atoms
are coloured in red and blue to indicate their affiliation to one of these two Bravais sublattices.
Note the relative orientation of the sp2-orbitals of neighboring carbon atoms, which alternates
between the sublattices. The orbitals that are directly facing each other partially overlap and
form molecular bonds, so-called σ-bonds, see Fig. 2.2, which explains the hexagonal lattice
structure.

Figure 2.2: (Left) Surfaces of constant probability density for bonding (top left) and anti-
bonding molecular orbitals (bottom left), that are formed from the two linear combinations
of overlapping sp2 wavefunctions of two nearby carbon atoms. (Right) Honeycomb lattice of
graphene in terms of bonding molecular orbitals.
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2.1. Orbital hybridization of carbon, molecular bonding and the honeycomb lattice

with electron configuration (1s)2(2s)2(2p)2 to form the low-energy sector of the Hilbert space.
Such an electron configuration, however, would lead to very different geometrical structures for
micro- and macro-molecules in violation to observations.

Having understood the microscopic mechanism that leads to the formation of the honeycomb
structure, we have all the ingredients necessary to come up with an effective model that captures
the relevant low-energy degrees of freedom of interacting electrons in graphene. Before we do so
let us first describe the honeycomb structure properly. Mathematically, a lattice – more precisely
a Bravais lattice – is defined as a periodic array of discrete points ~Rn1n2···nd

Bravais in a d-dimensional
vector space, that is spanned by a set of d linearly independent lattice basis vectors, or primitive
translation vectors ~a1,~a2, . . . ,~ad [9–11]

~Rn1n2···nd
Bravais = n1~a1 + n2~a2 + · · ·+ nd~ad , n1, n2, . . . , nd ∈ Z . (2.1.7)

The set of integers n1, n2, . . . , nd uniquely define each point in the lattice, and any integral
translation of the whole set of points with respect to the primitive translation vectors maps the
lattice onto itself. In two dimensions there are precisely five such lattices [9–11], but none of
them describes the honeycomb structure directly. Instead, one has to construct it as a triangular
lattice with two atoms per unit cell, or, equivalently, as two triangular Bravais lattices that are
shifted against each other by a constant vector ~δ

~R0,n1n2m = ~Rn1n2
triang + ~Rmshift = n1~a1 + n2~a2 +m~δ . (2.1.8)

Here, m is either 0 or 1, distinguishing the two sublattices. The lattice basis vectors are not
uniquely defined, leaving a certain freedom of choice. We use the following convention

~a1 = a

2
(
3,
√

3
)
, ~a2 = a

2
(
3,−
√

3
)
, (2.1.9)

where a ≈ 1.42 Å is the equilibrium distance between two neighboring atoms [19, 20]. For the
shift vector itself there are three natural choices

~δ1 = a

2
(
1,
√

3
)
, ~δ2 = a

2
(
1,−
√

3
)
, ~δ3 = −a (1, 0) , (2.1.10)

each of which points towards one of the three nearest neighbors and yields the same honeycomb
structure. In addition to the discrete translation symmetry of the underlying Bravais lattice,
the honeycomb crystal lattice shows two more discrete symmetries, a rotation and a reflection
symmetry. A rotation of the entire crystal by 60◦ = 2π/6 around an axis perpendicular to the
sheet and centered at one hexagon maps the crystal onto itself, while the A and B Bravais
sublattices are interchanged. A straight line connecting two nearest neighbor atoms defines a
reflection axis, which not only maps the crystal lattice onto itself, but also leaves the individual
sublattices invariant. Since the three nearest neighbors are equivalent there are three of those
reflection symmetry axes.4

The basis vectors of the reciprocal lattice – the discrete Fourier transform of the real space
Bravais lattice [9–11] – are given by

~b1 = 2π
3a
(
1,
√

3
)
, ~b2 = 2π

3a
(
1,−
√

3
)
. (2.1.11)

As one can easily check, they fulfill the reciprocity relation ~ai ·~bj = 2πδij . In Fig. 2.3 we show
a schematic representation of the real space lattice of graphene with primitive translation and
shift vectors, as well as the reciprocal lattice basis vectors and the associated first Brillouin zone
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2.2. Tight-binding approximation for graphene
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Figure 2.3: (Left) Lattice structure of graphene in real space with primitive translation vectors
~a1 and ~a2, and shift vectors ~δ1, ~δ2 and ~δ3. (Right) Reciprocal lattice vectors ~b1 and ~b2 and first
Brillouin zone with indicated K-points in momentum space. Note that the first Brillouin zone
has a hexagonal shape just like the real space crystal structure, but we emphasize that this fact
is a mere coincidence. See also Refs. [19, 20] for similar depictions of the real-space lattice and
the Brillouin zone.

in momentum space. The six corners of the Brillouin zone, the so-called K-points, are given by

~K+ = 2π
3a
(
1, 1/
√

3
) ∼= 2π

3a
(
−1, 1/

√
3
) ∼= 2π

3a
(
0,−2/

√
3
)
, (2.1.12a)

~K− = 2π
3a
(
1,−1/

√
3
) ∼= 2π

3a
(
0, 2/
√

3
) ∼= 2π

3a
(
−1,−1/

√
3
)
, (2.1.12b)

where the equivalence relation “∼=” indicates that they are identical up to integral reciprocal
lattice vector translations (note the symmetry relation ~K− ∼= − ~K+). In other words, only two
out of the six K-points are truly inequivalent. As we will see in the next section, these points
play a crucial role in the low-energy dynamics of electrons in graphene.

2.2 Tight-binding approximation for graphene
To gain a microscopic understanding for the formation of the honeycomb lattice it was beneficial
to write the electronic Hamiltonian (2.1.5) in a first quantized form, that emphasizes the indi-
vidual atoms. Mathematically, the infinite number of energy eigenstates of a single atom merge
into an infinite number of energy bands in a lattice array of atoms. For practical band structure
calculations however, this form is not the best starting point. Since by definition a crystal lattice
is spatially periodic, Bloch’s theorem applies [9–11, 21]. Hence, the many-body Hamiltonian
may be cast in a second quantized form in terms of ladder operators that create/annihilate Bloch
waves – plane waves modulated by a function with the periodicity of the lattice. Although the
use of this basis is accompanied by significant simplifications, the resulting Hamiltonian is still
intractable, since it still contains an infinite number of energy bands and a rather complicated
two-body interaction term. To proceed, it is inevitable to make approximations, which at first
glance seem to be quite radical. We have to truncate the infinite dimensional Hilbert space to

4There is another set of reflection axes, which would interchange the two sublattices, but they do not represent
an additional symmetry.
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2.2. Tight-binding approximation for graphene

contain only a selected few energy bands instead of infinitely many. Yet, such a truncation is
justified, because most of the energy bands are irrelevant for a low-energy theory, being far away
from the Fermi energy.

Based on the analysis of the preceding section we already know which energy bands should
be kept: the σ- and π-bands that are formed from the sp2- and pz-orbitals, respectively. The
inner shell 1s-electrons would lead to an energy band that is fully occupied and deep below the
Fermi energy. Similarly, the other high-energy atomic orbitals we have not discussed previously
would lead to high energy bands far above the Fermi energy. Luckily, there is a single-particle
basis conjugate to the Bloch basis, which implements the idea of constructing energy bands
from localized atomic orbitals in a mathematically precise way, while respecting the symmetries
of the crystal lattice, the Wannier basis [9–11, 22]. In analogy to the position eigenstates, being
the conjugate basis to ordinary plane waves and localized at a single point in space, the Wannier
states are maximally localized at one lattice site. Since there are two atoms per unit cell and four
orbitals per atom, a model Hamiltonian constructed from the sp2- and pz-orbitals contains eight
bands in total, six of them coming from the three sp2-orbitals per atom and the remaining two
coming from the pz-orbitals. We can truncate the Hilbert space even further by neglecting the
σ bands as well. Figuratively speaking, the sp2-electrons are already busy in holding the lattice
together, while only the pz electrons are free to move. All of these considerations culminate in
the following second quantized Hamiltonian [9]

Hel( ~R0) ≈ Hhop +Hint

= −
∑

i,j

t~R0,i ~R0,j
c†~R0,i

c~R0,j
+ 1

2
∑

i,j
i 6=j

c†~R0,i
c~R0,i

V (~R0,i − ~R0,j)c†~R0,j
c~R0,j

. (2.2.1)

The operators c†~R0,i
and c~R0,i

are fermionic ladder operators that create/annihilate an electron

at the discrete position ~R0,i in the honeycomb lattice. The first term describes the propagation
of electrons as a hopping from lattice site ~R0,j to lattice site ~R0,i with an amplitude t~R0,i ~R0,j

,
and the second term describes the density-density interaction of electrons located at sites i and
j with the long-range Coulomb interaction amplitude V (~R0,i − ~R0,j) = e2/|~R0,i − ~R0,j |. The
remainder of this chapter is devoted to the analysis of this Hamiltonian.

2.2.1 Tight-binding dispersion of noninteracting graphene electrons

To get a feeling for the low-energy physics of electrons in graphene, we neglect the Coulomb
interaction in the tight-binding Hamiltonian (2.2.1) for the moment, focussing only on the
hopping term. In its present form, the transition amplitudes t~R0i ~R0j

are nonvanishing for any
distance between two sites i and j. However, since the atomic pz-orbitals are fairly localized
at one site only, the absolute value of the hopping amplitudes rapidly decrease with increasing
distance between the atoms. For this reason it is advisable to organize a perturbative expansion
of the full hopping Hamiltonian into a series of successively decreasing amplitudes, that is,
nearest-neighbor hopping, next-nearest-neighbor hopping, and so on [9]

Hhop = Hnn
hop +Hnnn

hop +Hnnnn
hop + · · · . (2.2.2)

From the structure of the graphene lattice it is obvious that nearest-neighbor hopping requires
an electron to change the sublattice, while for next-nearest-neighbor hopping it remains in
the same sublattice, see Fig. 2.4. This alternating pattern continues for higher orders in the
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2.2. Tight-binding approximation for graphene

Figure 2.4: (Left) Nearest-neighbor hopping and (right) next-nearest-neighbor hopping of elec-
trons indicated by green arrows. The former process requires an electron to change the sublat-
tice, whereas for the latter process the electron stays within the same sublattice.

“neighbor-expansion”. Hence, the expansion (2.2.2) assumes the form

Hhop = −
∑

〈i,j〉

(
tnn
ij a
†
ibj + h.c.

)
+
∑

〈〈i,j〉〉

(
tnnn
ij

(
a†iaj + b†ibj

)
+ h.c.

)
+ · · · , (2.2.3)

where a†i (b†i ) and ai (bi) are the creation and annihilation operators for an electron in sublat-
tice A (B) at site i, and tnn

ij and tnnn
ij are nearest-neighbor and next-nearest-neighbor hopping

amplitudes, respectively. Since here we consider the lattice to be static and all the atoms to
be of the same kind, we can forget about their indices and simply write tnn

ij = t and tnnn
ij = t′.

Furthermore, without loss of generality we can choose the matrix elements t and t′ to be real,
because a possible complex phase could always be absorbed into the operators without changing
their commutation relations. We note that such a simplification would not occur if magnetic
fields were present. In a semiclassical picture, an electrically charged particle, travelling in an
external magnetic field from point ~r1 to point ~r2, picks up a phase that is proportional to the
line integral of the vector potential ~A. This fact can be proven easily in the path integral
formalism by calculating the single-particle transition amplitude [23, 24]. Considering slowly
varying magnetic fields in a tight-binding model – slow with respect to the underlying lattice –
such a phase factor can be taken care of by the Peierls substitution [25], where the hopping ma-
trix element tij of the zero field case is replaced by tij exp

(
ie
∫ ~Rj
~Ri

~A · d~r
)

[9, 26–28]. Although
finite external magnetic fields are of interest in this thesis, we will omit the Peierls phase in
the following discussion. Instead, we will include external electromagnetic fields on the level of
the low-energy continuum theory via a minimal coupling prescription, where ordinary partial
derivatives are substituted by gauge covariant derivatives [1, 2, 18].5

Since the next-nearest-neighbor hopping matrix element t′ is already about an order of
magnitude smaller than nearest-neighbor hopping [19, 20], we can neglect even higher order
hopping in the further analysis. Choosing an arbitrary site as a reference point, we can write

5In fact, the result of the minimal coupling prescription is nothing but the lowest-order contribution of a
gradient approximation of the Peierls phase.
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2.2. Tight-binding approximation for graphene

the two hopping terms as follows

Hnn
hop = −t

∑

~RA

(
a†~RA

b~RA+~δ1
+ a†~RA

b~RA+~δ2
+ a†~RA

b~RA+~δ3
+ h.c.

)
, (2.2.4a)

Hnnn
hop = −t′ 12

∑

~RA

∑

n1,n2=−1,0,1
|n1~a1+n2~a2|=a

(
a†~RA

a~RA+n1~a1+n2~a2
+ h.c.

)

−t′ 12
∑

~RB

∑

n1,n2=−1,0,1
|n1~a1+n2~a2|=a

(
b†~RB

b~RB+n1~a1+n2~a2
+ h.c.

)
. (2.2.4b)

Note that nearest-neighbor hopping only involves a summation over one sublattice, while next-
nearest-neighbor hopping requires a separate summation for each sublattice. The two remaining
hopping Hamiltonians (2.2.4a) and (2.2.4b) can be diagonalized simultaneously by a standard
Bogoliubov transformation. The corresponding energy eigenvalues are functions of the crystal
momentum ~k, assuming the form [19, 20]

E±(~k) = ±t
√

3 + f(~k)− t′f(~k) , (2.2.5a)

f(~k) = 2 cos
(√

3kya
)

+ 4 cos
(√

3kya/2
)
cos (3kxa/2) . (2.2.5b)

Here, the plus (minus) sign refers to the conduction (valence) band. We note that at charge
neutrality and zero temperature the valence band is completely filled, whereas the conduction
band is completely empty. In Fig. 2.5 we show the full band structure in the first Brillouin
zone for the two cases of vanishing and nonvanishing next-nearest-neighbor hopping amplitude
t′. An expansion to second order in the momentum around the two inequivalent Dirac points
~K± yields

E±( ~K+ + δ~k) ≈ ±t
(

3a
2 δk −

3a2

8 sin
(
3 arctan(δkx/δky)

)
δk2

)
+ t′

(
3− 9a2

4 δk2
)
, (2.2.6a)

E±( ~K− + δ~k) ≈ ±t
(

3a
2 δk + 3a2

8 sin
(
3 arctan(δkx/δky)

)
δk2

)
+ t′

(
3− 9a2

4 δk2
)
. (2.2.6b)

The second order term proportional to t describes the trigonal warping of the spectrum [20, 29,
30], which breaks chirality. If next-nearest-neighbor hopping is taken into account, t′ 6= 0, the
global particle-hole symmetry is broken, since the conduction and valence bands are deformed
asymmetrically, see Fig. 2.5, but the spectrum remains gapless. The touching points of the bands
are shifted downwards in energy, while the linear energy-momentum dispersion is preserved.
Since the particle-hole symmetry breaking only shows up at second order in the momentum
expansion, the low-energy excitations to linear order still respect a particle-hole symmetry. In
Fig. 2.6 we show a contour plot of the spectrum in the first Brillouin zone for t′ = 0, where
the trigonal warping around the two Dirac points becomes clearly visible. In addition, this
figure shows a zoom-in of the spectrum around the Dirac point K+ for the two cases t′ = 0
and t′ = 0.1t. We emphasize that the conical structure of the spectrum in the vicinity of
the band touching points is not a mere coincidence caused by the low-order truncation of the
hopping Hamiltonian. To any order in the neighbor expansion, the spectrum would feature
such Dirac cones, since they are a consequence of the crystal symmetries of the honeycomb
lattice (translation, rotation and reflection) and time-reversal symmetry, as has been shown in
Refs. [31] and [32] for example. (See also Ref. [33] for a symmetry classification of energy bands

42



2.2. Tight-binding approximation for graphene

Figure 2.5: (Left) Tight-binding spectrum with vanishing next-nearest-neighbor hopping. The
spectrum is symmetric around E = 0, which yields an emergent particle-hole symmetry for the
quasiparticle excitations near half filling. The two bands touch at the six corners of the Brillouin
zone, see Eq. (2.1.12b), around which the energy disperses linearly as a function of momentum.
(Right) Tight-binding spectrum with finite next-nearest-neighbor hopping t′ = −0.1t. The
spectrum is no longer symmetric around zero energy, showing a flattened valence band and
a steepened conduction band, which breaks the global particle-hole symmetry. Additionally,
the band touching occurs at a finite energy E = 3t′. Nevertheless, low-energy excitations to
linear order in momentum around the shifted touching points would still feature a particle-hole
symmetry, since the symmetry breaking terms only appear at order δk2, see Eq. (2.2.6b) and
Fig. 2.6.

in graphene using group theory and Refs. [34–37] for further reading, regarding the connection
between massless Dirac fermions and discrete symmetries.) This finding immediately leads to
the question: how stable are the cones against perturbations, which break those symmetries?
We will come back to this issue in a separate appendix at the end of this chapter.

2.2.2 The Dirac Hamiltonian

Now that we have understood the band structure of the noninteracting tight-binding model and
identified the reason why the corners of the Brillouin zone play such a distinguished role in the
low-energy physics of graphene, we can continue to develop an actual low-energy continuum
theory for the quasiparticle excitations around these points. In the remainder of this chapter
we only deal with the nearest-neighbor contribution to the hopping Hamiltonian, Eq. (2.2.4a),
setting t′ = 0.

As a first step we transform from real space to momentum space by expanding the creation
and annihilation operators in a Fourier series

ai = 1√
N

∑

~k∈1.BZ

ei
~k·~Ria~k , a~k = 1√

N

∑

~Ri

e−i
~k·~Riai , (2.2.7a)

bi = 1√
N

∑

~k∈1.BZ

ei
~k·~Rib~k , b~k = 1√

N

∑

~Ri

e−i
~k·~Ribi . (2.2.7b)

Here, N is the number of unit cells6 and the momenta ~k are constrained to the first Brillouin
6Note that N is very large but finite, due to the periodic boundary conditions we implicitly assumed.

43



2.2. Tight-binding approximation for graphene

b1

b2

K+K-
K+

K-
K+ K-

-π - π
2 0 π

2 π 3 π
2 2 π

-π

- π
2

0

π
2

π

kxa

k
y
a

Figure 2.6: (Left) Contour plot of the tight-binding spectrum with vanishing next-nearest-
neighbor hopping. The first Brillouin zone, reciprocal lattice vectors andK-points are indicated.
Note that the trigonal warping around ~K+ and ~K− are mirror images of each other. (Middle
and right) Zoom-in of the tight-binding spectrum around the Dirac point ~K+ for vanishing and
nonvanishing next-nearest-neighbor hopping, respectively.

zone, due to the periodicity of the lattice. Inserting this expansion into Eq. (2.2.4a) yields

Hnn
hop = −t

∑

~k∈1.BZ

(
a†~k

b†~k

)( 0 γ~k
γ∗~k 0

)(
a~k
b~k

)
, (2.2.8)

with the momentum-space matrix elements

γ~k = ei
~k·~δ1 + ei

~k·~δ2 + ei
~k·~δ3 = e−ikxa + 2eikxa/2cos

√
3

2 kya . (2.2.9)

Since we are interested in the low-energy sector of the theory, we only keep those momentum
components that are close to the two inequivalent Dirac points ~K+ and ~K−

Hnn
hop ≈− t

∑

δ~k

(
a†~K++δ~k

b†~K++δ~k

)( 0 γ ~K++δ~k
γ∗~K++δ~k 0

)(
a ~K++δ~k
b ~K++δ~k

)

− t
∑

δ~k

(
a†~K−+δ~k

b†~K−+δ~k

)( 0 γ ~K−+δ~k
γ∗~K−+δ~k 0

)(
a ~K−+δ~k
b ~K−+δ~k

)
. (2.2.10)

Here, the absolute value of the momenta δ~k is assumed to be small compared to the absolute
value of ~K±. Because of this restriction and since the two K-points are well-separated in
momentum space, there are no terms mixing the two valleys. Expanding the matrix elements
γ ~K±+δ~k around each of the two K-points to second order in the deviation δ~k we obtain

γ ~K++δ~k = e+iπ/3 3a
2

[
(iδkx − δky) + a

4
(
δk2
x − δk2

y − 2iδkxδky
)]

+O(δk3) , (2.2.11a)

γ ~K−+δ~k = e−iπ/3
3a
2

[
(iδkx + δky) + a

4
(
δk2
x − δk2

y + 2iδkxδky
)]

+O(δk3) . (2.2.11b)

After inserting this expansion into Eq. (2.2.10) we find

Hnn
hop ≈+

∑

δ~k

(
a†~K++δ~k

b†~K++δ~k

) (HD +HWarp
)
~K++δ~k

(
a ~K++δ~k
b ~K++δ~k

)

+
∑

δ~k

(
b†~K−+δ~k

a†~K−+δ~k

) (HD +HWarp
)
~K−+δ~k

(
b ~K−+δ~k
a ~K−+δ~k

)
, (2.2.12)
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with the Hamiltonian densities

H
D, ~K±+δ~k = ∓3ta

2

(
0 eiπ/3 (iδkx − δky)

e−iπ/3 (−iδkx − δky) 0

)
, (2.2.13)

and

HWarp, ~K±+δ~k = −3ta2

8


 0 e+iπ/3

(
δk2
x − δk2

y − 2iδkxδky
)

e−iπ/3
(
δk2
x − δk2

y + 2iδkxδky
)

0


 .

(2.2.14)

The term linear in momentum is the celebrated Dirac Hamiltonian, while the term quadratic
in momentum is the warping correction. The latter contribution to the low-energy Hamiltonian
only becomes relevant at large fillings. In the vicinity of the charge neutrality point it may
safely be neglected, but we kept it for now for completeness’ sake. Note that we reorganized
the matrix representation of the hopping Hamiltonian for the ~K− valley, interchanging the
operators a ~K−+δ~k and b ~K−+δ~k in the two-component spinor. This choice was motivated by the
relation ~K− ∼= − ~K+, since in this representation the Hamiltonian densities of the two valleys are
structurally identical and their chiral and time-reversal symmetry relations assume the simple
form H

D, ~K−+δ~k = −H
D, ~K++δ~k = H

D, ~K+−δ~k. The phases e±iπ/3 in Eqs. (2.2.13) and (2.2.14)
are irrelevant, since they can be absorbed into the ladder operators without changing their
commutation relations.

By collecting the two-component spinors of the two Dirac points ~K+ and ~K− into a single
four-component spinor

Ψ
δ~k
≡
(
a ~K++δ~k b ~K++δ~k b ~K−+δ~k a ~K−+δ~k

)ᵀ
, (2.2.15)

as well as interchanging δkx and δky, we can write the two low-energy contributions to the
nearest-neighbor hopping Hamiltonian in the compact form [20, 29, 30]

HD =
∑

δ~k

Ψ†
δ~k

(
H
D, ~K++δ~k 0

0 H
D, ~K−+δ~k

)
Ψ
δ~k

= vF
∑

δ~k

Ψ†
δ~k
τ3 ⊗ ~σ · δ~kΨ

δ~k
, (2.2.16)

HWarp =
∑

δ~k

Ψ†
δ~k

(
HWarp, ~K++δ~k 0

0 HWarp, ~K−+δ~k

)
Ψ
δ~k

= λ
∑

δ~k

Ψ†
δ~k
τ0 ⊗

(
σ1(δk2

x − δk2
y)− 2σ2δkxδky

)
Ψ
δ~k
. (2.2.17)

Here, τ and σ are the standard Pauli matrices, acting in valley and sublattice space respectively,
vF = 3ta/2 is the Fermi velocity and λ = −vFa/4 = −3ta2/8 is the warping coefficient.

We may now perform the continuum limit by considering large system sizes. In this limit the
discrete momenta of the finite system with periodic boundary conditions become continuous,
such that we can substitute the momentum sums by integrals

1
V

∑

δ~k

−→
∫

d2k

(2π)2 ≡
∫

~k
. (2.2.18)

45



2.2. Tight-binding approximation for graphene

Here, the volume factor V is needed for dimensional reasons, because the sum itself is dimension-
less, but the integral has the dimension of an inverse volume. To get a well-defined continuum
limit we also need to attach a volume factor to the operators Ψ

δ~k
,

√
VΨ

δ~k
−→ Ψ(~k) . (2.2.19)

To understand this substitution recall the nontrivial commutation relation of fermionic ladder
operators:

{
ψ†
i,δ~k1

, ψ
j,δ~k2

}
= δijδδ~k1δ~k2

. In particular, note the Kronecker delta, involving the
two momenta δ~k1/2. For any finite volume this anticommutator is perfectly well-defined, but its
infinite volume limit does not converge to the known commutation relation of continuum field
operators:

{
ψ†i (~k1), ψj(~k2)

}
= δij(2π)2δ(~k1 − ~k2). Here, the Dirac delta distribution appears

as the appropriate generalization of the Kronecker delta to continuous variables. To obtain the
correct result one has to multiply the discrete commutation relation by a volume factor first,
and only then perform the limit,
{√

V ψ†
i,δ~k1

,
√
V ψ

j,δ~k2

}
= δijV δδ~k1δ~k2

−→
{
ψ†i (~k1), ψj(~k2)

}
= δij(2π)2δ(~k1 − ~k2) , (2.2.20)

where we have used Eq. (2.2.19) and limV→∞ V δδ~k1δ~k2
= (2π)2δ(~k1 − ~k2).

The final outcome of these considerations is the continuum Hamiltonian

Hnn
hop ≈ HD +HWarp

=
∫

~k
Ψ†(~k)

(
vF τ3 ⊗ ~σ · ~k + λτ0 ⊗

(
σ1(k2

x − k2
y)− 2σ2kxky

))
Ψ(~k) . (2.2.21)

A Fourier transformation to real space finally yields

HD +HWarp =
∫

~r
Ψ†(~r)

(
−ivF τ3 ⊗ ~σ · ~∇− λτ0 ⊗

(
σ1(∂2

x − ∂2
y)− 2σ2∂x∂y

))
Ψ(~r) . (2.2.22)

With this result we already succeeded in deriving a low-energy quantum field theory for the
electrons in graphene, albeit it is only a noninteracting one. To obtain an interacting theory we
still need to analyze the lattice Coulomb interaction term in Eq. (2.2.1).

2.2.3 Interacting Dirac fermions
For the analysis of the tight-binding Coulomb interaction we can play the same game as before,
that is, transform to momentum space, only keep the small momentum components around the
Dirac points and perform the continuum limit in the end. This program is straightforward,
except for the identification of the low-energy contributions, which demands special care due to
the long-range and nonlocal nature of the Coulomb interaction.

Accounting for the two triangular sublattices of graphene, the lattice Coulomb interaction
decomposes into four terms

Hint = 1
2
∑

i,j
i 6=j

(
a†iai + b†ibi

)
V (~Ri − ~Rj)

(
a†jaj + b†jbj

)

= HAA
int +HAB

int +HBA
int +HBB

int . (2.2.23)

The individual terms describe the interactions between electrons within the same sublattice
(HAA

int and HBB
int ) and in different sublattices (HAB

int and HBA
int ). In the following discussion we
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2.2. Tight-binding approximation for graphene

will focus on the term HAA
int . Once its low-energy contributions are understood, it is straight-

forward to adapt the arguments for the remaining three terms. Just like we did in the previous
subsection, we expand the ladder operators in a Fourier series, Eq. (2.2.7a). For the density of
electrons in sublattice A we obtain

a†iai = 1
N

∑

~k1,~k2

e−i(
~k1−~k2)·~Ri a†~k1

a~k2
= 1
N

∑

~k,~q

e−i~q·
~Ri a†~k+~q

a~k , (2.2.24)

with ~q = ~k1−~k2 and ~k = ~k2. Inserting this expression into the interaction Hamiltonian (2.2.23)
we find

HAA
int = 1

2
1
N2

∑

~k1,~k2,~q1,~q2

a†~k1+~q1
a~k1

V (~q1, ~q2) a†~k2+~q2
a~k2

, (2.2.25)

with the two-body interaction amplitude

V (~q1, ~q2) =
∑

i,j
i 6=j

e−i~q1·~Ri−i~q2·~RjV (~Ri − ~Rj) ∝ δ~q1,−~q2
1
|~q1|

. (2.2.26)

We will prove a continuum version of this result and determine the proportionality constant at a
later stage, once we have identified the low energy contributions of the interaction term. For now
it suffices to know that the Fourier transform of the Coulomb interaction amplitude conserves
momentum, which is expressed by the Kronecker delta, and that it is inversely proportional to
the transferred momentum.

For the further analysis we want to switch to a diagrammatic representation of the interaction
term, since it illustrates the scattering process very clearly, allowing us to focus on its essential
features. To this end we represent an annihilation operator a~k with ingoing momentum ~k as a
solid line with an ingoing arrow, a creation operator a†~k with outgoing momentum ~k as a solid
line with an outgoing arrow, and the interaction amplitude as a wiggly line, transferring the
momentum ~q. Absorbing all the distracting prefactors into the diagram, the interaction term
becomes

HAA
int =

∑

~k1,~k2,~q
~q

~k1

~k1 + ~q

~k2

~k2 − ~q

. (2.2.27)

Note that we already made use of momentum conservation, which can be immediately read off
of the diagram. To find those contributions of the Coulomb interaction that are part of the low
energy sector of the theory, we have to demand that all external momenta are close to the Dirac
points. Only then it is sensible to speak of “interacting Dirac fermions”. To this end, we first
expand ~k1 and ~k2 around the two Dirac points, which yields four separate interaction terms
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HAA
int ≈

∑′

δ~k1,δ~k2

∑

~q ~q

~K+ + δ~k1

~K+ + δ~k1 + ~q

~K+ + δ~k2

~K+ + δ~k2 − ~q

+
~q

~K+ + δ~k1

~K+ + δ~k1 + ~q

~K− + δ~k2

~K− + δ~k2 − ~q

+
~q

~K− + δ~k1

~K− + δ~k1 + ~q

~K+ + δ~k2

~K+ + δ~k2 − ~q

+
~q

~K− + δ~k1

~K− + δ~k1 + ~q

~K− + δ~k2

~K− + δ~k2 − ~q

.

(2.2.28)

Here, the prime at the k-sum indicates that |δ~k1/2| � | ~K±|. Note, however, that the momentum
transfer ~q can still be large, such that δ~k1 + ~q and δ~k2 − ~q need not be small. To fulfill the
requirement that all external momenta are close to the Dirac points, it therefore seems that we
are forced to demand the absolute value of ~q to be small against the absolute value of ~K± as well.
Such processes describe forward scattering and – as we will substantiate below – they are indeed
the dominant contribution to the Coulomb interaction in the low-energy regime. However, it
would be premature to conclude that forward scattering is the only possible contribution allowed
at low energies. To see that the sum over momentum transfers ~q contains additional low-energy
contributions, we need to consider very large momentum transfers, being of the order ~K±.7 As
it turns out, for such large momentum transfers the “valley identity” of the incoming fermions –
whose momenta are initially close to a certain Dirac point – is not conserved. In other words, a
~K+-fermion can become a ~K−-fermion and vice versa or a fermion’s affiliation to a certain Dirac
point may be lost entirely, see Fig. 2.7. (In the latter case the corresponding process belongs to
the high-energy sector.) To estimate whether these additional contributions have to be taken
into account recall that the Coulomb interaction amplitude (2.2.26) is inversely proportional to
the transferred momentum. Hence, for small ~q the flavour-changing processes are suppressed by
a factor of |~q|/| ~K±− ~q| compared to forward scattering, such that they can safely be neglected.
As a result, the leading order interaction Hamiltonian is given by Eq. (2.2.28) with ~q assumed
to be small. Now all the external momenta are close to a Dirac point ~K± and it is legitimate
to assign a well-defined valley index for each of the ingoing and outgoing solid lines, and speak
of interacting Dirac fermions.

Repeating the analysis for the remaining interaction terms and switching back to an analytic
representation, the low-energy interaction Hamiltonian can be written in the concise form

Hint ≈
1
2

1
N2

∑

δ~k1,δ~k2,~q1,~q2

Ψ†
δ~k1+~q1

Ψ
δ~k1
V (~q1, ~q2)Ψ†

δ~k2+~q1
Ψ
δ~k2

. (2.2.29)

7Since ~K± is of the order of a reciprocal lattice it can happen that the fermions are scattered out of the first
Brilouin zone. Such processes are called umklapp scattering and they are typically discussed in the context of
electron-phonon scattering [9–11], but they also appear for electron-electron interactions.
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~q − ( ~K+ − ~K−)

~K+ + δ~k1

~K− + δ~k1 + ~q

~K− + δ~k2

~K+ + δ~k2 − ~q

~q − ( ~K+ − ~K−)

~K+ + δ~k1

~K− + δ~k1 + ~q

~K+ + δ~k2

2 ~K+ − ~K− + δ~k2 − ~q

Figure 2.7: (Left) A low-energy contribution of the Coulomb interaction, where the valley
affiliation of both fermions changes through the scattering process. Since all external momenta
are close to a Dirac point (~q is assumed to be small) it is a valid contribution to the low-
energy sector of the theory. (Right) An example of a high-energy contribution of the Coulomb
interaction as a consequence of large momentum transfers. Note that 2 ~K+− ~K− lies well outside
the first Brillouin zone. Yet, since the momentum quantum number of a fermion in a crystal
is only defined up to reciprocal lattice vectors, it can be “folded back” into the first Brillouin
zone [9]. As a result, this outgoing fermion resides close to the Γ-point (2 ~K+ − ~K− ' 0).

We may now perform the continuum limit in just the same way as in the previous section, see
Eqs. (2.2.18) and (2.2.19). We obtain

Hint = 1
2

∫

~k1,~k2,~q1,~q2
Ψ†(~k1 + ~q1)Ψ(~k1)V (~q1, ~q2)Ψ†(~k2 + ~q2)Ψ(~k2) , (2.2.30)

with the continuum form of the interaction amplitude8

V (~q1, ~q2) =
∫

~r1,~r2
e−i~q1·~r1−i~q2·~r2 V (~r1 − ~r2) . (2.2.31)

Transforming to the center-of-mass frame by introducing relative and center-of-mass coordinates,
we can solve this integral exactly

V (~q1, ~q2) =
∫

~r
e−i(~q1+~q2)·~r

∫

∆~r
e−i

1
2 (~q1−~q2)·∆~r e2

|∆~r|
= (2π)2δ(~q1 + ~q2) e2

∫ ∞

0
d∆r J0(q1∆r)

= (2π)2δ(~q1 + ~q2) 2πe2

q1
. (2.2.32)

In the second line J0 is the Bessel function of the first kind [38], which occurs after transforming
the integral over ∆~r to polar coordinates. The above interaction amplitude is the proper contin-
uum limit of Eq. (2.2.26). Inserting this result into Eq. (2.2.30) and going back to a real-space
representation we find

Hint = 1
2

∫

~r,~r′
Ψ†(~r)Ψ(~r) e2

|~r − ~r′|Ψ
†(~r′)Ψ(~r′) . (2.2.33)

Putting everything together we arrive at the low-energy quantum field theory that describes
spin polarized interacting electrons in a honeycomb lattice

HD +Hint = −ivF
∫

~r
Ψ†(~r)τ3 ⊗ ~σ · ~∇Ψ(~r) + 1

2

∫

~r,~r′
Ψ†(~r)Ψ(~r) e2

|~r − ~r′|Ψ
†(~r′)Ψ(~r′) . (2.2.34)

8Note that, while performing the continuum limit, Eq. (2.2.26) is multiplied by the volume of the unit cell
squared, which accounts for the correct physical dimension in the substitution V 2

EZ

∑
i,j
→
∫
~r1,~r2

.
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The electron spin is straightforward to implement by doubling the degrees of freedom of the
spinor (2.2.15) to contain eight components instead of four. The structure of the kinetic and
interaction term remain the same. In comparison to Eq. (2.2.22) we neglected the warping term
that describes the deviations from the isotropic Dirac spectrum. Since it is of second order
in the spatial derivative/momentum, trigonal warping is irrelevant for the physics near charge
neutrality. As long as the filling is sufficiently small compared to the band cutoff, it would only
lead to minor corrections to the fermionic self-energy and bosonic polarization function, which
can safely be neglected. Significant contributions of trigonal warping to those quantities would
only occur for intermediate to large fillings, cf. Figs. 2.5 and 2.6, which is not covered in this
thesis.
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2.A Appendix: Stability of Dirac cones and mass terms
In section 2.2.1 we have seen explicitly that the linear energy-momentum dispersion is stable
against the next-nearest-neighbor hopping perturbation. We mentioned that higher order terms
in the neighbor expansion cannot lead to a gap in the spectrum, since such terms respect the
discrete symmetries of the honeycomb crystal lattice. In fact, any perturbation which respects
these symmetries cannot generate a gap in the spectrum. But what if they are broken, say, by
a distortion of the crystal lattice? Would the Dirac cones survive?

The proper framework to address this kind of question is group theory and topology, but its
results are oftentimes rather abstract statements. Here, we prefer to investigate a concrete and
experimentally relevant example, uniaxially strained graphene [39–41]. Depending on the direc-
tion in which the strain is applied, the primitive translation vectors ~a1/2 and nearest neighbor
shift vectors ~δ1/2/3 are modified, compared to the symmetric lattice, Eqs. (2.1.9) and (2.1.10).
As a consequence of the Bravais lattice distortion, the reciprocal lattice is distorted as well. In
particular, the corners of the Brillouin zone drift away from their original position in momentum
space. The corresponding tight-binding description to nearest-neighbor hopping approximation,
however, is very similar in structure to the symmetric honeycomb lattice. It is merely a gen-
eralization of the Hamiltonian (2.2.4a), where the hopping amplitudes t1, t2 and t3 among the
three neighbors of an individual atom do not need to be identical, due to the modified bond
lengths |~δi|,

HStrain = −
∑

~RA

(
t1a
†
~RA
b~RA+~δ1

+ t2a
†
~RA
b~RA+~δ2

+ t3a
†
~RA
b~RA+~δ3

+ h.c.
)
. (2.A.1)

Despite the modification of the reciprocal lattice it is straightforward to diagonalize this Hamil-
tonian, which yields the energy eigenvalues

E±(~k) = ±
∣∣∣t1ei

~k·~δ1 + t2e
i~k·~δ2 + t3e

i~k·~δ3
∣∣∣ . (2.A.2)

For ti = t and ~δi being identical to Eq. (2.1.10), the spectrum reduces to the nearest-neighbor
tight-binding spectrum of unstrained graphene we have obtained previously. To isolate the
effects of lattice distortion and hopping amplitude distortion from one another, we may neglect
the former feature and use Eq. (2.1.10) in what follows. It is clear that such a simplification
is not realistic for graphene, since strain always influences both the lattice and the hoppings,
but it can be realized in optical lattices as proposed in Ref. [40]. Furthermore, as was argued
in Ref. [41], this simplification does not affect the general features we are about to discuss.

Following Ref. [41] we may assume t1 = t2 = t 6= t3. The tight-binding spectrum (2.A.2)
calculated for that special case is shown in Fig. 2.8 for a few values of the ratio t3/t. One can
easily see that the spectrum still features two inequivalent Dirac cones as long as the asymmetry
in the hopping is sufficiently small. However, the Dirac points do not occur at the corners of
the Brillouin zone anymore, but they drift away to the points

~KD,± =
(

0,± 2√
3a

arccos
(
− t32t

))
, (2.A.3)

up to reciprocal lattice vectors. This result is valid up to the critical value t3 = 2t, where the
two Dirac points merge and a gap opens up if t3 is increased beyond that point. As mentioned
above, the deformation of the lattice would alter the Brillouin zone and potentially influence the
location of the Dirac points, but the general features of drifting, merging and gap-opening are
not invalidated. Thus, we can conclude that for weak strain the Dirac cones are stable. Other
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Figure 2.8: Merging of the Dirac cones due to an asymmetry in the hopping amplitudes, t1 =
t2 = t 6= t3. From top left to bottom right: t3 = 1.75t, t3 = 1.9t, t3 = 2t,t3 = 2.1t. For t3 < 2t
the Dirac cones move toward each other until they merge at the M -point of the Brillouin zone
with the gap threshold t3 = 2t. Increasing the hopping t3 beyond this critical value turns the
system into an ordinary semiconductor.

studies, which include bending of the sheet, the coupling to phonons or even random distortions
of lattice have also shown the robustness of Dirac cones in graphene. See Refs. [32, 42, 43] for
further reading. These findings immediately lead to the question: if weak lattice distortions
cannot create a gap in the spectrum, what else would be necessary?

As a first example that leads to a gap, let us consider a perturbation to the hopping Hamil-
tonian that introduces a charge carrier imbalance between the two sublattices [44]

HCDW = −m
∑

~RA

(
a†~RA

a~RA − b
†
~RA+~δ1

b~RA+~δ1

)
. (2.A.4)

Here, m is a real-valued parameter which will play the role of a mass. It may be interpreted as a
staggered chemical potential, which has the opposite sign for the two sublattices and describes
a charge-density-wave (CDW) phase. As explained in the original work of Semenoff, Ref. [44],
such a term arises naturally in a two-dimensional layer of hexagonal boron nitride (hBN). This
material has a honeycomb structure as well, but the sublattices are inequivalent, due to the
two distinct atoms in the unit cell. After Fourier transforming to momentum space and keeping
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only the momentum components close to the inequivalent Dirac points, we find

HCDW = −
∑

δ~k

Ψ†
δ~k




m 0 0 0
0 −m 0 0
0 0 −m 0
0 0 0 m


Ψ

δ~k

= −
∑

δ~k

Ψ†
δ~k
mτ3 ⊗ σ3 Ψ

δ~k
. (2.A.5)

Here, Ψ
δ~k

is the same four-component spinor we have introduced before. A diagonaliza-
tion of the Dirac Hamiltonian with this perturbation yields the energy eigenvalues E±(δ~k) =
±
√
v2
F δ
~k2 +m2 and a gap of size 2m.

Another example for a perturbation that leads to a gap is the so-called Kekulé distortion [45,
46]. Here, the hopping is altered by a periodic modulation that mixes the two valleys

HKek = −
∑

~RA

( 3∑

i=1
δt~RA,ia

†
~RA
b~RA+~δi + h.c.

)
, (2.A.6)

with
δt~RA,i = 1

3
(
∆0 e

i ~K+·~δiei( ~K+− ~K−)·~RA + ∆∗0 e−i
~K+·~δie−i( ~K+− ~K−)·~RA

)
. (2.A.7)

The strength of the modulation is parametrized by the complex parameter ∆0. Using the same
strategy as before we obtain the low energy Hamiltonian

HKek = −
∑

δ~k

Ψ†
δ~k




0 0 ∆ 0
0 0 0 ∆

∆∗ 0 0 0
0 ∆∗ 0 0


Ψ

δ~k

= −
∑

δ~k

Ψ†
δ~k

(
Re∆0 τ1 ⊗ σ0 − Im∆0 τ2 ⊗ σ0

)
Ψ
δ~k
, (2.A.8)

which yields the energy spectrum E±(δ~k) = ±
√
v2
F δ
~k2 + |∆0|2.

For spinless fermions there is a fourth mass term – the Kekulé distortion counts twice due
to its real and imaginary part – with the low energy Hamiltonian

HHQHE = −
∑

δ~k

Ψ†
δ~k




m 0 0 0
0 −m 0 0
0 0 m 0
0 0 0 −m


Ψ

δ~k

= −
∑

δ~k

Ψ†
δ~k
mτ3 ⊗ σ3 Ψ

δ~k
(2.A.9)

In a tight-binding model such a term would emerge from a next-nearest neighbor hopping term
with a rather peculiar hopping amplitude, that describes a directed motion due to a lattice
periodic magnetic field, but with zero magnetic flux through the unit cell. It was proposed by
Haldane as a condensed matter simulation of the parity anomaly, realizing a quantum Hall effect
without Landau levels, Ref. [47].

The above list exhausts all possible mass terms in graphene, if the spin degree of freedom is
neglected that is. Once the electronic spin is taken into account, the number of possible mass
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terms increases drastically from four to 36. All of these terms have been classified and physically
interpreted in Ref. [48]. We do not bother to repeat this extensive analysis here again, but at
least we want to sketch how these mass terms can be found systematically following Ref. [48].
First, it is convenient to introduce a Nambu-spinor Ψ = (Ψ↑,Ψ↓,Ψ†↑,Ψ

†
↓) and write the massive

Dirac Hamiltonian in Bogoliubov-de Gennes (BdG) form

H = 1
2

∫

~r
Ψ†

(
Hpp Hph
H†ph −Hᵀ

pp

)
Ψ . (2.A.10)

Here, Hpp and Hph are the particle-particle and particle-hole Hamilton densities respectively.
The structure of the BdG Hamilton density is determined by hermiticity and the Fermi-Dirac
statistics of the field operators. The massless Dirac kinetic energy only appears in the diagonal
and reads HD = −ivF τN0 ⊗ σs0 ⊗ τ3 ⊗ σ1∂x − ivF τN3 ⊗ σs0 ⊗ τ3 ⊗ σ2∂y, where τN are the Pauli
matrices (including the identity) in Nambu space and σs0 is the identity matrix in spin space.

A gap in the spectrum opens up if a BdG mass matrix M̂ anticommutes with the Dirac
Hamiltonian. Since a general BdG matrix is sixteen-dimensional – two sublattices, two valleys,
two spins and particle-hole space – there are 64 matrices that fulfill this requirement. Not
all of them are allowed, however, due to the particle-hole symmetry in Nambu space τN1 ⊗
σs0 ⊗ τ0 ⊗ σ0 M̂ᵀ τN1 ⊗ σs0 ⊗ τ0 ⊗ σ0 = −M̂. This constraint reduces the number of linearly
independent mass matrices to 36, sixteen of them being insulating and the remaining twenty
being superconducting. The latter classification into insulating and superconducting mass terms
is due to their Nambu space structure, depending on whether they are on the diagonal or off-
diagonal of the BdG Hamiltonian. A mass matrix is called insulating, if it commutes with
the particle number operator – its associated BdG matrix is given by τN3 ⊗ σs0 ⊗ τ0 ⊗ σ0 –
and, thus, describes an insulating/semiconducting phase. On the other hand, a mass is called
superconducting, if it does not commute with the number operator, yielding a finite expectation
value of two creation/annihilation operators. This feature is reminiscent of an ordinary BCS
superconductor and, thus, describes a superconducting phase.
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Chapter 3

Generating functionals – or how to
organize the zoo of correlation
functions

In this chapter we explain the elementary statistical methods used in quantum field theory to
calculate the quantities of interest, the correlation functions. Using a prototype quantum field
theory – a real scalar boson – as a working basis, we discuss how correlation functions are ob-
tained in an efficient way from a superior mathematical structure, the generating functional.
We explicitly calculate the correlation functions for the case of a free field theory, that is, when
the action is assumed to be quadratic in the fields. We then proceed to introduce a new func-
tional, the generating functional for connected correlation functions, and work out the relation
between these two types of correlation functions. It is shown that the connected correlators are
the “atomic” building blocks of the correlation functions, reducing the calculational effort by a
large extent. We finally introduce the effective action as the Legendre transform of the connected
functional, and the one-particle irreducible vertex functions as the corresponding type of corre-
lation functions. We show that the connected n-point correlation functions, with n > 2, can be
expanded into “trees” with connected two-point functions as branches and vertex functions as
branching points, resolving the “subatomic” structure of the connected correlators. These rela-
tions further condense the calculations down to the truly fundamental objects, which need to be
investigated in order to understand the properties of the physical system.

3.1 The partition function as a generator of correlation func-
tions

Although we derived the effective low-energy Hamiltonian of interacting electrons in graphene
in the previous chapter, which is the starting point for the papers included in this thesis, here
we want to explain the statistical methods of quantum field theory using a much simpler theory:
a single scalar boson. The main reason for this choice is that a bosonic field theory, without
any internal degrees of freedom, is the simplest kind of field theory one could possible study.
There are no distractions one would have to deal with, like certain symmetries and other system
specific details, or even just minus signs when commuting fermionic field operators. Such a
simple theory, instead, allows us to focus on very general features that are shared by almost all
quantum field theories. The results presented in this chapter are straightforward to generalize
and easy to adapt to the physical system one actually wants to study. In that sense the real
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3.1. The partition function as a generator of correlation functions

Figure 3.1: Schwinger-Keldysh closed time contour, with initial time t0, forward (C+) and
backward branch (C−). The contour-time ordering operator TC is defined with respect to this
contour. Any time t− on the backward branch is considered to be larger than any other time t+
on the forward branch, although it may be the case that their numerical values satisfy t− < t+.

scalar boson is – at least for the purpose of this chapter – a prototypical field theory, and we
care little about the physics and physical systems it describes. Nevertheless, we want to mention
that such a theory has, in fact, plenty of applications, namely as a Ginzburg-Landau type of
effective field theory in such diverse physical fields as magnetism, superconductivity and Bose-
Einstein condensation, and even standard model physics to model the Higgs sector [1–4]. In
the present context of interacting Dirac fermions in graphene, a real scalar boson emerges as a
Hubbard-Stratonovich field that is associated to the charge carrier density [1–3, 5–7]. Hence,
although it is not our main focus in this chapter, the real scalar field is intimately related to
the physics of graphene.

The primary objects of interest in a quantum field theory are correlation functions. We may
first introduce them thoroughly before we further motivate their importance for physics. The
n-point correlation function or n-point Green function GC(x1, . . . , xn), is defined as the time-
ordered expectation value of n bosonic field operators in the Heisenberg picture [1, 2, 7–16]1

GC(x1, . . . , xn) ≡ (−i)n−1〈TCφ̂(x1) · · · φ̂(xn)
〉
. (3.1.1)

Here, the label x = (t, ~r) is a short notation, combining temporal and spatial degrees of freedom.
The time arguments are defined on the Schwinger-Keldysh contour – a closed time contour in
complex time space, which starts at an initial time t0, extends into the remote future (t = +∞)
along the real time axis and returns to the initial time along the same path [7, 8, 10–18], see
Fig. 3.1. Furthermore, TC is the time ordering operator, putting operators with larger contour-
time to the left of operators with smaller contour-time, and the angular brackets define the
quantum mechanical expectation value as a trace over the states in Fock space with respect to
a density matrix ρ(t0)

〈 · · · 〉 ≡ Tr (ρ(t0) · · · ) . (3.1.2)

The density matrix is defined at the initial time t0, specifying the initial state of the system. If
the system is initially prepared in a thermal equilibrium state, the Schwinger-Keldysh contour
can be extended downwards, by adding a finite imaginary time branch that connects t0 and t0−
iβ, with β being the inverse temperature [10, 14–16]. This is possible, because the equilibrium
density matrix, ρ(t0) ∝ e−βH , has the structure of a time evolution operator that evolves the
system along such an imaginary time branch, implementing the nontrivial initial correlations
of the thermal state. Such an extension is useful, if one is interested in studying the transient
regime upon perturbing the equilibrium. If instead one is interested in the fully equilibrated
system, one could send the initial time t0 to the remote past (t0 = −∞), which effectively
gets rid of the finite imaginary time branch, since then all nontrivial initial correlations would

1The prefactor in the definition of Eq. (3.1.1) is pure choice. Many authors use a different convention, but
none of them became uniformly accepted. So we may stick to the convention of Ref. [11] for now.
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have already decayed. More formally, any correlation function which possesses two kinds of
time arguments, imaginary and real time, is typically suppressed at least algebraically or even
exponentially, if the system thermalizes that is. But since the imaginary branch is infinitely far
away with respect to any of the real time arguments, the limit t0 → −∞ would cause these
correlations to vanish. It seems that the extension of the Schwinger-Keldysh contour into the
imaginary regime is restricted to the equilibrium density matrix, but this is not necessarily the
case as has been discussed in Refs. [10, 14–16]. There is more than one way to implement
the effect of nontrivial initial density matrices into the theory, but of course all of them are
equivalent. The specific implementation we use here is discussed below.

Now that we have rigorously introduced the Green functions, we may further motivate
their importance for physics. In (nonrelativistic) quantum theory the equation governing the
dynamics of particles is the Schrödinger equation. Its solutions define a Hilbert space and
they contain all the information that could possibly be extracted from the quantum mechanical
system. For a quantum many-body system it is convenient to formulate this theory in a second
quantized form, which expresses all the physical observables in terms of field operators, whose
expectation values are the Green functions introduced above. In that sense, knowing all the
correlation functions of a theory is equivalent to solving the many-body Schrödinger equation,
since all expectation values of physical observables can be expressed in terms of correlation
functions. In an actual experiment, there are two common strategies to extract information from
a many-body system. Either the system is probed by perturbing it externally and investigating
its response to the perturbation, which is encoded in the response functions [1, 3, 7, 8], or one
performs a scattering experiment, whose scattering amplitudes can be extracted from the n-
point Green functions by the LSZ (Lehmann-Symanzik-Zimmermann) reduction [4, 9]. Hence,
although the n-point correlation functions may seem to be rather abstract mathematical objects,
they actually contain all the physical informations one could possibly be interested in. Therefore,
we have to calculate these functions as accurately as possible to match existing experiments or
even be able to make predictions. In order to do so and come up with suitable and consistent
approximations, we need to understand their internal mathematical structures first, which is
precisely what this chapter aims for. In this context recall our discussion about asymptotic
series on the basis of the zero-dimensional toy model field theory in Sec. 1.3. In that case we
were able to solve the integral defining the moment generating function exactly. If we would
not have been able to solve this toy model exactly, probably the first idea to analyze this theory
would have been to restrict the coupling constant to small values and use perturbation theory.
However, we found that a naive perturbation theory in terms of a power series of a small coupling
constant is asymptotically divergent, due to a branch cut of the moment generating function
along the negative real axis. Away from the cut the generating function and all its associated
moments are a perfectly well-defined, analytic functions of the coupling constant, admitting a
series expansion with a finite radius of convergence. Since the field theory we consider here is
nothing but a generalization of the toy model to the case of a finite dimensional base manifold,
the same arguments apply. To avoid an asymptotic divergence we must avoid any weak-coupling
expansion, even if the coupling happens to be small against the kinetic term. Although an exact
solution of this generalized case is impossible, we can still analyze the topological structures of
the correlation functions exactly. This analysis will naturally lead us to a formulation of quantum
field theory, that circumvents the above problems altogether and which allows for systematical
studies in the nonperturbative regime.

As a final remark before we continue our discussion, we want to mention that the use of the
Schwinger-Keldysh contour, either in its original or in its extended form, is very convenient,
because it allows for a compact notation. It is this feature, which is important for the purpose
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of this chapter. Physically meaningful are only real-time correlation functions. At any point in
the upcoming calculations one could map the abstract contour-time to the physical real-time
by assigning fields to each branch of the contour. This procedure would be accompanied by a
doubling – in the case of the extended Schwinger-Keldysh contour even tripling – of degrees of
freedom [7, 8, 10–16], which we want to avoid here in favour of the more compact notation.

With the analysis of the zero-dimensional field theory fresh in mind it should be clear how
to proceed. Instead of trying to perform the quantum mechanical average for each correlation
function individually, it is beneficial to introduce a mathematical object that contains all of these
amplitudes in a unified manner. To this end, we employ the methods of statistical physics. In
particular, we make use of the concept of generating functions, or rather their generalization to
functionals [1, 2, 9–13, 19]. We introduce the generating functional of correlation functions, or
partition function as we will call it shortly,2 as the expectation value of a contour-time ordered
exponential, containing the to-be-averaged field operator φ̂ and a source field J , which we may
use to generate the desired correlation function

Z[J, ρ] =
〈
TC exp

(
i

∫

x
φ̂(x)J(x)

)〉
. (3.1.3)

The n-point Green functions can then be obtained as the n-fold derivative of the partition
function with respect to the source field J(x) evaluated at vanishing source,

G(x1, . . . , xn) = i(−1)n δnZ[J, ρ]
δJ(x1) · · · δJ(xn)

∣∣∣∣∣
J=0

. (3.1.4)

In some cases it can be useful to consider a generalization of Eq. (3.1.3), where the exponential
contains a local or bilocal two-particle source coupling to a field bilinear, either instead of or in
addition to the single-particle source, see Refs. [1, 7, 13, 20] for instance. We use this technique
in chapter 4.3 to calculate the physical response of fermions to an external electromagnetic
perturbation, but we will not cover it here in detail. Once we have understood how to deal
with the single-particle source, the relations we will obtain are easy to generalize to n-particle
sources. Assuming the partition function to be an analytic functional of the source field, it can
be expanded in a Taylor series, which in the context of functionals is also known as Volterra
expansion [9],

Z[J, ρ] =
∞∑

n=0

1
n!

∫

x1,...,xn

δnZ[J, ρ]
δJ(x1) · · · δJ(xn)

∣∣∣∣∣
J=0

J(x1) · · · J(xn)

= 1 +
∞∑

n=1

(−1)n−1

n!

∫

x1,...,xn
G(x1, . . . , xn)J(x1) · · · J(xn) . (3.1.5)

Note the similarity with Eq. (1.3.2). Besides of being a convenient tool to generate correlation
functions, the use of the partition function – and the other generating functionals we will intro-
duce later on – has another great advantage. Whenever one performs a certain approximation
on the level of a generating functional it immediately affects all correlation functions that are
derived from it. Think of the stationary phase approximation as one such example. Thus, the

2Striktly speaking, one should distinguish the generating functional from the partition function, since the latter
is actually just a normalization constant, Z = Trρ(t0), that ensures the probabilistic interpretation of quantum
theory [1, 2]. The probability for the system to be in some microstate, no matter which one, must be equal to 1.
For the important case of an equilibrium density matrix, however, their mathematical structures are so similar,
that we do not make a distinction here.
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approximation is implemented into the theory throughout all correlators in a manifestly consis-
tent way. For comparison, if the correlation functions would be calculated one at a time, one
would have to implement the same approximation for each correlation function individually and
explicitly check for consistency. As long as low-order perturbation theory for a few low-level
correlation functions is considered, the latter strategy may be feasible, but as soon as nonper-
turbative effects and/or higher level correlation function are important it should be obvious that
the use of generating functionals is indeed superior to any other strategy.

Although the above definition of the partition function is sufficient to continue with our
discussion, it is beneficial to cast the quantum mechanical expectation value into a functional
integral representation. In principle, all the calculations could be performed in the operator
formalism equally likely, but in many instances the functional integral formalism is superior,
allowing for powerful approximation schemes that are difficult to implement using field operators
and Heisenberg equations of motion. In the end, however, the formulation one chooses is a matter
of taste. To translate the theory into functional integral language, we first introduce a set of
time-dependent eigenstates of the Heisenberg field operator,

φ̂(t, ~x)|φ, t〉 = φ(~x)|φ, t〉 , (3.1.6)

which form a complete basis of the Hilbert space at every instant in time [9, 12, 13, 21, 22]
∫
Dφ|φ, t〉〈φ, t| = 1 . (3.1.7)

Note that the eigenvalue field φ(~x) is a static field configuration specified by the state |φ, t〉 at
the initial time t = t0. Nevertheless, Eq. (3.1.6) holds for all times. We furthermore emphasize
that the functional integral in the above completeness relation covers static field configurations
only, which is reflected by the integral measure Dφ = ∏

~x dφ(~x).3 Next, the trace involved in the
definition of the partition function, Eqs. (3.1.2) and (3.1.3), is expressed as a functional integral
with respect to initial time states, for which we may write

φ̂(t0, ~x)|φ±〉 = φ±(~x)|φ±〉 , (3.1.8)

with |φ±〉 ≡ |φ±, t0〉. The choice of the plus/minus indices will become clear momentarily. In
terms of these states the partition function acquires the form [11–13, 22]

Z[J, ρ] = Tr
(
ρ(t0)TC exp

(
i

∫

x
φ̂(x)J(x)

))

=
∫
Dφ+Dφ− 〈φ+|ρ(t0)|φ−〉 〈φ−| TC exp

(
i

∫

x
φ̂(x)J(x)

)
|φ+〉 , (3.1.9)

where we inserted a resolution of the identity in between the density matrix and the contour
time ordered exponential. Note that the matrix element 〈φ+|ρ(t0)|φ−〉, which contains all the
information about the initial state of the system, is time independent, since it involves initial-
time states only. Furthermore, since the density matrix could in principle be expressed in
terms of field operators at time t0, its matrix element is a functional of the initial-time field
configurations φ±(~x), which we parametrize as follows [13, 22]

〈φ+|ρ(t0)|φ−〉 = eiK[φ+,φ−] . (3.1.10)
3The states (3.1.6) are related to coherent states, but the way they are introduced here and in Refs. [9, 12,

13, 22] is a bit sloppy. We refer to Ref. [21] for a rigorous discussion.
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The functional K[φ+, φ−], we may call correlation functional, admits a Taylor expansion similar
to the Taylor expansion of the partition function, cf. Eq. (3.1.5),

K[φ+, φ−] =
∞∑

n=0

1
n!

∑

α1,...,αn=±

∫

~x1,...,~xn
Kα1,...,αn(~x1, . . . , ~xn)φα1(~x1) · · ·φαn(~xn) . (3.1.11)

It translates the information about the initial state of system, that is contained in the density
matrix, to inital correlations, that are contained in the kernels Kα1,...,αn(~x1, . . . , ~xn). Hence,
instead of specifying the initial density matrix explicitly, it would be equivalently viable to
specify all the initial correlations [13, 22, 20].

The remaining matrix element, involving the contour-time ordered exponential source term,
describes the actual dynamics of the system. It can be cast into functional integral form by
a standard procedure, see Refs. [1, 3, 4, 7, 9, 23]. Starting from the initial state |φ+〉 at the
beginning of the Schwinger-Keldysh contour, where t0 is interpreted to lie on the forward branch
C+, we follow the system’s unitary time evolution along the contour into the final state |φ−〉 at
the end of the Schwinger-Keldysh contour. The end of this contour coincides with the initial
time t0, but now it is approached on the backward branch C−. Along the way we divide the
contour time evolution into several short intervals, and we successively insert a resolution of the
identity in terms of the above states, Eqs. (3.1.6) and (3.1.7), at each time slice. Performing the
limiting procedure of infinitely small and infinitely many times slices then yields the integral
representation

〈φ−| TC exp
(
i

∫

x
φ̂(x)J(x)

)
|φ+〉 =

∫ ′
Dφ eiS[φ]+i

∫
x
φ(x)J(x) . (3.1.12)

Here, the functional integral covers the dynamical field configurations for all contour times
excluding the initial time, Dφ = ∏

t∈C\t0,~x dφ(t, ~x). The prime at the integral symbol indicates
that it has to be solved with the boundary conditions φ(t0 ∈ C+, ~x) = φ+(~x) and φ(t0 ∈ C−, ~x) =
φ−(~x). Note the appearance of the action S[φ], which derives from the unitary time evolution
generated by the Hamiltonian. [1, 3, 4, 7, 9, 23]

Putting everything together, we can write the partition function in the condensed form

Z[J, ρ] =
∫
Dφ+Dφ− eiK[φ+,φ−]

∫ ′
Dφ eiS[φ]+i

∫
x
φ(x)J(x)

=
∫
Dφ eiS[φ]+iK[φ]+i

∫
x
φ(x)J(x) , (3.1.13)

which shows that it is nothing but the functional Fourier transform of eiS[φ]+iK[φ]. Interpreting
the exponential without source as a probability distribution, the partition function would be
the corresponding moment generating functional and the n-point Green functions are the cor-
responding moments.4 Note that the functional integral over the initial-time fields φ±, together
with the correlation functional closes the trace for the time evolution amplitude. As a result, the
boundary conditions present in the field integral (3.1.12) are removed. We furthermore elevated
the field dependence of the correlation functional to be formally dependent on the field φ(x),
whose time argument is defined on the entire Schwinger-Keldysh contour. This is nothing but
a reformulation of the previous result and adds nothing new to the theory. When expanding
the correlation functional in a Taylor series with respect to this field, there are, indeed, contour
time integrations present and the kernels formally depend on contour time. Yet, each kernel

4Obviously, this is an abuse of language, since a probability distribution has to be non-negative and real-valued,
but, once more, we just want to point out mathematically similar structures.
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3.1. The partition function as a generator of correlation functions

vanishes identically if any contour time argument does not equal the initial time, such that we
recover the expansion (3.1.11) [13, 22].

To put it in a nutshell, the transition from the operator formalism to the functional integral
formalism is given by the following substitution

Tr (ρ(t0) · · · ) −→
∫
Dφ · · · exp (iS[φ] + iK[φ]) . (3.1.14)

Furthermore, the to-be-averaged operator-valued fields are replaced by complex number-valued
fields5 and contour-time ordering is implicitly taken care of by the functional integral itself. The
latter fact should be clear from its derivation from the operator formalism. In the following we
will slightly abuse the notation by omitting the correlation functional. Since the precise form
of the action S[φ] is of no interest to us in this chapter, we take the viewpoint that all the
contributions of the correlation functional, however complicated they may be, are absorbed into
the action. In addition, we will write Z[J, ρ] = Z[J ] for brevity, but we have to keep in mind,
that the partition function and the other functionals we will introduce in the remainder of this
chapter depend on the details of the density matrix.

Apart from a few exceptions it is impossible to calculate the partition function for interacting
theories exactly, such that one is forced to make approximations. For the moment we want to
sidestep this issue and consider the exactly solvable noninteracting limit of our field theory to
get an intuition of the internal structures of correlation functions. To this end, we assume that
the action is a quadratic functional of the bosonic field

S[φ] = S0[φ] = 1
2

∫

x,y
φ(x)∆−1

0 (x, y)φ(y) , (3.1.15)

where ∆−1
0 (x, y) is an operator, specific to the theory in question. (Think of the Klein-Gordon

operator to have an explicit example in mind.) Note that this assumption restricts the density
matrices to be Gaussian as well, since we absorbed K[φ] into S[φ]. The latter fact is not an
approximation, but a mere restriction to a certain subclass of initial correlations and by extension
a restriction to the experimental setup [13, 20]. In that case, the functional integral that defines
the partition function (3.1.13) reduces to a Gaussian integral, which can be calculated exactly

Z[J ] =
∫
Dφ exp i

(1
2

∫

x,y
φ(x)∆−1

0 (x, y)φ(y) +
∫

x
φ(x)J(x)

)

= exp
(
−i12

∫

x,y
J(x)∆0(x, y)J(y)

)
. (3.1.16)

Here, both ∆−1
0 and ∆0 are interpreted as matrices with continuous matrix indices x and y,

fulfilling the inversion relation
∫

z
∆−1

0 (x, z)∆0(z, y) = δ(x− y) . (3.1.17)

On a more formal level ∆−1
0 and ∆0 are not mere functions but distributions. As such, the

above interpretation as matrices has to be taken with care, especially when it comes to actually
solving Eq. (3.1.17). We note that the solution to this equation, ∆0, is not uniquely defined by
the equation alone, but depends on boundary conditions that are encoded in the kernels of the

5For Hermitean field operators, as is the case here, the operator is replaced by a real-valued field. In order to
deal with fermionic field theories, whose field operators obey anti-commutation relations instead of commutation
relations, the appropriate replacement would be given in terms of Grassmann-valued fields [1–4, 9].
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3.1. The partition function as a generator of correlation functions

correlation functional and that have to be chosen appropriately to describe a certain physical
scenario. Moreover, it may also be the case that Eq. (3.1.17) is not well-defined at all, for
example when dealing with gauge theories [4, 9], requiring further considerations. This obstacle
occurs in the abelian Chern-Simons theory we present in chapter 4.3. For the purpose of this
chapter, however, we assume that the solution to Eq. (3.1.17) is well-defined and boundary
conditions are already taken care of.

Expanding the exponential function in Eq. (3.1.16) in a Taylor series, we see that the par-
tition function only contains even powers of the source field

Z[J ] =
∞∑

n=0

1
n!

(
−i12

∫

x,y
J(x)∆0(x, y)J(y)

)n
. (3.1.18)

In other words, only those correlation functions exist that possess an even number of external
points. Furthermore, when comparing the above expansion with the general Volterra expan-
sion (3.1.5), we observe that the indiviual summands factorize in powers of n, such that all
correlation functions decompose into simple algebraic products of ∆0. In particular, the first
three nontrivial correlation functions read

G(1, 2) = ∆0(1, 2) , (3.1.19a)
G(1, 2, 3, 4) =− i∆0(1, 2)∆0(3, 4)− i∆0(1, 3)∆0(2, 4)− i∆0(1, 4)∆0(2, 3) , (3.1.19b)
G(1, . . . , 6) =−∆0(1, 2)∆0(3, 4)∆0(5, 6)−∆0(1, 4)∆0(2, 5)∆0(3, 6)−∆0(1, 6)∆0(2, 3)∆0(4, 5)

−∆0(1, 2)∆0(3, 6)∆0(4, 5)−∆0(1, 4)∆0(2, 3)∆0(5, 6)−∆0(1, 6)∆0(2, 5)∆0(3, 4)
−∆0(1, 3)∆0(2, 5)∆0(4, 6)−∆0(1, 4)∆0(2, 6)∆0(3, 5)−∆0(1, 5)∆0(2, 4)∆0(3, 6)
−∆0(1, 2)∆0(3, 5)∆0(4, 6)−∆0(1, 5)∆0(2, 3)∆0(4, 6)−∆0(1, 5)∆0(2, 6)∆0(3, 4)
−∆0(1, 3)∆0(2, 6)∆0(4, 5)−∆0(1, 3)∆0(2, 4)∆0(5, 6)−∆0(1, 6)∆0(2, 4)∆0(3, 5) .

(3.1.19c)

Here, the numerical labels 1, 2, . . . are just a short notation for the space-time labels x1, x2, . . ..
In the remainder of this chapter we will regularly switch between these two notations. The
first equation tells us that the two-point correlator coincides with ∆0. Hence, the operator ∆−1

0
may be interpreted as the inverse two-point Green function. Based on the above progression,
it should be clear that higher level correlation functions contain a rapidly increasing number
of terms, leading to the question: what are the underlying rules, determining which terms are
allowed and which are not? To put it differently, how do the indices within the factors ∆0 in the
product terms have to be arranged for a particular correlation function? To answer this question
it is beneficial to translate the above analytic expressions into a diagrammatic language. By
representing the term ∆0(1, 2) as a solid line, connecting the external points 1 and 2

G(1, 2) = G0(1, 2) = 1 2 , (3.1.20)

we can depict the four- and six-point function as follows

G(1, 2, 3, 4) = −i

1

2

4

3

− i

1

2

4

3

− i

1

2

4

3

, (3.1.21)
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G(1, . . . , 6) = −

1
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3 4

5

6

−
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2

3 4

5

6

−

1

2

3 4

5

6

−

1

2

3 4

5

6

−

1

2

3 4

5

6

−

1

2

3 4

5

6

−

1

2

3 4

5

6

−

1

2

3 4

5

6

−

1

2

3 4

5

6

−

1

2

3 4

5

6

−

1

2

3 4

5

6

−

1

2

3 4

5

6

−

1

2

3 4

5

6

−

1

2

3 4

5

6

−

1

2

3 4

5

6

. (3.1.22)

Each summand consists of two, respectively three, disconnected lines, which is understood as
an algebraic multiplication of the corresponding analytical term. In this form the combinatorial
structure of the above correlation functions, Eqs.(3.1.19), becomes transparent. The four- and
six-point functions contain all those terms, where any distinct pair of two nonidentical external
points is connected via a single solid line. Moreover, each combinatorially possible term con-
tributes with the same statistical weight to the respective correlation function. This observation
naturally leads us to the conclusion that a general 2n-point correlation function can be expressed
as a sum of products [9],
G(1, . . . , 2n) = (−i)n

∑

Pair Perm.
∆0(σ(1), σ(2))∆0(σ(3), σ(4)) · · ·∆0(σ(2n− 1), σ(2n)) , (3.1.23)

where each product term contains n two-point correlation functions. The latter represent an
unordered pair of external points, and the sum accounts for all possible permutations of those
pairs. Combining 2n external points into n unordered pairs, with each point being paired up
only once, is a simple combinatorial problem that leads to (2n − 1)!! = (2n)!/n!2n distinct
contributions to the sum. So the 8-point function would already contain (2 · 4 − 1)!! = 105
distinct summands.

The above example clearly shows that the only quantity we actually need to calculate (in
the noninteracting theory) is the two-point correlator ∆0. All the other correlation functions
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are then obtained as sums of products of this fundamental correlator invoking combinatorial
considerations. These findings beg the question: is there a more efficient approach, which
incorporates these insights outright and, if so, to what extent does it generalize to theories with
interactions?

3.2 Connected correlation functions and their generating func-
tional

In the remainder of this chapter we mostly present standard textbook material, which is covered
in a similar form in the Refs. [1, 2, 4, 9]. Although these references either employ the real-time
groundstate formalism based on the Gellman-Low theorem or the imaginary-time Matsubara
formalism to treat thermal equilibrium, the fact that the time arguments of the fields and
n-point correlation functions are defined on the Schwinger-Keldysh contour does not interfere
with the upcoming constructions. A genuine nonequilibrium treatment using the Schwinger-
Keldysh contour may be found in Ref. [11]. Nevertheless, it is still instructive to show a detailed
derivation as a proper motivation for the nonperturbative formalisms constructed and employed
in the following chapters.

Without further ado we introduce a new functional W [J ] as the natural logarithm of the
partition functionW [J ] = −i lnZ[J ]. It is called “generating functional of connected correlation
functions”, or connected functional for short. Again, we assume that the connected functional
is an analytic functional of the source field J , such that we can write

W [J ] =
∞∑

n=0

1
n!

∫

x1,...,xn

δnW [J ]
δJ(x1) · · · δJ(xn)

∣∣∣∣∣
J=0

J(x1) · · · J(xn)

=
∞∑

n=1

(−1)n
n!

∫

x1,...,xn
Gc(x1, . . . , xn)J(x1) · · · J(xn) . (3.2.1)

Here, the second line defines the connected n-point correlation functions Gc(x1, . . . , xn) as the
n-fold derivative of the connected functional with respect to the source field J evaluated at
vanishing source

Gc(x1, . . . , xn) = (−1)n−1 δnW [J ]
δJ(x1) · · · δJ(xn)

∣∣∣∣∣
J=0

. (3.2.2)

In statistical physics the connected functional is also called “cumulant generating functional”.
According to that nomenclature the connected Green functions are the cumulants of the prob-
ability distribution eiS[φ].

With the example of the free field theory fresh in mind, it should be convincing that this
functional is indeed a useful quantity to work with. Since the partition function of a free field
is a Gaussian functional of the source J , the Volterra expansion of the connected functional
terminates at the second order

W [J ] = −1
2

∫

x,y
J(x)∆0(x, y)J(x) , (3.2.3)

reflecting the fact that the only quantity to calculate is the connected two-point correlator.
Exponentiation of the connected functional then accounts for the correct combinatorics of the
disconnected 2n-point correlators as was shown above.

As stated previously, in a general theory with interactions the partition function cannot be
calculated exactly anymore. In particular, it cannot be written as a simple Gaussian functional,
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3.2. Connected correlation functions and their generating functional

which means that the Volterra expansion of the connected functional, Eq. (3.2.1), does not
terminate at a finite order. In other words, all connected n-point correlators will be nontriv-
ial. This fact, however, does not interfere with the statement that the exponentiation of the
connected functional accounts for the correct combinatorics of the correlation functions. We
will demonstrate this feature explicitly below. To this end, we write the partition function
as Z[J ] = eiW [J ], expand the exponential, and insert the Volterra expansion for W [J ] on the
right-hand side

Z[J ] =
∞∑

n=0

1
n!


i

∞∑

m=0

1
m!

∫

1,...,m

δmW [J ]
δJ(1) · · · δJ(m)

∣∣∣∣∣
J=0

J(1) · · · J(m)



n

=
∞∑

n=0

in

n!

∞∑

m1,...,mn=0

1
m1! · · ·mn!

∫

11,...,mn

δm1W [J ]
δJ(11) · · · δJ(m1) · · ·

δmnW [J ]
δJ(1n) · · · δJ(mn)

∣∣∣∣∣
J=0

× J(11) · · · J(m1) · · · J(1n) · · · J(mn) . (3.2.4)

Substituting the definitions of the connected correlators, Eq. (3.2.2), we obtain

Z[J ] =
∞∑

n=0

in

n!

∞∑

m1,...,mn=0

(−1)m1−1 · · · (−1)mn−1

m1! · · ·mn!

∫

11,...,mn
Gc(11, . . . ,m1) · · ·Gc(1n, . . . ,mn)

×J(11) · · · J(m1) · · · J(1n) · · · J(mn) .
(3.2.5)

Here, we already see that the partition function contains products of connected correlators,
similar to what we found previously. To obtain the desired representation of a general n-point
correlation function in terms of connected correlation functions, we need to make use of the
Volterra expansion for Z[J ], Eq. (3.1.5), and compare coefficients of equal powers of J . For the
first four correlation functions we find

iG(1) = iGc(1) = i
〈
φ(1)

〉
, (3.2.6a)

iG(1, 2) = iGc(1, 2)− iGc(1)iGc(2) , (3.2.6b)

iG(1, 2, 3) = iGc(1, 2, 3)− iGc(1)iGc(2, 3)− iGc(2)iGc(3, 1)− iGc(3)iGc(2, 1)
+ iGc(1)iGc(2)iGc(3) , (3.2.6c)

iG(1, 2, 3, 4) = iGc(1, 2, 3, 4)− iGc(12)iGc(34)− iGc(13)iGc(24)− iGc(14)iGc(23)
− iGc(1)iGc(234)− iGc(2)iGc(341)− iGc(3)iGc(412)− iGc(4)iGc(123)
+ iGc(1)iGc(2)iGc(34) + iGc(3)iGc(4)iGc(12) + iGc(1)iGc(3)iGc(24)
+ iGc(2)iGc(4)iGc(13) + iGc(1)iGc(4)iGc(23) + iGc(2)iGc(3)iGc(14)
− iGc(1)iGc(2)iGc(3)iGc(4) . (3.2.6d)

We emphasize that the correlation functions, be it the connected or disconnected ones, with
an odd number of external points do not vanish in general. Such a feature is not necessarily
reserved for an interacting theory. We remind the reader that we assumed the action of the
noninteracting theory to be purely quadratic in the fields. It would have still been possible to
calculate the partition function exactly had we assumed the action to contain a term linear in
the field. In that case the Gaussian probability distribution eiS[φ] would not be centered at
φ = 0, but at the nonvanishing field expectation value that is proportional to the linear term.
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As was the case for the noninteracting theory presented in the previous section, it is benefi-
cial to visualize these relations with the help of diagrams, revealing the structure of the n-point
correlation function more clearly. Since each connected n-point function is a unique mathemat-
ical object, that is independent of the other m-point functions (n 6= m), one should assign a
unique diagrammatic representation to each one them. For the one-point function we choose a
blob with one external leg, for the two-point function we use a solid line as we did before in the
noninteracting theory,6 and for the connected n-point correlators with n > 2 probably the most
obvious choice is an n-sided polygon, where each corner represents one external point

Gc(1) =
1

Gc
, Gc(1, 2) = 1 2 , Gc(1, 2, 3) = Gc1

3

2

,

Gc(1, 2, 3, 4) = Gc

1

2

4

3

, Gc(1, 2, 3, 4, 5) = Gc

1

2

3 4

5
, · · · . (3.2.7)

With this notation the above correlation functions assume the form

iG(1, 2) = i 1 2 − i2 1 2 , (3.2.8)

iG(1, 2, 3) = i Gc1

3

2

− i2 1

3

2

− i2 1

3

2

− i2 1

3

2

+ i3 1

3

2

,

(3.2.9)

6To avoid confusion with the diagrammatic representation of the noninteracting theory one may represent the
interacting connected two-point correlator with a blob as well, as done in Ref. [9]

Gc(1, 2) =1 2Gc ,

but in order to keep the upcoming expressions as clean as possible we decided not to do so.
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iG(1, 2, 3, 4) = +i Gc

1

2

4

3

− i2

1

2

4

3

− i2

1

2

4

3

− i2

1

2

4

3

−i2

1

2

4

3

Gc
− i2

1

2

4

3

Gc
− i2

1

2

4

3
Gc − i2

1

2

4

3
Gc

+i3

1

2

4

3

+ i3

1

2

4

3

+ i3

1

2

4

3

+ i3

1

2

4

3

+i3

1

2

4

3

+ i3

1

2

4

3

− i4

1

2

4

3

. (3.2.10)

The structures we find are certainly more complex than in the noninteracting theory, but from
the purely combinatorial viewpoint they are no different. The n-point correlation functions of
an interacting theory, that are generated by the partition function Z[J ], contain all possible
diagrams and products of diagrams – the connected correlators and their algebraic products
– whose number of external points add up to n, accounting for all distinct arrangements of
those diagrams. In that sense the only difference between an interacting and a noninteracting
theory is the number of mathematical objects that need to be arranged. So, if we are interested
in a particular correlation function G(1, . . . , n), all we need to calculate are all the connected
correlation functions Gc(1), Gc(1, 2), . . ., up to Gc(1, . . . , n), and the rest is combinatorics.

This insight drastically reduces the calculational effort, yet it leads to a new problem. How
do we actually calculate these connected correlators in the presence of interactions? As of right
now we have not encountered an actual equation, whose solution determines the connected
two-point Green function, let alone a set of equations for all the other nontrivial n-point Green
functions. In the noninteracting theory the only quantity needed to calculate was the connected
two-point Green function. It was given by the solution to the equation (3.1.17), but this equation
certainly cannot hold if interactions are present, since it was obtained by an exact solution of
a Gaussian functional integral. In order to proceed we have to find such equations, which are
valid for interacting quantum field theories. Otherwise the results of this section would have
little to no practical value.

3.3 Effective action, vertex functions and the tree expansion of
connected correlators

In order to answer the question that arose at the end of the previous section, it turns out
that it is useful to introduce a new functional Γ[φ], which is defined as the functional Legendre
transform of the connected functional

Γ[φ] = W [J [φ]]−
∫

x
φ(x)J(x|φ) . (3.3.1)

Here, J(x|φ) is the source that is both, a bosonic field of x and a functional of the field expec-
tation value φ(x) ≡ φ(x|J) =

〈
φ̂(x)

〉
J
. Recall that the latter is defined as the first derivative of
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the connected functional, Eq. (3.2.6a),

〈
φ̂(x)

〉
J

= δW [J ]
δJ(x) =

∞∑

n=0

1
n!

∫

1,...,n

δn+1W [J ]
δJ(x)δJ(1) · · · δJ(n)

∣∣∣∣
J=0

J(1) · · · J(n) , (3.3.2)

which has to be inverted in order to express J as a functional of φ. At this point we remind
the reader of the connection between Lagrange mechanics and Hamilton mechanics, where the
former employs positions and velocities as degrees of freedom, while the latter makes use of
positions and canonical momenta to describe a physical system. The velocities are eliminated
in favour of canonical momenta, which are defined as first derivatives of the Lagrange function
with respect to the velocities. The Lagrange function itself is transformed to the Hamilton
function by a Legendre transformation similar to the one above. For the functional Γ[φ] the
field φ acts as a source, which we may use to generate a new type of correlation functions, see
below. This new functional is known as the effective action and its first derivative with respect
to the field φ is the equation of motion

δΓ[φ]
δφ(x) = −J(x) . (3.3.3)

In light of classical field theory this terminology is somewhat suspicious, but it becomes clear
when we consider the free theory once more. In that case the connected functional could be
calculated exactly, Eq. (3.2.3), which, when inserted into (3.3.1), leads to

Γ[φ] = −1
2

∫

x,y
J(x|φ)∆0(x, y)J(y|φ)−

∫

x
φ(x)J(x|φ) . (3.3.4)

Performing the first derivative of W [J ] with respect to the source field yields a linear functional
of the source

φ(x|J) = −
∫

y
∆0(x, y)J(y) . (3.3.5)

By using Eq. (3.1.17) we can trivially invert this relation and express the source J as a functional
of φ, which may be inserted back into Eq. (3.3.4). What we find is identical to the bare action
of the free theory

Γ[φ] = 1
2

∫

x,y
φ(x)∆−1

0 (x, y)φ(y) , (3.3.6)

with the corresponding equation of motion
∫

y
∆−1

0 (x, y)φ(y) = −J(x) . (3.3.7)

At vanishing source J , the equation of motion may have a nontrivial solution, which defines a
“classical” field

〈
φ̂(x)

〉
J=0 = φc(x) 6= 0. If ∆−1

0 is the Klein-Gordon operator, then the classical
field φc(x) may be a plane wave or a wave packet.7 In this context recall Hamilton’s least action
principle of the classical Lagrange formalism, where the first variation of the classical action
yields the equations of motion of the system. It is precisely this resemblance to the classical
formalism, which justifies the nomenclature “effective action” and “equation of motion”.

The mindful reader may have already spotted a seeming inconsistency in our treatment.
Upon setting the source to zero, Eq. (3.3.5) implies that φc(x) has to vanish identically, in
contradiction to the possibility of nontrivial homogeneous solutions of Eq. (3.3.7). In the present

7Often the onset of a finite field expectation value is accompanied by spontaneous symmetry breaking, so
much so that some use these terms synonymously, but it obviously need not be the case as this example shows.
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form Eq. (3.3.5) only accounts for the inhomogeneous solution of the differential operator ∆−1
0 ,

that arises in response to the external source J , but the homogeneous solutions are missing.
To resolve this puzzle, recall that the field φ is the expectation value of a field operator φ̂ with
respect to a density matrix ρ(t0), cf. Eqs. (3.1.1), (3.1.2) and (3.2.6a). In fact, the very existence
of a homogeneous solution is tied to the details of the density matrix, dictating whether or not
such a solution of the field equations is actually allowed. For example, if the density matrix is
chosen to describe the vacuum state of Fock space – a pure state, where there are no particles
present – then the vacuum expectation value indeed has to be trivial, if the theory does not
feature spontaneous symmetry breaking that is [4, 9]. But if the density matrix would describe,
say, a single-mode coherent state – think of laser light for that matter – then there has to
be a nontrivial expectation value, describing a freely propagating plane wave. In a nutshell,
the absence of the homogeneous solutions in Eq. (3.3.5) derives from our ignorance about the
details of the operator ∆−1

0 and the initial density matrix. That being said, the cause of the
above discrepancy can be traced back to Eq. (3.1.15), where we assumed the action to be purely
quadratic in the fields. Since we absorbed the correlation functional K[φ+, φ−] into the action,
we thus made the implicit assumption that its Volterra expansion, Eq. (3.1.11), does not contain
a linear term. It is straightforward to verify that this term contains the information about the
initial field configuration φ(t0, ~x) and, in the case of ∆−1

0 being the Klein-Gordon operator, the
first time derivative of the initial field configuration φ̇(t0, ~x) [13]. By (implicitly) restricting
K[φ+, φ−] to be of such a quadratic form, we set both of these initial values to be identically
zero. Since there is no way to generate a finite field expectation value in a noninteracting
theory if it was not present initially, it is no surpise that the homogeneous solutions are missing
in Eq. (3.3.5). It should be clear by now that the formally correct way to incorporate such
nontrivial homogeneous solutions would be to properly take care of the correlation functional
and solve the two-point Green function with the appropriate boundary and initial conditions.
We may bypass the details of such a discussion simply by assuming the action to be of the form

S[φ] = 1
2

∫

xy

(
φ− φ0

c

)
(x)∆−1

0 (x, y)
(
φ− φ0

c

)
(y) , (3.3.8)

where φ0
c is a homogeneous solution of the operator ∆−1

0 . At first glance this action seems to
be identical to Eq. (3.1.15), by virtue of

∫
y ∆−1

0 (x, y)φ0
c(y) = 0, but there is a subtle difference.

The action above contains a boundary term, incorporating the details of a finite initial field
configuration and its initial time derivative, whereas the action of Eq. (3.1.15) does not. Upon
shifting the field φ(x) → φ(x) + φ0

c(x) in the partition function, the connected functional then
becomes

W [J ] = −1
2

∫

x,y
J(x)∆0(x, y)J(y) +

∫

x
φ0
c(x)J(x) , (3.3.9)

leading to the desired field expectation value

φ(x|J) = φ0
c(x)−

∫

y
∆0(x, y)J(y) . (3.3.10)

Upon setting the source to zero, we see that the classical field φc coincides with the homogeneous
solution φ0

c as it should be. Inserting this alternative form of the connected functional into the
Legendre transform, Eq. (3.3.1), and expressing everything in terms of φ we obtain

Γ[φ] = S[φ] = 1
2

∫

xy

(
φ− φ0

c

)
(x)∆−1

0 (x, y)
(
φ− φ0

c

)
(y) . (3.3.11)

This representation of Γ[φ] is, up to boundary terms, identical to Eq. (3.3.6). As a consequence,
the equation of motion (3.3.7) remains unchanged, but now its solution is consistent with the
field expectation value (3.3.10) we obtain from the connected functional.

73



3.3. Effective action, vertex functions and the tree expansion of connected correlators

Despite the simplicity of the above result we have to emphasize that it is far from trivial,
since, in contrast to the classical action, the effective action contains all the information about
statistical and quantum fluctuations of the system. Significant differences between these two
functionals only occur if interactions are taken into account. As we have stated in the previous
sections, for a general interacting theory the partition function and the connected functional
cannot be calculated exactly. As a result, the Volterra expansion of the partition function does
not factorize anymore, as was the case in Eq. (3.1.18), causing the Volterra expansion of the
connected functional to contain infinitely many terms. Hence, we cannot expect the Volterra
expansion of the effective action to terminate at a finite order, although the classical action
typically does. In the presence of a finite classical field, irrespective of how it is generated,
whether by spontaneous symmetry breaking or nontrivial initial correlations, it is advisable to
expand the effective action around it8

Γ[φ] =
∞∑

n=0

1
n!

∫

x1,...,xn

δnΓ[φ]
δφ(x1) · · · δφ(xn)

∣∣∣∣∣
φ=φc

(
φ− φc

)
(x1) · · · (φ− φc

)
(xn) (3.3.12)

=
∞∑

n=1

1
n!

∫

x1,...,xn
Γ(n)(x1, . . . , xn)

(
φ− φc

)
(x1) · · · (φ− φc

)
(xn) . (3.3.13)

The expansion coefficients

Γ(n)(x1, . . . , xn) = δnΓ[φ]
δφ(x1) · · · δφ(xn)

∣∣∣∣∣
φ=φc

, (3.3.14)

are the new type of correlation functions, known as one-particle irreducible vertex functions,
mentioned earlier. As we will see below, the effective action functional and the vertex functions
bring us one step closer to calculate the connected correlation functions.

To find the relation between the two functionals W [J ] and Γ[φ] and the corresponding type
of correlation functions they generate, we start with the simple relation

δφ(y)
δφ(x) = δ(x− y) . (3.3.15)

According to Eq. (3.3.2) the field φ(y) is a functional of the source field J , such that we can
make use of the functional chain rule

δ

δφ(x) =
∫

z

δJ(z)
δφ(x)

δ

δJ(z) , (3.3.16)

to arrive at
δφ(y)
δφ(x) =

∫

z

δJ(z)
δφ(x)

δφ(y)
δJ(z) = δ(x− y) . (3.3.17)

Now we may substitute the equation of motion (3.3.3) for J(z), as well as the definition of the
field expectation value φ(y) in terms of the first derivative of W [J ], which yields

−
∫

z

δ2Γ[φ]
δφ(x)δφ(z)

δ2W [J ]
δJ(z)δJ(y) = δ(x− y) . (3.3.18)

8In principle one could expand the effective action around φ = 0, even if there is a nontrivial field expectation
value, but the theory assumes its simplest form, if φ = φc is chosen as the expansion point [24–28].
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Evaluating this equation at vanishing sources reproduces the familiar Dyson equation that is
known from early work on nonperturbative resummation of interaction corrections to the bare
propagator [29, 30] ∫

z

(
G−1

0 − Σ
)

(x, z)Gc(z, y) = δ(x− y) . (3.3.19)

Here, Σ is the bosonic self-energy, defined by

δ2Γ[φ]
δφ(x)δφ(y)

∣∣∣∣
φ=φc

=
(
G−1

0 − Σ
)

(x, y) , (3.3.20)

which collects all the one-particle irreducible interaction corrections into a single object.9
We emphasize that Eq. (3.3.18) is far more useful than what meets the eye, since we do

not have to evaluate it at vanishing sources right away. As it stands Eq. (3.3.18) generalizes
the Dyson equation to operators and propagators that are functionals of their respective source
fields. Thus, it serves as a master equation, which generates the so-called tree expansion of
connected correlation functions. This expansion allows us to understand the substructure of
the connected correlators and expresses them in terms of connected single-particle propagators
and vertex functions. To obtain the desired expansion for the connected three-point corre-
lator we have to apply the functional derivative with respect to J to the generalized Dyson
equation (3.3.18)

δ3W [J ]
δJ(1)δJ(2)δJ(3) = − δ

δJ(1)

(
δ2Γ[φ]

δφ(1)δφ(2)

)−1

. (3.3.21)

To replace the source derivative on the right-hand side with a field derivative we make use of
the functional chain rule once more

δ

δJ(x) =
∫

y

δφ(y)
δJ(x)

δ

δφ(y) =
∫

y

δ2W [J ]
δJ(x)δJ(y)

δ

δφ(y) . (3.3.22)

Substituting this expression into Eq. (3.3.21) we find

δ3W [J ]
δJ(1)δJ(2)δJ(3) = −

∫ ′ δ2W [J ]
δJ(1)δJ(1′)

δ

δφ(1′)

(
δ2Γ[φ]

δφ(1)δφ(2)

)−1

=
∫ ′ δ2W [J ]

δJ(1)δJ(1′)

(
δ2Γ[φ]

δφ(2)δφ(2′)

)−1
δ3Γ[φ]

δφ(1′)δφ(2′)δφ(3′)

(
δ2Γ[φ]

δφ(3)δφ(3′)

)−1

=
∫ ′ δ2W [J ]

δJ(1)δJ(1′)
δ2W [J ]

δJ(2)δJ(2′)
δ2W [J ]

δJ(3)δJ(3′)
δ3Γ[φ]

δφ(1′)δφ(2′)δφ(3′) , (3.3.23)

where the prime at the integral symbol indicates that all primed space-time arguments have to be
integrated over their respective domain. In the second line we used the matrix relation δM−1 =

9The formal solution of Eq. (3.3.19) – the connected two-point function of the interacting theory – could be
represented as the geometric series

Gc(x, y) = G0(x, y) +
(
G0ΣG0

)
(x, y) +

(
G0ΣG0ΣG0

)
(x, y) +

(
G0ΣG0ΣG0ΣG0

)
(x, y) + · · · ,

where G0(x, y) is the bare propagator and the terms in brackets, such as
(
G0ΣG0

)
, should be understood as

a distributional matrix product. Coming from perturbation theory, this is the standard way to introduce the
concept of the single-particle self-energy [1–4, 9].
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−M−1(δM)M−1,10 and in the third line we employed the generalized Dyson equation (3.3.18)
to express the inverse second derivative of Γ[φ] in terms of the second derivative of W [J ]. Upon
setting the source field to zero we obtain an expression for the connected three-point correlator
in terms of connected two-point correlators and the three-vertex function

Gc(1, 2, 3) = −
∫ ′

Gc(1, 1′)Gc(2, 2′)Gc(3, 3′)Γ(3)(1′, 2′, 3′) . (3.3.24)

To obtain the tree expansion for higher level connected correlation functions we just need to
continue applying the functional derivative with respect to J , using the product rule and, as
soon as the derivative acts on a term involving Γ[φ], the functional chain rule (3.3.22). For the
fourth derivative of W [J ] we find

δ4W [J ]
δJ(1)δJ(2)δJ(3)δJ(4) =

∫ ′ [ δ2W [J ]
δJ(1)δJ(6′)

δ2W [J ]
δJ(2)δJ(1′)

δ2W [J ]
δJ(3)δJ(2′)

δ2W [J ]
δJ(4)δJ(5′)

+ δ2W [J ]
δJ(1)δJ(6′)

δ2W [J ]
δJ(2)δJ(1′)

δ2W [J ]
δJ(3)δJ(5′)

δ2W [J ]
δJ(4)δJ(2′)

+ δ2W [J ]
δJ(1)δJ(1′)

δ2W [J ]
δJ(2)δJ(2′)

δ2W [J ]
δJ(3)δJ(5′)

δ2W [J ]
δJ(4)δJ(6′)

]

× δ3Γ[φ]
δφ(1′)δφ(2′)δφ(3′)

δ2W

δJ(3′)δJ(4′)
δ3Γ[φ]

δφ(4′)δφ(5′)δφ(6′)

+
∫ ′ δ2W

δJ(1)δJ(1′)
δ2W

δJ(2)δJ(2′)
δ2W

δJ(3)δJ(3′)
δ2W

δJ(4)δJ(4′)

× δ4Γ
δφ(1′)δφ(2′)δφ(3′)δφ(4′) , (3.3.25)

which, after setting the source field to zero, becomes

Gc(1, 2, 3, 4) =
∫ ′ [

Gc(1, 6′)Gc(2, 1′)Gc(3, 2′)Gc(4, 5′) +Gc(1, 6′)Gc(2, 1′)Gc(3, 5′)Gc(4, 2′)

+Gc(1, 1′)Gc(2, 2′)Gc(3, 5′)Gc(4, 6′)
]
Γ(3)(1′, 2′, 3′)Gc(3′, 4′)Γ(3)(4′, 5′, 6′)

(3.3.26)

−
∫ ′

Gc(1, 1′)Gc(2, 2′)Gc(3, 3′)Gc(4, 4′)Γ(4)(1′, 2′, 3′, 4′) . (3.3.27)

The notion “tree expansion” derives from the fact that the connected n-point correlator
can be expressed in terms of two-point functions and m-point vertex functions, with m ≤ n,
such that no loop structures occur. That means, if we start from any vertex, there is no closed
“path” which would lead back to the same vertex upon traversing the tree through the two-point
correlators and other vertices. In other words, removing any internal correlator – one where
both of its space-time arguments are integrated – and its associated integrations would result in
a factorized expression. On a purely analytical level this feature is difficult to appreciate, but a
diagrammatic representation, where the two-point functions are the branches and the n-point
vertices are the branching points to which the two-point correlators are attached to, may help

10To prove this relation we just need to apply a derivative to the equation M−1M = 1. We immediately find

(δM−1)M +M−1(δM) = 0 ⇐⇒ δM−1 = −M−1(δM)M−1 ,

where the matrix products are understood in the distributional sense.
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us out once more. Representing the n-point vertices as grey-shaded n-sided polygons, the above
equations (3.3.24) and (3.3.27) become11

Gc(1, 2, 3) = − Γ

1

2

3 , (3.3.28)

Gc(1, 2, 3, 4) = +

Γ

Γ

1

2

4

3

+

Γ

Γ

1

2

3

4

+ Γ Γ

1

2

4

3

− Γ

1

2

4

3

. (3.3.29)

In this form it should be obvious why the expansion of a connected n-point correlator in terms of
two-point correlators and vertices is called tree expansion. In Fig. 3.2 we show two examples of
diagrams that contain an internal loop to illustrate their topological difference. Such structures
will only appear in the actual calculation of the vertex functions, which will be discussed in the
next chapter. The operation of removing an internal Green function can be understood as “cut-
ting” through an internal line, which obviously leads to disconnected diagrams corresponding
to a factorized analytical expression.

Now that we have resolved the internal structure of the connected correlators it is the
perfect time to summarize what we have achieved in this chapter. We started out by defining
the n-point correlation functions as the primary objects of a quantum field theory and found
an efficient way to generate them by introducing the partition function. It turned out that
those correlation functions consist of more fundamental structures, the connected correlation
functions, which can be generated by the connected functional, reducing the calculational effort
to a large extent. By introducing the effective action – a functional that generalizes the classical
action known from classical mechanics and classical field theory to the quantum regime – we
could show that the connected correlators have an internal structure, being expressible as trees
consisting of connected two-point correlators and vertex functions. This observation condenses
the calculational effort even further, down to the truly fundamental quantities that need to be
calculated, in order to obtain those correlation functions we actually want to calculate.

11We note that the diagrammatic representation of the Coulomb interaction in Sec. 2.2.3 is related to the bare
four-point vertex of the theory. Also recall that there an external line represents an in- or outgoing fermionic
operator, while here and in the remainder of this thesis a line always represents a Green function.
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Γ
Γ

Γ
1

4

3

Γ Γ1

4

3

Figure 3.2: Two examples for diagrams that contain an internal loop. Such structures arise in
the nonperturbative calculation of the vertex functions, see for instance Refs. [2, 31], but they
cannot appear in the tree expansion of any connected correlator.

We emphasize that up to now no approximations have been made, all the relations between
the various correlation functions are exact. However, we have not yet succeeded in deriving the
connected correlation functions of the theory, since the final step of the calculation is missing – a
consistent framework which provides the vertices. Formally exact, nonperturbative frameworks
to calculate those vertex functions in general lead to a hierarchical structure, where an equation
for the n-point vertex requires knowledge of the vertex itself, an (n + 1)-point vertex or even
higher level vertices. It is precisely at this point where approximations enter the theory. To
practically solve such a system of equations it is inevitable to truncate it at a certain level,
resulting in a finite set of self-consistency equations for the vertices that are kept. Nevertheless,
even such a truncated set of equations for the vertex functions is genuinely nonperturbative,
containing contributions to all orders in perturbation theory, but also instantons/solitons and
other related structures that are inaccessible through perturbation theory. If one wishes to, the
truncated hierarchy may be simplified to the point where it leads back to standard perturbation
theory, but in light of the asymptotic divergence of such weak-coupling power series, the value
of the latter simplification is at least questionable. In any case, the particular level of the
truncation, and whether or not subsequent approximations can be justified, depend on the
problem at hand. A great extent of this thesis is devoted to the development of such a formalism,
diving even deeper into the intricacies of quantum field theory, but the considerations of this
chapter should be enough motivation for such an attempt, since it brings us as close as we can
get to actually solving the many-body Schrödinger equation.
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3.A Appendix: Diagrammatic derivation of the tree expansion
Before we close this chapter we want to illustrate how the tree structure of the connected
correlators arises on a purely diagrammatic level. Such an alternative approach will help the
reader to get an intuition for the rather abstract concepts of quantum field theory and allows
for an easier understanding of the derivations of the mathematical formulas to come.

To translate the latest results into a diagrammatic language, recall that the (negative) second
functional derivative of W [J ] evaluated at vanishing sources defines the connected two-point
correlator. Previously we represented this object as a simple solid line. We can generalize its
diagrammatic representation for the case of a functional, containing non-vanishing source fields,
simply by defining

Gc(x, y|J) ≡ − δ2W [J ]
δJ(x)δJ(y) = −

∞∑

n=0

1
n!

∫

1,...,n

δn+2W [J ]
δJ(x)δJ(y)δJ(1) · · · δJ(n)

∣∣∣∣∣
J=0

J(1) · · · J(n)

=x y , (3.A.1)

where the shaded blob indicates that the sources have not yet been set to zero. For vanishing
source fields the shading would just vanish and we end up with the ordinary connected two
point function as introduced before, see Eq. (3.2.7) and the footnote on that page. Figuratively
speaking, performing a functional derivative with respect to J means to “pull” at the blob until
a new branch with a new blob appears. In the process the original blob is split into two and a
vertex, which holds everything together

δ

δJ(3) 1 2 = 1

3

2

. (3.A.2)

Here, the vertex is shaded as well, indicating that is also a functional, which still depends on its
sources. Applying the source derivative once more, there are now four possibilities at which one
could pull out a new branch. Pulling at each one of the three blobs iterates the above structure,
while pulling at the vertex itself produces a new vertex, being one order larger, with another
branch attached to it

δ

δJ(4)
1

2
3 = −

4

1

2 3

. (3.A.3)

The latter rule remains valid for higher order vertices, taking care that the diagrammatic rep-
resentation for the n-point and (n+ 1)-point vertices is substituted appropriately. To be clear,
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pulling at a four-vertex yields a five-vertex, pulling at a five-vertex yields a six-vertex and so
on. Hence, the connected four-point function prior to setting J to zero reads

δ

δJ(4)

1

2

3 = +

1

2

4

3

+

1

2

3

4

+

1

2

4

3

−

1

2

4

3

.

(3.A.4)

We could continue to apply derivatives as much as needed to obtain the tree expansion for any
connected correlator we are interested in. Based on the above diagrammatic rules it should be
evident that no loop structures can occur, irrespective of the order of the connected correla-
tor. Setting the source field in Eqs. (3.A.2) and (3.A.4) to zero, then yields the diagrammatic
representation of the three- and four-point correlators (3.3.28) and (3.3.29).
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Chapter 4

Coulomb interactions in graphene

This chapter collects the three papers, which revolve around Coulomb interactions in graphene.
In the first paper we develop a nonperturbative framework to calculate the vertex functions in and
out of thermal equilibrium, which combines the functional renormalization group method with
the Keldysh formalism. To test the formalism we calculate the renormalized finite-temperature
Fermi velocity and static dielectric function at charge neutrality. The second paper builds upon
those ideas and represents a variation of the Keldysh fRG, where the chemical potential is in-
terpreted as a flow parameter to calculate the density dependence of the vertex functions, gen-
eralizing the results of the Fermi velocity and dielectric function found in the first paper. In the
third paper we extend the interacting field theory by incorporating a set of abelian Chern-Simons
gauge fields to gain access to the fractional quantum Hall regime. After performing a stationary
phase approximation with Gaussian fluctuations for the gauge fields we calculate the electromag-
netic response tensor from which we extract the possible filling fractions of the multicomponent
fractional quantum Hall system.
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We construct a nonperturbative nonequilibrium theory for graphene electrons interacting via the instantaneous
Coulomb interaction by combining the functional renormalization group method with the nonequilibrium Keldysh
formalism. The Coulomb interaction is partially bosonized in the forward scattering channel resulting in a coupled
Fermi-Bose theory. Quantum kinetic equations for the Dirac fermions and the Hubbard-Stratonovich boson are
derived in Keldysh basis, together with the exact flow equation for the effective action and the hierarchy of
one-particle irreducible vertex functions, taking into account a possible nonzero expectation value of the bosonic
field. Eventually, the system of equations is solved approximately under thermal equilibrium conditions at finite
temperature, providing results for the renormalized Fermi velocity and the static dielectric function, which
extends the zero-temperature results of Bauer et al., Phys. Rev. B 92, 121409 (2015).
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I. INTRODUCTION

The band structure of graphene features two isolated points
where valence and conduction bands touch [1–3]. At these
touching points the electrons have a linear energy-momentum
dispersion, similar to massless relativistic Dirac particles [4].
This pseudorelativistic band structure is responsible for the
appearance of phenomena usually related to the relativistic
domain, such as Klein tunneling through potential barriers
[5–8], the Zitterbewegung [9], or an anomalous quantized Hall
effect [10–13].

For a description of realistic graphene samples, effects of
disorder and electron-electron interactions have to be added
to this idealized band structure. Disorder smears out the
singularity at the nodal point, but preserves many of graphene’s
remarkable electronic properties [1,2], and even leads to
fundamentally new phenomena by itself, such as the absence
of Anderson localization if disorder does not couple the nodal
points [14–16]. The effect of interactions is most pronounced
if the singularity in the density of states of the noninteracting
theory is not smeared by disorder and the chemical potential
is close to the nodal point [17]. The vanishing carrier density
at the nodal point at zero temperature [18] implies the absence
of screening, which leads to strongly enhanced interaction
corrections. In particular, interactions are found to effectively
renormalize the Fermi velocity at the nodal point, and the
corrections to the velocity diverge logarithmically in the low-
temperature limit [19,20]. These logarithmic corrections have
recently been verified experimentally, and good agreement
with theoretical calculations was reported [21].

Although there is consensus about the way in which
interactions affect the electronic structure of graphene [17],
a quantitative evaluation of the corrections proved to be
problematic. The dimensionless interaction strength for the
electrons in graphene is α = e2/ε0h̄vF , which approximately
equals 2.2 in the freestanding case in vacuum (ε0 = 1). For
such a large interaction strength a perturbative calculation
of the renormalization effect cannot be reliable, and at first

sight, the reported agreement of one-loop perturbation theory
with the experimentally observed increase of the Fermi
velocity appears surprising. Indeed, a two-loop calculation
leads to a completely different result, a decrease of the Fermi
velocity for small momenta [22–24]. An alternative approach
is to make use of the largeness of the number of fermion species
(which is Nf = 4 in graphene), and a perturbation theory in
1/Nf gives results largely consistent with the approach based
on a perturbative treatment of the interaction strength [25,26].

To address such a situation in which no small pa-
rameter, to organize a perturbative expansion, is available,
nonperturbative methods have been applied to the problem
of interacting Dirac fermions in two dimensions. One of
those nonperturbative methods is given by the set of exact
Schwinger-Dyson equations, which, in a sensible truncation,
may resum whole classes of diagrams, thus giving access to the
strong coupling regime mentioned above. In fact, the authors
of Ref. [27] studied the Fermi velocity renormalization,
considering the possibility of a dynamically generated gap,
by solving the fermionic Schwinger-Dyson equation, where
the electron propagator is calculated self-consistently with a
(dynamically) screened Coulomb interaction in the random
phase approximation (RPA). Although this approach is a major
improvement to a simple perturbative calculation, a fully
self-consistent treatment, going well beyond the RPA, has to
be employed in order to obtain quantitatively reliable results.
This extension is necessary, since a strong renormalization of
the Fermi velocity also implies a strong renormalization of the
polarization function, which, in turn, leads to a non-negligible
“backreaction” in the fermion propagator that is not accounted
for in the RPA. For related studies using the exact Schwinger-
Dyson equations see also Refs. [28,29].

An alternative nonperturbative approach is the functional
renormalization group (fRG), which shares some features with
the celebrated Wilsonian renormalization group [30,31], but
rigorously extends the concept of flowing coupling constants
to (one-particle irreducible vertex) functions. Initiated by Wet-
terich [32,33], this method has found widespread applications
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in high energy and in condensed matter physics [34–39]. Of
particular relevance to the present problem is the work of Bauer
et al. [40], who studied the Fermi velocity renormalization and
the static dielectric function in graphene at zero temperature
using the fRG framework and found excellent agreement with
the experiment, surpassing the results of the conventional
perturbative methods.

As powerful as the fRG is, it clearly has its limitations when
used within its most commonly employed formulation in imag-
inary time. First and foremost, true nonequilibrium phenemena
(beyond linear response) are out of reach of the Matsubara
formalism. Second, even for linear response calculations the
imaginary time formalism requires an analytical continuation
from imaginary to real time at the end of a calculation, which
may pose technical difficulties. The appropriate framework
to describe true nonequilibrium dynamics is the Keldysh
formalism [41–43], which has the additional advantage that it
erases the necessity of analytical continuations, making it also
a useful tool for equilibrium applications [44–47]. Gezzi et al.
implemented a Keldysh formulation of fRG for applications
to impurity problems [48]. Jakobs et al. further developed the
theory, constructing a “Keldysh-compatible” cutoff scheme
that respects causality, with applications to quantum dots
and nanowires coupled to external baths [49,50]. Keldysh
formulations of fRG were also developed for various systems
involving bosons [51–55].

In the present paper, we construct a Keldysh fRG theory for
interacting Dirac fermions, as they occur at the nodal points
in the graphene band structure. As a test of the formalism,
we recalculate the Fermi velocity renormalization and the
static dielectric function in graphene, finding full agreement
with the zero-temperature Matsubara-formalism calculation
of Bauer et al. [40]. We also extend the calculation to finite
temperatures, an extension that in principle is possible within
the Matsubara formalism, too, but that comes at no additional
calculational cost when done in the Keldysh formalism.
We leave applications to true nonequilibrium properties of
graphene for future work, but already notice that there is
a vast body of perturbative (or in other ways approximate)
true nonequilibrium theoretical results for graphene that such
a theory can be compared with, see, e.g., Refs. [56–59].
Although our theory focuses on graphene, a major part of the
formalism we develop here is also applicable to conventional
nonrelativistic fermions.

The extension of an imaginary-time fRG formulation to a
Keldysh-based formulation involves quite a number of subtle
steps and manipulations. One issue is the choice of a cutoff
scheme, which preferentially is compatible with the causality
structure of the Keldysh formalism and, for equilibrium
applications, with the fluctuation-dissipation theorem [49,50].
Another issue is the possibility of an arbitrary nonequilibrium
initial condition and the truncation of the (in principle) infinite
hierarchy of flow equations in the fRG approach. To do
justice to these issues, we have chosen to make this article
self-contained, although we tried to keep the discussion of
standard issues as brief as possible.

The outline of the paper is as follows. In Sec. II, we
introduce the formal aspects of nonequilibrium quantum field
theory, using the Keldysh technique applied to graphene. The
originally purely fermionic problem is formulated as a coupled

fermion-boson problem by means of a Hubbard-Stratonovich
transformation, singling out the dominant interaction channel.
The ideas of the functional renormalization group are reviewed
in Sec. III, where we combine them with the nonequilibrium
Keldysh formalism. We implement an infrared regularization
and derive the exact spectral Dyson equations and quantum
kinetic equations, as well as an exact flow equation, which
incorporates all of the nonperturbative aspects of the theory.
Finally, we perform a vertex expansion leading to an exact,
infinite hierarchy of coupled integro-differential equations
for the one-particle irreducible vertex functions. Section IV
deals with a solution of our theory in thermal equilibrium.
We discuss the necessary limitations for the construction of
suitable regulator functions, which preserve causality and, at
the same time, the fluctuation-dissipation theorem, allowing
a solution of the quantum kinetic equations at all scales. We
further present a simple truncation scheme for the calculation
of the Fermi velocity and static dielectric function at finite
temperature, extending the results of Bauer et al. [40].

II. NONEQUILIBRIUM QUANTUM FIELD THEORY

This section mainly serves as an introduction to the Fermi-
Bose quantum field theory of interacting electrons in graphene
in the nonequilibrium Keldysh formulation. The reader who is
familiar with this formulation may skim through our notational
conventions and continue reading in Sec. III.

We consider interacting Dirac fermions in two dimensions,
which are described by a grand canonical Hamiltonian in the
Heisenberg picture:

H (t) = Hf(t) + Hint(t) . (1)

Here, Hf describes the low-energy approximation of free
electrons hopping on the honeycomb lattice, and Hint contains
the interaction effects. The first term reads [57] (setting
h̄ = c = 1)

Hf(t) =
∫

�r
�†(�r,t)(−μ + eϕ(�r,t))�(�r,t)

− ivF

∫
�r
�†(�r,t)σ s

0 ⊗ �� · ( �∇ + ie �A(�r,t))�(�r,t),
(2)

with the chemical potential μ and the external electromagnetic
potentials ϕ and �A. The Dirac electrons are described by
eight-dimensional spinors, where we choose the basis as
� ≡ (�↑ �↓)ᵀ, with

�σ ≡ (ψAK+ ψBK+ ψBK− ψAK− )ᵀσ . (3)

The indices σ = ↑,↓ denote the spin, K± the valley and
A/B the sublattice degree of freedom. Further, σ s

0 is the
two-dimensional unit matrix acting in spin space and �x,y =
τ3 ⊗ σx,y , with the Pauli matrices τ3 and σx,y acting in valley
and sublattice space, respectively. The interaction part is given
by the instantaneous Coulomb interaction

Hint(t) = 1

2

∫
�r,�r ′

δn(�r,t)V (�r − �r ′)δn(�r ′,t) , (4)
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FIG. 1. Schwinger-Keldysh time contour in the complex time
plane with reference time t0 as starting and end point. C+ and C− are
the forward and backward branches, respectively.

where

V (�r − �r ′) = e2

ε0|�r − �r ′| , (5)

δn(�r,t) = �†(�r,t)�(�r,t) − ñ(�r,t) , (6)

and ε0 is the dielectric constant of the medium, being unity for
freestanding graphene in vacuum. Although the interparticle
Coulomb potential V (�r − �r ′) is actually logarithmic in exactly
two dimensions, here it remains in its three-dimensional form,
due to the quasi two-dimensional nature of the physical system.
That means only the fermions are constrained to propagate in
two spatial dimensions, whereas their interaction extends into
the third dimension in which the graphene layer is embedded.
The term ñ(�r,t) in Eq. (6) is a background charge density,
representing the charge accumulated on a nearby metal gate.
Away from the charge neutrality point it essentially acts as a
counterterm, which removes the zero wave-number singularity
of the Coulomb interaction at finite charge carrier density.

A. Single-particle Green functions

Relevant physical observables can be expressed as corre-
lation functions of the field operators, and the purpose of a
field-theoretic treatment is to provide a formalism in which
such correlation functions can be calculated efficiently. For an
explicitly time-dependent Hamiltonian, such as the one above,
one considers the evolution of the field operators along the
“Schwinger-Keldysh contour” [41–43], a closed time contour
starting at a reference time t0, extending to +∞, and eventually
returning from +∞ to t0, see Fig. 1. Consequently, the time
arguments t of the field operators are elevated to the “contour
time,” and the building blocks of the theory are formed by
the expectation values of “path ordered” products of the
field operators. The concept of path ordering generalizes the
concept of (imaginary) time ordering, such that field operators
with a higher contour time appear to the right of operators
with a lower contour time. In particular, the single-particle
propagator reads

G
TC
ij (�r,t ; �r ′,t ′) = −i〈TCψi(�r,t)ψ†

j (�r ′,t ′)〉 , (7)

where the indices i,j represent collectively the sublattice,
valley and spin degrees of freedom. Below, we also display
the matrix structure implied by these two indices with a hat
symbol. TC is the contour-time ordering operator and the
expectation value is performed with respect to some initial
density matrix specified at a reference time t0,

〈· · · 〉 = Tr[ρ(t0) · · · ] . (8)

Since there are four possibilities where the two time variables
can be located to each other with respect to the two time
branches C+ and C−, one can map the contour-ordered Green

function to a 2 × 2 matrix representation with time-arguments
defined on the real axis:

Gij (�r,t ; �r ′,t ′) =
(

G++
ij (�r,t ; �r ′,t ′) G+−

ij (�r,t ; �r ′,t ′)
G−+

ij (�r,t ; �r ′,t ′) G−−
ij (�r,t ; �r ′,t ′)

)

=
(

GT
ij (�r,t ; �r ′,t ′) G<

ij (�r,t ; �r ′,t ′)

G>
ij (�r,t ; �r ′,t ′) GT̄

ij (�r,t ; �r ′,t ′)

)
. (9)

The constituents of this matrix are the time ordered, antitime
ordered, greater and lesser Green function, respectively,

GT
ij (�r,t ; �r ′,t ′) = −i〈T ψi(�r,t)ψ†

j (�r ′,t ′)〉 , (10a)

GT̄
ij (�r,t ; �r ′,t ′) = −i〈T̄ ψi(�r,t)ψ†

j (�r ′,t ′)〉 , (10b)

G>
ij (�r,t ; �r ′,t ′) = −i〈ψi(�r,t)ψ†

j (�r ′,t ′)〉 , (10c)

G<
ij (�r,t ; �r ′,t ′) = +i〈ψ†

j (�r ′,t ′)ψi(�r,t)〉 . (10d)

By definition, these functions are linearly dependent and
subject to the following constraint [41–43]:

ĜT − Ĝ< − Ĝ> + ĜT̄ = 0 , (11)

which allows a basis transformation to three linearly inde-
pendent propagators. This transformation is given by the
involutional matrix τ1L, where τ1 is a Pauli matrix and L

is the orthogonal matrix

L = 1√
2

(
1 −1
1 1

)
, (12)

originally introduced by Keldysh [60]. Its application to Eq. (9)
yields

τ1LĜ(τ1L)−1 =
(

ĜK ĜR

ĜA 0

)
, (13)

with

ĜR = 1
2 (ĜT − Ĝ< + Ĝ> − ĜT̄ ) , (14a)

ĜA = 1
2 (ĜT + Ĝ< − Ĝ> − ĜT̄ ) , (14b)

ĜK = 1
2 (ĜT + Ĝ< + Ĝ> + ĜT̄ ) . (14c)

The functions ĜR/A/K are the retarded, advanced, and Keldysh
propagators, respectively. The latter one is also known as the
statistical propagator. They obey the symmetry relations

(ĜR)† = ĜA , (ĜK )† = −ĜK , (15)

as well as the causality relations [41–43]

ĜR(�r,t ; �r ′,t ′) = 0 , if t < t ′ , (16a)

ĜA(�r,t ; �r ′,t ′) = 0 , if t > t ′ . (16b)

Explicit expressions for the free propagators may easily
be obtained in thermal equilibrium and in the absence of the
electromagnetic potentials. To this end, we send the reference
time t0 → −∞ and Fourier transform the field operators
following the conventions

ψi(�r,t) =
∫

�k,ε

e+i�k·�r−iεtψi(�k,ε) , (17)
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with
∫

�k,ε
≡ ∫

d2k
(2π)2

dε
2π

. After a short calculation, one finds

Ĝ
R/A

0 (�k,ε) = 1

σ s
0 ⊗ (�0(ε + μ ± i0) − vF

�� · �k)
, (18a)

ĜK
0 (�k,ε) = tanh

( ε

2T

)(
ĜR

0 (�k,ε) − ĜA
0 (�k,ε)

)
, (18b)

where �0 = τ0 ⊗ σ0 is the 4 × 4 unit matrix in valley-
sublattice space and T is the temperature (kB = 1). Note that
the entire statistical information of the system is contained
in the Keldysh propagator. These expressions may be further
simplified by expanding the propagators in the chiral basis,

Ĝ
R/A

0 (�k,ε) =
∑
±

P̂±(k̂)GR/A

±,0 (k,ε) , (19)

in which P̂±(k̂) are the chiral projection operators

P̂±(k̂) = σ s
0 ⊗

(
�0 ± �� · k̂

2

)
, (20)

with k̂ = �k/k. In the chiral basis, the propagators then take the
simple form

GR
±,0(k,ε) = 1

(ε + μ + i0) ∓ vF k
, (21a)

GA
±,0(k,ε) = 1

(ε + μ − i0) ∓ vF k
, (21b)

GK
±,0(k,ε) = −2πi tanh

( ε

2T

)
δ(ε + μ ∓ vF k) . (21c)

The density of electrons in the system is given by

n(�r,t) = −i tr Ĝ<(�r,t,�r,t)
= − i

2
tr(ĜK − (ĜR − ĜA))(�r,t,�r,t) , (22)

which is formally divergent. The charge carrier density,
however, which is defined as [57]

n̄(�r,t) = − i

2
tr ĜK (�r,t,�r,t) , (23)

is finite. It is a function of the external doping μ and of the
gauge invariant external electromagnetic fields. In the absence
of such external fields, it vanishes at the charge neutrality point
(μ = 0).

B. Contour-time generating functional

The entire physical content of the theory can be conve-
niently expressed by the partition function [41,42,51,61,62]

Z[η; ρ] = 〈TCe
iη†�+i�†η〉 , (24)

which is a generating functional for all n-point correlation
functions, including the single-particle propagators described
above. Its arguments η and η†, where only the former is shown
on the left-hand side for brevity, are eight component spinorial
external source terms. Here and in the remainder of this paper,
we employed a condensed vector notation

η†� ≡
∫

C,x

η†(x)�(x) , �†η ≡
∫

C,x

�†(x)η(x) , (25)

where x = (�r,t) labels space and (contour-) time coordinates,
such that ∫

C,x

≡
∫

C
dt

∫
d2r . (26)

The symbol C indicates that the time integration has to be
performed along the Schwinger-Keldysh closed time contour.
An important property of the partition function is that it is
normalized to unity when the sources are set equal to zero [63]:

Z[0; ρ] = Tr ρ(t0) = 1 . (27)

In fact, this normalization is the very reason for the algebraic
identity (11) and it leads to similar constraints for higher-order
correlation functions, see Ref. [41]. It further ensures that any
correlation function computed from the partition function (24)
does not contain disconnected bubble diagrams.

The partition function (24) can be represented in terms of
a fermionic coherent state functional integral as [41,42,61,62]

Z[η; ρ] =
∫

DψDψ†eiS[ψ]+iKρ [ψ]+iη†�+i�†η . (28)

Here, S[ψ] is the contour-time action of the system and Kρ[ψ]
is the correlation functional, which incorporates the statistical
information of the initial density matrix [41,62,64]. Their
dependence on the Grassmann-valued spinor fields � and �†

has been abbreviated by ψ , as we did for the source field
dependence of the partition function.

The action can be written as a contour-time integral over
the Lagrangian L(t),

S[ψ] =
∫

C,t

L(t) , (29)

with

L(t) =
∫

�r
�†(x)i∂t�(x) − H (t) . (30)

Similarly to the Hamiltonian (1), the action decomposes into
free contribution and an interaction term,

S[ψ] = Sf[ψ] + Sint[ψ] , (31)

expressions for which can be obtained immediately by substi-
tution of Eqs. (2) and (4).

The functional Kρ[ψ] describes the initial correlations of
the system, corresponding to the density matrix ρ(t0). It may
be expanded in powers of fields as

Kρ[ψ] =
∞∑

m=0

(−1)m

(m!)2

∫
C,xmx ′

m

∑
im,i ′m

×K (2m)
ρ (x1i1, . . . ,xmim; x ′

1i
′
1, . . . ,x

′
mi ′m)

×ψ
†
i1

(x1) . . . ψ
†
im

(xm)ψi ′m (x ′
m) . . . ψi ′1 (x ′

1), (32)

where the kernels K (2m)
ρ are nonvanishing only, if all their

respective contour-time arguments equal the initial time t0.
The statistical information contained in the kernels K (2m)

ρ ,
specifying the correlations present in the initial state, is in
a one-to-one correspondence to the statistical information
contained in the density matrix [55,62,64]. In practice, only a
limited set of initial correlations is taken into account, either
because of an implicit assumption that the initial state is
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a thermal equilibrium state for an effectively noninteracting
system [42,43] or as an expression of the finite knowledge that
is available about an experimental setup [64]. In the remainder
of this work, we mainly focus on Gaussian density matrices,
i.e., we truncate the series (32) after the first term, absorbing
the statistical information of K (2)

ρ into the boundary conditions
of the two-point function and simply write Z[η,ρ] ≡ Z[η]. Yet
most of our results are not affected by this simplification and
valid even in the general case. We come back to this issue in
Sec. III E, where we comment on some questions regarding
the possible implementation of correlated initial states.

Although it is possible to treat the theory presented
so far within the formalism of the (fermionic) functional
renormalization group [34,65], we here choose a formulation
in which a bosonic field is introduced by means of a Hubbard-
Stratonovich transformation, that decouples the Coulomb
interaction [39,42,61]. It is well known that bosonic degrees
of freedom, such as Cooper pairs in the celebrated BCS-theory
of superconductivity [61], naturally emerge as collective, low-
energy degrees of freedom of composite fermions. Therefore
it is reasonable to introduce a collective bosonic field right
from the beginning, which captures the dominant contributions
of the interaction. For the Coulomb interaction, the dominant
scattering processes involve small momentum transfers. Hence
we choose to decouple the interaction term in the density-
density channel, which emphasizes forward scattering and
gives rise to collective plasmon modes if the system is doped
away from charge neutrality [17].

The Hubbard-Stratonovich transformation is an exact in-
tegral identity replacing the four-fermion interaction Sint[ψ]
by a quadratic form of a real bosonic field and a Fermi-Bose
interaction

eiSint[ψ] =
∫

Dφ eiSb[φ]+iSint[ψ,φ] . (33)

The free bosonic part is given by

Sb[φ] = 1

2

∫
C,xy

φ(x)V −1(x − y)φ(y) , (34)

where V −1 is the inverse Coulomb interaction, understood
in the distributional sense. The interaction term contains a
trilinear Yukawa-type interaction and a linear term, describing
the coupling of the Hubbard-Stratonovich boson to the
background charge density ñ(x):

Sint[ψ,φ] = −
∫

C,x

φ(x)(�†(x)�(x) − ñ(x)) . (35)

Note that the fluctuating Bose field φ appears on the same
footing as the external scalar potential ϕ, see Eq. (2).

We generalize the Hubbard-Stratonovich transformed par-
tition function by introducing an additional source term

φᵀJ ≡
∫

C,x

φ(x)J (x) , (36)

so that it gives access to bosonic as well as mixed Fermi-Bose
correlators. The generalized Fermi-Bose partition function
reads

Z[η,J ] =
∫

DψDψ†Dφ eiS[ψ,φ]+iη†�+i�†η+iφᵀJ , (37)

with S[ψ,φ] = Sf[ψ] + Sb[φ] + Sint[ψ,φ]. It fulfills the same
normalization condition, when the sources are set to zero, as
the purely fermionic partition function

Z[0,0] = 1 . (38)

C. Real-time representation

Although the contour-time representation allows for a
compact and concise notation during any step of a calculation,
it is desirable to formulate the theory in a single-valued
“physical” time, which appeals to physical intuition and
transparency. Hereto one splits the contour C into forward
(C+) and backward (C−) branch, thereby defining a doubled
set of fields, �± and φ±, allocated to the respective branch

S[ψ,φ] =
∫

C,t

L[ψ,φ]

=
∫

C+,t

L[ψ+,φ+] +
∫

C−,t

L[ψ−,φ−] . (39)

In a next step, one performs a rotation from ±-field space to
Keldysh space, using the involutional matrix τ1L, see Eq. (12),
which was already employed for the rotation of the Green
functions in Sec. II A. Further, one defines the symmetric
and antisymmetric linear combinations of the ±-fields as
“classical” (c) and “quantum” (q) components, respectively,
and combines these into vectors �,�† and φ as

� ≡
(

�c

�q

)
≡ τ1L

(
�+
�−

)
, �† = (�)† , (40)

φ ≡
(

φc

φq

)
≡ 1√

2
τ1L

(
φ+
φ−

)
. (41)

The source fields are rotated and combined into vectors η,η†

and J likewise. Two remarks are in order. First, the mapping of
the bosonic source term yields an additional factor of two, due
to our choice of normalization in Eq. (41), which we choose to
absorb into a redefinition of J . The second remark is concerned
about our definition of the Keldysh rotation for the fermionic
field �†. Some authors prefer a different convention, which
was originally proposed by Larkin and Ovchinnikov [66]. In
a purely fermionic theory, this is reasonable, since it leads
to a certain technical simplification. However, this modified
rotation is not possible for bosons. In the context of the coupled
Fermi-Bose theory, we are dealing with, the implementation of
the Larkin-Ovchinnikov rotation would lead to an asymmetry
in the arising Keldysh structures, which we want to avoid.
Therefore we define the Keldysh rotation as proposed in
Eq. (40). Further, one has to keep in mind that the naming
“classical” for the fermions is just terminology. For the bosons
on the other hand, this naming has a physical meaning.

We here summarize the main results of the real-time
mapping and explain the structure of the theory obtained after
the above Keldysh rotation. For the partition function Z[η,J],
we find

Z[η,J] =
∫

DψDψ†Dφ eiS[ψ,φ]+iη†τ1�+i�†τ1η+iφᵀτ1 J . (42)

We have used here the short-hand notation

η†τ1� ≡
∫

x

(
η

†
c(x) η

†
q(x)

)
τ1

(
�c(x)

�q(x)

)
, (43)
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in which the Pauli matrix τ1 acts in Keldysh space, coupling a
“classical” source to a “quantum” field and vice versa. Further,
all the time integrations are defined from now on along the
forward time branch C+ only∫

x

≡
∫

C+,x

=
∫ ∞

t0

dt

∫
d2r . (44)

The action S[ψ,φ] is the sum of three contributions,

S[ψ,φ] = Sf[ψ] + Sb[φ] + Sint[ψ,φ] . (45)

Its quadratic part in the fermionic sector is given by

Sf[ψ] =
∫

xy

(
�

†
c (x) �

†
q(x)

)
Ĝ−1

0 (x,y)

(
�c(y)
�q(y)

)
. (46)

The inverse free propagator Ĝ−1
0 has a trigonal matrix structure

Ĝ−1
0 =

(
0

(
ĜA

0

)−1(
ĜR

0

)−1 (
Ĝ−1

0

)K

)
, (47)

with retarded/advanced (ĜR/A

0 )−1 and Keldysh blocks (Ĝ−1
0 )K ,

which obey the symmetries [42,43]((
ĜR

0

)−1)† = (
ĜA

0

)−1
,

((
Ĝ−1

0

)K)† = −(
Ĝ−1

0

)K
. (48)

The retarded/advanced blocks are the inverse free re-
tarded/advanced propagators(

Ĝ
R/A

0

)−1
(x,y) = δ(x − y)σ s

0 ⊗ (�0iDy0 + ivF
�� · D�y),

(49)

where the gauge covariant derivative is given by

iDx0 = i∂x0 ± i0 + μ − eϕ(x) , D�x = ∂�x + ie �A(x). (50)

Note that the regularization term ±i0, which we have
written here explicitly, enforces the retarded, respectively
advanced, boundary condition. It has to be emphasized that
the external gauge fields therein are understood as entirely
classical:

ϕ(x) ≡ ϕc(x) = 1
2 (ϕ+(x) + ϕ−(x)) , (51a)

�A(x) ≡ �Ac(x) = 1
2 ( �A+(x) + �A−(x)) . (51b)

Since these fields are not quantized, their quantum components
in Keldysh space vanish identically. Yet it is formally possible
to keep them as source fields, which could be used to generate
density-density or current-current correlation functions [42].
On the other hand, this is not necessary, since we have the
single-particle sources η at our disposal. In contrast to the
retarded and advanced blocks of Eq. (47), the Keldysh block
(Ĝ−1

0 )K does not take the form of a simple inverse propagator.
It carries the statistical information of the theory and can be
written as (

Ĝ−1
0

)K = −(
ĜR

0

)−1
ĜK

0

(
ĜA

0

)−1
, (52)

with the noninteracting Keldysh Green function ĜK
0 . Since

the latter is an antiHermitian matrix, see Eq. (15), it can be
parametrized in terms of a Hermitian matrix F̂0 and the spectral
functions Ĝ

R/A

0 as [42]

ĜK
0 = ĜR

0 F̂0 − F̂0Ĝ
A
0 . (53)

Substitution into Eq. (52) then yields that for noninteracting
fermions the Keldysh block of the inverse matrix propagator
is a pure regularization term [67]:(

Ĝ−1
0

)K = 2i0F̂0 . (54)

Only when interactions are considered the Keldysh block
will acquire a finite value. We will come back to this
issue in Sec. III C. The free propagator Ĝ0 is obtained by
inverting Eq. (47), where the Keldysh structure is given by
Eq. (13).

The quadratic part of the action in the bosonic sector reads

Sb[φ] = 1

2

∫
xy

φᵀ(x)D−1
0 (x,y)φ(y) . (55)

The bosonic matrix D−1
0 has the same trigonal structure as the

fermionic one

D−1
0 =

(
0

(
DA

0

)−1(
DR

0

)−1 (
D−1

0

)K

)
, (56)

with the same symmetry relations as Eq. (48). Owing to the
fact that the bosons are real, the above quantities fulfill the
additional symmetries [42,43]:((

DR
0

)−1)ᵀ = (
DA

0

)−1
,

((
D−1

0

)K)ᵀ = (
D−1

0

)K
. (57)

The retarded and advanced blocks are twice the inverse bare
Coulomb interaction:(

D
R/A

0

)−1
(x,y) = 2V −1(x − y) . (58)

The Keldysh component for bosons has the same structure as
the fermionic one(

D−1
0

)K = −(
DR

0

)−1
DK

0

(
DA

0

)−1
. (59)

Similarly to the fermionic case we can parametrize the bosonic
Keldysh Green function in terms of a Hermitian function
B0 [42]:

DK
0 = DR

0 B0 − B0D
A
0 . (60)

Since the bare Coulomb interaction is instantaneous, the above
Keldysh propagator together with the Keldysh block (59)
vanish identically. For that reason, we may write

D−1
0 = 2V −1 ≡ 2V −1τ1 . (61)

Again, the interaction with the fermions will eventually
lead to a finite bosonic Keldysh self-energy and, hence,
a nonvanishing Keldysh propagator as in the fermionic
case.

Finally, we discuss the Fermi-Bose interaction term. Its
linear counterterm maps in the same way as the sources do,
but with the important difference that the quantum component
ñq(x) is identically zero. Nevertheless, we may still use the
Keldysh vector notation for this term as well. The trilinear
term maps to four interaction terms in real time, which can be
arranged in a matrix form similar to Eq. (46),

Sint[ψ,φ] = −
∫

x

�†(x)

(
φq(x) φc(x)
φc(x) φq(x)

)
�(x)

+ 2
∫

x

φᵀ(x)τ1ñ(x) . (62)
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Note the factor of two in front of the linear term in comparison
to the linear source term, which could not be absorbed into a
redefinition of any of those fields as was the case for J . Further
observe that the classical components of the fluctuating Bose
field appear in the same off-diagonal position as the external
gauge field ϕ does in Eq. (46). The quantum components on
the other hand are located in the diagonal. Now that all of our
notational conventions have been established we can move on
to the central part of this work.

III. NONEQUILIBRIUM FUNCTIONAL
RENORMALIZATION GROUP

The idea of the functional renormalization group is to
modify the bare action of the theory by introducing a
dependence on a parameter �, in such a way that the partition
function can be easily (and exactly) calculated if � is set
equal to an initial value �0, whereas the true physical system
corresponds to � = 0. Using the solution of the modified
partition function at � = �0, one obtains the “physical”
partition function at � = 0 by tracking its changes upon
lowering � from �0 to 0. In practice, the parameter � is
chosen as an infrared regularization which effectively removes
low-energy (or low-momentum) modes, determined by the
cutoff �, from the functional integration. In this case, the
initial value �0 is the ultraviolet cutoff of the action S[ψ,φ].
For graphene, this ultraviolet cutoff is the momentum or energy
at which the linear dispersion in Eq. (2) breaks down.

A. Infrared regularization

We implement the idea of an infrared regularization by
modifying the quadratic terms in the Fermi and Bose sectors
of the contour-time action via additive regulator functions
R̂f,�,Rb,� [32,35]:

Sf[ψ] → Sf,�[ψ] = Sf[ψ] + �†R̂f,�� , (63a)

Sb[φ] → Sb,�[φ] = Sb[φ] + 1
2φᵀRb,�φ . (63b)

It is also possible to regularize only one of the two sectors,
by setting either R̂f,� or Rb,� to zero. The regulators have
to be analytic functions of �. For � → �0, they have to
diverge, such that all infrared modes occurring in the functional
integral are effectively frozen out, while for � → 0 they have
to vanish [34,35,39]. In this way, the partition function (37)
becomes a cutoff dependent quantity, Z[η,J ] → Z�[η,J ],
where only the modes above � contribute to the functional
integral. In the limit � → 0, it reduces to the original partition
function of the previous section, see Eq. (42).

After mapping the contour-time regulator terms to a real-
time representation and performing the Keldysh rotation as
explained in Sec. II C, the cutoff dependent quadratic parts of
the action become

Sf,�[ψ] = Sf[ψ] + �† R̂f,�� , (64a)

Sb,�[φ] = Sb[φ] + φᵀ Rb,�φ . (64b)

Note the absence of the factor 1/2 in front of the bosonic
regulator term, which is due to our choice of normalization for
the bosonic rotation (41). In principle, the most general choice

for the contour-time regulators results in the following 2 × 2
matrix structure for the real-time regulators:

R̂f,�(x,y) =
(

R̂Z
f,�(x,y) R̂A

f,�(x,y)

R̂R
f,�(x,y) R̂K

f,�(x,y)

)
, (65a)

Rb,�(x,y) =
(

RZ
b,�(x,y) RA

b,�(x,y)

RR
b,�(x,y) RK

b,�(x,y)

)
. (65b)

Although it is not strictly necessary if the evolution
from � = �0 to � = 0 could be tracked exactly, for the
correct implementation of approximate evolution schemes, it is
important that the regulators are chosen in such a way that they
respect the symmetries and the causality structure of the theory.
In particular, in order to ensure that the partition function is
normalized to unity at any scale, and hence retain the algebraic
identities among the correlation functions, cf. Eq. (11), we
choose the regulators such that the “anomalous” components
R̂Z

f,�,RZ
b,� vanish. The remaining components are constructed

in such a way that they are compatible with the symmetry
and causality structure of the bare inverse propagators, see
Eqs. (48) and (57). This choice of the regulator functions
ensures that the partition function has the correct causality
structure at any value of the cutoff �, independent of eventual
approximations made when solving the evolution equations.

In addition to the � dependence of the action introduced
via Eqs. (64), we allow the counterterm to be explicitly cutoff
dependent, setting

ñ → ñ�. (66)

The counterterm ñ� describes a flowing background charge
density, which has to be tuned to remove potentially divergent
contributions from the Coulomb interaction at finite charge
carrier density.

B. Connected functional and effective action

The evolution equation will not be derived for the partition
function Z�[η,J], but rather for the effective action ��[ψ,φ],
which is essentially the Legendre transformation of the cutoff
dependent connected functional [41,61]

W�[η,J] = −ilnZ�[η,J] , (67)

being a generating functional for connected correlation func-
tions. Differentiation with respect to the sources yield the
expectation values of the fields �(x) and φ(x),

δW�

δη†(x)
= +τ1〈�(x)〉 ,

δW�

δη(x)
= −〈�†(x)〉τ1 , (68)

δW�

δ J(x)
= 〈φᵀ(x)〉τ1 . (69)

These expectation values, being complicated nonlinear func-
tionals of the sources η and J , define “macroscopic” fields
which inherit a �-dependence from the regulators (and the
counterterm). A macroscopic Fermi field can only exist when
the sources are finite, otherwise it is strictly zero. The classical
component of the macroscopic bosonic field 〈φc(x)〉, on the
other hand, can very well acquire a finite value in the absence of
source terms [41,51–53]. Such a macroscopic field expectation
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value may signal a spontaneous symmetry breaking, but in the
theory we consider here this is not the case. The bosonic field
φ(x) is conjugate to the particle density n(x) and as such it
reflects, e.g., a local deviation away from charge neutrality
driven by an external potential ϕ(x). In the following we omit
the brackets to denote the average of a single field, for brevity.
Since we are always working with averages of fields, there can
be no confusion.

The second derivatives of W� define the connected two-
point correlators

δ2W�

δη†(x)δη(y)
= −iτ1〈�(x)�†(y)〉c τ1 , (70)

δ2W�

δ Jᵀ(x)δ J(y)
= +iτ1〈φ(x)φᵀ(y)〉c τ1 , (71)

where we introduced the connected average 〈AB〉c ≡ 〈AB〉 −
〈A〉〈B〉. Explicitly displaying the 2 × 2 Keldysh structure, we
have

〈�(x)�†(y)〉c ≡ i Ĝ�(x,y|η,J)

= i

(
ĜK

�(x,y|η,J) ĜR
�(x,y|η,J)

ĜA
�(x,y|η,J) ĜZ

�(x,y|η,J)

)
, (72)

〈φ(x)φᵀ(y)〉c ≡ i D�(x,y|η,J)

= i

(
DK

� (x,y|η,J) DR
�(x,y|η,J)

DA
�(x,y|η,J) DZ

�(x,y|η,J)

)
. (73)

The above propagators are source- and cutoff-dependent
functionals, which do not obey the usual triangular structure.
In particular, the anomalous statistical propagators ĜZ

� and
DZ

� are nonvanishing as long as the source terms are finite. By
construction of the regulators, the familiar triangular structure
together with the symmetry and causality relations arise once
the single-particle sources are set to zero. All the other
higher-order connected correlation functions can be obtained
by further differentiation as in the equilibrium Matsubara
theory [61].

The central object in the functional renormalization group
is the effective action ��[ψ,φ]. It is the generating functional
for one-particle irreducible vertex functions, and defined as
the Legendre transform of the connected functional W�:

��[ψ,φ] = W�[η�,J�] − η†
�τ1� − �†τ1η� − φᵀτ1 J�

−�† R̂f,�� − φᵀ Rb,�φ. (74)

In the Legendre transform, the single-particle sources must be
understood as �-dependent functionals of the field expectation
values, obtained by inversion of the defining relations Eqs. (68)
and (69). The Legendre transform is modified in such a way
that the cutoff terms are subtracted on the right-hand side. This
ensures that the flowing action does not contain the cutoff terms
at any scale, but spoils the convexity of an ordinary Legendre
transform.

The properties and physical interpretation of this functional,
mainly in the context of its equilibrium counterpart, have
been discussed at length in the literature [34,35,39]. Most
importantly the flowing action has the nice property that
it interpolates smoothly between the microscopic laws of
physics, parametrized by an action ��0 , and the full effective

action ��=0, where all thermal and quantum fluctuations are
taken into account. In many cases, the microscopic laws are
simply governed by the bare action of the system ��0 = S.
This latter statement, however, depends on the actual cutoff
scheme. In certain situations, it is preferable to devise a cutoff
scheme where the initial effective action does not coincide
with the bare action, and hence the initial conditions of the
flow are nontrivial [39,49,50,68,69]. We will come back to
this issue at the end of the next subsection.

Taking the first functional derivative of Eq. (74) with respect
to the fields, one finds that the effective action satisfies the
“equations of motion:”

δ��

δ�†(x)
= −τ1η�(x) −

∫
y

R̂f,�(x,y)�(y) , (75)

δ��

δ�(x)
= +η†

�(x)τ1 +
∫

y

�†(y)R̂f,�(y,x) , (76)

δ��

δφᵀ(x)
= −τ1 J�(x) − 2

∫
y

Rb,�(x,y)φ(y) . (77)

The second functional derivatives of the connected functional
W�[η,J] and the second functional derivatives of the effective
action ��[ψ,φ] are subject to an inversion relation [34,39,61],
which can be written in the compact form

−(
�̂

(2)
� + R̂�

)
τ1Ŵ (2)

� τ1 = 1̂ . (78)

Here we have defined the matrices

R̂� ≡ diag
( − R̂f,�,R̂ᵀ

f,�,2Rb,�

)
, (79)

τ1 ≡ diag(τ1,τ1,τ1) , (80)

and the Hesse matrices Ŵ (2)
� and �̂

(2)
� of second functional

derivatives:

Ŵ (2)
� =

⎛
⎜⎝

δη†δη −δη†δ
ᵀ
η† −δη†δJ

−δ
ᵀ
η δη δ

ᵀ
η δ

ᵀ
η† δ

ᵀ
η δJ

−δ
ᵀ
Jδη δ

ᵀ
Jδ

ᵀ
η† δ

ᵀ
JδJ

⎞
⎟⎠W� , (81)

�̂
(2)
� =

⎛
⎜⎝

δ�†δ� δ�†δ
ᵀ
�† δ�†δφ

δ
ᵀ
�δ� δ

ᵀ
�δ

ᵀ
�† δ

ᵀ
�δφ

δ
ᵀ
φδ� δ

ᵀ
φδ

ᵀ
�† δ

ᵀ
φδφ

⎞
⎟⎠��. (82)

The inversion relation (78) generalizes the standard Dyson
equations for single-particle propagators to the case of source-
dependent functional propagators, Eqs. (72) and (73). If the
sources are finite, Eq. (78) also includes mixed Fermi-Bose
correlators, which disappear upon setting the sources to zero.
Applying further functional derivatives to this equation yields
a tree expansion of a connected n-particle correlation function
in terms of m-particle vertex functions (m � n) and full
propagators; see Refs. [34,39,61].

C. Dyson and quantum kinetic equations in the functional
renormalization group

Evaluating the generalized Dyson equation at vanishing
sources, we obtain the scale dependent nonequilibrium Dyson
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equations for fermions and bosons:

(
Ĝ−1

0 − �̂� + R̂f,�
)
Ĝ� = 1̂ , (83)

2(V −1 + 	� + Rb,�)D� = 1 , (84)

where we employed the definition of the unregularized inverse
full propagators

δ2��

δ�†(x)δ�(y)

∣∣∣∣
φc=φ̄c

= −(
Ĝ−1

0 − �̂�

)
(x,y) , (85)

δ2��

δφᵀ(x)δφ(y)

∣∣∣∣
φc=φ̄c

= 2(V −1 + 	�)(x,y) . (86)

Here, Eqs. (85) and (86) define the (fermionic) self-energy
�̂� and the (bosonic) polarization function 	�, respectively.
The latter is also known as bosonic self-energy, which will
be used synonymously in the remainder of this work [70].
By construction of the regulators, the fermionic and bosonic
self-energies have the same trigonal structure in Keldysh space
as the inverse free propagators and the regulators

�̂� =
(

0 �̂A
�

�̂R
� �̂K

�

)
, 	� =

(
0 �A

�

�R
� �K

�

)
. (87)

Besides, they inherit their causality and symmetry relations,
see Eqs. (48) and (57).

The diagonal components of Eqs. (83) and (84) contain the
respective retarded and advanced Dyson equations,

((
Ĝ

R/A

0

)−1 − �̂
R/A

� + R̂
R/A

f,�

)
Ĝ

R/A

� = 1̂ , (88)

2
(
V −1 + �

R/A

� + R
R/A

b,�

)
DR/A = 1 , (89)

whereas their off-diagonal yield the Keldysh Green functions:

ĜK
� = −ĜR

�

( − �̂K
� + R̂K

f,�

)
ĜA

� , (90)

DK
� = −2DR

�

(
�K

� + RK
b,�

)
DA

� . (91)

These relations are a straightforward generalization of
Eqs. (52) and (59) to the interacting case and the presence
of infrared regulators.

Continuing the parallels with the noninteracting case,
the flowing full Keldysh propagators ĜK

� and DK
� can be

parameterized in terms of cutoff dependent Hermitian matrices
F̂� and B�, respectively,

ĜK
� = ĜR

�F̂� − F̂�ĜA
� , (92)

DK
� = DR

�B� − B�DA
� . (93)

This parametrization can be used to derive an equation
of motion for each of the distribution functions F̂� and
B�. Such equations of motion are known as the quantum
kinetic equations [42]. To this end we insert the above
parametrization into Eq. (90), respectively Eq. (91). Applying
the retarded inverse full propagator from the left and the
advanced one from the right, we obtain the two kinetic

equations:

[
F̂�,Ĝ−1

0

] + R̂K
f,� − (

R̂R
f,�F̂� − F̂�R̂A

f,�

)
= �̂K

� − (
�̂R

�F̂� − F̂��̂A
�

)
, (94)

[B�,V −1] + RK
b,� − (

RR
b,�B� − B�RA

b,�

)
= −�K

� + (
�R

�B� − B��A
�

)
, (95)

where [·,·] denotes the commutator. The left-hand side of
these equations is the kinetic term, while their right-hand side
is known as the collision integral. Note that the commutator
for the bosonic distribution function B� does not involve any
time derivatives; the dynamics of B� is entirely driven by the
bosonic collision integral, and thus induced by the dynamics of
the fermions. In a general nonequilibrium situation, the kinetic
terms do not vanish and, hence, the Keldysh self-energies do
not admit the same decomposition as the Keldysh propagators,
leading to a finite collision integral.

We want to stress that the � dependence of the distribution
functions, since it is a parametric one, poses a serious compli-
cation. The kinetic equations have to be solved at each scale,
together with the flow equations for the various self-energies
and higher-order vertex functions, self-consistently. The latter
set of flow equations will be derived in the next subsections.
Therefore further approximations are inevitable, if one hopes
to obtain numerical solutions for a specific nonequilibrium
problem. For example, if the external fields are taken to be
slowly varying functions of time and/or space, one could use
a Wigner transformation and perform a gradient expansion to
some low order [42,71]. Often this approximation is combined
with the so-called quasiparticle approximation, which reduces
the phase space of the distribution functions and eventually
leads to the Boltzmann transport equation. An important
technical simplification is achieved by the class of cutoff
schemes where the Keldysh regulators are parameterized in
the same way as the Keldysh propagators:

R̂K
f,� = R̂R

f,�F̂� − F̂�R̂A
f,� , (96)

RK
b,� = RR

b,�B� − B�RA
b,� . (97)

As a consequence, the regulators on the left-hand side of the
above kinetic equations drop out and we are left with the
kinetic equations in their standard form, as if no regulators
were present, see Ref. [42]. Especially in the treatment of
equilibrium problems this fact has a great advantage. Namely,
it is possible to solve the kinetic equations at all scales
simultaneously with the well-known equilibrium distribution
functions. In this way, the results of the Matsubara formalism
are reproduced directly in real time, avoiding the necessity
of cumbersome analytic continuations. We will come back to
the equilibrium problem in the final section of this article,
Sec. IV. The drawback of these schemes, however, is that the
initial conditions of the flow equations, become nontrivial as
pointed out in the Refs. [49–52], meaning that �� in the limit
� → �0 does not coincide with the bare action S. On the other
hand, this is a rather small price to pay.
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D. Exact flow equation

The implementation of the infrared regulators described
above enables us to derive an exact evolution equation for the
effective action ��, which describes its flow in the infinite
dimensional space of all possible actions as a function of the
flowing cutoff �. The flow equation for �� follows upon taking
the � derivative of the defining relation, Eq. (74), at a fixed field
configuration. To this end, recall that the connected functional
W�[η�,J�] therein has an explicit and an implicit � depen-
dence. The flow of the sources η� and J�, viewed as function-
als of the fields � and φ, does not contribute to the flow of ��

as the respective terms cancel each other [34,35]. We thus find

∂��� = ∂�W� − �†∂� R̂f,�� − φᵀ∂� Rb,�φ , (98)

where the scale derivative of the first term on the right-hand
side, ∂�W�, has to be performed for fixed source fields η and
J . It obeys an exact flow equation as well, which is readily
derived from the definition (67):

∂�W� = 〈�†∂� R̂f,��〉 + 〈φᵀ∂� Rb,�φ〉 + 2φᵀτ1∂�ñ�

= −Tr((∂� R̂f,�)(〈��†〉c + ��†))

+ Tr((∂� Rb,�)(〈φφᵀ〉c + φφᵀ)) + 2φᵀτ1∂�ñ�.

(99)

Here, the trace Tr encompasses an integration over position and
time, as well as a summation over the Keldysh components c

and q and, for fermions, a summation over the spin, valley, and
sublattice indices. Note the occurrence of the flowing coun-
terterm ñ� on the right-hand side, and recall that it possesses
a classical component only. Upon insertion of Eq. (99) into
Eq. (98) the additional regulator terms cancel, such that the
flow equation contains connected functional propagators and
the counterterm only. Making use of Eqs. (70), (71), and (81),
we can write our intermediate result in the compact form:

∂��� = − i

2
STr

(
(∂�R̂�)τ1Ŵ (2)

� τ1
) + 2φᵀτ1∂�ñ�. (100)

We recognize here the well-known one-loop structure of the
flow equation with the cutoff insertion ∂�R̂�. The usual
minus sign for a closed fermion loop has been absorbed into
the definition:

STr(· · · ) ≡ Tr

⎛
⎝

⎛
⎝−1 0 0

0 −1 0
0 0 1

⎞
⎠ · · ·

⎞
⎠ . (101)

In order to close Eq. (100), we make use of the generalized
Dyson equation (78) and write

∂��� = i

2
STr

(
(∂�R̂�)

(
�̂

(2)
� + R̂�

)−1) + 2φᵀτ1∂�ñ�

= i

2
∂/�STr ln

(
�̂

(2)
� + R̂�

) + 2φᵀτ1∂�ñ� , (102)

where we have defined the “single-scale derivative” ∂/� in the
third line, which acts on the regulator only. This equation is the
desired exact flow equation for the effective action of a Fermi-
Bose theory in the nonequilibrium Keldysh formalism. Despite
its apparent simplicity it is a highly complicated nonlinear
functional integro-differential equation, which captures all of
the nonperturbative features of the theory.

E. Vertex expansion

In practice, the exact flow equation (102) is too complex to
be solved directly. Instead, one has to resort to approximation
schemes.

A particularly crude approximation scheme is to neglect
the � dependence of �̂

(2)
� on the right-hand side of the flow

equation (102) and replace it by its initial value at the scale
� = �0. In this approximation, the single-scale derivative
∂/� turns into an ordinary one and the flow equation can be
integrated exactly. For certain cutoff schemes (see Ref. [35]),
this approximation then immediately yields the effective action
to one-loop order in perturbation theory:

�1-loop[ψ,φ] = S[ψ,φ] + i

2
STr ln(Ŝ(2)[ψ,φ]). (103)

Other approximations, such as the RPA or (a differential form
of) the self-consistent Hartree-Fock approximation, can be
obtained by similar considerations.

In recent years, there have been many proposals for
systematic approximations of the effective action, which are
capable of describing truly nonperturbative phenomena [35].
We here pursue an expansion into powers of fields � and φ,
following Refs. [34,39,68]. Assuming the effective action to be
an analytic functional of the fields, we can perform a formally
exact Taylor expansion, known as “vertex expansion.” It can be
employed to replace the single functional integrodifferential
equation by an equivalent infinite hierarchy of coupled
ordinary integrodifferential equations for the one-particle
irreducible vertex functions. Clearly, to solve the complete
hierarchy exactly is still an impossible task. However, a
truncation of the infinite hierarchy at a certain finite order is
still nonperturbative in essence and does not necessarily rely
on the presence of a smallness parameter in the interaction
Sint.

Taking into account that the bosonic field may develop a
finite expectation value φ̄c(x), e.g., due to a finite external
scalar potential, we should expand the bosonic field around
this macroscopic field, rather than around zero,

φc(x) = φ̄c(x) + �φc(x) , φq(x) = �φq(x). (104)

The general vertex expansion in the presence of bosonic field
expectation values has been worked out for “superfields,” a
condensed notation collecting fermionic and bosonic degrees
of freedom into a single field, in thermal equilibrium by Schütz
and Kopietz [39,68]. In our case, the vertex expansion reads

��[ψ,φ] =
∞∑

m=0

∞∑
n=0

(−1)m

(m!)2

1

n!

∫
xm,x ′

m

∑
im,i ′m

∑
αm,α′

m

∫
yn

∑
βn

�
(2m,n)
� (x1i1α1, . . . ,xmimαm; x ′

1i
′
1α

′
1, . . . ,x

′
mi ′mα′

m; y1β1, . . . ,ynβn)

×ψ
†
i1α1

(x1) · · · ψ†
imαm

(xm)ψi ′mα′
m
(x ′

m) · · · ψi ′1α
′
1
(x ′

1)�φβ1 (y1) · · ·�φβn
(yn) . (105)
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Here, latin indices in collectively denote the discrete fermionic degrees of freedom, sublattice, valley and spin, whereas greek
indices αn,βn are reserved for the degrees of freedom in Keldysh space, the classical and quantum components. The coefficient
functions �

(2m,n)
� in this expansion define the one-particle irreducible vertex functions

�
(2m,n)
� (x1i1α1, . . . ,xmimαm; x ′

1i
′
1α

′
1, . . . ,x

′
mi ′mα′

m; y1β1, . . . ,ynβn)

= δ(2m+n)��

δψ
†
i1α1

(x1) · · · δψ†
imαm

(xm)δψi ′mα′
m
(x ′

m) · · · δψi ′1α
′
1
(x ′

1)δφβ1 (y1) · · · δφβn
(yn)

∣∣∣∣
φc=φ̄c

. (106)

In the above definition, it is understood that after performing
the (2m + n)-fold derivative, all fields have to be set to zero
except the classical component of the bosonic field, which
is set to its possibly nonzero expectation value φ̄c(x). This
notation has already been employed in Eqs. (85) and (86).
Further, the normalization of the partition function implies
that vertex functions, which possess classical indices, only
vanish identically [41].

We note at this point that, although the bosonic field φ has
originally been introduced to eliminate the quartic fermion
interaction term, the general vertex expansion (105) contains
such a term (among all other higher-order vertex functions),
which will inevitably be elevated to a finite value by the flow
as the cutoff � is decreased. Thus, in hindsight, it may seem
that the introduction of the bosonic field in the first place
was unnecessary. Yet if the bosonic field indeed describes
the dominant interaction contribution, which is expected in
our case, then these newly generated terms merely represent
corrections thereof and a truncation of the hierarchy of flow
equations at a low order still captures the essential physics.

Besides, instead of bosonizing the interaction only once at
the ultraviolet scale, one could implement a scale dependent
bosonization or “flowing bosonization” scheme, which, at
least partially, eliminates the four vertex also at lower scales.
Such a construction, however, would alter the exact flow
equation (102) and, in turn, lead to an alternative set of vertex
flow equations as the one we present below, where accordingly
part of the four vertex flow is shifted to the flow of other
vertex functions. The flowing bosonization method could be
employed to devise new truncation schemes, which may also
improve the results obtained for “conventional” truncations
with a fixed bosonization scale. We refer to Ref. [72] for a
thorough discussion of this issue.

To obtain the hierarchy of flow equations for the vertex
functions, we have to insert the expansion (105) into the exact
flow equation (102) and compare coefficients. It is important
to emphasize that both the vertex functions, as well as the
bosonic expectation value are functions of the flowing cutoff
�. Thus we obtain two contributions on the left-hand side
of (102)

∂��� =
∞∑

m=0

∞∑
n=0

(−1)m

(m!)2

1

n!

∫
xm,x ′

m

∑
im,i ′m

∑
αm,α′

m

∫
yn

∑
βn

×
[
∂��

(2m,n)
� (. . . ; y1β1, . . . ,ynβn) −

∫
y

�
(2m,n+1)
� (. . . ; y1β1, . . . ,ynβn,yc)∂�φ̄c(y)

]

×ψ
†
i1α1

(x1) · · ·ψ†
imαm

(xm)ψi ′mα′
m
(x ′

m) · · · ψi ′1α
′
1
(x ′

1)�φβ1 (y1) · · ·�φβn
(yn) . (107)

In the second line, we suppressed the fermionic arguments
of the vertex functions �

(2m,n)
� and �

(2m,n+1)
� for clarity.

For the right-hand side, it is beneficial to separate the
field-independent part from the field-dependent part of �̂

(2)
� .

Recalling the generalized Dyson equation (78), we write [34]

�̂
(2)
� [ψ,φ] = Ĝ−1

� − �̂�[ψ,φ] , (108)

with

Ĝ−1
� = �̂

(2)
� |φc=φ̄c

, �̂�[ψ,φ] = �̂
(2)
� |φc=φ̄c

− �̂
(2)
� . (109)

Here, Ĝ−1
� is a 3 × 3 matrix in field space, which contains the

unregularized inverse full propagators, see Eqs. (85) and (86),
whereas �̂�[ψ,φ] is the field-dependent self-energy, which
must not be confused with the (field independent) self-energy
in the inverse full propagators. Now we can expand the
logarithm on the right-hand side of Eq. (102) in terms of

(regularized) full propagators (Ĝ−1
� + R̂�)

−1
as follows:

ln
(
�̂

(2)
� + R̂�

) = ln
(
1 − (Ĝ−1

� + R̂�

)−1
�̂�[ψ,φ]

)
= −

∞∑
n=1

1

n

((Ĝ−1
� + R̂�

)−1
�̂�[ψ,φ]

)n
.

(110)

The desired hierarchy of flow equations is given by comparing
coefficients in the expansions of (107) and (110). This can be
done in a systematic way, because, by construction, the field
dependent self-energy �̂�[ψ,φ] only contains terms which
are at least linear in one field variable.

In the following, we present a truncated set of equations,
with the further approximation that only vertices with one
bosonic and two fermionic legs have been kept. The mo-
tivation for this approximation is that these structures are
already present in the bare action. Accounting for the purely
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CHRISTIAN FRÄßDORF AND JOHANNES E. M. MOSIG PHYSICAL REVIEW B 95, 125412 (2017)

bosonic three-vertex and other higher-order vertices, which
are inevitably generated by the flow, is possible by using the
strategy explained above. The equation for the bosonic field
expectation value reads∫

x ′
1

((
V −1 + �R

� + RR
b,�

)
(x1,x

′
1)∂�φ̄c(x ′

1)

+ ∂�RR
b,�(x1,x

′
1)φ̄c(x ′

1)
)

= − i

2
∂/�

∑
α,β

∑
k,l

∫
x ′

1,x
′
2

G
αβ

�,kl(x
′
1,x

′
2)�(2,1)

�,lk (x ′
2β,x ′

1α; x1q)

− ∂�ñ�(x1), (111)

The derivation of this equation makes use of the equation of
motion (77) at its extremal value � = 0,
φ = 0, replacing
the flow of the one-point function.

In the presence of a bosonic regulator, a graphical represen-
tation of the above equation is rather exceptional and not very
helpful. However, for purely fermionic cutoff schemes, we rec-
ognize the typical tadpole structure, also known as Hartree di-
agrams, by applying (V −1 + �R

�)−1 on both sides of the equa-
tion. Further note the counterterm flow on the right-hand side.
It is the only location where the background charge density
ñ(x) enters the flow equations explicitly. We can understand its
presence here by considering exemplarily the space-time trans-
lation invariant system at finite density. In that case, the first
term on the right-hand side is finite and closely related to the
charge carrier density. (In fact, in the simple truncation scheme
where the three-vertex flow is neglected it is identical to the
charge carrier density.) In turn, this would imply that the expec-
tation value φ̄c has to be finite. The counterterm, however, can-
cels the finite contribution on the right-hand side at any scale,
such that the expectation value is consistently removed from
the theory and all tadpole diagrams with it. In other physical sit-
uations, depending on the experimental setup, the counterterm
flow has to be constructed by further physical considerations.

We here show the flow equations for the fermionic self-
energy, bosonic polarization and the three-vertex in their
graphical form only. Their explicit analytical form is given
in Appendix,

∂ΛΣ̂Λ = i∂/Λ +
,

(112)

∂ΛΠΛ =
i

2
∂/Λ , (113)

∂ΛΓ
(2,1)
Λ = i∂/Λ . (114)

In these diagrams, the straight line corresponds to a fermionic
full propagator, the wiggly line to a bosonic full propagator, the
triangle to a vertex and the crossed circle to the bosonic field
expectation value. The dot above the crossed circle denotes
the scale derivative acting on the expectation value. Sum-

mation over discrete degrees of freedom (including Keldysh
space) and integration over continuous ones is implied. The
above flow equations closely resemble one-loop perturbation
theory, a fact which is not surprising, since the exact flow
equation (102) has a one-loop structure.

As mentioned earlier, in a genuine nonequilibrium setting
one has to solve the system of flow equations, truncated at
the desired level, self-consistently together with the quantum
kinetic equations. In order to devise a sensible and consistent
truncation, one has to supplement these equations by an
analysis of (modified) Ward identities [73]. The latter connect
various correlation functions to one another as a consequence
of underlying continuous symmetries (e.g., charge conserva-
tion), which should be respected by the truncated flow. This
issue is not special to the nonequilibrium fRG in particular,
but applies to all nonperturbative methods irrespective of the
initial state. We will comment further on the importance of
Ward identities in Sec. IV C.

By construction, the single-scale derivative ∂/� appearing
in the above expressions does not act on the vertex functions,
but only on the regulator occurring in the expressions for the
internal full propagators [such as the factor G

αβ

�,kl in Eq. (111)].
In other words, ∂/� is a scale-derivative at constant self-energy,
which yield what is known in the literature as single-scale
propagators [34,39]:

∂/�Ĝ� = −Ĝ�∂� R̂f,�Ĝ� ≡ Ŝf,� , (115)

∂/� D� = −D�∂�2Rb,� D� ≡ Sb,� . (116)

Graphically, the single-scale propagators are often depicted as
a (straight or wiggly) line with a slash. They have the same
trigonal structure as the flowing propagators:

Ŝf,� =
(

ŜK
f,� ŜR

f,�

ŜA
f,� 0

)
, Sb,� =

(
SK

b,� SR
b,�

SA
b,� 0

)
. (117)

The advantage of using the single-scale derivative is that the
computational effort to arrive at the vertex flow equations
as well as their analysis is greatly reduced. The reason
being, in particular, that ∂/� obeys the product rule for
differentiation, according to which, at the graphical level, for
each internal line on the right-hand side of Eqs. (112)–(114)
the single-scale derivative produces an additional equivalent
term, where the corresponding line has been substituted by
a single-scale propagator. Therefore one may perform all
analytical manipulations within the integrals first and apply
the scale derivative afterwards.

We close this section by discussing the role of correlated
initial states in the above set of exact flow equations. Recall
from Sec. II B that correlated initial states manifest themselves
as higher-order terms in the expansion of the correlation func-
tional Kρ[ψ], see Eq. (32). The kernels of this expansion would
appear within the effective action �� as a contribution to the
respective higher-order vertex function in the expansion (105)
already at the initial scale �0 [64]. Since a common truncation
strategy of the infinite hierarchy of flow equations is to keep
only those vertices that are already present in the bare action,
the number of flow equations, which should be considered for
correlated initial states, grows rapidly. Even for the simplest
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possible non-Gaussian extension, which is a quartic term in the
fermionic correlation functional, the analysis is considerably
impeded. First, one would have to keep the four-vertex
contribution to the fermionic self-energy flow, and second it
should be revised, if it is justifiable to neglect the four-vertex
flow entirely or if at least the flow of some dominant interaction
channel has to be taken into account. Owing to the complicated
structure of the flow equations, it becomes clear that the
study of non-Gaussian initial correlations is practically limited
to a low order [74]. On the other hand, the field is vastly
unexplored and may lead to interesting new physical effects.
In any case, the nonequilibrium functional renormalization
group as we presented above is an excellent framework for
such an undertaking.

IV. THERMAL EQUILIBRIUM

As a first application and a test of the methods developed in
the previous section, we now apply the general nonequilibrium
formalism to the equilibrium case and show how the results
of the Matsubara imaginary-time formalism are recovered.
In thermal equilibrium, physical observables do not depend
on time. In particular, the reference time t0 drops out in
any calculation, so that the limit t0 → −∞ may be taken at
the beginning of the calculation and a Fourier transform to
frequency space can be performed. In contrast to the Matsubara
formalism, the frequencies in the Keldysh formulation are real
and continuous, which removes the need for an analytical
continuation at the end of a calculation. The temperature
dependence enters through the solution of the kinetic equa-
tions and the fluctuation-dissipation theorem, which will be
discussed below.

In the following, we further restrict ourselves to spatially
translation invariant systems, setting the external electromag-
netic potentials to zero. Since the propagators and each vertex
now conserve energy and momentum, the flow equations
simplify considerably. We also limit ourselves to intrinsic,
freestanding graphene, setting the chemical potential μ and
the background charge density ñ to zero, and the dielectric
constant of the medium ε0 to unity. As a consequence the
bosonic field expectation value and the counterterm vanish.
After discussing some general aspects, we present a simple
truncation scheme for the flow equations, and solve the result-
ing system of equations numerically for finite temperatures.

A. Fluctuation-dissipation theorem and cutoff schemes

The equilibrium state is uniquely specified by the Boltz-
mann statistical operator ρ̂ = exp(−βĤ ). This particular
density matrix leads to a periodicity of the fermionic and
bosonic field operators along the imaginary time axis, which
can be expressed by the KMS boundary conditions [61].
Eventually, these boundary conditions manifest themselves as
constraining relations between the various n-point correlation
functions, which is known as the fluctuation-dissipation
theorem. Demanding its validity at any scale greatly reduces
the numerical effort, since the flow equations themselves have
to preserve these constraints. Thus the number of independent
flow equations is diminished. We here concentrate on the
fluctuation-dissipation relation for the connected two-point

correlators and self-energies. We refer to Refs. [75] and [76]
for a more elaborate discussion.

In the Keldysh formalism, the fluctuation-dissipation theo-
rem can be very elegantly formulated. The necessary condition
for thermal equilibrium is the vanishing of the kinetic term in
the quantum kinetic equations (94) and (95). Assuming that the
Hermitian matrix F̂�(�k,ε) is proportional to the unit matrix,
we thus have

�̂K
� (�k,ε) = F�(�k,ε)

(
�̂R

�(�k,ε) − �̂A
�(�k,ε)

)
, (118)

�K
�(�q,ω) = B�(�q,ω)

(
�R

�(�q,ω) − �A
�(�q,ω)

)
. (119)

The fluctuation-dissipation theorem states that the distribution
functions F� and B� take the simple, scale independent form

F�(�k,ε) = tanh
( ε

2T

)
, (120)

B�(�q,ω) = coth
( ω

2T

)
. (121)

Since the equilibrium solution is unique, their independence
of the scale � is crucial. Using the above solution, we
can immediately write down the corresponding Keldysh
propagators:

ĜK
�(�k,ε) = tanh

( ε

2T

)(
ĜR

�(�k,ε) − ĜA
�(�k,ε)

)
, (122)

DK
� (�q,ω) = coth

( ω

2T

)(
DR

�(�q,ω) − DA
�(�q,ω)

)
. (123)

Whereas the fluctuation-dissipation theorem is generally
valid in thermal equilibrium for the physical limit � → 0, its
validity at all scales � is not automatic. Requiring Eqs. (121)
for arbitrary cutoff � puts strong constraints on the choice of
the infrared regulators. As discussed in the previous section,
these constraints have to be implemented together with the
restrictions that ensure that the cutoff scheme preserves
causality and respects all the symmetries of the model.

Following Ref. [40], we now describe a regularization
scheme that meets these conditions. We have adopted this
regularization scheme for our numerical calculations, in
order to facilitate the comparison of our results and those
of Ref. [40]. In this scheme, regularization is applied in the
fermionic sector only,

R
R/A/K

b,� = 0. (124)

As a consequence, the bosonic single-scale propagators
vanish identically. For the fermionic degrees of freedom, we
consider a regulator with momentum dependence only,

R̂R
f,�(�k,ε) = R̂A

f,�(�k,ε) = Ĝ−1
0,�(�k,ε) − Ĝ−1

0 (�k,ε) ,

R̂K
b,�(�k,ε) = 0 (125)

with

Ĝ−1
0,�(�k,ε) = Ĝ−1

0 (�k,ε)(�(k − �))−1 . (126)

The absence of a frequency dependence of the regulator
function implies that the frequency structure of the propagators
is untouched by the regularization procedure and causality is
manifestly preserved. The sharp �-function cutoff in momen-
tum space simplifies the flow equations even further by elimi-
nating one of the integrations involved on their right-hand side.
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Several aspects of this choice of the regulator function are
worthwhile discussing. The first issue is the role of the Fermi
surface. At charge neutrality, the Fermi surface consists of
the points located at the K+ and K− points, a fact that is
not altered by the interaction. This is a major simplification,
because there is no need to adapt the regulators to a con-
tinuously changing Fermi surface. Since this simplification
is special to the charge neutrality point, other regularization
schemes may be preferable away from it, see our discussion
below.

Second, the above choice of regularization function trans-
forms the additive regularization into a multiplicative one.
Such multiplicative regularizations are also common in the
literature, see, e.g., Refs. [34,39]. The Keldysh regulator
has been set to zero in order to guarantee the trivial initial
conditions ��0 = S. Although now the kinetic terms in the
kinetic equations contain explicitly the regulators, it is still
possible to obtain the scale independent equilibrium solutions
of the previous section. This fact is a simple consequence of
the scalar multiplicative cutoff.

At the end of Sec. III C, we discussed that a parametrization
of the Keldysh regulators R̂K

f,� and RK
b,� in terms of the

distribution functions F̂� and B�, respectively, in principle
leads to a simplification of the kinetic terms in the kinetic equa-
tions, see Eqs. (94)–(97). In this parametrization, the kinetic
terms no longer explicitly contain the regularization functions.
As a result the kinetic equations can be solved immediately
by the above scale independent distribution functions. This
fact applies to regulator functions that act in the momentum
and/or frequency domain. The possibility to use cutoffs in
the frequency domain that manifestly preserve causality is
a major technical advantage of the Keldysh formulation and
does not exist for frequency cutoffs in the imaginary-time
formulation, where the causality structure is usually destroyed.
Of course, in frequency-independent regularization schemes,
such as the one of Eqs. (125), causality issues are avoided
for both approaches. An additional advantage of a frequency
cutoff in the fermionic sector is that no explicit reference to a
Fermi surface needs to be made.

An example for a cutoff scheme, which incorporates all of
the above mentioned properties, is the “hybridization cutoff”
of Jakobs et al. [49,50]. In this scheme the infinitesimal
regulators ±i0 in the inverse bare propagators and the Keldysh
blocks are elevated to cutoff dependent quantities ±i�. Being
essentially a frequency cutoff, the hybridization scheme is
particularly useful in those cases where a momentum cutoff
is not appropriate, such as graphene away from the charge
neutrality point or the presence of a finite magnetic field. In
both cases, the Fermi surface (if it can be defined at all) will
be subject to change during the renormalization group flow,
requiring a continuous adjustment of the momentum cutoff.
The frequency cutoff of Refs. [49,50], on the other hand,
is insensitive to a changing Fermi surface and compatible
with spatially varying external fields. Another example of a
frequency cutoff is the “outscattering rate cutoff” employed
by Kloss and Kopietz [53]. It is similar to the hybridization
cutoff, but has the important difference that the Keldysh
blocks of the inverse free propagators are not regularized.
In this case, the distribution functions become explicitly
scale dependent and the fluctuation dissipation theorem is

manifestly violated, making the outscattering rate cutoff not
suitable for an equilibrium setting.

B. Dressed flowing propagators

After having discussed the regularization scheme, we
can now give explicit expressions for the dressed flowing
propagators, which are central to the flow equations of the
functional renormalization group. The temperature arguments
of the fermionic and bosonic self-energies are suppressed in
the following.

As discussed in Sec. II A, the expressions for the fermionic
propagators take their simplest form in the chiral basis. Since
by construction of the regulators the exact flow equation
preserves chirality at all scales, the same holds true for the
fermionic self-energy and the flowing propagators

�̂
R/A

� (�k,ε) = ∑
± P̂±(k̂)�R/A

±,� (k,ε) , (127)

Ĝ
R/A

� (�k,ε) = ∑
± P̂±(k̂)GR/A

±,�(k,ε) , (128)

where the P̂±(k̂) are the chiral projection operators, see
Eq. (20). Thus the retarded and advanced chiral flowing
propagators can be written in the compact form

G
R/A

±,�(k,ε) = �(k − �)

ε ∓ vF k − �
R/A

±,� (k,ε)
,

= �(k − �)(
ε − �

R/A

ε,� (k,ε)
) ∓ (

vF + �
R/A

v,� (k,ε)
)
k
,

(129)

where we have defined

�
R/A

ε,� (k,ε) = 1

2

(
�

R/A

+,� + �
R/A

−,�

)
(k,ε), (130a)

�
R/A

v,� (k,ε) = 1

2k

(
�

R/A

+,� − �
R/A

−,�

)
(k,ε). (130b)

Recall that the single-scale derivative only acts on the �

function, such that the sharp momentum cutoff yields a
particularly simple single-scale propagator.

The retarded and advanced propagators in the bosonic
sector are given by

D
R/A

� (q,ω) = 1

2

1

V −1(q) + �
R/A

� (q,ω)
, (131)

where V (q) is the two-dimensional Fourier transform of the

Coulomb interaction,

V (q) = 2πe2

q
. (132)

The � dependence of the bosonic propagators is entirely de-
termined by the flowing polarization function. By introducing
the dielectric function

ε
R/A

� (q,ω) ≡ 1 + V (q)�R/A

� (q,ω) , (133)

the propagators can be written in the convenient form

D
R/A

� (q,ω) = 1

2

V (q)

ε
R/A

� (q,ω)
. (134)
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C. Fermi velocity and static dielectric function
at finite temperature

We now proceed to solve the truncated flow equations
using a finite-temperature real-time analog of the truncation
scheme employed by Bauer et al. [40]. We consider intrinsic
graphene, so that the bosonic field expectation value φc and the
counterterm are absent. The system of equations (112)–(114),
see also Appendix, is further simplified by neglecting the flow
of the three-vertex functions entirely, keeping these at their
initial values at � = �0. We also neglect the � dependence
of the scalar self energy �

R/A

ε,� of Eq. (130a), as well as

the frequency dependence of the scalar self energy �
R/A

v,� of
Eq. (130b). These approximations lead to well-defined �-
dependent poles of the single-particle propagators (129) at

ξ�(k) = v�(k)k , (135)

where the renormalized Fermi velocity is given by

v�(k) = vF + �v,�(k) . (136)

Finally, we neglect the frequency dependence of the dielectric
function ε

R/A

� (q,ω) = ε�(q). As a consequence the bosonic
Keldysh propagator remains identically zero during the flow.

The complete truncation scheme can be conveniently expressed if we parametrize the effective action as

��[�,φ] =
∫

�k,ε

�†(�k,ε)σ s
0 ⊗

(
0 �0(ε − i0) + v�(k) �� · �k

�0(ε + i0) + v�(k) �� · �k 2i0 tanh
(

ε
2T

)
�0

)
�(�k,ε)

+
∫

�q,ω

φᵀ(−�q, − ω)

(
0 (V (q)/ε�(q))−1

(V (q)/ε�(q))−1 0

)
φ(�q,ω)

−
∫

�k,ε,�q,ω

�†(�k + �q,ε + ω)

(
φq(�q,ω) φc(�q,ω)
φc(�q,ω) φq(�q,ω)

)
�(�k,ε) . (137)

We note that if one wishes to go beyond the static approximation of Eq. (137), and include the dynamical effects of plasmons
and quasiparticle wave-function renormalization, one should not neglect the three-vertex flow entirely. A naive extension, where
only the renormalization of �

R/A

ε,� and the frequency dependencies of �
R/A

v,� and ε
R/A

� are taken into account, is not sufficient.
As Bauer et al. have shown [40], one should at least include the marginal part of the three-vertex in the analysis. In that case,
the vertex flow reduces to a differential form of a Ward identity, leading to a partial cancellation of fermionic self-energy- and
vertex-corrections. Neglecting the vertex flow would violate the Ward identity and lead to an inconsistency in the flow of the
quasiparticle wave-function renormalization.

The sequence of approximations described above results in two coupled flow equations, one for the Fermi velocity v�(k)
and one for the static dielectric function ε�(q). The approximations are self-consistent in the sense that neither a quasipaticle
wave-function renormalization nor a frequency dependence of the dielectric function are generated during the flow. Within the
truncation of the effective action given above, we obtain the flow equation for the Fermi velocity

�∂�v�(k) = − e2

2π

�

k

∫ π

0
dϕ tanh

(
ξ�(�)

2T

)
cosϕ√

1 + (
k
�

)2 − 2 k
�

cosϕ

1

ε�

(
�

√
1 + (

k
�

)2 − 2 k
�

cosϕ
) , (138)

whereas the flow equation for the static dielectric function takes the form

�∂�ε�(q) = −2e2

π
q

∫ π/2

0
dϕ �

(
cosϕ + 2�

q
− 1

)
1√(

1 + q

2�
cosϕ

)2 − (
q

2�

)2

×
[(

tanh

(
ξ�(�)

2T

)
+ tanh

(
ξ�(� + qcosϕ)

2T

))
sin2ϕ

ξ�(�) + ξ�(� + qcosϕ)

+
(

tanh

(
ξ�(�)

2T

)
− tanh

(
ξ�(� + qcosϕ)

2T

))
(2�/q + cosϕ)2 − 1

ξ�(�) − ξ�(� + qcosϕ)

]
. (139)

The derivation of Eq. (139) requires the use of elliptic coor-
dinates. At the initial scale � = �0 the fermionic and bosonic
self-energies vanish, which translates to the initial conditions
v�0 (k) = vF ,ε�0 (k) = 1. In the limit T → 0, our equations
reduce to the expressions given in Ref. [40]. The temperature
dependence enters the Fermi velocity flow equation only as a
simple factor in the integrand, due to the absence of plasmonic
effects. The temperature dependence of the dielectric function
flow equation, on the other hand, is more complicated. The two
contributions in the second and third lines of Eq. (139) can be

traced back to inter- and intraband transitions, respectively.
At T = 0, the valence band is fully occupied, while the
conduction band is empty. Thus the fermionic phase space
for intraband transitions is Pauli blocked and only interband
transitions contribute to the polarization function. A finite
temperature, however, lifts this Pauli blockade by opening the
intraband phase space for momenta of the order T , leading to
the additional term in the third line.

The above equations have been solved numerically
for different temperatures with the dimensionless coupling
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FIG. 2. Cutoff dependent Fermi velocity v�(k) at temperature
T/vF �0 = 10−3. The physical limit corresponds to � = 0. Note
that the renormalized Fermi velocity is finite at � = k = 0. Further
observe that the figure is almost symmetric around k = �, suggesting
that the momentum k acts as an infrared cutoff for the Fermi velocity
viewed as a function of � in the same way as � acts as a cutoff for
the Fermi velocity as a function of k.

constant α = e2/vF = 2.2. Specifically, they have been rewrit-
ten as pure Volterra integral equations of the second kind by
integration over the scale variable �, see Ref. [77], and using
the initial conditions. We discretized the parameter spaces by
nonuniform, adaptive grids, which were interpolated linearly
when intermediate values were required. The case k = 0 could
not be included in the grids due to divergent terms. Therefore
we built the grids down to k/�0 = 10−5 and extrapolated for
lower momenta if necessary. The coupled system of integral
equations has been solved iteratively, starting from the initial
values v�(k) = vF and ε�(q) = 1 for the zero-temperature
calculation and continuing the iteration until a self-consistent
solution was obtained. During the iterative procedure, the grids
were occasionally refined according to a gradient criterion. For
finite temperature we used previously computed and converged
results at a nearby temperature as an initial value in order to
minimize the computation time.

The results of the numerical integration for the Fermi
velocity v�(k) in its full parameter space is shown exemplarily
for the reduced temperature T/vF �0 = 10−3 in Fig. 2,
whereas Fig. 3 summarizes our result in the physical limit
� = 0 for all temperatures we considered. The corresponding
results for the dielectric function ε�(q) are shown in Figs. 4
and 5, respectively.

At zero temperature, the Fermi velocity shows the well-
known logarithmic renormalization, which has been reported
previously by many authors within one-loop perturbation
theory [1,17,20]. Our numerical result could be fitted by

v(k) = A + B ln(�0/k) , (140)

10−5 10−4 10−3 0.01 0.1 1
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3
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k / 0

v(
k)

/v
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0.00025 0.001 0.005
3

4

5

T / vF 0

li
m

k
0
v(
k

)/
v F

FIG. 3. Fermi velocity versus momentum k, for temperatures
T/vF �0 = 0, 5.0 × 10−4, 7.5 × 10−4, 1.0 × 10−3, 2.5 × 10−3, 5.0 ×
10−3, and 7.5 × 10−3 (top to bottom data sets). The inset shows
the logarithmic temperature dependence of the Fermi velocity at
k = 0. The single data point at v(10−5)/vF = 6 shows a nonphysical
deviation from the logarithmic divergence at zero temperature,
indicating that our numerical algorithm breaks down there. This
behavior could be expected, since the grids have only been built
down to k/�0 = 10−5. At finite temperatures, similar conver-
gence problems occur upon approaching the lower grid cutoff
T/vF � ≈ 10−5.

with A = 1.34(4) and B = 0.52(1), which coincides with the
result of Bauer et al. [40] within numerical accuracy. At
nonzero temperature, we find that v is finite for k → 0, while
for large momenta the Fermi velocity merges into the loga-
rithmic behavior found at zero temperature. This fact can be
readily explained by the presence of thermally excited charge

FIG. 4. Cutoff dependent dielectric function ε�(q) at temperature
T/vF�0 = 10−3. Note the sharp feature at � = 0 for momenta
q � T/vF.
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FIG. 5. Dielectric function as a function of momentum q

for temperatures T/vF�0 = 0, 5.0 × 10−4, 7.5 × 10−4, 1.0 × 10−3,
2.5 × 10−3, 5.0 × 10−3, and 7.5 × 10−3 (bottom to top data sets).
For momenta q/�0 below the reduced temperature T̃ = T/vF�0 our
data are consistent with the 1/q dependence predicted by perturbation
theory. The temperature dependence of the prefactor could be fitted
by ε(q) = 1 + a(T̃ )�0/q, indicated by dashed lines, where a(T̃ ) is a
linear function as shown in the inset.

carriers, which can screen the bare Coulomb interaction at long
wavelengths. Thus the effective Coulomb interaction becomes
short ranged, cutting off the divergence at small momenta. The
larger the temperature the more charge carriers are excited,
leading to an enhancement in the suppression of the diver-
gence. Indeed, our numerics show that this suppression is a log-
arithmic function of the temperature, which could be fitted by

lim
k→0

v(k) = C + D ln(vF �0/T ) , (141)

with C = 0.84(33) and D = 0.57(6). For momenta
k � T/vF , the long-wavelength screening of the Coulomb
interaction becomes irrelevant and the Fermi velocity
asymptotically approaches the zero-temperature value.

A well known issue in the comparison with experimental
data is the value of the ultraviolet cutoff �0. Since we already
fixed the numerical value of the bare Fermi velocity by
setting α = 2.2, the cutoff �0 can be used as a fit parameter.
Alternatively, one could take the ultraviolet cutoff to be fixed
(given by the inverse lattice spacing), and instead use α, i.e., vF ,
as a fit parameter. The drawback of the latter method, however,
is that the dimension of the free parameter space would be
enlarged. One would have to solve the flow equations for
different temperatures and couplings α, which would increase
the numerical effort even further.

The zero-temperature result for the dielectic function
ε(q) is only very weakly momentum dependent for large
momenta, while for q → 0 it logarithmically approaches unity,
in contrast to the momentum independence of the one-loop
prediction. This behavior is in accord with the result of Bauer
et al. [40], although we observe a systematic deviation to
slightly larger values at momenta of order unity. This fact may
be explained by differences in the numerical implementation
of the flow equations. At finite temperature, however, a
strong temperature dependence, proportional to 1/q, sets in
for momenta q � T/vF . The emergence of the power-law

divergence for small momenta can be easily understood from
perturbation theory, already at the one-loop level [58,78,79]. In
the regime q � T/vF , the static polarization function becomes
momentum independent, scaling linearly with temperature,
which results in the one-loop dielectric function

ε1-loop(q) = 1 + a(T )
�0

q
, vF q � T , (142)

with

a(T ) = 8 ln2 α
T

vF �0
. (143)

The divergence at zero momentum is a consequence of
the presence of thermally excited charge carriers, screening
the bare Coulomb interaction. Our numerical calculations
qualitatively confirm this one-loop picture as they reproduce
the 1/q dependence as well as the linear temperature de-
pendence of the prefactor a(T ). On the quantitative level,
however, we find a considerable deviation in the numerical
value of the proportionality constant, the numerics could
be fitted by a(T ) = 0.98(5)T/vF �0, which is about one
order of magnitude lower than the one-loop prediction. This
discrepancy can be understood by considering the fact that a
one-loop calculation employs only noninteracting propagators,
while the fRG result is obtained by a self-consistent calcula-
tion, using fully interacting propagators, such that a strong
renormalization of the former result is to be expected.

In the high-temperature limit, we expect a strong screening
of the Coulomb interaction, implying the absence of velocity
renormalization, due to its logarithmic suppression with
increasing temperatures, and hence the emergence of a free
field fix point. However, such an asymptotically free fix
point has little practical relevance, since in that regime the
electron-phonon interaction should be taken into account
in a realistic model, which would drive the system into a
crumpled phase [80] and eventually lead to an instability of
the underlying honeycomb lattice. In other words, graphene
would have melted long before the free field fix point would
have been reached.

V. CONCLUSIONS

In this paper, we formulated a nonperturbative nonequilib-
rium theory for Dirac electrons interacting via the Coulomb
interaction, which is based on the Keldysh functional renor-
malization group. Our theory should be a good description of
the low-energy properties of graphene.

The essential parts of the theoretical description are the
exact Dyson equations for the real-time Fermi-Bose theory,
from which the quantum kinetic equations follow, as well
as an exact flow equation for the effective action. The
functional flow equation has been transformed into a hierarchy
of ordinary coupled integrodifferential equations, describing
the flow of the one-particle irreducible vertex functions, by
means of a vertex expansion. This hierarchy has to be solved
approximately using a self-consistent truncation scheme. As
a test of our formalism, we reproduced the results for the
Fermi velocity renormalization and the dielectric function
at zero temperature that were previously obtained by Bauer
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et al. [40] using the imaginary-time Matsubara formalism, and
we extended these results to finite temperature.

The research provided in this paper can be extended into
several different ways. For equilibrium problems, one may
take into account dynamical effects, yielding the dynamical
polarization function and quasiparticle wave function renor-
malization. This extension would go hand in hand with a
nonperturbative study of collective plasmon modes. A purely
bosonic cutoff combined with exact Schwinger-Dyson equa-
tions, as recently proposed by Sharma and Kopietz in Ref. [69],
would be highly advantageous for such an undertaking.

Another interesting extension is to investigate modifications
of the isotropic Dirac spectrum, such as trigonal warping [1], or
anisotropies in strained graphene [81]. Both phenomena would
require the modification of the noninteracting Hamiltonian Hf,
see Eq. (2), but the general structure of the calculation is not
modified. Furthermore, it would be interesting to study the fate
of gaps, or masses, in the spectrum under the renormalization
group flow. A particularly exciting scenario is the possibility
of a spontaneous mass generation [17], for which one starts
from an infinitesimal mass term at the initial scale � = �0,
which may be elevated to a finite value at the end of the flow.
This extension, too, requires no modifications of the general
formalism, as the vertex expansion in Sec. III E is sufficiently
general enough to cope with such situations.

The application of our formalism to extrinsic graphene
requires a different cutoff scheme than the one we used here,
since the presence of a finite Fermi surface is incompatible with
the use of a simple “static” momentum cutoff in the fermionic
sector. One possibility would be to modify the momentum cut-
off to “dynamically” adapt to a continuously changing Fermi
surface at each scale �. However, this modification would
complicate the flow equations considerably and is therefore not
convenient [34]. An alternative cutoff scheme, circumventing
this difficulty, is the causality preserving frequency cutoff of
Jakobs et al. [49,50], which may be used either within the
simple rotation invariant conical Dirac spectrum considered
in this work or within one of the modifications of the bare
spectrum mentioned above. Moreover, as explained at the
end of Sec. IV A, frequency cutoffs are advantageous for the
study of external magnetic fields in the (integer) quantum
Hall regime, since then momentum is not a well-defined
quantum number, and hence cannot be employed as a flow
parameter.

Whereas the use of the Keldysh formulation is technically
convenient (but not essential) for equilibrium problems, be-
cause it avoids the necessity of an analytical continuation, for
nonequilibrium problems the Keldysh formalism is essential.
Possible applications of the formalism developed here are non-
thermal fixed points, thermalization, and quantum transport
in linear or even beyond linear response. Another issue of
interest is the topic of non-Gaussian initial correlations, for
which we outlined their implementation within our theoretical
framework, although an actual application is beyond the scope
of the present article.

For applications to realistic graphene samples, not only
interactions, but also disorder has to be taken into account.
This applies to quantum transport problems in particular,
see Refs. [42,82,83]. The Keldysh formulation we presented
here is perfectly suited for such a research programme. As is

well-known the normalization of the partition function can be
exploited to perform the impurity average directly on the level
of the partition function. There is no need for supersymmetry
or the replica trick in the Matsubara formalism. For Gaussian
correlated disorder the averaging procedure leads to a quartic
fermionic pseudo-interaction term. Especially at the charge
neutrality point the deviations from the usual Fermi-liquid
behavior should be strongly pronounced. Similarly to the
Coulomb interaction treated here, the theory at this point lacks
a small parameter and conventional approximation strategies,
such as the self-consistent Born approximation (SCBA), break
down. An immediate consequence of the breakdown of the
SCBA is that a rigorous derivation of a (diffusive) nonlinear
sigma model along the standard lines [42] can no longer
be justified, as both approaches rely on the existence of the
same expansion parameter, 1/EF τ . (EF is the Fermi energy,
being identically zero at the charge neutrality point, and τ

is the elastic scattering time.) Since the common truncation
strategies of the infinite hierarchy of flow equations do not rely
on the existence of a smallness parameter, the Keldysh fRG
offers the necessary tools to go beyond these approximations
in a consistent manner [84].

As a closing remark, we want to point out that the good
agreement between the functional forms of the momentum and
temperature dependencies of the one-loop perturbation theory
and the functional renormalization group results presented
here may come as a surprise, since there is no small param-
eter justifying a perturbative approach. Indeed, a two-loop
calculation for the Fermi velocity already shows the lack of
convergence of the perturbative approach, as it predicts a
logarithmic decrease for small momenta [23]. Nevertheless,
the exact flow equation (102) has a one-loop structure, so
it becomes clear that some features of one-loop perturbation
theory are qualitatively reproduced. For the future applications
discussed above it is, therefore, reasonable to expect that the
results derived from a perturbative one-loop calculation at least
hint into the right direction, although not all features of the
exact theory are reproduced quantitatively correctly. In the
end, quantitatively accurate results can be expected only by
more sophisticated nonperturbative approaches, such as the
functional renormalization group developed here.
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APPENDIX: ANALYTICAL FORM OF THE VERTEX
FLOW EQUATIONS

In this Appendix, we give the explicit analytical form
of the flow equations for the fermionic self-energy, bosonic
polarization, and the three-legged Fermi-Bose vertex. For
completeness sake we also state the flow equation for the
bosonic expectation value here again. We emphasize once
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more that the purely bosonic three-vertex, as well as all
higher-order vertices have already been neglected.

We employ here a condensed notation, where the nu-
merical indices such as 1 and 1′ represent space-time co-
ordinates x1 = (�r1,t1) and x ′

1 = (�r ′
1,t

′
1), respectively, and the

integration sign with a prime denotes integration over all
primed space-time coordinates. Besides, the three-vertices
are written in the compact form �

(2,1)
� (1iα,2jβ; 3γ ) =

�
αβγ

�,ij (1,2; 3). As explained in Sec. III E, latin indices denote
the internal degrees of freedom of the fermions (sublat-
tice, valley, spin), and greek letters denote the Keldysh
degrees of freedom (classical and quantum). In the fol-
lowing, we also omit the � indices for brevity, since all
quantities appearing here are scale dependent (except for
the bare Coulomb interaction V ), and thus there can be no
confusion.

1. Field expectation value∫ ′ ((
V −1 + �R + RR

b

)
(1,1′)∂�φ̄c(1′) + ∂�RR

b (1,1′)φ̄c(1′)
) = − i

2
∂/�

∑
α,β

∑
k,l

∫ ′
G

αβ

kl (1′,2′)�βαq

lk (2′,1′; 1) − ∂�ñ(1), (A1)

2. Self-energy

∂��
αβ

ij (1,2) =
∫ ′

�
αβc

ij (1,2; 1′)∂�φ̄c(1′) + i∂/�

∑
γ1,γ2,γ3,γ4

∑
k,l

∫ ′
�

αγ1γ4
ik (1,1′; 4′)Gγ1γ2

kl (1′,2′)�γ2βγ3
lj (2′,2; 3′)Dγ3γ4 (3′,4′), (A2)

3. Polarization

∂��αβ(1,2) = i

2
∂/�

∑
γ1,γ2,γ3,γ4

∑
k,l,m,n

∫ ′
G

γ1,γ2
kl (1′,2′)�γ2γ3α

lm (2′,3′; 1)Gγ3,γ4
mn (3′,4′)�γ4,γ2β

nk (4′,1′; 2), (A3)

4. 3-vertex

∂��
αβγ

ij (1,2; 3) = i∂/�

∑
γi

i = 1, . . . ,6

∑
k,l,m,n

∫ ′
�

αγ1γ6
ik (1,1′; 6′)�γ4γ2γ5

nj (4′,2; 5′)�γ2γ3γ3
lm (2′,3′; 3)Gγ1γ2

kl (1′,2′)Gγ3γ4
mn (3′,4′)Dγ5γ6 (5′,6′).

(A4)

Recall that in the bare action only four of the above 3-vertices are present, namely the ones with the Keldysh indices
cqc,qcc,ccq,qqq being all equal to unity. The remaining three ones, with the Keldysh indices qqc,cqq,qcq, are generated
during the flow, while the ccc vertex is constrained to vanish at all scales. Therefore we state in the following a further truncated
set of the above equations, where only the four 3-vertices present in the bare action have been kepte. These equations were the
starting point for our analysis of thermal equilibrium in Sec. IV.

5. Field expectation value∫ ′ ((
V −1 + �R + RR

b

)
(1,1′)∂�φ̄c(1′) + ∂�RR

b (1,1′)φ̄c(1′)
) = − i

2
∂/�

∑
k,l

∫ ′
GK

kl (1
′,2′)�ccq

lk (2′,1′; 1) − ∂�ñ(1), (A5)

6. Self-energy

∂��R
ij (1,2) =

∫ ′
�

qcc

ij (1,2; 1′)∂�φ̄c(1′) + i∂/�

∑
k,l

∫ ′ (
�

qcc

ik (1,1′; 4′)GK
kl (1

′,2′)�ccq

lj (2′,2; 3′)DA(3′,4′)

+ �
qcc

ik (1,1′; 4′)GR
kl(1

′,2′)�qcc

lj (2′,2; 3′)DK (3′,4′)
)
, (A6)

∂��A
ij (1,2) =

∫ ′
�

cqc

ij (1,2; 1′)∂�φ̄c(1′) + i∂/�

∑
k,l

∫ ′ (
�

ccq

ik (1,1′; 4′)GK
kl (1

′,2′)�cqc

lj (2′,2; 3′)DR(3′,4′)

+ �
cqc

ik (1,1′; 4′)GA
kl(1

′,2′)�cqc

lj (2′,2; 3′)DK (3′,4′)
)
, (A7)

∂��K
ij (1,2) = i∂/�

∑
k,l

∫ ′ (
�

qcc

ik (1,1′; 4′)GK
kl (1

′,2′)�cqc

lj (2′,2; 3′)DK (3′,4′) + �
qcc

ik (1,1′; 4′)GR
kl(1

′,2′)�qqq

lj (2′,2; 3′)DA(3′,4′)

+ �
qqq

ik (1,1′; 4′)GA
kl(1

′,2′)�cqc

lj (2′,2; 3′)DR(3′,4′)
)
, (A8)

0
!= ∂��Z

ij (1,2) = i∂/�

∑
k,l

∫ ′ (
�

ccq

ik (1,1′; 4′)GR
kl(1

′,2′)�qcc

lj (2′,2; 3′)DR(3′,4′)

+ �
cqc

ik (1,1′; 4′)GA
kl(1

′,2′)�ccq

lj (2′,2; 3′)DA(3′,4′)
)
. (A9)
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7. Polarization

∂��R(1,2) = i

2
∂/�

∑
k,l,m,n

∫ ′ (
GK

kl (1
′,2′)�ccq

lm (2′,3′; 1)GR
mn(3′,4′)�qcc

nk (4′,1′; 2)

+ GA
kl(1

′,2′)�ccq

lm (2′,3′; 1)GK
mn(3′,4′)�cqc

nk (4′,1′; 2)
)
, (A10)

∂��A(1,2) = i

2
∂/�

∑
k,l,m,n

∫ ′ (
GK

kl (1
′,2′)�cqc

lm (2′,3′; 1)GA
mn(3′,4′)�ccq

nk (4′,1′; 2)

+ GR
kl(1

′,2′)�qcc

lm (2′,3′; 1)GK
mn(3′,4′)�ccq

nk (4′,1′; 2)
)
, (A11)

∂��K (1,2) = i

2
∂/�

∑
k,l,m,n

∫ ′ (
GK

kl (1
′,2′)�ccq

lm (2′,3′; 1)GK
mn(3′,4′)�ccq

nk (4′,1′; 2)

+ GR
kl(1

′,2′)�qqq

lm (2′,3′; 1)GA
mn(3′,4′)�ccq

nk (4′,1′; 2)

+ GA
kl(1

′,2′)�ccq

lm (2′,3′; 1)GR
mn(3′,4′)�qqq

nk (4′,1′; 2)
)
, (A12)

0
!= ∂��Z(1,2) = i

2
∂/�

∑
k,l,m,n

∫ ′ (
GR

kl(1
′,2′)�qcc

lm (2′,3′; 1)GR
mn(3′,4′)�qcc

nk (4′,1′; 2)

+ GA
kl(1

′,2′)�cqc

lm (2′,3′; 1)GA
mn(3′,4′)�cqc

nk (4′,1′; 2)
)
. (A13)

8. 3-vertex

∂��
ccq

ij (1,2; 3) = i∂/�

∑
k,l,m,n

∫ ′ (
DK (5′,6′)�cqc

ik (1,1′; 6′)GA
kl(1

′,2′)�ccq

lm (2′,3′; 3)GR
mn(3′,4′)�qcc

nj (4′,2; 5′)

+ DR(5′,6′)�ccq

ik (1,1′; 6′)GK
kl (1

′,2′)�ccq

lm (2′,3′; 3)GR
mn(3′,4′)�qcc

nj (4′,2; 5′)

+ DA(5′,6′)�cqc

ik (1,1′; 6′)GA
kl(1

′,2′)�ccq

lm (2′,3′; 3)GK
mn(3′,4′)�ccq

nj (4′,2; 5′)
)
, (A14)

∂��
cqc

ij (1,2; 3) = i∂/�

∑
k,l,m,n

∫ ′ (
DK (5′,6′)�cqc

ik (1,1′; 6′)GA
kl(1

′,2′)�cqc

lm (2′,3′; 3)GA
mn(3′,4′)�cqc

nj (4′,2; 5′)

+ DR(5′,6′)�ccq

ik (1,1′; 6′)GK
kl (1

′,2′)�cqc

lm (2′,3′; 3)GA
mn(3′,4′)�cqc

nj (4′,2; 5′)

+ DR(5′,6′)�ccq

ik (1,1′; 6′)GR
kl(1

′,2′)�qcc

lm (2′,3′; 3)GK
mn(3′,4′)�cqc

nj (4′,2; 5′)
)
, (A15)

∂��
qcc

ij (1,2; 3) = i∂/�

∑
k,l,m,n

∫ ′ (
DK (5′,6′)�qcc

ik (1,1′; 6′)GR
kl(1

′,2′)�qcc

lm (2′,3′; 3)GR
mn(3′,4′)�qcc

nj (4′,2; 5′)

+ DA(5′,6′)�qcc

ik (1,1′; 6′)GR
kl(1

′,2′)�qcc

lm (2′,3′; 3)GK
mn(3′,4′)�ccq

nj (4′,2; 5′)

+ DA(5′,6′)�qcc

ik (1,1′; 6′)GK
kl (1

′,2′)�cqc

lm (2′,3′; 3)GA
mn(3′,4′)�ccq

nj (4′,2; 5′)
)
, (A16)

∂��
qqq

ij (1,2; 3) = i∂/�

∑
k,l,m,n

∫ ′ (
DK (5′,6′)�qcc

ik (1,1′; 6′)GK
kl (1

′,2′)�ccq

lm (2′,3′; 3)GK
mn(3′,4′)�cqc

nj (4′,2; 5′)

+ DK (5′,6′)�qcc

ik (1,1′; 6′)GR
kl(1

′,2′)�qqq

lm (2′,3′; 3)GA
mn(3′,4′)�cqc

nj (4′,2; 5′)

+ DR(5′,6′)�qqq

ik (1,1′; 6′)GA
kl(1

′,2′)�ccq

lm (2′,3′; 3)GK
mn(3′,4′)�cqc

nj (4′,2; 5′)

+ DA(5′,6′)�qcc

ik (1,1′; 6′)GK
kl (1

′,2′)�ccq

lm (2′,3′; 3)GR
mn(3′,4′)�qqq

nj (4′,2; 5′)
)
. (A17)
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Mirlin, Phys. Rev. B 91, 035414 (2015).
[60] L. V. Keldysh, Zh. Eksp. Teor. Fiz. 47, 1515 (1964) [Sov. Phys.

JETP 20, 1018 (1965)].
[61] J. W. Negele and H. Orland, Quantum Many-Particle Systems

(Westview Press, USA, 1998).
[62] E. Calzetta and B. L. Hu, Phys. Rev. D 37, 2878 (1988).
[63] Actually, this holds true even for nonzero source terms provided

that they are identical on both time branches as shown in
Ref. [41].

[64] J. Berges and J. Cox, Phys. Lett. B 517, 369 (2001).
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We calculate the chemical potential dependence of the renormalized Fermi velocity and static dielectric function
for Dirac quasiparticles in graphene nonperturbatively at finite temperature. By reinterpreting the chemical
potential as a flow parameter in the spirit of the functional renormalization group (fRG) we obtain a set of
flow equations, which describe the change of these functions upon varying the chemical potential. In contrast to
the fRG the initial condition of the flow is nontrivial and has to be calculated separately. Our results are consistent
with a charge carrier-independent Fermi velocity v(k) for small densities n � k2/π , supporting the comparison
of the zero-density fRG calculation of Bauer et al. [Phys. Rev. B 92, 121409 (2015)], with the experiment of Elias
et al. [Nat. Phys. 7, 701 (2011)].

DOI: 10.1103/PhysRevB.97.235415

I. INTRODUCTION

The spectrum of free electrons in graphene is characterized
by two Dirac points around which the energy disperses linearly
as a function of momentum [1–3]. One important peculiarity
of the linear band structure is that it leads to a vanishing
density of states at these nodal points. The vanishing charge
carrier density implies the absence of screening, leading to
strongly enhanced corrections of the system’s single-particle
properties by the long-range tail of the Coulomb interaction.
One-loop calculations have shown that the Fermi velocity
acquires logarithmic corrections upon approaching the nodal
points [4–7]. These corrections diverge precisely at the nodal
points at zero temperature, which corresponds to a strongly
increasing Fermi velocity.

This effect becomes most pronounced in the strong coupling
regime, which is experimentally realized by freestanding
graphene, where there is no screening dielectric surrounding
the graphene sheet. Such an experiment has been performed
recently by Elias et al. [8], with the goal to experimentally
verify the predicted logarithmic divergence of the velocity near
the nodal points. Since perturbative calculations are not reliable
in such a situation—the dimensionless interaction strength in
freestanding graphene is about 2.2—nonperturbative methods
have been employed for a quantitative theory of this effect.
Bauer et al. [9] used the functional renormalization group
(fRG) formalism to access the strong coupling regime [10–13],
finding excellent agreement with the experiment of Elias et al.
Upon closer inspection, however, the calculation of Ref. [9]
addresses a slightly different quantity than what is measured
in the experiment of Ref. [8]. The theoretical calculation has
been performed at zero density and equates the momentum
dependent quasiparticle velocity v(k) with the Fermi velocity
in a system with finite carrier density at Fermi momentum
k = kF . The experiment, in contrast, observed the logarithmic
increase of the Fermi velocity as a function of the charge
carrier density n = k2

F /π . Strictly speaking these two veloci-

ties are different aspects of a more general velocity function,
v(k,μ,T ), which depends on momentum k, chemical potential
μ (or the carrier density n, respectively), and temperature
T . Equating the velocities of Refs. [8] and [9] requires that
the carrier density dependence of the full velocity function
is negligible for n � k2/π . This identification allows one to
map the momentum dependence to a density dependence,
which could then be compared to the experiment. It is the
goal of this paper to provide a theoretical framework for a
nonperturbative calculation of the velocity function v(k,μ,T )
and to calculate the density dependence of the static dielectric
function.

Within a standard application of the fRG to calculate the
renormalization of the Fermi velocity at finite density one
faces the challenge that a renormalization of the Fermi surface
under the RG flow has to be accounted for. The feature of a
flowing Fermi surface is typically accompanied by significant
technical complications regarding its implementation in certain
cutoff and truncation schemes used in the literature [12,13].
Furthermore, studying an actual functional chemical potential
dependence of correlation functions is numerically very ex-
pensive, since it requires a repeated solution of the truncated
vertex flow equations for every value of the chemical potential.
To circumvent both complications, we here explore a variant of
the fRG, where the chemical potential μ is interpreted as a flow
parameter [14,15], in combination with nontrivial input from a
prior nonperturbative calculation at charge neutrality [9,16]. In
contrast to conventional fRG where one is only interested in the
one-particle irreducible vertex functions at the end of the flow,
the chemical-potential flow bears physical information for all
values of the flow parameter. The solution to the chemical-
potential flow equations directly gives access to the full μ

dependence of the vertex functions. Of particular importance
in the chemical-potential flow is the initial condition. Among
others it contains the information about the renormalization
of the spectrum—and hence the interacting Fermi surface—
at the initial chemical potential μ0 (the latter being zero

2469-9950/2018/97(23)/235415(9) 235415-1 ©2018 American Physical Society
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at the charge neutrality point). A further renormalization of
the spectrum and Fermi surface at different values for the
chemical potential, μ �= μ0, is then taken care of by the flow
itself.

In the ideal case—that is if the fRG equations could be
solved exactly—the chemical-potential flow and the conven-
tional fRG, where the flow equations are solved for each
μ separately, yield the same answer. However, since there
are always approximations involved by truncating the flow
equations at a finite order, the solutions one obtains in the two
approaches need not be equal. Hence the chemical-potential
flow should be regarded as a complementary approach to the
conventional finite density fRG to study density dependences.
Since the chemical-potential flow has attracted much less at-
tention in comparison to its standard fRG counterpart, there are
no extensive studies whether the typical low-level truncation
schemes, that are employed in the standard finite density fRG
framework, are sufficient for a chemical potential-based flow,
and to what extent their respective outcomes are quantitatively
comparable. Due to the lack of finite-density fRG calculations
for graphene, which could serve as a benchmark for the
method we want to employ here, we may resort to the existing
perturbative calculations for the self-energy and polarization
function, which—among others—have been carried out in
Refs. [17] and [18], respectively. Although such calculations
should be a good approximation in the weak coupling regime
only, but certainly not for strong coupling we study here, their
predictions at least yield a qualitative reference point for a
comparison. Nevertheless, graphene is an ideal testing ground
for our method, due to the available experimental data for the
strong coupling regime.

In the present paper we use a minimal truncation that only
takes into account the flow of the renormalized Fermi velocity
and dielectric function. As we will explain in the main part of
this work, this represents a rather crude approximation. While
the resulting μ-dependent dielectric function appears to be
consistent with the expectations from one-loop perturbation
theory, the results for the renormalized Fermi velocity are
not satisfactory for large densities n � k2/π . For the low
and intermediate density regime, n � k2/π , we find a neg-
ligible density dependence of v(k,μ,T ), consistent with the
approximations made in Ref. [9]. In spite of the deficiencies
of the simple truncation scheme studied here, the chemical-
potential flow method is open to systematic improvements
through higher order truncations, which we leave for future
work.

The outline of the paper is as follows. In Sec. II we
introduce the microscopic continuum model of interacting
graphene electrons, we briefly discuss the general idea behind
the chemical-potential flow and its difference to the standard
fRG, followed by the truncation that is employed in this paper.
In Sec. III we present the numerical solution and discuss
the results. We conclude in the final section. Details about
the derivation of the chemical-potential flow equation for the
effective action, the vertex flow equations for the one-particle
irreducible vertex functions, and their corresponding one-loop
approximations are shown in two appendixes. The one-loop
flow equations allow for a direct derivation of the results
obtained in Refs. [17] and [18] within the chemical-potential
flow framework.

II. MODEL AND FLOW EQUATIONS

Interacting Dirac fermions in graphene are described by the
Hamiltonian (h̄ = 1) [19]

Hμ = −
∫

�r
�†(�r)

(
μ + ivF σ s

0 ⊗ �� · �∇)
�(�r)

+ 1

2

∫
�r,�r ′

δnμ(�r)
e2

ε0|�r − �r ′|δnμ(�r ′), (1)

with δnμ(�r) = �†(�r)�(�r) − ñμ(�r). The Dirac electrons are
described by eight-component spinors � ≡ (�↑ �↓)ᵀ,
with �σ ≡ (ψAK+ ψBK+ ψBK− ψAK− )ᵀ

σ
. The indices σ =↑ , ↓

denote the spin, K± the valley, and A/B the sublattice degree of
freedom. Furthermore, σ s

0 is the two-dimensional unit matrix
acting in spin space and �1,2 = τ3 ⊗ σ1,2 are four-dimensional
matrices, with the Pauli matrices τ3 and σ1,2 acting in valley and
sublattice space, respectively. The term ñμ(�r) is a background
charge density, which depends implicitly on the chemical
potential. It represents the charge accumulated on a nearby
metal gate and removes the zero wave number singularity of
the bare Coulomb interaction. Furthermore, the constant ε0

in the denominator of the Coulomb interaction amplitude is
the dielectric constant of the medium, which accounts for the
screening effects of a substrate or a surrounding dielectric on
the bare Coulomb interaction. For freestanding graphene it is
equal to one.

The key insight of our method is that the chemical potential
in Eq. (1) couples to a fermion bilinear in exactly the same
way as an additive infrared regulator in the fRG. Since the
Hamiltonian is a continuous and differentiable function of μ,
the chemical potential may formally be reinterpreted as a flow
parameter [14,15]. This interpretation enables us to derive
an exact flow equation for the chemical potential-dependent
effective action 
μ and to apply the by now well-established
methods of the fRG. Since the essential steps to arrive at an
exact flow equation are identical to the fRG, we can immedi-
ately transfer the general (finite temperature and density) fRG
equations from Ref. [16], taking care that the regularization
prescription is substituted appropriately. In Fig. 1 we show
a graphical representation of the truncated flow equations
for the one-particle irreducible vertex functions of the theory
in its Fermi-Bose form. The bosonic field was introduced
by a Hubbard-Stratonovich transformation of the Coulomb
interaction in the density-density channel [9,13,16,20–22].

In contrast to the standard fRG the main issue of concern
in the chemical-potential flow theory is the initial condition
of the flow. Since the chemical potential is different from
an infrared regulator by its analytical structures, the effective
action at some—arbitrarily chosen—initial chemical potential
μ0 is nontrivial in general. In particular, it typically does not
coincide with the bare action, but already contains the full
information about thermal and quantum fluctuations. Formally,
the exact initial condition 
μ0 requires the knowledge of an
infinite set of vertex functions, which—for obvious reasons—
is impossible to obtain, but instead has to be approximated
reasonably well by a separate calculation, using an appropriate
nonperturbative method such as the fRG or Schwinger-Dyson
equations [23], for example [24]. Such a preceding calculation
is essential for the chemical-potential flow as the differential
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FIG. 1. Graphical representation of the chemical potential flow
equations for the self-energy �̂μ and the polarization function �μ.
Contributions from higher order vertices �(m,n)

μ , with m > 2,n > 1
are already neglected. Straight and wiggly lines represent the flowing
fermionic and bosonic propagators, respectively, and the shaded tri-
angle represents the Fermi-Bose three-vertex �(2,1)

μ . The derivative ∂/μ

on the right hand side only acts on the flowing fermionic propagators,
substituting the latter by the so-called single scale propagator [16].
An analytical representation of these flow equations is given in
Appendix B.

flow equations gain quantitative predictive power through the
correct initial condition only. Apart from the truncation of
the chemical-potential flow equations, the necessity to truncate
the infinite dimensional theory space of the initial effective
action to a finite dimensional subspace represents another level
of approximation that is absent in the standard fRG and has to
be dealt with with care.

One such issue we want to discuss briefly are Ward
identities. In the standard fRG formalism Ward identities
are modified due to the introduction of an artificial infrared
regulator. Only at the end of the flow—that is at � = 0,
where the infrared cutoff is removed—the modified Ward
identities assume their original form. In a particular truncation
of the standard fRG equations one has to make sure that those
modified Ward identities are fulfilled at each value of the
flowing cutoff, in particular at the end of the flow. Within
the chemical-potential flow formalism, on the other hand, the
Ward identities themselves are not modified at all, because
the bare action requires no modification. Since the calculation
of the initial condition relies on certain approximations, one
has to make sure that those approximations are compatible
with the Ward identities. Otherwise the initial condition would
introduce an error that would simply be propagated by the
chemical-potential flow, leading to results that are not reliable.

To calculate the initial condition for the present work we
have chosen to use the Keldysh-fRG framework [25–32] we
implemented in Ref. [16]. In that work, we calculated the
Fermi velocity and the static dielectric function as functions
of momentum and temperature at zero carrier density, finding

full agreement with the previously established zero temper-
ature results of Ref. [9]. The charge neutrality point was
chosen, because it allows for a rather simplistic truncation,
which is based on the dominance of a single interaction
channel: the density-density channel, pronouncing forward
scattering. Furthermore, technical complications arising from
a renormalization group flow of the Fermi surface are avoided,
since at μ0 = 0 the Fermi surface collapses to a point that is
invariant under renormalization [33]. The truncation scheme
in Refs. [9] and [16] neglects any dynamical effects, such as
plasmons and the quasiparticle wave function renormalization,
the three-vertex renormalization, and higher-order vertices
entirely. We note that this truncation is compatible with an
approximate Ward identity, which connects the marginal three-
vertex renormalization with the quasiparticle wave function
renormalization as shown in Ref. [9]. We use these results as
the starting point of the chemical-potential flow.

Drawing inspiration from the initial fRG calculation, we
employ the same level of truncation and the same approxi-
mations for the chemical potential-based flow. (For a more
elaborate discussion regarding the justification of this trunca-
tion, see the end of this section.) That means, in particular,
we limit ourselves to the flow of the isotropic quasiparticle
pole (temperature arguments are suppressed throughout, if not
stated otherwise),

ξμ(k) ≡ vμ(k)k, (2)

and the flow of the static dielectric function,

εμ(�q) ≡ ε0
(
1 + V (�q)�R/A

μ (ω = 0,�q)
)
. (3)

Here, we put the functional μ dependence as an index to
resemble standard fRG notation. The renormalized and μ-
dependent Fermi velocity vμ(k) has been defined as vμ(k) =
vF + �v,μ(k) [9,16] and V (�q) = 2πe2/ε0q is the Fourier
transform of the bare Coulomb interaction. Assuming the
absence of spontaneous chiral symmetry breaking, we obtain
two coupled flow equations from the general vertex flow
equations shown in Fig. 1: one for the Fermi velocity vμ(k) and
one for the static dielectric function εμ(q); see Appendix B for
details. For convenience we introduce the function χμ(q) ≡
εμ(q)q, which is—up to constants—the algebraic inverse of
the renormalized Coulomb interaction, and we state the two
flow equations in terms of ξμ(k) and χμ(q) (kB = 1),

∂μξμ(k) = e2

4π

∫ ∞

0
dq

∫ π

0
dϕ

1

2T

(
cosh−2

(
ξμ(q) + μ

2T

)
− cosh−2

(
ξμ(q) − μ

2T

))
q cosϕ

χμ(
√

q2 + k2 − 2qk cosϕ)
, (4)

∂μχμ(q) = − e2q2

4πT

∫ ∞

0
dρ

∫ π

0
dφ

[ ∑
ν=±1

ν

(
cosh−2

(
ξμ(Q−) − νμ

2T

)
+ cosh−2

(
ξμ(Q+) − νμ

2T

))
sin2φ

ξμ(Q−) + ξμ(Q+)

+
∑
ν=±1

ν

(
cosh−2

(
ξμ(Q−) − νμ

2T

)
− cosh−2

(
ξμ(Q+) − νμ

2T

))
sinh2ρ

ξμ(Q−) − ξμ(Q+)

]
. (5)

These equations are supplemented by the nonperturbative
initial conditions [16]

ξ fRG
μ0=0(k) = vfRG

μ0=0(k)k, χ fRG
μ0=0(q) = εfRG

μ0=0(q)q. (6)

We emphasize once more that they are essential to obtain quan-
titatively reliable results. For example, the function vfRG

μ0=0(k)
contains logarithmic momentum corrections to the bare Fermi
velocity vF at charge neutrality, that cannot be generated by the
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above flow equations. Naively using the bare Fermi velocity
as initial condition would yield meaningless results.

In Eq. (5) the quantity Q± is a short hand notation for the
function Q±(ρ,φ,q) = 1

2q (cosh ρ ± cos φ), where ρ and φ

are elliptic coordinates, and the summation over ν = ±1 covers
the valence and conduction band. The derivation of the flow
equations makes use of the particle-hole and chiral symmetries
of the low energy Dirac model. As a result, the flow equations
are fully symmetric with respect to the sign of μ, and the
spectrum remains gapless and isotropic, leading to a circularly
shaped Fermi surface defined by the equation ξμ(kF )±μ=0
[34]. Deviations from isotropy, most importantly trigonal
warping, are expected to occur only for very large values of
μ, which are of the order of the upper band cutoff �0 of the
Hamiltonian (1). For a systematic study of those nonisotropic
corrections one would need to modify the quadratic part of the
Hamiltonian (1) by including terms that are of second order in
the spatial derivatives, which derive from a second order k · p

approximation [3]. Within the minimal truncation employed
here such contributions would modify the flow equation of the
dielectric function and, additionally, lead to a more complex
flow equation for the then nonisotropic quasiparticle pole or,
alternatively, another flow equation, associated to the deviation
from isotropy. In addition, it would be necessary to calculate the
proper initial condition for such a deviation by nonperturbative
means. The hyperbolic cosines appearing in the flow equations
are a consequence of the single-scale derivative ∂/μ acting on
the fermionic distribution functions, the latter being part of
the fermionic Keldysh propagator; see Appendixes A and B.
In the limit of vanishing temperature the inverse hyperbolic
cosine is proportional to a delta function, centered at the
interacting Fermi surface. For finite, not too large temperatures
the delta-function singularity is smeared out, but remains
strongly peaked at the Fermi surface ξμ(kF ) ± μ = 0, whereas
those modes for which ξμ(k) ± μ � 2T are exponentially
suppressed. Hence the momentum integrals of the two flow
equations are finite, both in the ultraviolet and infrared regime
[14]. Due to the particle-hole symmetry we may restrict the
analysis to positive μ, i.e., n doping.

Before discussing the numerical solution of the flow equa-
tions we want to elaborate on the level of truncation. While the
single channel truncation of the conventional fRG calculation
at charge neutrality is justified by the dominance of the density-
density channel, no such simplification can be made at finite
density. It is expected that with increasing carrier density the
other interaction channels gain in significance leading to the
significantly more complex scenario of multiple competing
interaction channels, see, e.g., Refs. [12,13,15], even before
nonisotropic corrections become relevant [35]. The informa-
tion about those additional interaction channels is encoded
in the higher order vertices (most importantly the three- and
four-vertices), whose contribution to the flow has already been
neglected. We remind the reader that the above truncation is
minimal in the sense that it only takes into account the flow
of those quantities, which have been obtained by the initial
fRG calculation. To be clear, there is no rigorous justification
for such a low level truncation, such that a critical reflection
of our results is necessary. Yet, it was deliberately chosen,
since it allows for a clear identification of the effects of this
single interaction channel, which makes it easy to understand

FIG. 2. Dielectric function εμ(q) as a function of momentum and
chemical potential at the reduced temperature T/vF �0 = 2.5 × 10−3.
The colors blue to green and red to orange separate the two regimes
μ � T and μ > T , respectively. At the charge neutrality point the
long range tail of the bare Coulomb interaction is cut off, due to
thermal screening.

the conceptual similarities and differences to the conventional
fRG approach. Furthermore, as we show in Appendix B, after
certain approximations are made our flow equations for the
self-energy and the polarization function can be reduced to
a differential form of the corresponding equations that are
found within diagrammatic one-loop perturbation theory, the
latter of which have been calculated in Refs. [17,18] for the
fermionic self-energy and bosonic polarization in graphene,
respectively. Hence the solution of the flow equations (4) and
(5) represents a direct generalization of those perturbative
results, which incorporates the mutual effects of Fermi velocity
renormalization and charge carrier induced screening in a
selfconsistent manner.

III. NUMERICAL RESULTS AND DISCUSSION

The flow equations (4) and (5) together with their initial
conditions, Eq. (6), have been solved numerically for different
temperatures with the dimensionless coupling constant α =
e2/ε0vF = 2.2 appropriate for freestanding graphene [3,7,9].

The numerical results for the dielectric function are shown
in Fig. 2 for the reduced temperature T/vF �0 = 2.5 × 10−3.
Recall that �0 is the upper band cutoff of the low-energy
Hamiltonian (1). At the charge neutrality point the dielectric
function shows a distinctively different behavior in the two
momentum regimes q > T/vF and q < T/vF . While the
dielectric function is only weakly dependent on the momentum
in the regime q � T/vF , a strong 1/q divergence can be
observed for q � T/vF . As explained in Ref. [16], this
divergence could be attributed to thermally induced charge
carriers. In the presence of a finite chemical potential, that is
excess charge carriers, the large momentum components of
the dielectric function remain unaffected, whereas the initial
1/q divergence found in the low momentum regime becomes
strongly enhanced, leading to an increasingly short ranged
renormalized Coulomb interaction. This picture is consistent
with the results obtained in one-loop perturbation theory.
For comparison, in the regime q � T/vF perturbation theory
predicts a polarization function, that—in the static limit—is
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FIG. 3. Quantitative comparison between the (a) fully self-
consistent solution and (b) one loop approximation of the coeffi-
cient function a(μ,T ) for the reduced temperatures T/vF �0 = 5 ×
10−4,2.5 × 10−3,5 × 10−3 (bottom to top data sets). In the small mo-
mentum regime, q � T/vF ,μ/vF , the static dielectric function shows
a 1/q divergence according to εμ(q � T/vF ) = 1 + a(μ,T )�0/q.
Observe that the self-consistent solution is about an order of magni-
tude smaller than the one-loop prediction.

independent of momentum and a function of temperature and
chemical potential only [18],

ε1-loop
μ (q � T/vF ) = 1 + a(μ,T )

�0

q
, (7)

with

a(μ,T ) = 8α
T

vF �0
ln

(
2 cosh

μ

2T

)
. (8)

Here, the coefficient function a(μ,T ) is directly proportional
to the static limit of the polarization function. At the charge
neutrality point a(μ,T ) scales linearly with temperature,
whereas for μ � T it becomes independent of temperature,
scaling linearly with the chemical potential. The former feature
has been shown to remain valid in a nonperturbative fRG
calculation [16], showing a strong renormalization of the slope.
To verify whether the latter feature remains valid beyond
perturbation theory, we solved the self-consistency Eqs. (4)
and (5) for the two additional temperatures T/vF �0 = 5 ×
10−4,5 × 10−3 and extracted the coefficient functions a(μ,T );
see Fig. 3. For large chemical potentials we observed a
transition into a linear regime, which is consistent with the
result obtained by perturbation theory. However, the precise
slope could not be determined sufficiently accurately due
to convergence issues of the numerical integration: at very
small momenta and increasingly large chemical potentials the
integrand of Eq. (5) becomes very strongly peaked, such that
limited machine precision becomes problematic. Nevertheless,
our results indicate that the scaling behavior predicted by
perturbation theory is indeed correct, albeit with a strongly
renormalized slope. A precise estimation of the slope would
require a recalculation of the temperature dependence of the
renormalized Fermi velocity and dielectric function at the
charge neutrality point with a better resolution and accuracy
than what was achieved previously in Ref. [16].

The numerical results for the chemical potential dependence
of the renormalized Fermi velocity are shown in Fig. 4. At
the initial chemical potential μ0 = 0 the infrared divergence
of the renormalized Fermi velocity is regularized due to the
temperature-induced screening of the renormalized Coulomb
interaction [16], while in the large momentum regime, k �
T/vF , the renormalized Fermi velocity shows the logarithmic
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FIG. 4. Renormalized Fermi velocity vμ(k) as a function of
momentum and chemical potential at temperature T/vF �0 = 2.5 ×
10−3 in the fully self-consistent calculation. The renormalized Fermi
velocity is finite at k = 0 at the initial chemical potential μ0 = 0
due to temperature induced screening of the renormalized Coulomb
interaction. Increasing the chemical potential away from the charge
neutrality point shows a weak suppression of the Fermi velocity for
small momenta. The inset shows a comparison between the k → 0
limits of the Fermi velocity in the self-consistent treatment and in
Hartree-Fock approximation as functions of the chemical potential.
The dashed vertical line marks μ = 2T . For μ > 2T both calculations
show a logarithmic suppression of vμ(k → 0). This suppression is
significantly weakened in the full computation when compared to the
result of the Hartree-Fock approximation.

behavior [9,16]

vμ=0(k � T/vF )/vF = A + B ln(�0/k), (9)

with A = 1.34(4) and B = 0.52(1). Upon increasing the chem-
ical potential the solution shows a further, but only very weak
suppression of the Fermi velocity at low momenta in accord
with the assumption of Bauer et al. [9]. The other temperatures
we investigated also show a negligible μ dependence (data
not shown). Our full calculation allows us to understand
this behavior by considering the combined effect of strong
screening and the formation of a nontrivial Fermi surface.
By increasing the chemical potential the additional charge
carriers fill up the renormalized spectrum and introduce a
circularly shaped Fermi surface, which is driven further and
further away from the nodal point, while the renormalized
Coulomb interaction becomes increasingly short ranged. As
a result, the screened Coulomb interaction only operates near
the Fermi surface and, loosely speaking, does not reach far
enough down the spectrum to have a significant impact on the
small momentum regime of the renormalized Fermi velocity.
Neglecting the charge carrier-induced screening would cause
a much stronger suppression of the Fermi velocity, since then
the Coulomb interaction could reach down to the nodal point.
In order to validate this picture we also performed a Hartree-
Fock–like calculation of the velocity, see the inset of Fig. 4,
where only Eq. (4) has been solved self-consistently for ξμ(k).
The μ flow of the dielectric function therein was neglected
and the function χμ(q) = εμ(q)q was kept at its initial value
χμ(q) = χμ0=0(q), where only temperature induced screening
is present. The Hartee-Fock solution shows the same features as
the fully self-consistent solution. However, the low momentum
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regime of the Hartree-Fock Fermi velocity is much stronger
suppressed, supporting the above reasoning. Our observations
are also consistent with the findings from one-loop perturbation
theory. As was shown in Ref. [17], at zero temperature a
finite chemical potential regularizes the logarithmic divergence
according to

v1-loop
μ (k = 0)/vF = 1 + α

4
ln(�0/kF ), (10)

with the Fermi momentum kF = μ/vF . Here, the suppression
of the infrared divergence is much stronger than what we find
in our self-consistent approach, since it is the bare, unscreened
Coulomb interaction that enters their calculations. Although
the intrinsic (μ = 0) part of the self-energy leads to an infrared
divergence as a function of momentum, it is immediately cut off
by the extrinsic (μ �= 0) part of the self-energy, even for large
μ, far away from the nodal point, due to the infinite range of
the unscreened Coulomb interaction.

Since our data show that the Fermi velocity is virtually in-
dependent from the chemical potential in its entire momentum
regime, the μ-flow fRG together with the truncation scheme
used here is consistent with the approximation of Ref. [9].
However, the nigh μ independence of the velocity function we
find is actually problematic and cannot hold for all values of the
chemical potential, as the following line of arguments shows.

In the critical evaluation of our results for the chemical po-
tential dependence of the Fermi velocity the main focus lies on
the low momentum regime, in particular the zero momentum
singularity found at zero temperature. In contrast to Ref. [17]
we are working at finite temperature, which already provides
a proper regularization of the logarithmic infrared divergence,
making it necessary to distinguish the two regimes μ � T and
μ � T . In the regime μ � T the chemical potential should
be irrelevant for the suppression of the logarithmic divergence,
since there temperature induced screening dominates. Our
numerical data fully support this intuition as can be seen in the
inset of Fig. 4. This result may have already been anticipated
from the analytical form of Eq. (4) prior to the numerical
solution, since in this limit the inverse hyperbolic cosines in
the integrand cancel each other, leading to a constant velocity
as a function of the chemical potential. In the regime μ � T ,
on the other hand, one should expect the suppression of the
logarithmic divergence to be driven solely by the chemical
potential—independent of temperature—in much the same
way as the 1/q divergence of the dielectric function becomes
temperature independent for large enough μ; cf. Fig. 3. It is
unphysical that temperature controls the regularization of the
infrared divergence far away from the charge neutrality point.
Hence its influence should vanish in that regime. Although
our data show a certain logarithmic suppression of vμ(k = 0)
as a function of μ for all the temperatures investigated, the
suppression itself is far too weak to be compatible with the
expectation presented above.

As it stands our results show a certain “asymmetry” in how
the small momentum regime of the Fermi velocity is affected
by a finite temperature in comparison to a finite chemical
potential, which contradicts physical intuition and should not
be present. Based on the physics that is contained within our
flow equations, as well as taking into account the arguments
of the discussion at the end of the previous section, we, thus,

conclude that the minimal truncation employed here is not ca-
pable of describing the proper chemical potential dependence
of the Fermi velocity in the small momentum regime. Since
both the chemical-potential flow theory and more standard
fRG approaches are based on the same exact flow equation,
whose approximative solutions converge to the same result
in the exact theory, we are convinced that a higher order
truncation of the chemical-potential flow equations will resolve
these issues and lead to the expected behavior. To this end one
should systematically improve our truncation by including the
effects of the quasiparticle wave function renormalization and
three-vertex renormalization (recall that those quantities are
connected via a Ward identity), and possibly also the flow of
the four-vertex. As an alternative to the Fermi-Bose framework
employed here, one could also consider a purely fermionic for-
mulation, which removes the bias introduced by the choice of a
particular interaction channel via partial bosonization. In such a
framework one would have to implement the initially nontrivial
dielectric function as part of the initial fermionic four-vertex.
Only if a truncation is able to produce a strong enough suppres-
sion of the small momentum components of the renormalized
Fermi velocity, that becomes temperature independent upon
increasing μ into the regime μ � T , could it be claimed with
confidence that the particularly chosen truncation is justified.

IV. CONCLUSIONS

The idea to use the chemical potential as a flow parameter
in a functional renormalization group calculation was first put
forward by Berges et al. [14] in the context of a particle-physics
problem and since then has rarely been adopted by other
authors; see, e.g., Ref. [15] for an application in condensed
matter theory. We here have presented another application of
the fRG with the chemical potential as the flow parameter in
a condensed matter system. In contrast to the physical system
investigated in Ref. [15] a separate nonperturbative calculation
is required to establish the initial condition for the flow. This
initial “investment” pays off, because for a chemical-potential
based flow each point in the solution of the flow equation
is of physical relevance, in contrast to more standard fRG
approaches, where only the end point of the flow matters. The
alternative would be to run a conventional fRG calculation
for each value of the chemical potential separately. The two
approaches should converge to the same result if the respective
truncations are of sufficiently high order, but the standard fRG
approach involves much greater effort to study a functional μ

dependence. Nevertheless, it would be an important research
topic to investigate this convergence issue systematically—be
it for graphene or nonrelativistic Fermi liquids—by comparing
the predictions of the two approaches for several truncations
against each other. While the standard finite density fRG has
already proven to be a reliable framework for a plethora of
materials, the chemical-potential flow has—in our opinion—
great potential, but lacks those numerous tests, which are
necessary for this method to become a viable alternative.

We have applied the technique for the calculation of the
carrier density dependence of the Fermi velocity and the
static dielectric function in graphene, using a conventional
fRG calculation at zero chemical potential as initial condition.
Graphene is a very suitable context for an application of the
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chemical-potential flow technique. In this material physical
quantities in principle have a strong dependence of the carrier
density, providing a need for such a calculation, while the
high-symmetry point of zero carrier density brings significant
simplifications, allowing for an efficient “conventional” non-
perturbative calculation at that point. Our numerical results
are consistent with the earlier work of Bauer et al. [9],
which took the momentum-dependent Fermi velocity to be
independent of the chemical potential for n � k2/π , yielding
practically identical fits to the experimental data of Elias et al.
[8]. However, our approximations yield a suppression of the
infrared divergence that is too weak to be compatible with the
expected symmetry max(μ,T ), that is the divergence should
be cut off by either the chemical potential or temperature,
depending on which of these two quantities is larger, which
we believe to be not physical. Although a stronger suppression
of the small momentum regime should have little impact on
the actual fit to the experimental data, most certainly not being
able to invalidate it, further work is necessary to settle the
issue satisfyingly. The dielectric function is, however, strongly
dependent on the chemical potential, reflecting the strong
carrier dependence of the screening length in graphene. For this
observable we expect a higher order truncation to yield only
minor modifications, since the main features that should occur
at finite density—in particular the transition into a temperature
independent regime for μ � T —could already be observed.
Even though the current truncation is not sufficient for the
Fermi velocity, it appears to be a reasonable approximation
to the static dielectric function. Once the issues for the
Fermi velocity at small momenta are resolved, it would be
interesting to apply our method to the three dimensional analog
of graphene, the so-called Weyl semimetals. Such materials
feature a conical spectrum as well and a chemical-potential
based flow could be implemented equally efficiently.
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APPENDIX A: DERIVATION OF THE
CHEMICAL-POTENTIAL FLOW EQUATION

In this appendix, we explain some details about the general
chemical potential flow theory, which is the basis for the
flow equations (4) and (5). Since the theory relies on a
reinterpretation of the chemical potential as a flow parameter,
the main results can be transferred directly from Ref. [16].

The starting point for the derivation of an exact flow equa-
tion is the μ-dependent partition function Zμ[η,J]. It is defined
as the functional Fourier transform of the exponentiated bare
action Sμ[ψ,φ] [13,20,22,32],

Zμ[η,J] =
∫

DψDψ†Dφ eiSμ[ψ,φ]+iη†τ1�+i�†τ1η+iφᵀTTτ1 J .

(A1)

The bare action is a functional of fermionic and bosonic fields,
which can be derived from the purely fermionic Hamiltonian

(1) by a standard procedure [16,20–22]. The bosonic field
is introduced by a Hubbard-Stratonovich transformation of
the Coulomb interaction term in the density-density channel.
The index μ indicates that both the partition function and the
bare action depend on the chemical potential. The chemical
potential dependence of the bare action enters explicitly via
the quadratic μ term in the Hamiltonian and implicitly via the
background density ñμ. In contrast to the conventional fRG
there is no additional infrared regulator [14]. Furthermore,
we work in the real-time Keldysh formalism [25–32], which
involves a doubling of degrees of freedom, with classical (c)
and quantum (q) component for each field [16,21,22,32]

� ≡ (
�c �q

)ᵀ
, �† = (�)†, φ ≡ (

φc φq

)ᵀ
. (A2)

Lastly, η and J are fermionic and bosonic source fields, respec-
tively. In Eq. (A1) we employed a condensed vector notation
for the source terms, containing integration and summation of
continuous and discrete field degrees of freedom implicitly,
e.g.,

η†τ1� ≡
∫

x

η†(x)τ1�(x), (A3)

where τ1 is a Pauli matrix acting in Keldysh space.
The effective action may now be introduced as the modified

Legendre transform of the connected functional Wμ[η,J] =
−i lnZμ[η,J] [10–14],


μ[ψ,φ] = Wμ[ημ,Jμ] − η†
μτ1� − �†τ1ημ − φ ᵀTTτ1 Jμ

− �† R̂μ�, (A4)

with

R̂μ(x,y) =
(

0 μδ(x − y)1̂
μδ(x − y)1̂ 0

)
. (A5)

The term �† R̂μ� is the explicit chemical-potential term one
obtains in the bare action Sμ[ψ,φ]. Its resemblance with an
additive infrared regulator in the conventional fRG is the
foundation of the chemical-potential flow theory [14,15]. Ac-
cording to the usual definition of the effective flowing action,
the “chemical-potential regulator term” has been subtracted
on the right hand side [10–14]. Consequently, the effective
action 
μ involves flowing vertex functions only, and the
explicit chemical-potential term—in comparison to the bare
action—is absent. Note that some authors prefer to include a
finite chemical potential in the fermionic distribution function,
rather than in the spectral part of the inverse propagators as
we do here [22]. Such an alternative choice would affect
the structure of the regulator (A5) and the vertex expansion
of the effective action, but it cannot lead to any observable
consequences, since these two choices are connected by a (time
dependent) gauge transformation.

The exact chemical-potential flow equation follows imme-
diately upon taking the μ derivative of Eq. (A4), keeping the
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fields ψ and φ fixed,

∂μ
μ[ψ,φ] = i

2
∂/μSTr ln

(
�̂

(2)
μ [ψ,φ] + R̂μ

) + 2φq∂μñμ,

(A6)

where �̂
(2)
μ is a Hesse matrix of second derivatives, and

R̂μ ≡ diag
(−R̂μ,R̂

ᵀ
μ,0

)
. (A7)

The “single-scale derivative” ∂/μ in Eq. (A6) only acts on the
regulatorR̂μ. The above flow equation is the Keldysh analog of
the original, imaginary-time flow equation proposed by Berges
et al. [14]. We note here that the initial condition for this
exact flow equation is given by the exact effective action (A4)
at some arbitrarily chosen initial chemical potential μ0. As
already stressed in the main text, this initial condition has to
be calculated separately by other nonperturbative techniques,

since the “chemical potential regulator” does not provide an
infrared regularization in the standard fRG sense.

APPENDIX B: VERTEX FLOW EQUATIONS AND
ONE-LOOP APPROXIMATION

The flow equations for the one-particle irreducible vertex
functions are obtained by expanding the effective action in
powers of fields, which needs to be inserted into the above
equation, and comparing coefficients [12,13,16]. Since we are
only interested in thermal equilibrium, where the fluctuation-
dissipation theorem holds [22], we only need to consider the
resulting flow equations for the retarded components of the
self-energy and polarization function. In a condensed notation,
where numerical arguments denote space and time coordinates,
1 ≡ (�r1,t1), and latin indices encompass the discrete fermionic
degrees of freedom, sublattice, valley, and spin, these flow
equations read

∂μ�R
μ,ij (1,2) = i∂/μ

∑
k,l

∫ ′ (



qcc

μ,ik(1,1′; 4′)GK
μ,kl(1

′,2′)
ccq

μ,lj (2′,2; 3′)DA
μ (3′,4′)

+

qcc

μ,ik(1,1′; 4′)GR
μ,kl(1

′,2′)
qcc

μ,lj (2′,2; 3′)DK
μ (3′,4′)

)
, (B1)

∂μ�R
μ(1,2) = i

2
∂/μ

∑
k,l,m,n

∫ ′ (
GK

μ,kl(1
′,2′)
ccq

μ,lm(2′,3′; 1)GR
μ,mn(3′,4′)
qcc

μ,nk(4′,1′; 2)

+GA
μ,kl(1

′,2′)
ccq

μ,lm(2′,3′; 1)GK
μ,mn(3′,4′)
cqc

μ,nk(4′,1′; 2)
)
. (B2)

The functions 

αβγ

μ,ij (1,2; 3), with α,β,γ = c,q, are the
Fermi-Bose three-vertices of the theory in the real-time
Keldysh formulation. The primed integration sign indicates
that all primed arguments have to be integrated. Here, the
contributions to the flow from four-vertices has already been
neglected. A transformation to Fourier space is beneficial,
due to energy and momentum conservation. The flowing
frequency-momentum space propagators that enter the trans-
formed flow equations read

ĜR/A
μ (�k,ε) = 1

σ s
0 ⊗ (

ε + μ − vF
�� · �k − �̂

R/A
μ (�k,ε)

) , (B3a)

ĜK
μ (�k,ε) = tanh

ε

2T

(
ĜR

μ(�k,ε) − ĜA
μ(�k,ε)

)
, (B3b)

DR/A
μ (�q,ω) = 1

2

1

V −1(�q) + �
R/A
μ (�q,ω)

, (B4a)

DK
μ (�q,ω) = coth

ω

2T

(
DR

μ (�q,ω) − DA
μ (�q,ω)

)
. (B4b)

The single-scale derivative in Eqs. (B1) and (B2) only acts
on the flowing fermionic propagators, substituting the latter by
a single-scale propagator

∂/μĜR/A
μ (�k,ε) = −(

ĜR/A
μ (�k,ε)

)2
. (B5)

Here, the μ dependence of the flowing self-energy is held
constant upon taking the single-scale derivative ∂/μ. By us-
ing the approximations mentioned in the main text—that is,
setting all the three-vertices to unity as well as neglecting any

dynamical effects—and employing all the symmetries, after a
straightforward calculation we arrive at the flow equations (4)
and (5).

As an important crosscheck of the formalism, it is desirable
to reproduce the results of the one-loop approximation of
diagrammatic perturbation theory directly within the chemical-
potential flow framework. To this end one should neglect the
chemical potential dependence of the three-vertices, setting
them to their (noninteracting) initial value at μ = 0, and one
should replace the interacting flowing propagators in the flow
equations (B1) and (B2) by their noninteracting counterparts,
Eqs. (B3a)–(B4b) with �̂

R/A
μ and �

R/A
μ set to zero. It is then

possible to perform the summations and integrations on the
right hand side of the flow equations analytically exactly, such
that—in real-space representation—one is left with simple al-
gebraic products of noninteracting propagators. Furthermore,
with these approximations the single-scale derivative ∂/μ turns
into an ordinary partial derivative ∂μ, since the remaining
terms do not contain any nontrivial μ dependences apart
from the one given by the chemical potential regulator within
the noninteracting flowing propagators. Thus the above flow
equations reduce to the simple form

∂μ�̂R
μ (1,2)= i∂μ

(
ĜR

0,μ(1,2)DK
0,μ(2,1)+ ĜK

0,μ(1,2)DA
0,μ(2,1)

)
,

(B6)

∂μ�R
μ(1,2) = i

2
∂μtr

(
ĜR

0,μ(1,2)ĜK
0,μ(2,1)

+ ĜK
0,μ(1,2)ĜA

0,μ(2,1)
)
, (B7)
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which is nothing but a differential form of the well-known
one-loop result for the fermionic self-energy and bosonic polar-
ization function [22]. Here, the subscript “0” at the propagators
indicates that they are the noninteracting ones, and the trace
in Eq. (B7) covers the discrete fermionic degrees of freedom:
sublattice, valley, and spin. The one-loop flow equations may
be integrated trivially to obtain the results of diagrammatic per-
turbation theory. To be consistent with the one-loop approxi-
mation one should employ the perturbative results for the initial

condition at μ = 0 on the left hand side of the integrated flow
equations: �̂R

μ=0 = (�̂R
μ=0)1-loop and�R

μ=0 = (�R
μ=0)1-loop. The

above one-loop self-energy has been obtained in Ref. [17],
albeit in the imaginary time Matsubara formalism at zero
temperature, showing that the logarithmic zero momentum
divergence found at charge neutrality is regularized by a finite
chemical potential; cf. Eq. (10). The one-loop polarization
function at finite temperature and density has been calculated
in Ref. [18] also within the Keldysh formalism.
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We develop a theory for the pseudorelativistic fractional quantum Hall effect in graphene, which is based on
a multicomponent Abelian Chern-Simons theory in the fermionic functional integral approach. Calculations are
performed in the Keldysh formalism, directly giving access to real-time correlation functions at finite temperature.
We obtain an exact effective action for the Chern-Simons gauge fields, which is expanded to second order in the
gauge field fluctuations around the mean-field solution. The one-loop fermionic polarization tensor as well as
the electromagnetic response tensor in random phase approximation are derived, from which we obtain the Hall
conductivities for various FQH states, lying symmetrically around charge neutrality.

DOI: 10.1103/PhysRevB.97.115123

I. INTRODUCTION

The integer quantum Hall effect (IQHE) is a remarkable
experimental discovery of the early 1980s, since it proves
quantum mechanics at work on macroscopic scales [1]. In
a nonrelativistic two-dimensional electron gas (2DEG) at
low temperatures and in high external magnetic fields, the
Hall conductivity shows a plateau structure as a function of
the magnetic field or chemical potential occurring at integer
multiples of the “conductance quantum” e2/h. Remarkably,
the existence of these plateaus can already be understood in
simple noninteracting models by the formation of discrete,
equidistant energy levels, the Landau levels (LLs) [2].

In sharp contrast to an ordinary 2DEG with its parabolic
band structure, in the vicinity of the charge neutrality point,
the band structure of graphene mimics the energy-momentum
dispersion of massless, relativistic Dirac particles [3–7]. When
subjected to strong magnetic fields such a pseudorelativistic
dispersion relation has profound consequences on the LLs,
which, in turn, influences the measurable Hall conductivity
[6,8]. In theoretical studies one finds an anomalous quantiza-
tion, where each of the four fermionic flavors in graphene con-
tributes a half-integer, n + 1/2, to the total Hall conductivity
[8–10]

σ0,xy = ±4

(
n + 1

2

)
e2

h
, n = 0,1,2, . . . . (1)

The additional fraction of 1/2 can be traced back to the
existence of a half-filled Landau level located directly at the
charge neutrality point, which has only half the degeneracy
of the other levels (the spectral anomaly), while the factor of
four is a direct consequence of the four independent SU(4)
symmetric flavors of charge carriers in the low-energy Dirac
model. With the recent success of graphene’s experimental
isolation, these theoretical predictions became experimentally
accessible and could indeed be verified [11,12].

Shortly after the IQHE was discovered in nonrelativistic
semiconducting devices, measurements on high quality sam-
ples revealed the occurrence of additional plateaus at certain

fractional fillings [13,14], and more recently this effect has
also been observed in graphene [15–17]. For this fractional
quantum Hall effect (FQHE), electron-electron interactions
are an essential ingredient in the theoretical treatment to gain
further understanding of the underlying physics. The main
difficulty here is that the noninteracting Landau levels, forming
the basis of the analysis, are macroscopically degenerate. As a
consequence, conventional perturbative approaches inevitably
fail, making the FQH system a prime example for strongly
correlated matter, which has to be analyzed by truly nonper-
turbative methods.

Based on the seminal work of Laughlin [18], Jain introduced
the idea that physical electrons/holes and magnetic flux quanta,
or vortices, form bound states, so-called “composite fermions”
[19]. Due to the process of flux nucleation, the magnetic field
is reduced, leading to a new set of effective Landau levels that
are occupied by the composite fermions. The integer fillings
of those effective LLs map to the fractional fillings observed
in the experiments. Thus, the fractional QHE of ordinary
fermions can be understood as an integer QHE of composite
fermions [2,20]. This intuitive, albeit rather unconventional
picture led to a vast body of theoretical predictions, which
could be verified experimentally to a large extent [21–36].
Applying these ideas to the Dirac electrons in graphene leads
to the notion of “composite Dirac fermions.” Accordingly,
one might expect that their pseudorelativistic spectrum, which
leads to the anomalous quantization of the Hall conductivity
in the noninteracting case, leaves its marks in the FQHE.

In the theoretical treatment of the FQHE, there are several
slightly different approaches to realize Jain’s idea of flux-
binding. Within the trial wave function approach, vortices are
attached in the form of Jastrow factors multiplying the many-
body wave function of noninteracting fermions in an IQH state
[2,20]. To make use of this strategy in graphene, one considers
a completely empty or completely filled lowest LL—usually
the one at the charge neutrality point—as the vacuum state
and attaches flux quanta to the physical electrons/holes that
partially fill/deplete this energy level. Thereby it is assumed
that the effective LLs and their associated single-particle wave
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functions, which make up the IQH state, are not of the Dirac
type, but coincide with the nonrelativistic Schrödinger type
ones [8,37,38]. This assumption is justified by the fact that
the quenched Hamiltonian of graphene projected to the lowest
LL is identical to the Hamiltonian encountered in systems
with a nonrelativistic parabolic dispersion [8,37–39]. Loosely
speaking, graphene electrons confined to the lowest LL lose
their identity as Dirac fermions upon projection, such that the
only impact of graphene’s unconventional band structure is the
SU(4) symmetry of the ansatz wave function, which derives
from the SU(4) symmetry of the individual fermionic flavors.
This construction leads to the conventional Jain sequence
and wave functions. Straightforward generalizations of this
approach are given by Halperin wave functions [8,40–44],
which potentially break the SU(4) symmetry down to SU(2)⊗2

or even U(1)⊗4.
Despite its indisputable successes, the trial wave function

approach has several drawbacks, two of which we want to
comment on further. First, it crucially depends on projected
Hamiltonians, which typically neglect LL mixing. While
for nonrelativistic systems for the most part this is only a
minor issue, since at large magnetic fields LL mixing is
suppressed as 1/

√
B [45], in graphene, it is a substantially

more severe problem. Here, LL mixing is controlled by the
fine structure constant α, which is independent of the magnetic
field and—more importantly—genuinely large (α ≈ 2.2 in
suspended graphene), making LL mixing a nonperturbative
problem already on the level of the Hamiltonian [46,47].
Hence, although the kinetic energy may be quenched within a
partially filled LL, the electrons in graphene still feel their Dirac
heritage. Yet, if LL mixing is taken into account, at least per-
turbatively, Refs. [46,47] reported—quite surprisingly—that it
has practically no effect on the wave functions in the zeroth
LL. Not entirely decoupled from the above, the second main
problem is concerned with particle-hole symmetry, or rather
its strong breaking inherent in the construction of trial wave
functions. The origin of paticle-hole symmetry is different
for nonrelativistic and relativistic systems. For the former,
it is only an emergent symmetry of the lowest LL projected
Hamiltonian, but for the latter, it is an exact symmetry of
the unprojected Hamiltonian (and, hence, is a good symmetry
even if LL mixing is taken into account). The construction
of particle-hole conjugated wave functions is still possible,
but the explicit symmetry breaking is not only unsatisfying
but also comes with its own complications, see, for example,
Refs. [48,49] for a more elaborate discussion.

A complementary approach to the construction of explicit
wave functions is the Chern-Simons field theory, which does
not rely on a projection to the lowest LL. Here, magnetic
flux tubes—which should be distinguished from the vortices
of the wave-function approach—are attached to the fermionic
degrees of freedom either via a singular gauge transformation
[20,50], or equivalently via a minimal coupling of a Chern-
Simons gauge field to the kinetic action in addition to a
kinetic Chern-Simons term [51–55]. (See also Ref. [56] for
a similar treatment involving bosons.) In the process, ordinary
fermions are transformed into composite fermions, whose
nature—Schrödinger or Dirac—is determined by the structure
of the kinetic action. Hence, as opposed to the picture drawn in

Ref. [37], the Chern-Simons composite fermions in graphene
are actual Dirac-type particles. Accordingly, one might expect
that the spectral anomaly of the composite Dirac fermions (the
half-integer quantization of the filling fractions) enters the an-
alytical formulas for the total filling fraction/Hall conductivity
of the electronic system. However, the graphene Chern-Simons
theories proposed in Refs. [57,58] attach flux to the physical
electrons/holes with respect to the bottom/top of the lowest LL,
which eliminates the spectral anomaly and yields predictions
for the total filling fraction that are in accordance with the
wave-function approach. Concerning LL mixing, the Chern-
Simons approaches reside on the other side of the spectrum,
meaning there is a large amount of LL mixing [59], which is a
result of the Chern-Simons transformation and the absence of
projection. Regarding the nonperturbative nature of LL mixing
in graphene, this feature should not necessarily be considered a
flaw, but the question, if the Chern-Simons induced LL mixing
describes the physical reality accurately, remains.

Although the non-Dirac nature of the composite fermions
in graphene’s lowest LL appears to be fully established
by the results of Ref. [47], the conclusion that theoretical
frameworks that employ Dirac-type composite fermions,
such as the aforementioned pseudorelativistic Chern-Simons
theories of Refs. [57,58], lose their viability would be too hasty
as Son’s work, Ref. [49], impressively shows. Focussing on
the conventional nonrelativistic FQH system, Son proposed
a manifestly particle-hole symmetric, pseudorelativistic
effective model, which declares Jain’s composite fermion to
be a Dirac particle by nature. Specifically, the ν = 1/2 state is
described by a charge neutral Dirac particle interacting with
an emergent gauge field (not of the Chern-Simons type) that
forms a Fermi liquid, while Jain’s principal sequence around
half-filling can be explained as the IQHE of those Dirac
quasiparticles, fully incorporating the particle-hole symmetry
of the lowest Landau level.

In contrast to Son’s effective model, in the present paper, we
employ a rather standard microscopic Chern-Simons theory,
similar to Refs. [57,58]. The crucial difference to those works
is the reference point at which we implement Chern-Simons
flux-attachment, namely the particle-hole symmetric Dirac
point at charge neutrality. This shift in the reference point
should not be underestimated as a mere shift in the total filling
fraction, since it allows for a flux-attachment scheme that is
distinctively different from the aforementioned approaches.
Instead of attaching flux to the physical electrons/holes, it
is possible to attach flux to the charge carrier density, that
is, electron- or hole-like quasiparticles measured from the
charge neutrality point. In particular, we obtain a mean-field
equation which involves the charge carrier density, instead of
the electron/hole density, and within the calculation of Gaus-
sian fluctuations, we naturally encounter pseudorelativistic
propagators experiencing an effective magnetic field, which
incorporate the spectral anomaly. Our central result is the
electromagnetic polarization tensor in linear response to an
external perturbation, which—among others—gives access
to the Hall conductivity of the multicomponent fractional
quantum Hall system:

σxy =
∑

α

σα
0,xy −

∑
α,β

σ α
0,xy(σ̂0,xy + K̂−1)−1

αβ σ
β

0,xy . (2)
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Here, σα
0,xy is the Hall conductivity of a noninteracting, single

flavour α, which is half-integer quantized at low temperatures,
due to the Dirac nature of the composite fermions, σ̂0,xy is a
diagonal matrix containing these single flavour conductivities,
and K̂ is an integer-valued symmetric matrix accounting for
the flux-attachment [60].

We show that Eq. (2) leads to particle-hole symmetric Hall
plateaus around charge neutrality, if positive flux-attachment
to electronlike and negative flux-attachment to hole-like quasi-
particles is considered. This observation enables us to construct
manifestly particle-hole symmetric filling fractions as func-
tions of the chemical potential. This result seems surprising,
since the Chern-Simons term explicitly breaks particle-hole
symmetry—which is why Son discarded such a term in
his effective theory [49]—irrespective of the reference point
where the Chern-Simons flux is attached. Since this symmetry
cannot be generated dynamically, particle-hole symmetric Hall
plateaus are not expected to occur in such a symmetry broken
theory. The puzzle is resolved as follows. The standard def-
inition of the particle-hole transformation involves fermionic
and bosonic fields only, but leaves the Chern-Simons coupling
untouched. By allowing the coupling to depend on the sign of
the carrier density, we have altered the flux-attachment pre-
scription in such a way to make it consistent with the standard
particle-hole symmetry transformation. One may also interpret
it the other way around: we use the standard flux-attachment
but change the symmetry transformation to involve a sign
flip of the Chern-Simons coupling. Thus, one may argue that
the Chern-Simons term only breaks particle-hole symmetry
in a weak sense, since it can be circumvented altogether by
sufficiently modifying the symmetry transformation or the
flux-attachment prescription, alleviating the seeming incom-
patibility of particle-hole symmetry and Chern-Simons theory.
Furthermore, we show that the above formula reproduces the
Hall conductivities proposed in Refs. [61,62] as special cases,
as well as several other filling fractions that have been obtained
in the wave-function approach.

In this paper, we employ the real-time Keldysh formal-
ism, which offers several technical advantages in comparison
to the conventional real-time ground-state formalism. This
formulation will allow for a natural regularization of the
otherwise ill-defined mean-field equations, upon which the
flux-attachment interpretation is based, and it additionally
yields results that are valid at finite temperature, which come
without further calculational costs. Our exposition is inspired
by the original work of Refs. [51,53], where the fermion
Chern-Simons theory for the FQHE of nonrelativistic matter
has been introduced. Since there are several subtle differences
due to the Dirac nature of the quasiparticles and the Keldysh
formulation, we will present the theory in a self-contained
manner. The outline of the article is as follows. In Sec. II,
we describe the field theory of interacting Dirac fermions
coupled to statistical Chern-Simons fields with the Abelian
gauge group U(1)⊗4. In the subsequent section, we derive an
exact effective action for the statistical gauge fields and discuss
its Gaussian approximation around the mean-field solution of
the quantum Hall liquid. Section IV contains our main results.
We address the topic of gauge fixing and calculate the full elec-
tromagnetic response tensor together with Hall conductivities
for a selected set of states. We conclude in the final section.

Further technical details of the computation are given in two
appendices.

II. ABELIAN CHERN-SIMONS THEORY

The starting point of our considerations is the second quan-
tized low-energy Hamiltonian for interacting Dirac electrons
in monolayer graphene (h̄ = 1),

H =
∫

�x
�†(�x)ĤD�(�x) + 1

2

∫
�x,�y

δn(�x)V (�x − �y)δn(�y), (3)

with δn(�x) = �†(�x)�(�x) − n̄(x). The fermionic field opera-
tors � and �† are, in fact, eight-component spinors � ≡
(�↑ �↓)ᵀ, with �σ ≡ (ψAK+ ψBK+ ψBK− ψAK− )ᵀ

σ
.

The indices A/B,K±, and ↑, ↓ represent sublattice, valley,
and spin degrees of freedom, respectively.

The first term—the Dirac part of the Hamiltonian—
describes the dynamics of the four flavors of Dirac electrons
α = (K+↑,K−↑,K+↓,K− ↓). Within the basis chosen above,
the single-particle Hamiltonian ĤD assumes a diagonal form
in flavor space,

ĤD = diag(HD,K+↑,HD,K−↑,HD,K+↓,HD,K−↓), (4)

where the Hamiltonian for each individual flavor reads

HD,α = −καivF �σ · �∇. (5)

Here, κα = ±1 distinguishes between the two valleys K±, and
vF is the Fermi velocity with the numerical value vF ≈ c/300.
Note that we indicated the 4 × 4 matrix structure of the flavor
space in Eq. (4) with a hat symbol explicitly, while the 2 × 2
matrix structure of the sublattice space is implicit.

The second term of Eq. (3) describes two-particle interac-
tions between the Dirac fermions. The interaction amplitude
is given by the instantaneous, U(4) symmetric Coulomb inter-
action

V (�x − �y) = e2

ε|�x − �y| . (6)

The term n̄(�x) = ∑
α n̄α(�x) in the definition of the bosonic

operator δn(�x) is a background density. In general, it is space-
and possibly even time-dependent, but for our purposes, how-
ever, will be constant. It acts as a counterterm, that cancels the
zero momentum singularity of the bare Coulomb interaction.
Furthermore, ε is the dielectric constant of the medium (being
unity in vacuum), which describes the influence of a substrate
on the bare Coulomb interaction.

In this paper, we employ the Keldysh formalism to formu-
late a real-time theory at finite temperature and density for the
four interacting flavors of Dirac particles in graphene, that are
subject to an external magnetic field and coupled to four sta-
tistical U(1) gauge fields. Within the Keldysh formulation, the
dynamical degrees of freedom of the theory are defined on the
Schwinger-Keldysh contour, which is a closed contour in the
complex time plane [63,64]. The time arguments of the field op-
erators are elevated to contour-time and correlation functions
are derived as the expectation value of their “path ordered”
products. As shown in Fig. 1, the time contour starts at a refer-
ence time t0—at which the initial density matrix is specified—
extends into the infinite future along the real axis and returns to
the reference time eventually. Here, we are mainly interested in
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FIG. 1. Schwinger-Keldysh closed time contour in the complex
time plane with forward (C+) and backward time branch (C−). Here,
t0 is a reference time, where an initial density matrix enters the theory.
Since we are only interested in the system’s linear response properties
close to thermal equilibrium, we send the reference time to the remote
past (t0 = −∞) outright.

the thermal equilibrium state in linear response to an external
electromagnetic perturbation. Therefore we send the reference
time t0 to the infinite past, which erases all the information
about possible nontrivial initial correlations and transient
regimes [65,66]. As a consequence, the quantum kinetic
equations are of no further concern, since they can be trivially
solved by the well-known thermal distribution functions [64].

Before we discuss the field theoretic model in its action
formulation, a few remarks concerning notational conventions
are in order. First, to a large extent, we will work within the
abstract contour-time representation, and only switch to a
physical real-time representation at the end of Sec. III when we
discuss Gaussian fluctuations of the bosonic effective action
around the mean-field solution of the fractional quantum Hall
liquid. The major advantage of the contour-time representation
is that it allows for a compact and concise notation, resembling
the zero temperature vacuum (or ground state) theory, yet
encoding the full information of thermal fluctuations [63].
Furthermore, we employ a covariant notation, where upper
and lower case greek letters μ, ν, and λ denote contra-
and covariant components of a Minkowski three-vector,
respectively. As usual, a repeated index implies summation
according to the Einstein summation convention. This
summation rule is lifted if a repeated index is bracketed. [This
statement will only apply for repeated flavor space indices
α and β, see Eq. (13) for instance.] The convention for the
flat Minkowski metric is chosen to be ημν = diag(1,−1,−1),
and natural units (h̄ = c = 1) are used throughout the article.
Lastly, space-time integrations will be denoted by∫

C,x

≡
∫

C
dt

∫
d2r, (7)

where C indicates that the time integration is performed along
the Schwinger-Keldysh contour, and x = xμ = (t,�r) labels
(contour-)time and spatial variables. After introducing these
general notational conventions, we proceed to describe the
details of the model.

The entire physical content of the theory is summarized by
the coherent state functional integral [63,64,67]

Z
[
eAμ + Aα

μ

] =
∫

DψDψ†Da eiS[ψ,eAμ+Aα
μ,aα

μ], (8)

which is a generating functional of correlation functions. The
action S in the exponential can be written as a sum of three
terms:

S
[
ψ,eAμ + Aα

μ,aα
μ

] = SD

[
ψ,eAμ + Aα

μ + aα
μ

]
+ SCoul[ψ] + SCS

[
aα

μ

]
, (9)

where the first two terms, involving the fermionic fields, are
readily obtained from the Heisenberg picture Hamiltonian
H (t) by the definition

SD[ψ] + SCoul[ψ] =
∫

C,t

(∫
�r
�†(x)i∂t�(x) − H (t)

)
. (10)

The bosonic fields within the Dirac part of the action,
Aμ,Aα

μ, and aα
μ, are introduced via the minimal coupling pre-

scription. They represent an external electromagnetic potential,
local two-particle source fields, and the statistical gauge fields,
respectively. The source fields will later be used to generate
the desired correlation functions. The Dirac action can be
written compactly as a quadratic form of an eight-component
Grassmann spinor � [5,9]

SD

[
ψ,eAμ + Aα

μ + aα
μ

] =
∫

C,xy

�†(x)Ĝ−1
0 (x,y)�(y). (11)

The matrix Ĝ−1
0 is the inverse contour-time propagator, which

inherits the flavor diagonal structure from the single-particle
Hamiltonian (4):

Ĝ−1
0 = diag

(
G−1

0,K+↑,G−1
0,K−↑,G−1

0,K+↓,G−1
0,K−↓

)
. (12)

According to Eq. (5), the dynamics of each flavor is governed
by the pseudorelativistic, massless Weyl operator

G−1
0,α(x,y) = δC(x − y)

(
iσ

μ
(α)D(α)

μ + μα

)
. (13)

Here, δC(x − y) = δC(x0 − y0)δ(�x − �y) involves the contour-
time delta function [63] and σμ

α ≡ (σ0,καvF σ1,καvF σ2) is a
three-vector of Pauli matrices, acting in sublattice space. The
gauge covariant derivative

Dα
μ = ∂μ + ieAμ(xμ) + iAα

μ(xμ) + iaα
μ(xμ) (14)

contains the aforementioned covariant vector potentials
Aμ, Aα

μ, and aα
μ. For the external potential Aμ, we choose the

Landau gauge, Aμ(xμ) = (0,Bx2,0) = (0,By,0), to describe
a uniform and static magnetic field B perpendicular to the
graphene plane. Note that it does not depend on the flavor
index α, so that all flavors universally couple to the same
field. The source fields Aα

μ and the statistical gauge fields
aα

μ, on the other hand, do carry a flavor index and, thus,
couple to each fermionic flavor individually. Such a coupling
breaks the global U(4) symmetry of the theory without Chern-
Simons fields down to a local U(1)⊗4 symmetry. Finally, we
introduced a flavor dependent chemical potential μα , allowing
for independent doping of the individual flavors. Physically,
this flavor dependence may be thought of as originating from
a generalized Zeeman term [8].

The Coulomb interaction part requires no further discussion
as it is directly obtained from the interaction part of the
Hamiltonian (3),

SCoul[ψ] = −1

2

∫
C,xy

δn(x)V (x − y)δn(y), (15)

with V (x − y) = V (�x − �y)δC(x0 − y0).
The third term in the action (9) is the kinetic term for the

four statistical gauge fields, which is given by a generalized
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Chern-Simons action [51,53,54,59]

SCS
[
aα

μ

] = 1

2
(K̂−1)αβ

∫
C,x

εμνλaα
μ(x)∂νa

β

λ (x). (16)

Herein εμνλ is the total antisymmetric Levi-Civita tensor (we
use the convention ε012 = 1), and K̂ is a regular, i.e., invertible,
symmetric 4 × 4 matrix,

K̂ = 2π

⎛
⎜⎜⎝

2k1 m1 n1 n2

m1 2k2 n3 n4

n1 n3 2k3 m2

n2 n4 m2 2k4

⎞
⎟⎟⎠, (17)

with integers ki,mi,ni . For those configurations of integers
where K̂ happens to be singular, Eq. (16) needs to be regu-
larized. This may be achieved by adding a diagonal matrix
R̂ = 2πdiag(+iη,−iη, + iη,−iη) to Eq. (17), where η is
an infinitesimal (the signs therein are purely conventional).
The physical meaning of the K matrix is to attach statistical
magnetic flux to the fermions. This feature will become more
clear in the next section when we discuss the stationary phase
approximation.

The theory we described above possesses a local U(1)⊗4

symmetry, in comparison to the symmetry of the original
model of interacting electrons in graphene, being a global
U(4) flavor symmetry (U(2) × U(2), respectively, if one takes
into account a Zeeman term [5]). It has to be emphasized that
the symmetry is broken explicitly by considering the flavor
dependent chemical potential in addition to the U(1)⊗4 sym-
metric gauge field coupling. As pointed out by the authors of
Ref. [54], who studied the FQHE for nonrelativistic fermions in
bilayers, as well as SU(2) symmetric monolayers, the original
U(4) symmetry may only be generated dynamically (once the
flavor dependence of the chemical potential is neglected [54]).
Therefore it is expected that some of the fractional quantum
Hall states we obtain in this work—after certain necessary
approximations have been made—may not be realized in the
exact theory, as they could be destabilized by higher-order
fluctuations. A manifestly U(4) [respectively, U(2) × U(2)]
symmetric theory, on the other hand, could be constructed
in analogy to Refs. [52,54], by considering an appropriate
non-Abelian generalization of Eq. (16), with a corresponding
set of non-Abelian statistical gauge fields, coupling gauge
covariantly to holon and spinon fields; see Sec. V for a brief
discussion. Clearly, such a non-Abelian gauge theory is in
many aspects significantly more complex than the Abelian
theory of the present article and we leave its construction and
analysis for future work.

As a final remark we want to stress that the partition function
(8) as it stands is not well-defined. Since the Chern-Simons
fields aα

μ are gauge fields, the functional integral contains an
infinite summation over all, physically equivalent orbits of
pure gauge, leading to a strong divergence. In order to extract
physically meaningful information from the partition function,
the gauge equivalent orbits have to be removed, such that each
gauge field configuration in the functional integral uniquely
corresponds to a physical field configuration. To this end,
we employ the well-known Fadeev-Popov procedure [68], but
we postpone the details of the discussion to Sec. IV. For now

we work with Eqs. (8) and (9) as they are, but keep in mind
that they need to be modified.

III. EFFECTIVE BOSONIC ACTION, MEAN-FIELD
THEORY, AND GAUSSIAN FLUCTUATIONS

In this section, we derive an exact expression for the
effective action of the gauge fields aα

μ, following Ref. [51].
Subsequently, the nonpolynomial action we obtain will be
expanded to second order in the fluctuations around its mean-
field solution, resulting in an exactly solvable Gaussian model.
The quadratic action will be stated in its real-time form in
Keldysh basis.

Due to the Coulomb interaction being quartic in the
fermionic fields, an integration of these microscopic degrees
of freedom is not readily possible. For this reason, we rewrite
the problematic interaction term by means of a Hubbard-
Stratonovich transformation in the density-density channel
[64], which introduces an auxiliary boson φ:

eiSint [ψ] =
∫

Dφ eiSHS[φ]+iSint [ψ,φ]. (18)

The quadratic action of the Hubbard-Stratonovich boson is
given by

SHS[φ] = 1

2

∫
C,xy

φ(x)V −1(x − y)φ(y), (19)

with the inverse Coulomb interaction V −1, which, of course,
has to be understood in the distributional sense. The second
term contains a trilinear Yukawa-type interaction and a linear
term, describing the interaction of the auxiliary boson with the
background density n̄:

Sint[ψ,φ] = −
∫

C,x

φ(x)(�†(x)�(x) − n̄(x)). (20)

Note that the fluctuating Bose field φ in the Yukawa interaction
appears on the same footing as the zero component of the
external gauge potential Aμ, coupling to all flavors identically,
see Eqs. (11)–(14). As a consequence of the above manip-
ulation, the Grassmann fields ψ appear only quadratically,
such that the fermionic integral can be performed exactly. Our
intermediate result for the effective action now only contains
bosonic degrees of freedom:

S ′
eff

[
eAμ + Aα

μ,aα
μ,φ

]
= −itr ln Ĝ−1

0

[
eAμ + Aα

μ + aα
μ + φδ0μ

]
+ SHS[φ] + φn̄ + SCS

[
aα

μ

]
. (21)

Remarkably, the Hubbard-Stratonovich boson φ can be
integrated exactly after shifting the statistical gauge fields as
follows: aα

μ → aα
μ − φδ0μ [51,54]. The result is the desired

effective action of the Chern-Simons gauge fields in the
presence of the two-particle source fields Aα

μ:

Seff
[
eAμ + Aα

μ,aα
μ

] = −itr ln Ĝ−1
0

[
eAμ + Aα

μ + aα
μ

]
+ SV

[
aα

μ

] + SCS
[
aα

μ

]
. (22)
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The term SV [aα
μ] is a quadratic functional of the gauge fields

that is generated by the φ integration:

SV

[
aα

μ

] = −1

2

∫
C,xy

(
(K̂−1)α1β1ε

0μ1ν1∂μ1a
β1
ν1

− n̄α1

)
(x)

×V α1α2 (x − y)
(
(K̂−1)α2β2ε

0μ2ν2∂μ2a
β2
ν2

− n̄α2

)
(y).

(23)

Here we have defined V αβ(x − y) ≡ V (x − y), where the ad-
ditional flavor-space indices keep track of the correct summa-
tion. Note that Eq. (23) is nothing but the Coulomb interaction
term (15), in which the density of flavor α,�

†
(α)(x)�(α)(x), is

substituted by (K̂−1)αβε0μν∂μaβ
ν (x). In the above derivation, no

approximations were involved. Yet, due to the nonpolynomial
tracelog term, the residual functional integral over the gauge
fields cannot be performed exactly. A common strategy to deal
with this problem, which we adopt here as well, is to find
the field configuration in which the effective action becomes
stationary and, subsequently, expand in powers of fluctuations
around the mean.

The variation of Eq. (22) in the absence of two-particle
sources Aα

μ yields

δSeff

δaα
μ(z)

= −jμ
α (z) + (K̂−1)αβεμνλ∂νa

β

λ (z)

−
∫

C,xy

(
(K̂−1)α1β1ε

0μ1ν1∂μ1δ
μ
ν1

δβ1
α δC(x − z)

)
×V α1α2 (x − y)

(
(K̂−1)α2β2ε

0μ2ν2∂μ2a
β2
ν2

− n̄α2

)
(y).

(24)

Here, jμ
α is the particle 3-current density per flavor α in the

presence of an external gauge potential Aμ and the Chern-
Simons fields aα

μ:

jμ
α (x) = −i

δ

δaα
μ(x)

tr ln Ĝ−1
0

[
eAμ + aα

μ

]
. (25)

We have to stress at this point that Eqs. (24) and (25) have
to be treated with special care as they demand a proper
regularization. First, in the infinite system, the particle current
is not well defined, since its μ = 0 component—being the
particle density—diverges. This fact is a direct consequence
of the Dirac approximation of the tight-binding graphene
spectrum. Another issue is related to the fact that the definition
of the particle current involves the average of a (contour-)time
ordered product of two fermionic fields evaluated at the same
time. However, these problems are immediately resolved once
the theory is mapped to the physical real-time representation
in Keldysh basis. Hereto, one splits the Schwinger-Keldysh
contour into a forward and backward branch and defines a
doubled set of fields, �± and (a±)αμ, which are associated to
the respective branch [63,64]. In a next step, one performs a
rotation from ± basis to Keldysh basis by defining “classical”
and “quantum” fields, indexed by c and q, respectively, as
symmetric and antisymmetric linear combinations of the ±
fields [63,64]. The net result is that the derivative in Eq. (24)
is performed with respect to the quantum components of the
gauge fields, the particle 3-current densities are replaced by
the well-defined charge carrier 3-current densities j̄ α

μ (x), see

Eq. (A12), and the gauge fields on the right-hand side are
replaced by their classical components [69].

The requirement of a vanishing first variation defines the
mean-field equations for the Chern-Simons fields. As pointed
out by the authors of Refs. [51,54], these mean-field equa-
tions allow for several physically different scenarios such as
Wigner crystals and solitonic field configurations. Following
Refs. [51,54], we here concentrate on those solutions, which
lead to a vanishing charge carrier current and a uniform
and time independent charge carrier density n̄α , describing
a quantum Hall liquid. In that case, Eq. (24) reduces to the
relation

n̄α = (K̂−1)αβε0μν∂μāβ
ν = −e(K̂−1)αβbβ. (26)

Here, the second equality defines the (uniform) Chern-Simons
magnetic field bα , experienced by the flavor α charge carriers,
in terms of the expectation value of the Chern-Simons fields
āα

μ ≡ 〈(ac)αμ〉. Inverting the above relation yields the statistical
magnetic fields bα as functions of the densities n̄α:

bα = −1

e
Kαβn̄β . (27)

Writing the mean-field equation in this form reveals the
physical meaning of the K-matrix, as it defines the precise
flux-attachment procedure of the multicomponent quantum
Hall system. Each flavor β of charge carriers, contributes to the
statistical magnetic field for the flavor α with a magnetic flux
Kα(β)n̄(β). Hence the component Kαβ represents the contribu-
tion to the statistical flux per flavor β as seen by flavor α. Thus
Eq. (27) may be interpreted as a “flux-binding” relation, which
transforms ordinary Dirac fermions into “composite Dirac
fermions.” Furthermore, it is important to notice that Eq. (27)
is well-defined even for singular K matrices, in contrast to
Eq. (26). Such singular configurations should not be discarded,
however, as the following discussion shows. Consider, for
example, the special case, where all components of K̂ equal
the same constant 2k. In that case, the four equations (27)
reduce to a single one, yielding a unique statistical field b

associated to the density of charge carriers n̄ = ∑
α n̄α . This

scenario corresponds to a Chern-Simons theory, where only
a single dynamical gauge field, aμ = ∑

α aα
μ, is present that

couples to the different flavors identically [57]. The other three
eigenvectors one obtains by diagonalizing Eq. (17) span a triply
degenerate subspace with eigenvalue zero, and thus decouple.
Likewise, for other singular K-matrix configurations, one
would obtain a theory with only two or three dynamical gauge
fields and a correspondingly reduced parameter space. (In the
extreme case where K̂ is identically zero, all gauge fields would
decouple and no flux binding could occur, which leads back to
the integer quantum Hall regime.) With this physical picture
in mind we now continue our discussion.

By virtue of the gauge covariant derivative (14), each one of
the statistical magnetic fields (27) adds to the external magnetic
field B individually, resulting in a flavor-dependent effective
magnetic field [70]

Bα
eff = B + bα = B − 1

e
Kαβn̄β . (28)

It is this effective magnetic field, rather than the external field
B alone, which enters the fermionic propagators, such that
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Eqs. (27) and (28), in fact, represent self-consistency equations.
A straightforward calculation of the free propagator for Dirac
fermions moving in the effective magnetic field Bα

eff yields
the charge carrier density for the flavor α as a function of the
chemical potential μα , the effective magnetic field Bα

eff, and
temperature T (see Appendix A for details):

n̄α

(
μα,Bα

eff,T
) = 1

2π�2
(α)

ν(α)
(
μα,Bα

eff,T
)
. (29)

Here, we have introduced the magnetic length �α = 1/
√|eBα

eff|
and the filling fraction per flavor [9,10],

να = 1

2

(
tanh

μα

2T
+

∞∑
n=1

∑
λ=±1

tanh
λ
√

nωα
c + μα

2T

)
, (30)

where ωα
c = √

2vF /�α denotes the pseudorelativistic cyclotron
frequency. The charge carrier density as a function of an
effective magnetic field Bα

eff at constant chemical potential μα

and the filling fraction as a function of the chemical potential
at constant field are shown in Fig. 2. At large magnetic fields
and low temperatures, the filling fraction shows the typical
plateau structure that is characteristic for the (anomalous)
integer quantum Hall effect. This issue will be discussed in
more detail at the end of this section, once we have obtained
the Gaussian approximation to the exact action (22).

From the above mean-field equation, one may calculate the
possible fractional fillings at which the spectrum is gapped,
leading to a plateau structure for the “interacting Hall con-
ductivity,” which is the hallmark of the fractional quantum
Hall effect. However, we prefer to extract the filling fractions
directly from the interacting Hall conductivity, which will be
derived in the next section. To continue, we only need to
know that the mean-field equation has a nontrivial solution,
which depends on the K matrix, the external magnetic field,
temperature, and chemical potential. Furthermore, observe that
the effective magnetic field is invariant upon changing the sign
of Kαβ and n̄α simultaneously. This is a first hint, how to
construct manifestly particle-hole symmetric filling fractions
in the presence of a Chern-Simons term.

The stationary field configuration we found above serves as
a reference point around which one should expand the effective
action (22) in powers of field fluctuations. To this end, one
writes aα

μ = āα
μ + �aα

μ and expands the effective action to the
desired order in the fluctuation �aα

μ and the source Aα
μ. As

mentioned before, here we are only interested in an expansion
up to second order. Terms linear in the fluctuation vanish since
the effective action is evaluated at the saddle point, whereas
linear source terms do not vanish. However, since the latter only
couple to the above mean-field 3-currents, their contribution
is not interesting for the further analysis and will be omitted.
We state the result in the physical real-time representation in
Keldysh basis:

Seff
[Aα

μ,�aα
μ

] =
∫

xy

(
(�ac)αμ + (Ac)αμ (�aq)αμ + (Aq)αμ

)
(x)

(
0 (�A)μν

αβ

(�R)μν
αβ (�K )μν

αβ

)
(x,y)

(
(�ac)βν + (Ac)βν
(�aq)βν + (Aq)βν

)
(y)

+
∫

xy

(
(�ac)αμ (�aq)αμ

)
(x)

(
0 (CA)μν

αβ

(CR)μν
αβ (CK )μν

αβ

)
(x,y)

(
(�ac)βν
(�aq)βν

)
(y)

≡
∫

xy

[(
�aα

μ + Aα
μ

)ᵀ
(x)�μν

αβ (x,y)
(
�aβ

ν + Aβ
ν

)
(y) + �aα

μ(x)Cμν
αβ (x,y)�aβ

ν (y)
]
. (31)

As discussed in the paragraph following Eq. (24), the additional
degrees of freedom are a consequence of the mapping from
abstract contour to physical real time. The second line defines
a compact notation, where the Keldysh degrees of freedom
are indicated by bold symbols. While �aα

μ and Aα
μ are two-

dimensional vectors in Keldysh space with “classical” and
“quantum” components, �

μν
αβ and Cμν

αβ are triangular 2 × 2
matrices with retarded, advanced, and Keldysh components.
The latter contain the statistical information of the theory.
Since in this article we are only interested in the linear response
regime at finite temperatures, the Keldysh components (�K )μν

αβ

and (CK )μν
αβ both obey the bosonic fluctuation-dissipation

theorem [64,71].
In Eq. (31), �μν

αβ (x,y) is the one-loop fermionic polarization
tensor

�
μν
αβ (x,y) = − i

2

δ2

δaβ
ν (y)δaα

μ(x)
tr ln Ĝ

−1
0

[
eAμ + aα

μ

]∣∣∣∣
a=ā

,

(32)

in which Ĝ
−1
0 [eAμ + aα

μ] is the inverse fermionic propagator
(12) mapped to Keldysh space. Referring to Appendix B for
details, we calculated this tensor at nonvanishing temperatures.
Since the free propagators are diagonal in the flavor index, we
find that the polarization tensor is diagonal in flavor space as
well, �μν

αβ = �
μν
(α)δ(α)β . However, this may need not be the case

at higher orders, so for now we keep both indices. The tensor
Cμν

αβ (x,y), which we refer to as Chern-Simons–Coulomb
tensor, is the integral kernel of SCS[�aα

μ] + SV [āα
μ + �aα

μ].
Its real space representation reads

(CR/A)μν
αβ (x,y)

= (K̂−1)αβεμλνδ(x − y)
→
∂ λ

− ←
∂ μ1 ε0μ1μ(K̂−1)αα1V

α1β1 (x−y)(K̂−1)β1βε0ν1ν
→
∂ ν1 ,

(33)

where the arrows above the partial derivatives indicate the
direction in which they operate.
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FIG. 2. (a) Charge carrier density at constant chemical potential as a function of the effective magnetic field Bα
eff at T = 10 K (blue). The

straight dotted lines (orange) indicate the first few Landau levels. At vanishing magnetic field, the charge carrier density scales quadratically
with the chemical potential [5,10]. (Without loss of generality the sign of the chemical is assumed to be positive). Upon increasing (the absolute
value of) the effective magnetic field Bα

eff—while keeping the chemical potential fixed—the carrier density shows oscillations in the regime
ωα

c < μα , whereas for ωα
c � μα it grows linearly as a function of the magnetic field. This behavior is readily explained by the formation of

Landau levels, and the dependence of their degeneracy and relative energetic separation on the magnetic field. (b) Filling fraction per flavor
να at constant effective magnetic field Bα

eff = 15 T and temperature T = 10 K as a function of the chemical potential. The plateaus occur at
half-integer filling fractions να = ±(nα + 1/2). The transitions between the plateaus are smeared out due to temperature. (c) Derivative of
να with respect to the chemical potential as a measure for temperature-induced Landau level broadening at Bα

eff = 15 T for the temperatures
T = 5,25,50, and 75 K. Increasing the temperature clearly leads to a broadening of the discrete energy levels. Since the relativistic Landau
levels are not equidistant in energy space, the level broadening causes the Landau levels to overlap significantly away from the charge neutrality
point. The Landau level located directly at the charge neutrality point, however, remains well-defined up to rather large temperatures.

Both the fermionic polarization tensor �
μν
αβ , as well as the

Chern-Simons–Coulomb tensor Cμν
αβ , are transverse, which

may be expressed by the identities

→
∂ μ �

μν
αβ = 0, �

μν
αβ

←
∂ ν= 0, (34a)

→
∂ μ Cμν

αβ = 0, Cμν
αβ

←
∂ ν= 0. (34b)

As is well-known, this property is a consequence of gauge
invariance [68]. Furthermore, for the polarization tensor, it is
possible to factorize its tensorial structure and expand it into
three distinct scalar kernels �0

αβ,�1
αβ , and �2

αβ [51,54]. Trans-
forming to Fourier space, the 2 + 1-dimensional representation
of this expansion, where timelike (μ,ν = 0) and spacelike
(μ,ν = i,j = 1,2) indices are separated, reads

�00
αβ(ω,�q) = −�q2�0

αβ(ω,�q), (35a)

�0i
αβ(ω,�q) = −ωqi�0

αβ(ω,�q) + iε0ij qj�
1
αβ(ω,�q), (35b)

�i0
αβ(ω,�q) = −ωqi�0

αβ(ω,�q) − iε0ij qj�
1
αβ(ω,�q), (35c)

�
ij

αβ(ω,�q) = −ω2δij�0
αβ(ω,�q) + iε0ijω�1

αβ(ω,�q)

+ (δij �q2 − qiqj )�2
αβ(ω,�q). (35d)

One can readily check that the above expansion fulfills the
transversality condition (34a).

We close this section by a short discussion about the
(anomalous) integer quantum Hall effect in graphene. Al-
though the electromagnetic response of the interacting system
to an external perturbation is encoded in the electromagnetic
response tensor to be derived in the next section, the response
properties of the noninteracting system are already contained in
the fermionic polarization tensor �

μν
αβ . In fact, it is established

that the essential physics of the integer quantum Hall effect
can largely be understood within a noninteracting model and
interactions only play a minor role [72]. We therefore only need

to consider �
μν
αβ , in particular its retarded component. The dc

conductivity tensor per fermionic flavor α can be obtained as
the limit [9]

(σ0)ijα = lim
ω→0

lim
�q→0

e2

iω
(�R)ijα (ω,�q), (36)

where i,j are the aforementioned spacelike indices (i,j =
1,2). Recall that to one-loop order the polarization tensor
is diagonal in flavor space, hence we dropped the second
flavor index. Furthermore, we here concentrate on the off-
diagonal Hall conductivity, which reduces Eq. (36) to the
kernel (�R)1

α(0,0),

(
σ

xy

0

)
α

= e2(�R)1
α(0,0) = sign

(
eBα

eff

) e2

2π
να. (37)

The second equality follows after a lengthy, but straightforward
calculation. As we mentioned earlier in this section, at large
magnetic fields and zero temperatures, the filling fraction να

is quantized into plateaus located at ±(nα + 1
2 ), with nα =

0,1,2, . . ., see Eq. (30) and Fig. 2. Consequently, Eq. (37)
describes the anomalous integer quantum Hall effect of the
single fermionic flavor α. A summation of the remaining flavor
index then yields the Hall conductivity of the entire system of
Dirac particles. For simplicity, we may assume the absence
of Zeeman terms and flux-binding for the moment by setting
μα = μ and Bα

eff = B. In that case, the contributions from the
individual flavors are identical, giving rise to the well-known
factor of four after summing over all flavors. Restoring h̄ we,
thus, obtain the anomalous integer quantization of the Hall
conductivity in graphene [9,10]:

σ
xy

0 = ±sign(eB)
e2

2πh̄
4

(
n + 1

2

)
, n = 0,1,2, . . . . (38)

A finite temperature leads to a smearing of these plateaus, due
to the thermal broadening of the Landau levels. However, since
the Landau levels are not equidistant in energy because of the

115123-8



ABELIAN CHERN-SIMONS THEORY FOR THE … PHYSICAL REVIEW B 97, 115123 (2018)

linear Dirac spectrum, even a small temperature eventually
washes out the plateau structure at large fillings. Only the
lowest levels are relatively robust against the thermal smearing.
Taking into account the rather large value of the relativistic
cyclotron frequency ωc, it is possible to observe the quantum
Hall effect experimentally at room temperature [12]. By now,
this is a well-known fact, but still it is insofar astonishing, as
the quantum Hall effect for ordinary, nonrelativistic fermions
can only be observed at low temperatures, close to absolute
zero.

IV. ELECTROMAGNETIC RESPONSE TENSOR
AND HALL CONDUCTANCE

In order to obtain the electromagnetic polarization tensor,
we need to perform the residual functional integration over
the statistical gauge fields, which—according to the rules
of Gaussian integration—involves the inverse of (� + C)μν

αβ .
However, since both �

μν
αβ and Cμν

αβ are transverse, neither their
individual inverse nor the inverse of their sum does exist. This
problem is rooted in the gauge invariance of the partition
function (8). As advertised at the end of Sec. II, we here
discuss the issues of the gauge fixing procedure—resorting to
the contour-time representation for the moment—and derive
the electromagnetic response tensor, from which we obtain
the dc Hall conductivity. We emphasize that the technique
described below is not limited to the Gaussian approximation
of the effective action (22).

The problematic gauge equivalent orbits, causing Eq. (8)
to diverge, can be factorized from the nonequivalent physical
field configurations by the well-known Fadeev-Popov gauge
fixing procedure. Referring to Ref. [68] for details, we obtain
the intermediate result

Z
[
Aα

μ

] = N
∫

D�a δ
[
G

(
�aα

μ

)]
eiSeff[Aα

μ,�aα
μ]. (39)

Here, the divergent integral over pure gauge fields as well as the
so-called Fadeev-Popov determinant have been absorbed into
the formally infinite normalization constant N . Since it does
not enter any correlation function, this constant may safely
be omitted [77]. The functional delta distribution enforces the
gauge constraint G(�aα

μ) = 0 within the functional integral,
such that only physically inequivalent field configurations
contribute to the amplitude. The gauge fixing function can be
chosen at will, but for definiteness, we consider the generalized
Lorentz gauge condition,

G
(
�aα

μ

) = ∂μ�aμ
α (x) − ω(x), (40)

where ω(x) is an arbitrary function, in the remainder of this
paper.

In its present form, Eq. (39) can in principle be employed to
calculate the desired correlation functions, yet it is beneficial to
make use of Feynman’s trick of “averaging over gauges” [68].
Hereto one averages the partition function (39) over different
field configurations ω(x) with a Gaussian “probability mea-
sure.” This procedure closely resembles a Gaussian disorder
average of the partition function, albeit a disorder potential
would couple in a different manner [63,64,78,79]. The net

result is the gauge fixed partition function

ZGF
[
Aα

μ

] =
∫

D�a eiSeff[Aα
μ,�aα

μ]+iSGF[�aα
μ], (41)

where the additional contribution in the exponent is the gauge
fixing action

SGF
[
�aα

μ

] = 1

2ξ

∫
C,x

(
∂μ�aμ

α (x)
)2

≡ 1

2

∫
C,xy

�aα
μ(x)Gμν

αβ (x,y)�aβ
ν (x). (42)

Here, ξ is a real-valued parameter, which may be chosen at
will to simplify calculations. In the end, for any physical—
that is gauge invariant—observable the dependence on ξ has
to drop out. After mapping this contour-time action to the
physical real-time representation and performing the Keldysh
rotation, the additional gauge fixing term effectively leads to
the substitution Cμν

αβ → (C + G)μν
αβ in the effective action (31).

Since Gμν
αβ is invertible so is the sum (� + C + G)μν

αβ , resulting
in a well-defined functional integral over the statistical gauge
fields.

For nonvanishing source fields, the residual Gaussian inte-
gration yields the generating functional of connected correla-
tion functions [64,67]

W
[Aα

μ

] = −ilnZGF
[Aα

μ

] =
∫

xy

Aα
μ(x)Kμν

αβ (x,y)Aβ
ν (y).

(43)

In this expression, Kμν
αβ (x,y) defines the electromagnetic po-

larization tensor. Accordingly, it represents the linear electro-
magnetic response of the system to an external perturbation.
We state its explicit form in terms of the fermionic polarization
tensor and the Chern-Simons–Coulomb tensor of the preceding
section by employing a condensed matrix notation. For the
moment the hat symbol not only indicates the flavor-space
matrix structure, but also covers the discrete Minkowski
indices μ,ν and the continuous space-time variables x,y, if
not stated otherwise,

K̂ = �̂ − �̂(�̂ + Ĉ + Ĝ)−1�̂. (44)

In this expression, matrix multiplication is defined naturally
by implying summation over discrete and integration over
continuous degrees of freedom. This tensor has the usual
triangular Keldysh space structure, with retarded, advanced,
and Keldysh components [64]

Kμν
αβ (x,y) =

(
0 (KA)μν

αβ (x,y)

(KR)μν
αβ (x,y) (KK )μν

αβ (x,y)

)
. (45)

Transforming to frequency-momentum space, these compo-
nents read

K̂
R/A

ω,�q = �̂
R/A

ω,�q − �̂
R/A

ω,�q
(
(�̂ + Ĉ + Ĝ)R/A

ω,�q
)−1

�̂
R/A

ω,�q , (46a)

K̂K
ω,�q = coth

( ω

2T

)(
K̂R

ω,�q − K̂A
ω,�q

)
. (46b)

Here, the frequency and momentum dependence has been
written as an index, flavor and Minkowski indices are still
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covered by the hat symbol. The second equation is just a
manifestation of the bosonic fluctuation-dissipation theorem.

Although the electromagnetic response tensor as given by
Eq. (44) contains the gauge fixing kernel Ĝ explicitly, any
reference of it drops out in the final expression for K̂ . In fact, the
electromagnetic response tensor is a physical observable and,
thus, has to be gauge-invariant. We have checked explicitly
for a single flavor that other common choices, such as the
Coulomb and axial gauge, indeed, lead to the same result.
As a consequence of gauge invariance, the electromagnetic
response tensor K̂ is transverse and, hence, admits the very

same decomposition as the fermionic polarization tensor �̂,
see Eqs. (35a)–(35d). The only difference are the kernels
K̂ 0/1/2, which are now complicated functions of the kernels
�̂0/1/2, the K-matrix and the (Fourier transformation of the)
Coulomb interaction matrix V̂ (�q). Recall that the latter is a
4 × 4 matrix in flavor space, with all its components being
equal to the same Coulomb interaction amplitude (6); see also
Eq. (23), the comments thereafter and Eq. (33). Suppressing
frequency and momentum labels (the hat symbol only indicates
flavor space here), we obtain for the retarded kernels

K̂R
0 = K̂−1(D̂R)−1K̂−1, (47a)

K̂R
1 = K̂−1 + 1

2
K̂−1[(�q2V̂ K̂−1 − (

�̂R
0

)−1(
�̂R

1 + K̂−1))(D̂R)−1 + (D̂R)−1(K̂−1 �q2V̂ − (
�̂R

1 + K̂−1)(�̂R
0

)−1)]K̂−1, (47b)

K̂R
2 = − 1

�q2
K̂−1(�q2V̂ K̂−1 − (

�̂R
0

)−1(
�̂R

1 + K̂−1))(D̂R)−1(K̂−1 �q2V̂ − (
�̂R

1 + K̂−1)(�̂R
0

)−1)K̂−1

+ 1

�q2
K̂−1

((
�̂R

0

)−1 − �q2V̂ + ω2(D̂R)−1
)
K̂−1, (47c)

with

D̂R/A = −(ω ± i0)2�̂
R/A

0 + �q2
(
�̂

R/A

2 − K̂−1V̂ K̂−1
)

+ (
�̂

R/A

1 + K̂−1
)(

�̂
R/A

0

)−1(
�̂

R/A

1 + K̂−1
)
. (48)

The advanced kernels are obtained by Hermitian conjugation
just as usual. We have to emphasize at this point, that—in
contrast to the one-loop fermionic polarization tensor �̂—
the electromagnetic polarization tensor K̂ is in general not
diagonal in flavor space, but a symmetric matrix. This fact
derives from the K matrix, which is also not necessarily
diagonal, but symmetric.

The above equations, together with the results for the
fermionic polarization tensor �̂ given in Appendix B, represent
the main result of this work. Given a particular K-matrix con-
figuration, the electromagnetic polarization tensor K̂ contains
the full information about the system’s response to a weak,
external electromagnetic perturbation. The kernel K̂R

0 , when
multiplied with −�q2, equals the density response function, cf.
Eq. (35a),

K 00
αβ(ω,�q) = −�q2 K 0

αβ(ω,�q), (49)

and as such determines the dynamical screening properties, as
well as the collective modes. The latter can be obtained by the
roots of the denominator matrix D̂R , Eq. (48). Furthermore, in
the zero temperature and long wavelength limit, it is possible
to calculate the absolute value square of the ground-state
wave function and corrections thereof (as an expansion in
q/B), which was shown in Ref. [80]. The current response
tensor is given by the spatial components, μ, ν = 1, 2, of
the polarization tensor, encoding the information about the
(dynamical) conductivity tensor. In the remainder of this paper,
we focus on the dc Hall conductivity. A further investigation
of the above mentioned quantities will be left for future work.

In close analogy to the noninteracting case, we need to
investigate the zero frequency and momentum limit of the

kernel K̂R
1 to obtain the Hall conductivity. Using Eqs. (47b)

and (48), as well as lim�q→0 �q2V̂ (�q) = 0, we obtain

K̂R
1 (0,0) = lim

ω→0
lim
�q→0

1

iω
(K̂R)12(ω,�q)

= [
K̂ + (

�̂R
1 (0,0)

)−1]−1
. (50)

Clearly, if K̂ is identically zero, the kernel K̂R
1 reduces to the

noninteracting kernel �̂R
1 , leading back to the integer quantum

Hall regime, Eq. (37). For the most general K matrix, Eq. (50)
reads

K̂R
1 = 1

2π

⎛
⎜⎜⎜⎝

2k1 + 1
ν1

m1 n1 n2

m1 2k2 + 1
ν2

n3 n4

n1 n3 2k3 + 1
ν3

m2

n2 n4 m2 2k4 + 1
ν4

⎞
⎟⎟⎟⎠

−1

.

(51)

Observe that the temperature dependence only enters via the
kernel �̂R

1 , i.e., via the filling fractions να . A finite temperature
does not modify the K matrix in any way, as it should be.
Only the composite Dirac fermions, filling the effective Landau
levels, are subject to thermal fluctuations, the flux-binding
itself, as described by Eq. (27), is not influenced. Furthermore,
note that we absorbed the sign of the effective magnetic field
into the filling fractions να . As discussed above, the kernel K̂R

1
is a nondiagonal but symmetric matrix. In order to obtain the
Hall conductivity, one has to sum over all of its components:

σxy = e2
∑
α,β

(
K̂R

1

)
αβ

(0,0). (52)

This fact becomes clear by taking into account that a physical
electromagnetic fluctuation should couple identically to all
flavors. Therefore one has to neglect the flavor index of the
source fields Aα

μ(x) in Eq. (43), which, in turn, leads to
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TABLE I. Filling fraction νG for three distinct K-matrix configurations, leading to a Hall conductivity σxy = e2

2πh̄
νG (h̄ restored). The

examples (2a) and (2b), respectively, (3a) and (3b), correspond to states with the same analytical properties but interchanged spin and valley
degrees of freedom. The temperature dependence, contained within the composite-fermion filling fractions να , is suppressed. For the singular
K matrices (1), (2a), and 2(b), there exists an equivalent Abelian gauge theory with a reduced set of Chern-Simons fields. The associated gauge
groups are shown in the last column.

K matrix Total filling fraction νG Gauge symmetry

1

⎛
⎜⎜⎝

2k 2k 2k 2k

2k 2k 2k 2k

2k 2k 2k 2k

2k 2k 2k 2k

⎞
⎟⎟⎠ ν1+ν2+ν3+ν4

2k(ν1+ν2+ν3+ν4)+1 U(1)

2a

⎛
⎜⎜⎝

2k1 2k1 n n

2k1 2k1 n n

n n 2k2 2k2

n n 2k2 2k2

⎞
⎟⎟⎠

(
2k1+ 1

ν1+ν2

)
−n(

2k1+ 1
ν1+ν2

)(
2k2+ 1

ν3+ν4

)
−n2

+
(

2k2+ 1
ν3+ν4

)
−n(

2k1+ 1
ν1+ν2

)(
2k2+ 1

ν3+ν4

)
−n2

U(1)↑ ⊗ U(1)↓

2b

⎛
⎜⎜⎝

2k1 n 2k1 n

n 2k2 n 2k2

2k1 n 2k1 n

n 2k2 n 2k2

⎞
⎟⎟⎠

(
2k1+ 1

ν1+ν3

)
−n(

2k1+ 1
ν1+ν3

)(
2k2+ 1

ν2+ν4

)
−n2

+
(

2k2+ 1
ν2+ν4

)
−n(

2k1+ 1
ν1+ν3

)(
2k2+ 1

ν2+ν4

)
−n2

U(1)K+ ⊗ U(1)K−

3a

⎛
⎜⎜⎝

2k1 m1 0 0
m1 2k2 0 0
0 0 2k3 m2

0 0 m2 2k4

⎞
⎟⎟⎠ ∑

i=1,2

(
2ki+ 1

νi

)
−m1(

2k1+ 1
ν1

)(
2k2+ 1

ν2

)
−m2

1

+ ∑
i=3,4

(
2ki+ 1

νi

)
−m2(

2k3+ 1
ν3

)(
2k4+ 1

ν4

)
−m2

2

U(1)⊗4

3b

⎛
⎜⎜⎝

2k1 0 m1 0
0 2k2 0 m2

m1 0 2k3 0
0 m2 0 2k4

⎞
⎟⎟⎠ ∑

i=1,3

(
2ki+ 1

νi

)
−m1(

2k1+ 1
ν1

)(
2k3+ 1

ν3

)
−m2

1

+ ∑
i=2,4

(
2ki+ 1

νi

)
−m2(

2k2+ 1
ν2

)(
2k4+ 1

ν4

)
−m2

2

U(1)⊗4

a summation over all matrix components rather than, e.g.,
taking a trace. Equation (52) is the simplest form of the
Hall conductivity. Alternatively, our result could be written in
terms of the (anomalous) integer quantum Hall conductivities
of the noninteracting system, which may be slightly more
complicated but possibly more appealing in physical terms.
As advertised in the introduction, we get Eq. (2),

σxy =
∑

α

σ α
0,xy −

∑
α,β

σ α
0,xy(σ̂0,xy + K̂−1)−1

αβ σ
β

0,xy .

Continuing the parallels with the noninteracting case, the
Hall conductivity should be proportional to some filling factor
νG (adopting here the notation of Ref. [8]). This filling factor
can easily be extracted from Eq. (52), using the equality
σxy = e2

2π
νG. It is a complicated rational function of all the

components of the K matrix and the filling factors of the
individual composite fermions να . Clearly, for such a large pa-
rameter space some of its input will be mapped to the exact
same filling fraction νG. In other words, several different FQH
states produce the same filling fraction, respectively, the same
Hall conductivity. Hence the measurement of a Hall plateau
at a particular filling fraction alone does not identify a single
FQH state. In order to distinguish from the theoretical side
which state realizes a certain filling fraction in an actual
experiment, one should estimate the energy associated to all
of the states in question. In principle, this should lead to
a unique lowest energy state, which realizes that particular
FQH plateau. In addition, one could investigate—theoretically
and experimentally—the screening properties and/or collective

modes of the respective states to gain a deeper understanding
and potentially exclude a certain subset of states.

Considering the complexity of the matrix inverse in Eq. (51)
for the most general K-matrix configuration, it becomes clear
that a complete analysis of the full parameter space is highly
involved. For its systematic study, it is advisable to partially
restrict the parameter space and collect the corresponding
K-matrix configurations into several distinct classes, which
should have some overlap in their restricted parameter space.
In this context, recall our discussion of singular K matrices in
the preceding section. Employing this strategy it is not only
possible to explore the full parameter space eventually, but it
also simplifies the identification of the underlying physics that
is described by a particular class of K-matrix configurations
considerably. In the remainder of this paper we outline this
strategy, concentrating on a few special cases. Those K-matrix
configurations we decided to investigate further, together with
their resulting Hall conductivities are listed in Table I.

We encountered the first of these examples already in
our discussion of singular K matrices. The states described
by this particular K matrix belong to the simplest possible
class of FQH states, which can be described by a simpler
Chern-Simons gauge theory, where only a single local U(1)
gauge field is present. The structure of the K matrix indicates a
residual global SU(4) flavor symmetry, which is weakly broken
by the Zeeman terms. Once the symmetry breaking terms
are neglected—that is, equating all composite-fermion filling
fractions να = ν—we obtain a hierarchy of states described
by the filling fractions νG = 4ν

2k·4ν+1 , which have also been
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FIG. 3. Total filling fraction νG = 4ν

2k·4ν+1 as a function of the
chemical potential μ at Beff = 15 T and T = 10 K for k = +1 (blue)
and k = −1 (orange). The finite temperature smears out the transitions
from one Hall plateau to another, similar to the noninteracting case,
cf. Fig. 2. Note that the plateaus occur in pairs, lying symmetrically
around the charge neutrality point νG = 0. In this simple case, one
can construct a manifestly particle-hole symmetric filling fraction by
considering the regimes μ < 0 and μ > 0 and flip the sign of k at
μ = 0, see Fig. 4, which yields the two branches |νG| < |1/2k| and
|νG| > |1/2k|.

obtained in Ref. [62]. This total filling fraction as a function of
the chemical potential μ is shown in Fig. 3 at the effective
magnetic field Beff = 15 T and temperature T = 10 K for
k = ±1. We remind the reader that, if one wishes to change
the charge carrier density via the chemical potential, but keep
the effective magnetic field Beff to be constant, then, according
to the mean-field equation (28), one has to change the external
magnetic field B as well.

For a fixed flux attachment prescribed by the integer k, it is
obvious that the filling fraction νG is not manifestly particle-
hole symmetric. Yet, the Hall plateaus occur in particle-hole
symmetric pairs, when considering k and −k simultaneously.
This observation suggests that one can construct a manifestly
particle-hole symmetric filling fraction by distinguishing the
two regimes μ < 0 and μ > 0, and flip the sign of k at μ = 0,
which yields the two branches

ν
ph
G = 4ν

−2|k| 4ν + 1
�(−μ) + 4ν

2|k| 4ν + 1
�(μ), (53a)

ν
ph∗
G = 4ν

2|k| 4ν + 1
�(−μ) + 4ν

−2|k| 4ν + 1
�(μ), (53b)

where |νph
G | < |1/2k| and |νph∗

G | > |1/2k|. Note that the latter
branch, νph∗

G , appears to have the wrong overall sign. (Naively,
one would expect the sign of the total filling fraction νG to
coincide with the sign of μ.) But recall that we absorbed
the sign of the effective magnetic field into the composite
Dirac fermion filling fractions να , meaning that this “wrong
sign” should be interpreted as an effective magnetic field
being antiparallel to the external one. In Fig. 4, we show the
branch (53a) for |k| = 1, . . . ,4, as well as a generalization of
Eq. (53a) when a finite spin Zeeman coupling is present, with
Zeeman energies EZ = 0.1, . . . ,0.4 × h̄ωeff

c for |k| = 1. We
have chosen such large Zeeman energy scales, which vastly
exceed the ones found in a realistic graphene sample [6,8],

FIG. 4. Particle-hole symmetric total filling fractions for νG =
(ν↑+ν↓)

2k·(ν↑+ν↓)+1 , with ν↑ = ν1 + ν2,ν↓ = ν3 + ν4, as a function of the
chemical potential μ at Beff = 15 T and T = 10 K. (a) Zero Zeeman
splitting, implying ν↑ = ν↓ = 2ν, for |k| = 1, . . . ,4. (b) Finite spin
Zeeman term with Zeeman energies EZ = 0.0,0.1, . . . ,0.4 × h̄ωeff

c

for |k| = 1. The finite Zeeman term leads to the formation of new
plateaus, with the νG = 0 plateau being the most dominant one.

for demonstrational purposes to make the additional plateau
structure at νG = 0 visible.

The examples (2) and (3) of Table I are best discussed
comparatively. Each of these examples comes in two varia-
tions, where the flux attachment to spin and valley degrees
of freedom are interchanged. Without loss of generality we
may limit our comparative discussion to the (2a) and (3b)
configuration, simply referring to them as (2) and (3) if not
stated otherwise.

While the (2) configuration is another important example
of a singular K matrix, and as such can be represented in terms
of a reduced Chern-Simons theory [in this case, a U(1)↑ ⊗
U(1)↓], the (3) configuration is regular. The two K-matrix
configurations represent very different physical scenarios. The
states associated to (2) are the analog of the nonrelativistic
bilayer FQH states found in Ref. [53], where an additional
internal degree of freedom—the valley polarization—in each
“spin-layer” is present. Neglecting the Zeeman couplings in the
valley subspace, that is, equating ν1 = ν2 and ν3 = ν4, restores
the global valley SU(2) symmetry. The states associated to
the (3) configuration on the other hand, can be interpreted as
two independent, decoupled “bilayers,” one for each valley
degree of freedom. Once again, the bilayer structure is formed
by the spin degree of freedom, but the valley now appears
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as an external degree of freedom. [For comparison, the (3a)
configuration would yield a bilayer structure formed by the
valley and the spin would appear as an external degree of
freedom.]

The difference of internal and external valley polarization
is also reflected in the filling fraction itself, as can be seen
from Table I. For simplicity we set all composite fermion
filling fractions equal, να = ν, and, furthermore, we may also
set k1 = k2 = k for the (2) configuration, and kα = k,m1 =
m2 = m for the (3) configuration. In those cases the K-matrix
configurations (2a) and (2b), respectively, (3a) and (3b) yield
the same filling fraction. If the valley appears as an internal
degree of freedom, we obtain

ν int
G = 4ν

(2k + n)2ν + 1
, (54)

whereas if the valley is an external degree of freedom we get

νext
G = 2

2ν

(2k + m)ν + 1
. (55)

The two filling fractions coincide by setting n = 0 in Eq. (54)
and m = 2k in Eq. (55). It is this special case, which has been
proposed in Ref. [61].

Manifestly particle-hole symmetric total filling fractions
can be constructed for Eqs. (54) and (55) in the same way
as was done before, but this time at νG = 0 one has to flip
the sign of k and n, respectively, m, simultaneously. Similarly,
the other filling fractions in Table I also lead to particle-hole
symmetric Hall plateaus. [In general, sending K̂ → −K̂ and
να → −να results in νG → −νG, cf. Eqs. (50) and (52).] Hence
it is expected that for those filling fractions a similar, albeit
more involved construction can be performed to present them
in a manifestly particle-hole symmetric form.

As a final example we show how the prominent νG =
±1/3 filling fraction, which has recently been observed in
an experiment [7,15,16], arises in our theory. To produce
such a filling fraction, there are several possible candidates
for the K matrix, the simplest of which is given by the
configuration (1) of Table I upon choosing

∑
α να = ±1 and

k = ±1. Note that this K-matrix configuration also gives rise
to the prominent filling fractions νG = ±2/3 and νG = ±2/5,
which are obtained by setting

∑
α να = ±2 and k = ±1, or

k = ±2, respectively. Another possible choice for the K matrix
is configuration (2), where n and k2 are set to zero (one
may also set k1 = 0 instead). In that case, the total filling
fraction simplifies to νG = ν1+ν2

2k1(ν1+ν2)+1 + ν3 + ν4. Choosing
the composite fermion filling fractions and the remaining
flux-attachment parameter k1 appropriately, that is, ν1 + ν2 =
±1, k1 = ±1 and ν3 + ν4 = 0, yields νG = ±1/3 likewise.

Lastly, configuration (3) can also be employed to yield a
total filling fraction of one third and it seems to us that this is
the analogous configuration of the one discussed in Ref. [43],
which employs the conventional wave-function approach. In
this work, it was argued, that, from the four spin-valley Landau
levels, two are completely filled, one is completely empty, and a
last one is filled to one third. Taking this statement literally, one
can interpret it as follows: while the completely filled (empty)
levels each contribute to the filling fraction with + 1

2 (− 1
2 ),

the last level should be empty to a sixth (− 1
2 + 1

3 = − 1
6 ).

Setting m1 = m2 = 0, as well as k2 = k3 = k4 = 0 in the

configuration (3) of Table I, meaning that flux is attached
to one flavor only, we obtain νG = ν1

2k1ν1+1 + ν2 + ν3 + ν4.

Clearly, for ν1 = ν2 = − 1
2 , ν3 = ν4 = 1

2 , and k1 = −2, we
reproduce the above situation νG = − 1

6 − 1
2 + 1

2 + 1
2 = 1

3 .
However, the actual wave function proposed in Ref. [43] has
an (mmm)-like structure, meaning the Jastrow factor contains
an “off-diagonal” vortex-attachment accounting for interflavor
correlations between two of the four flavors, which we believe
is not realized by the above simple flux attachment. Although
the precise correspondence between the K matrix and the
electron/hole wave function is not yet clear, since our flux-
attachment scheme refers to the charge carriers rather than
electrons/holes, such off-diagonal correlations between two
flavors are achieved by relaxing the constraint that, say, m1

vanishes. Referring to the (3a) configuration for definiteness,
one may set k1 = k2 = k, k3 = k4 = 0, and ν1 = ν2 = ν. In
this special case, the total filling fraction becomes νG =

2ν
(2k+m)ν+1 + ν3 + ν4. If now k = −1 and m = 2k − 1 = −3
is considered (which resembles a K matrix that is used in the
nonrelativistic Chern-Simons theory to describe a (333) state
[54]), and ν = ν3 = ν4 = 1/2, we obtain the desired filling
fraction νG = −2/3 + 1 = 1/3.

V. CONCLUSIONS AND OUTLOOK

In the present work, we developed a finite temperature
theory for the pseudorelativistic fractional quantum Hall effect
of monolayer graphene, employing the real-time Keldysh
formalism in the functional integral approach. We considered
a U(1)⊗4 Chern-Simons gauge theory, which is minimally
coupled to the system of interacting Dirac fermions. In this
theory, each fermionic flavor interacts with any other flavor
through Coulomb interactions, in addition to an individual
U(1) gauge field. The latter transforms ordinary into composite
Dirac fermions. After integrating the fermionic degrees of free-
dom, we obtained an exact effective action for the gauge fields
that has been analyzed in the random phase approximation. We
derived the electromagnetic response tensor from which the dc
Hall conductivities have been extracted.

Our research could be extended into several different
directions. One obvious extension concerns a more detailed
analysis of the electromagnetic response tensor for the various
FQH states as presented here. The density-density response,
given by K00

αβ , allows for an investigation of the dynamical
screening properties of the system together with the spectrum
of collective modes. The current-current response, given by
K

ij

αβ , may be studied beyond the static case, which gives infor-
mation about the optical conductivityσij (ω). In this context, we
also want to mention the straightforward generalizations of the
response tensor, which result from modifications of the linear
and isotropic Dirac spectrum. Here we only considered a non-
vanishing (generalized) Zeeman term implicitly through the
flavor dependent chemical potentials μα . Other modifications,
such as trigonal warping, anisotropies in strained graphene,
or finite mass terms (gaps), could lead to interesting effects
and can be obtained by adding the respective term to the
noninteracting Dirac action (11). Note that such alterations
do not invalidate our general result given by Eqs. (47) and
(48), if the analysis is restricted to the Gaussian approximation,
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but would enter via a modification of the kernels �
0/1/2
αβ .

[The kernel expansion of Kμν
αβ is based on gauge invariance

and therefore exact, but a higher-order expansion in gauge
fluctuations prior to integration may not only be manifested
in a modification of the �̂ kernels, but also in the form of the
K̂ kernels, Eqs. (47) and (48).] Only minor modifications are
involved to describe spin- or valley-polarized bilayer graphene,
in the limit of weak interlayer coupling.

Once the Gaussian theory and, especially, the associated
collective excitations are fully understood, the next logical
step would be to consider a higher-order expansion in the
fluctuating gauge fields. Such a calculation requires a great
amount of effort and, therefore, needs to be properly mo-
tivated. While the renormalization of the collective modes
in a nonrelativistic system is constrained to some degree
by virtue of Kohn’s theorem [81], this is not the case for
(pseudo)relativistic systems like graphene. Kohn’s theorem
only applies to Galilei invariant systems, stating that in the
long wavelength limit the entire electron system performs
a cyclotron motion with the bare cyclotron frequency ωc =
eB/m, where m is the band mass. In other words, in the limit
�q → 0, the spectra of the collective modes in the IQH and FQH
system converge to the gap ωc, which is not renormalized by
Coulomb interactions [51,53,54,80]. The breakdown of Kohn’s
theorem in graphene and the associated renormalization of
cyclotron resonances may be understood intuitively by con-
sidering the renormalization of the spectrum due to Coulomb
interactions in the absence of external magnetic fields. In this
case the Coulomb interaction leads to logarithmic momentum
corrections to the Fermi velocity, which renormalize the
linear spectrum and diverge in the infrared regime at zero
temperature [6,7,82–85]. Such deviations from linearity should
influence the Landau level spectrum when finite magnetic
fields are considered, even for large fields in the IQH regime.
Indeed, perturbative calculations of the self-energy at finite
B lead to similar logarithmic corrections, which, in turn,
renormalize the noninteracting cyclotron resonances [7,73–
76], showing the breakdown of Kohn’s theorem. Since here
the FQHE is viewed as an IQHE of composite Dirac fermions
for which Kohn’s theorem does not hold, it is natural to
expect that self-energy corrections to the composite Dirac
fermions also lead to observational consequences in the FQH
regime.

The analysis of such corrections and their impact on the
electromagnetic response in particular, would require more
elaborate calculations that are going beyond the RPA of the
present paper. Recall that within the RPA the polarization
tensor �̂ is computed with noninteracting Green functions,
which take into account the finite gauge field expectation values
but neglect exchange self-energy contributions. One way to
include self-energy effects would be to expand the tracelog in
Eq. (22) to higher orders in the fluctuations as stated above.
The resulting effective action (31) would then contain non-
Gaussian contributions, which renormalize the propagator of
gauge fluctuations as well as the electromagnetic response ten-
sor K̂ , Eq. (44). Alternatively, one may reintroduce fermionic
degrees of freedom by writing the exponentiated tracelog in
Eq. (22) as a fermionic functional integral. Such a Fermi-Bose
theory allows for a more systematic approach to study the

mutual effects of gauge fluctuations on the fermionic self-
energy, and, vice versa, self-energy effects on the bosonic
polarization tensor, even beyond perturbation theory [83–85].

An important aspect in the study of the integer and fractional
quantum Hall effect constitutes the role of disorder [2]. As is
well-known, scalar potential disorder leads to a broadening of
the noninteracting Landau levels, which enter the calculation
of the fermionic polarization tensor and, in turn, lead to observ-
able consequences in the electromagnetic response spectrum,
such as new kinds of collective modes (typically, diffusion
modes). Apart from the simple scalar potential disorder, there
are other types of disorder potentials, which allow scattering
processes between different flavors, causing the fermionic
propagators to be nondiagonal in flavor space and may even
lead to another set of collective diffusion modes [86–89].
Given the large variety of possible microscopic scattering
channels among the different flavors of Dirac particles and
the mutual interactions between the possible collective modes,
the study of disorder in graphene is a highly nontrivial task.
The Keldysh formulation we employed here has proven to be
an efficient computational tool for these kinds of problems,
as one can perform a disorder average directly on the level of
the partition function, assuming that the disorder potentials are
delta correlated, which results in a fermionic pseudointeraction
[64,78,79]. In contrast to the Matsubara formulation, there
is no need of the replica trick and a subsequent analytical
continuation. The pseudointeraction term may then be ana-
lyzed by standard techniques, such as Hubbard-Stratonovich
bosonization and/or the Wilsonian/functional renormalization
group [64,78,79].

Another particularly interesting research direction concerns
the gauge group of the Chern-Simons field itself. Here we
formulated an Abelian U(1)⊗4 CS theory, where SU(2)⊗2 and
SU(4) invariant states only arise as a subset of all possible
FQH states obtained from the U(1)⊗4 theory. The symmetry
of the exact theory may only be generated as a dynamical
symmetry in a more elaborate calculation, going well beyond
the Gaussian fluctuations around a mean-field solution. An
alternative route, where the non-Abelian SU(2)⊗2, respec-
tively SU(4) symmetry is manifest, would be to formulate a
corresponding non-Abelian gauge theory in analogy to the
one proposed in Refs. [52,54]. In these works the electron
is regarded as a compound object, consisting of a charge
carrying holon and a charge neutral spinon that carries the
spin degree of freedom, which are bound together by an RV B

(resonating valence bond) gauge field. The holon interacts
with a U(1) Chern-Simons gauge field (in addition to the
charge density–charge density Coulomb interaction) which is
responsible for the actual FQHE and yields the allowed filling
fractions, whereas the spinon interacts with a non-Abelian
SU(2) Chern-Simons gauge field assigning the correct spin
structure to the respective states at each filling fraction. As
a consequence, the states for each filling fraction naturally
form irreducible representations of the non-Abelian gauge
group [90]. It should be possible to apply these ideas also
for graphene and it is expected that analogous features will
arise in this pseudorelativistic framework. The spin sector
of such theories, however, would be much more difficult to
analyze than the corresponding Abelian theory, in particular
beyond a mean-field approximation, due to the additional
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cubic gauge field term required by gauge invariance, and
propagating Fadeev-Popov ghosts, arising from gauge fixing
[68]. Nevertheless, such a model is worth studying as it may
lead to interesting insights in the fractional quantum Hall effect
in graphene.

As a last remark, we want to point out that our Chern-Simons
theory may be of use in the conventional nonrelativistic FQHE.
In this context we remind the reader of Son’s proposal of a
pseudorelativistic theory to explain the physics of a half-filled
Landau level, Ref. [49]. Naively applying our framework for a
single Dirac flavor under the assumption that charge neutrality
of this relativistic model maps to half-filling of the nonrela-
tivistic one, νNR = 1

2 + νCDF
2kνCDF+1 , we made an interesting ob-

servation: not only this formula reproduces all the particle-hole
symmetric filling fractions of Jain’s primary sequence around
half-filling, but also those filling fractions that are found in the
Haldane-Halperin hierarchy and/or Jains secondary sequence
(such as 5/13, 4/11, and 7/11, for example) [36,92,93], as
long as k is restricted to be an even integer. Of course, it could
very well be the case that this feature is a mere accident, but the
more appealing possibility is that there is a deeper connection
between our Chern-Simons framework and Son’s idea than
expected. In any case, it is worthwhile investigating this issue.
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APPENDIX A: FERMION PROPAGATOR IN EXTERNAL
MAGNETIC FIELD

In this first Appendix, we derive the noninteracting propa-
gator of two-dimensional Dirac particles in graphene, moving
in a homogeneous magnetic field at finite temperature in

Keldysh basis. This propagator has already been calculated by
several authors using different methods, see, for example, the
Refs. [94–96], but in order to make the article self-contained,
we present one of those calculations, adapted to our notational
conventions, here again.

The problem of inverting the operator Ĝ−1
0 in the quadratic

form (11) is simplified by the fact that it is diagonal in flavor
space [see Eq. (12)]. Therefore the propagator itself has to be
flavor diagonal,

Ĝ = diag
(
G+↑,G−↑,G+↓,G−↓

)
, (A1)

with Gα = (G−1
α )−1. Thus the problem is reduced to finding

the inverse of G−1
α , which describes the propagation of a single

flavor. Slightly abusing language, we refer to the propagator for
each individual flavor Gα as “the propagator” in what follows.
Based on the results of the mean-field approximation, Eqs. (27)
and (28), we assume that each of the flavors is subject to an
individual magnetic field Bα

eff = B + bα , and we allow each
flavor to be doped individually. The propagator we obtain here
occurs in the derivation of the one-loop polarization tensor
(32). The latter will be derived in detail in Appendix B. In order
to lighten the notation, a repeated flavor space index does not
imply summation. Furthermore, calculations are performed in
the mixed frequency-position space.

After mapping from contour to physical time and rotating
to Keldysh basis, the propagator obeys the triangular Keldysh
structure

Gα(�r,�r ′,ε) =
(

GK
α (�r,�r ′,ε) GR

α (�r,�r ′,ε)

GA
α (�r,�r ′,ε) 0

)
. (A2)

As mentioned in the main text, we are only interested in
the linear response regime at finite temperature. Hence the
fluctuation-dissipation theorem can be employed to express
the Keldysh propagator as

GK
α (�r,�r ′,ε) = tanh

( ε

2T

)(
GR

α (�r,�r ′,ε) − GA
α (�r,�r ′,ε)

)
. (A3)

The retarded and advanced propagators will be constructed
from the exact solutions of the stationary Dirac equation.
Working in Landau gauge with the effective vector potential
�Aα

eff(�r) = ( − Bα
effy,0)ᵀ, these solutions read

�0
α,kx

(x,ξ ) = eikxx

(
0

ψ0(ξ )

)
, �λ

α,kxn
(x,ξ ) = 1√

2
eikxx

(−λκαψn(ξ )

ψn+1(ξ )

)
if eBα

eff < 0, (A4a)

�0
α,kx

(x,ξ ) = eikxx

(
ψ0(ξ )

0

)
, �λ

α,kxn
(x,ξ ) = 1√

2
eikxx

(
ψn+1(ξ )

+λκαψn(ξ )

)
if eBα

eff > 0, (A4b)

where kx is a momentum quantum number, n is a positive integer including zero, ξ = y

�α
+ sign(eBα

eff)kx�α is a dimensionless

real-space coordinate, and �α = 1√
|eBα

eff|
is the magnetic length associated to the effective magnetic field Bα

eff. The spinor �0
α,kx

(x,ξ )

is the zero-energy Landau level located at the Dirac point, and �λ
α,kxn

(x,ξ ) are Landau levels in the conduction (λ = +1) and
valence band (λ = −1), respectively, whose spectrum is symmetric around the Dirac point. Recall that κα = ±1 in the definition
of the above spinors refers to the valleys K±. Furthermore, ψn(ξ ) are the normalized harmonic oscillator wave functions

ψn(ξ ) = 1√
2nn!

1

π1/4
e− 1

2 ξHn(ξ ), (A5)

with Hn(ξ ) being the Hermite polynomial of degree n.
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In terms of the above exact solution the retarded and advanced propagators admit the following spectral decomposition:

GR/A
α (�r,�r ′,ε) = 1

�α

∫
dkx

2π

[
�0

α,kx
(x,ξ )�0†

α,kx
(x ′,ξ ′)

ε + μα ± i0
+

∑
λ=±1

∞∑
n=0

�λ
α,kxn

(x,ξ )�λ†
α,kxn

(x ′,ξ ′)

(ε + μα ± i0) − λ
√

n + 1ωα
c

]
, (A6)

with the cyclotron frequency ωα
c =

√
2vF

�α
. The momentum integration therein can be performed analytically with the help of the

integral identity (Ref. [97], Eq. 7.377),∫
x

e−x2
Hm(y + x)Hn(z + x) = 2n

√
πm!zn−mLn−m

m (−2yz), m � n. (A7)

Here, Lk
n(x) are the associated Laguerre polynomials of degree n. As a result of the momentum integration, we find that the

propagators can be written as a product of a translation- and gauge noninvariant phase χα(�r,�r ′) = −e
∫ �r ′

�r �Aα(�r ′′) · d�r ′′—which is

nothing but a Wilson line—and a translation- and gauge-invariant part S
R/A
α (�r − �r ′,ε),

GR/A
α (�r,�r ′,ε) = eiχα (�r,�r ′)SR/A

α (�r − �r ′,ε). (A8)

Introducing the relative coordinate ��r = �r − �r ′, and the projection operators

P± = 1
2

(
σ0 ± sign

(
eBeff

α

)
σ3

)
, (A9)

the translation- and gauge-invariant part of the propagators can be written compactly as

SR/A
α (��r,ε) =

exp
(−��r2

4�2
α

)
4π�2

α

∞∑
n=0

∑
λ=±1

[
P+L0

n

(
��r2

2�2
α

)
+ P−L0

n−1

(
��r2

2�2
α

)
+ i

λκ√
2�α

�σ · ��r√
n

L1
n−1

(
��r2

2�2
α

)]
S

R/A

α,λn(ε), (A10)

with

S
R/A

α,λn(ε) = 1

(ε + μα ± i0) − λ
√

nωα
c

. (A11)

Here we have defined L0
−1,L

1
−1 ≡ 0.

The charge carrier 3-current per flavor, j̄ μ
α , is given by

j̄ μ
α (�r,t) = − i

2
tr σμ

α GK
α (�r,t,�r,t) = − i

2

∫
ε

tanh
( ε

2T

)
tr σμ

α

(
GR

α (�r,�r,ε) − GA
α (�r,�r,ε)

)
. (A12)

In thermal equilibrium, only its zero component, being the charge carrier density, j̄ 0
α ≡ n̄α , acquires a finite value

n̄α(�r,t) = 1

2π�2
α

να. (A13)

Here, να defines the filling fraction per flavor as a function of the chemical potential μα , the effective magnetic field Bα
eff, and

temperature T :

να = 1

2

[
tanh

(μα

2T

)
+

∞∑
n=1

(
tanh

(√
nωα

c + μα

2T

)
+ tanh

(−√
nωα

c + μα

2T

))]
. (A14)

Near absolute zero temperature the filling fraction is quantized into plateaus of half-integers να = ±(nα + 1
2 ),nα = 0,1,2, . . .,

see Fig. 2. The anomalous additional fraction occurs due to the presence of a Landau level at charge neutrality (μα = 0).

APPENDIX B: FERMIONIC ONE-LOOP POLARIZATION TENSOR

In this second Appendix, we derive the one-loop polarization tensor for Dirac fermions experiencing a homogeneous, flavor-
dependent effective magnetic field Bα

eff = B + bα . See also Ref. [98] for a calculation of the polarization function [the 00
component of Eq. (B1)], with which our result coincides. Displaying the Keldysh structure explicitly, Eq. (32) reads

�
μν
αβ (x,y) = − i

2

δ2

δaβ
ν (y)δaα

μ(x)
tr ln

(
0

(
ĜA

0

)−1(
ĜR

0

)−1 −(
ĜR

0

)−1(
ĜK

0

)(
ĜA

0

)−1

)[
eAμ + aα

μ

]∣∣∣∣
a=ā

. (B1)

Recall that ā is the field expectation value of the statistical gauge field, which possesses a classical component only. Performing
the functional derivatives and evaluating the result at the mean-field values of the statistical gauge fields, we obtain the following
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retarded, advanced, and Keldysh components:

(�R/A)μν
αβ (x − y) = i

2
tr
(
σμ

α SR/A
α (x − y)σ ν

α SK
α (y − x) + σμ

α SK
α (x − y)σ ν

α SA/R
α (y − x)

)
δαβ, (B2a)

(�K )μν
αβ (x − y) = i

2
tr
(
σμ

α SR
α (x − y)σ ν

α SA
α (y − x) + σμ

α SA
α (x − y)σ ν

α SR
α (y − x) + σμ

α SK
α (x − y)σ ν

α SK
α (y − x)

)
δαβ. (B2b)

The repeated flavor space index α does not imply summation, as was the case in Appendix A. Recall that the Pauli 3-vector therein
is given by σμ

α ≡ (σ0,καvF σ1,καvF σ2). First, observe that the polarization tensor is diagonal in flavor space, �μν
αβ = �μν

α δαβ , which
is a consequence of the free propagator being diagonal, see Eq. (A1). Second, note that the gauge- and translation-noninvariant
phase χα(�r,�r ′) drops out, such that the polarization tensor can be expressed solely in terms of the propagators S

R/A/K
α , proving its

manifest gauge and translation invariance. In Fourier space, the above equations for the flavor diagonal components �α become

(�R/A)μν
α (ω,�q) = i

2

∫
��r

e−i �q·��r
∫

ε

tr
(
σμ

α SR/A
α (��r,ε + ω)σ ν

α SK
α (−��r,ε) + σμ

α SK
α (��r,ε)σ ν

α SA/R
α (−��r,ε − ω)

)
, (B3a)

(�K )μν
α (ω,�q) = coth

( ω

2T

)(
(�R)μν

α (ω,�q) − (�A)μν
α (ω,�q)

)
. (B3b)

Equation (B3b) is a manifestation of the (bosonic) fluctuation-dissipation theorem. In order to arrive at this form, one has to
rewrite the first line of Eq. (B2b) according to σμSR

xyσ
νSA

yx + σμSA
xyσ

νSR
yx = −σμ(SR

xy − SA
xy)σ ν(SR

yx − SA
yx), which holds true

because of the causality properties of the retarded and advanced propagators, cf. Ref. [64]. Next, one has to employ Eq. (A3) and
finally make use of the identity tanh(x)tanh(y) − 1 = coth(x − y)(tanh(y) − tanh(x)).

By substituting the propagators (A3) and (A10) into Eq. (B3a), the polarization tensor acquires the form

(�R/A)μν
α (ω,�q) = 1

32π2�4
α

∑
n,n′

∑
λ,λ′

Fλλ′
nn′ (T ,μα)

(ω ± i0) − λ
√

nωα
c + λ′√n′ωα

c

∫
��r

e−i �q·��re
− ��r2

2�2
α tr

(
σμ

α Mα
n (λ��r)σ ν

α Mα
n′(−λ′��r ′)

)
, (B4)

with

Fλλ′
nn′ (T ,μα) = tanh

(
λ′√n′ωc

α − μα

2T

)
− tanh

(
λ
√

nωc
α − μα

2T

)
(B5)

and

Mα
n (λ��r) = P+L0

n

(
��r2

2�α

)
+ P−L0

n−1

(
��r2

2�α

)
+ i

λκ√
2�α

�σ · ��r√
n

L1
n−1

(
��r2

2�α

)
. (B6)

Performing the trace for each tensor component and comparing the resulting expressions with the kernel expansion (35), we can
extract the following scalar quantities:

(�R/A)0
α(ω,�q) = − 1

32π2�4
α

1

�q2

∑
n,n′

∑
λ,λ′

Fλλ′
nn′ (T ,μα)

(ω ± i0) − λ
√

nωα
c + λ′√n′ωα

c

(
I 0
n−1,n′ (Qα) + I 0

n,n′−1(Qα) + 2λλ′
√

nn′ I
1
n−1,n′−1(Qα)

)
,

(B7a)

(�R/A)1
α(ω,�q) = − sign(Beff

α )

32π2�4
α

v2
F

ω

∑
n,n′

∑
λ,λ′

Fλλ′
nn′ (T ,μα)

(ω ± i0) − λ
√

nωα
c + λ′√n′ωα

c

(
I 0
n−1,n′ (Qα) − I 0

n′,n−1(Qα)
)
, (B7b)

(�R/A)2
α(ω,�q) = + 1

32π2

∑
n,n′

∑
λ,λ′

Fλλ′
nn′ (T ,μα)

(ω ± i0) − λ
√

nωα
c + λ′√n′ωα

c

(
2λλ′
√

nn′
v2

F

�2
α

∂2
Qα

Ĩ 1
n−1,n′−1(Qα)

)
. (B7c)

Here we have defined the integral expressions

I k
n,n′ (Qα) =

∫
��r

e−i �q·��re
− ��r2

2�2
α

(
��r2

2�2
α

)k

Lk
n

(
��r2

2�2
α

)
Lk

n′

(
��r2

2�2
α

)

= 2π�2
αQn>−n<

α e−Qα
(n< + k)!

n>!
Ln>−n<

n<
(Qα)Ln>−n<

n<+k (Qα), k = 0,1, (B8a)

Ĩ 1
n,n′ (Qα) =

∫
��r

e−i �q·��re
− ��r2

2�2
α L1

n

(
��r2

2�2
α

)
L1

n′

(
��r2

2�2
α

)
=

n∑
m=0

n′∑
m′=0

I 0
m,m′ (Qα), (B8b)
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where Qα = �q2�2
α

2 is a dimensionless momentum variable, and n> = max{n,n′}, n< = min{n,n′}. Note that both I k
n,n′ and Ĩ 1

n,n′ are
symmetric in their Landau indices n,n′. Hence, without loss of generality, we can assume n � n′ in the following proof.

First, let us show how Ĩ 1
n,n′ (Qα) can be reduced to a sum of I 0

n,n′ (Qα). In order to prove this equality, we only have to make use
of the property Lk+1

n (x) = ∑n
m=0 Lk

m(x), see Ref. [97], Eq. 8.974.3, and interchange integration and summation. We immediately
arrive at the second line of Eq. (B8b). The proof of Eq. (B8a) is more involved. First of all, one has to work in polar coordinates,
substituting t = ��r2

2�2
α

, and perform the angle integration, which yields the Bessel function of the first kind J0:

I k
n,n′ (Qα) = 2π�2

α

∫ ∞

0
dt e−t t kJ0(2

√
Qαt)Lk

n>
(t)Lk

n<
(t). (B9)

Next, we rewrite Lk
n<

(t) = (−t)−k (n<+k)!
n<! L−k

n<+k(t), see Ref. [98], resulting in

I k
n,n′ (Qα) = 2π�2

α(−1)k(n< + 1)k
∫ ∞

0
dt e−t J0(2

√
Qαt)Lk

n>
(t)L−k

n<+k(t). (B10)

The residual integration can be performed by making use of the integral identity (Ref. [97], Eq. 7.422.2)∫ ∞

0
dt e−t J0(2

√
Qαt)Lk

n>
(t)L−k

n<+k(t) = (−1)n>+n<+ke−QαLn<−n>

n>
(Qα)Ln>−n<

n<+k (Qα). (B11)

After straightforward manipulation of the result, we find Eq. (B8a) eventually.
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Chapter 5

Disordered Dirac fermions

In this final chapter we consider noninteracting Dirac fermions in a random environment. First,
we discuss how disorder is treated in quantum many-body theory. Afterwards, we sketch how the
most general disorder potential in the continuum Dirac theory arises from the tight-binding model
in the presence of impurities and random lattice deformations. This model serves as the starting
point for the two papers that are included here. Next, we present a paper where we consider the
chiral modes that form at the interface of a graphene pn junction in a uniform magnetic field.
We derive the influence of bulk disorder on those interface modes and analyze the effective one
dimensional model by a scattering matrix approach, which yields the full conductance distribution
for arbitrary disorder strengths. Lastly, we include a manuscript for a paper, which employs
field-theoretical techniques to calculate the disorder induced self-energy for graphene and other
paradigmatic semimetals at nodal-point filling and zero temperature.

Included papers/manuscripts

Pages 151-161 “Graphene pn junction in a quantizing magnetic field: Conductance
at intermediate disorder strength”

Pages 163-175 “Strong disorder in nodal semimetals: Schwinger-Dyson–Ward
approach”

5.1 Statistical field theory and disorder

In this section we briefly explain how disorder is accounted for in quantum many-body theory.
For now we consider a single fermion flavour that has no spinor structure as it is realized in spin-
polarized metals. The generalization to Dirac electrons will be discussed in the next section,
once we introduced the relevant notions for this simpler case and identified the general strategy
to pursue.

It should be a given that the assumption of absolutely clean and perfectly ordered crystals
is a highly idealized abstraction of physical reality. In a realistic macroscopic sample there are
always impurities and imperfections in the lattice structure at which the electrons can scatter. To
some extent such deviations from the perfect lattice structure can be modeled by a complicated
time-independent potential landscape – the disorder potential – in which the electrons move.
Here we consider a simple linear coupling of the disorder potential to the electron density in
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5.1. Statistical field theory and disorder

analogy to an external electric potential [1–6]

Hdis =
∫

~r
ψ†(~r)V (~r)ψ(~r) . (5.1.1)

This disorder term adds to the Hamiltonian of the clean system. Their sum generates the time
evolution of the disordered system for a single realization of the disorder potential. Given a
particular realization of the disorder field, one can use the techniques of chapter 3 to calculate
the n-point Green functions. Since we are considering noninteracting fermions in this chapter,
all we need to calculate is the connected two-point correlator. According to Secs. 3.1 and 3.2, the
other 2n-point functions with n > 2 are just algebraic products of this fundamental correlator.
To find the connected two-point function for a fixed disorder field configuration V (~r) we need
to solve the Dyson-like equation

∫

z

(
G−1

0 − V
)

(x, z)Gc(z, y|V ) = δ(x− y) . (5.1.2)

This equation is just an ordinary differential equation written in a distributional matrix form.
The inverse propagator of the clean system is denoted by G−1

0 and the disorder potential is
elevated to a matrix defined as V (x1, x2) ≡ V (~r1)δ(~r1 − ~r2)δ(t1 − t2). The connected two-point
correlator Gc(x, y|V ) is understood as both a function of two space-time coordinates and a
functional of the disorder field. (Compare the notation with Eq. (3.A.1). Furthermore, recall
that the time arguments are defined on the Schwinger-Keldysh contour.)

To proceed let us consider a concrete disorder field configuration. Possibly the first idea that
comes to mind is to model the disorder potential as a sum of N individual impurity potentials
ui(~r − ~ri) that are randomly distributed at the points ~ri [1],

V (~r) =
N∑

i=1
ui(~r − ~ri) . (5.1.3)

A single impurity potential could be a screened Coulomb potential, a Gaussian, a Lorentzian
or anything else that falls off fast enough away from the center of the impurity. The precise
form is not relevant for our discussion. What matters is that the superposition of the individual
contributions results in a random function with a countless number of hills and valleys. It
should be obvious that for such a complicated potential landscape it is impossible to calculate
the correlator Gc(x, y|V ) analytically exactly. But even if we ignore that fact for the moment,
there is yet another problem: we simply do not know the precise positions of the individual
impurities. Experimentally there is no way to precisely determine, let alone control the exact
disorder potential. Variations of certain experimental control parameters, such as temperature
and pressure, may even cause the microscopic disorder potential to change. Therefore it is
not only hopeless, but also meaningless to calculate any physical observable in the presence
of a random potential. It is at this point where the disorder average comes into play and
where we turn our ignorance about the microscopic details of the disorder potential into an
advantage. Instead of trying to find the two-point function or any other disorder dependent
quantity for one particular disorder realization, we consider a statistical ensemble of samples
– each of which featuring some realization of the disorder field – and we calculate statistically
averaged quantities. This way we do not have to worry about the inaccessible microscopic details
of disorder and we can still study its effect on physical observables.

The implementation of this idea is straightforward. Since there is no way to know the precise
positions of the individual impurities, we have to take into account all possibilities weighted by
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a certain normalized probability distribution P(~r1, . . . , ~rN ) [1]

〈 · · · 〉dis =
∫ N∏

i=1
d2~ri · · · P(~r1, . . . , ~rN ) . (5.1.4)

A natural choice for P(~r1, . . . , ~rN ) is to assume, that each impurity is statistically independent
of any other impurity and that they are uniformly distributed over the sample volume V. These
assumptions lead to P(~r1, . . . , ~rN ) = 1/VN . Given a set of impurity potentials ui(~r) one can
then calculate the fundamental disorder correlators. For simplicity we further assume that all
impurities are identical, ui(~r) = u(~r). In that case we obtain for the first two correlators

〈
V (~r)

〉
dis

= 1
V
∑

~q

u~qNδ~q,0 e
i~q·~r = N

V u~q=0 , (5.1.5a)

〈
V (~r)V (~r′)

〉
dis

= 1
V2

∑

~q1,~q2

u~q1u~q2

[
N(N − 1)δ~q1,0δ~q2,0 +Nδ~q1+~q2,0

]
ei~q1·~r+i~q2·~r′

= N(N − 1)
V2 u2

~q=0 + N

V2

∑

~q

u~qu−~q e
i~q·(~r−~r′) , (5.1.5b)

where u~q are the Fourier amplitudes of a single impurity potential. We emphasize that the
higher moments are nontrivial. Their calculation is straightforward, but the resulting analytical
expressions become more and more involved. Furthermore, note that the disorder average with
respect to a uniform probability distribution restores translation invariance. In general this
is not the case, see also the discussion below. To actually calculate the average of a disorder
dependent quantity Q[V ] one has to expand its functional dependence on the disorder field in
a power series. This step is necessary as it allows us to use the above disorder correlators,
otherwise we would have to perform N spatial integrations. It goes without saying that this is
not feasible. So, even if we would have been able to calculate Gc(x, y|V ) analytically exactly,
it would be of no use as it is impossible to perform the subsequent integrations involved in the
averaging procedure. Fortunately, the series expansion of Gc(x, y|V ) is easy to find. According
to Eq. (5.1.2) it can be formally written as (G−1

0 −V )−1. When expanded in powers of V we find
the structure of a geometric series. Subsequently performing the disorder average for each term
using the fundamental disorder correlators then yields a complicated series expression for the
disorder averaged two-point function. This series cannot be calculated exactly, but each term
can be disassembled into its reducible and irreducible parts. This topological classification allows
for a definition of the disorder induced self-energy as the sum of all irreducible terms. After
rearranging the original series in powers of the self-energy one finds the same structure as in an
interacting field theory, almost as if disorder causes the free fermions to interact (cf. Eq. (3.3.19)
and the footnote on that page). However, the outline of this approach reveals its fundamental
drawback. It is inherently perturbative. The so-defined self-energy is obtained as a perturbation
series and the best one can do to obtain nonperturbative approximations is to use resummation
techniques. As we have argued in the introduction, such techniques are insufficient for disordered
graphene at charge neutrality. Therefore we have to improve upon our strategy to calculate the
disorder average.

In a nutshell, performing the disorder average in the way described above is rather imprac-
tical and one is constrained to resummation techniques. This raises the question: how can
we do better? Is there an alternative way to perform the disorder average, which allows for
truly nonperturbative calculations? It turns out there is. Instead of summing over all possible
position configurations of individual impurity potentials, we may simply sum over all possible
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configurations of the disorder field as a whole. In other words, we define the disorder average
to be a functional integral [2–6]

〈 · · · 〉dis =
∫
DV · · · P[V ] , (5.1.6)

where, similar to Eq. (5.1.4), each field configuration V (~r) is weighted by a normalized prob-
ability distribution P[V ]. To further motivate – at least on a heuristic level – why such an
averaging prescription should be equally valid, we remind the reader of the different formula-
tions of many-body quantum mechanics. Using the language of second quantization, which is
just a clever reformulation of the theory, it is easy to see that the quantum mechanics of many
particles is equivalent to a quantum field theory.1 In the present case the relation between the
two different disorder-average prescriptions is analogous. The statistical mechanics of many
impurities is equivalent to a statistical field theory.2 At first glance it seems we have not gained
any advantage over the previous averaging prescription. Performing a functional integral is by
no means simpler than performing multiple ordinary integrals, especially if the integrand is a
nonpolynomial functional of the disorder field (as it is the case for Gc(x, y|V )). Yet, appearances
are deceptive. Instead of averaging the two-point correlator and its products one at a time, we
can average the generating functional to obtain a new functional that generates disorder av-
eraged correlation functions [2–6].3 Since now the disorder field appears on an equal footing
with the fermionic fields, we arrive at a Fermi-Bose field theory, which is much more flexible to
analyze and even allows us to employ truly nonperturbative techniques of quantum field theory.

Of particular relevance in this thesis is the Gaussian probability distribution

P[V ] = N exp
{
−1

2

∫

~r,~r′
V (~r)K−1(~r − ~r′)V (~r′)

}
, (5.1.7)

with the correlation profile

〈V (~r)〉dis = 0 ,
〈
V (~r)V (~r′)

〉
dis = K(~r − ~r′) . (5.1.8)

All the odd moments vanish identically and the even moments are expressible as products of
K(~r − ~r′), being the only nonvanishing cumulant, see Sec. 3.1. Since the disorder term (5.1.1)
is linear in V (~r), the disorder average of the generating functional is reduced to an ordinary
Gaussian integral. According to the rules of Gaussian integration, the average will lead to a
quartic term in the action that is similar to an interaction term [2–6]. It describes the nontrivial
influence of the ensemble average on the electron dynamics, but it should be distinguished from a
true interaction process as there is only momentum transfer and no frequency transfer. Another
peculiarity of this pseudo-interaction shows up in its perturbative analysis in terms of Feynman

1From a field theorist’s viewpoint the term “second quantization” is inappropriate, since a classical field is
quantized only once. In that viewpoint, which is shared by the author, the single-particle Schrödinger equation
is just the equation of motion of a non-quantized, complex number-valued field. Hence, Schrödinger theory is
actually just a classical field theory, just like Maxwell’s electrodynamics, but where the field itself has a certain
quantum mechanical interpretation. Quantizing the Schrödinger field, that is, elevating the field to be operator-
valued, automatically results in a quantum theory of many particles.

2This last statement is not entirely correct. The disorder average (5.1.4) only sums all possible impurity
position configurations and keeps the amplitudes of the individual impurity potentials ui fixed. In contrast,
the functional average (5.1.6) covers all static field configurations, which includes the summation over different
amplitudes. On the other hand, it is straightforward to generalize Eq. (5.1.4) to contain such a summation.

3In principle we could try the same with the average prescription (5.1.4), but then we would be stuck. Since
it is not possible to perform the multiple ordinary integrations, we would have to resort to perturbation theory
again to evaluate the averaged functional.
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diagrams. The disorder induced self-energy and the vertex functions do not feature closed
fermion loops in stark contrast to a generic interacting theory. This is a serious simplification
compared to the Fermi-Bose theory for Coulomb interactions we studied in chapter 4. (If the
theory would contain both a true interaction and a disorder generated pseudo-interaction, there
would of course be fermionic loops. But all those diagrams, where a loop is connected to the
remainder of the diagram by disorder lines only would not contribute to a physical amplitude.)
Apart from these differences the pseudo-interacting field theory is open to the whole machinery
of nonperturbative quantum field theory. In particular, it is possible to derive exact equations
for the self-energy and the other vertex functions, which go beyond perturbative resummation
techniques. This set of equations together with the simplifications implied by the absence of
closed fermion loops will be the key to access disordered graphene at charge neutrality.

Before we move to the next section a few remarks are in order. First, we note that the
translation invariance of the two-point correlator K(~r − ~r′) in Eqs. (5.1.7) and (5.1.8) is a
particular choice on the statistical properties of the ensemble. As mentioned before, a statistical
ensemble does not need to be translation invariant on average in general. It depends on the
experimental setup and the preparation of the ensemble of samples whether such a generalized
correlation should be considered. Furthermore, we stress that the statistical description of a
realistic disorder ensemble requires more than a single cumulant as we have seen above using
the microscopic disorder potential (5.1.3) and the average prescription (5.1.4). The Gaussian
ensemble we consider in this thesis is only a simplified model, but it is very convenient for
practical analytical calculations and it captures the essence of disorder physics. Nonetheless,
non-Gaussian ensembles can be described rather easily by considering “interaction terms” in
the exponent of Eq. (5.1.7) – polynomials in V (~r) of a degree higher than two. In that case one
would lose the ability to integrate the disorder field analytically exactly, but the Fermi-Bose
field theory could still be treated by nonperturbative techniques. Lastly, we want to mention
the possibility to modify the coupling of the disorder potential to the fermions from a linear
to a quadratic coupling. This variation is motivated by cold-atom experiments, where the
influence of disorder on the single-particle dynamics can be studied systematically using laser
speckles [7–10]. Here, the light field passing through a diffusive plate to create the speckle
pattern is considered a random variable – typically assumed to be Gaussian distributed – but it
is the intensity of the laser light – the absolute-value square of the light field – that couples to
the particle degrees of freedom. As a result, the atoms effectively feel an attractive or repulsive
potential that is (unilaterally) exponentially distributed [7, 10]. To approximately describe
such a probability distribution with a linear disorder coupling would require a large number of
“interaction terms” in the exponent of Eq. (5.1.7). So the quadratic coupling to fermions in
disordered condensed matter systems effectively widens the range of probability distributions
one can practically study.

5.2 A matrix-valued disorder potential

The way disorder couples to the Dirac fermions in graphene is no different compared to con-
ventional Fermi gases discussed in the previous section. The only peculiarity is that here the
fermionic creation and annihilation operators have a spinor structure. Hence, there is a multi-
tude of possible disorder couplings, describing different kinds of scattering processes. Certainly,
the most general disorder potential should account for all of them. (In the following discussion
we exclude spin-flipping processes for brevity.) By introducing a matrix-valued disorder field
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V̂ (x) we can express these scattering processes in the concise form [11–15]

Hdis =
∫

x
Ψ†(x)V̂ (x)Ψ(x) . (5.2.1)

Hermiticity of the Hamiltonian implies hermiticity of the disorder matrix. For this reason it
may be expanded in terms of Pauli matrices, V̂ (x) = ∑3

µ,ν=0 Vµν(x) τµ ⊗ σν , with sixteen real
amplitudes Vµν(x) and τ and σ acting in valley and sublattice space respectively. Although
all of these sixteen amplitudes are necessary to describe the possible scattering processes for
spin polarized Dirac fermions, not all of them are statistically independent. After disorder
averaging, the spatial symmetries (translation, rotation and reflection) of the clean system have
to be restored [11, 12], which leads to certain constraints for the allowed probability distribution
of the disorder amplitudes. As a result, there are only nine independent correlators

〈
Vµν(~r)

〉
dis

= 0 ,
〈
Vµν(~r)Vµ′ν′(~r′)

〉
dis

= Kµνδµµ′δνν′δ(~r − ~r′) , (5.2.2)

with

Kµν =




α0 γ⊥ γ⊥ αz
βz β⊥ β⊥ β0
βz β⊥ β⊥ β0
γ0 α⊥ α⊥ γz


 . (5.2.3)

Here, we used the notation of Ref. [12] for the individual disorder strengths. The disorder terms
associated to the parameters α0, β⊥, βz, γ⊥, γz preserve time-reversal symmetry and the disorder
terms associated to the parameters α⊥, αz, β⊥, β0, γ0 break it. For a complete analysis of all the
disorder structures and their symmetries we refer to Ref. [12].

Up until this point the matrix-valued disorder structure for Dirac electrons in graphene was
mainly motivated by heuristic arguments. In order to properly interpret the physical content of
the amplitudes Vµν(x), we have to go back to the tight-binding model to trace their microscopic
origin. We emphasize that the following analysis does not claim to be complete. The full
treatment of disorder in graphene is beyond the purpose of this section, and the upcoming
calculations shall mainly serve as a motivation for the form of Eq. (5.2.1) beyond heuristic
arguments. That being said, let us recall the hopping part of the tight-binding Hamiltonian

Hhop = −
∑

i,j

t~R0i ~R0j
c†~R0i

c~R0j
. (5.2.4)

We organized the individual terms into a series of successively decreasing hopping amplitudes
(nearest-neighbor, next-nearest-neighbor and so on), assuming the hopping to be isotropic and
translation invariant. Clearly, the latter assumption would only be justified for a perfect static
crystal. As stated before, in a realistic sample there may be imperfections in the lattice struc-
ture and impurities. To some extent such deviations from the perfect lattice structure can be
incorporated into the model by allowing nonisotropic and nontranslation invariant distortions
of the hopping amplitude δtij . In addition, impurities may lead to finite on-site energies V A/B

i ,
that can be distinct for the two sublattices A and B and may vary from lattice site to lattice
site. The Hamilton operator associated to such kinds of distortions assumes the form

Hdis = −
∑

〈i,j〉

(
δtija

†
ibj + h.c.

)
−
∑

i

(
UAi a

†
iai + UBi b

†
ibi
)
. (5.2.5)

We emphasize that this disorder Hamiltonian is not the most general single-particle perturba-
tion one could possibly imagine. There may be distortions of the hopping amplitude/nonlocal
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potentials beyond the nearest-neighbor approximation, but for now such a disorder model is suf-
ficient to prove the points we want to make. In Fourier space this Hamiltonian can be written
as

Hdis = −
∑

~k1,~k2∈1.BZ

(
a†~k1

b†~k1

)(UA~k1−~k2
δγ~k1~k2

δγ∗~k2~k1
UB~k1−~k2

)(
a~k2
b~k2

)
, (5.2.6)

with

U
A/B
~k

= 1
N

∑

~RA/B

e−i
~k·~RA/BU

A/B
~RA/B

, (5.2.7a)

δγ~k1~k2
= 1
N

∑

~RA

e−i(
~k1− ~k2)·~RA

(
δt1, ~RAe

i~k2·~δ1 + δt2, ~RAe
i~k2·~δ2 + δt3, ~RAe

i~k2·~δ3
)
. (5.2.7b)

Note that random lattice deformations not only modify the hoppings, but also the lattice basis
and shift vectors, ~a1/2 and ~δ1/2/3. In a complete first principle calculations such contributions
should be taken into account, but here we already neglected them, since the main features we
want to obtain are already present. In this context recall our discussion of uniaxially strained
graphene in Sec. 2.A.

In contrast to the clean case, Eq. (2.2.8), the Fourier space hopping amplitudes explicitly
depend on two momenta. When we expand these momenta around the two inequivalent Dirac
points of the Brillouin zone, ~k = ~K± + δ~k, there will be terms that mix the two valleys. The
same applies for the amplitudes UA/B. Keeping only the momentum components close to the
Dirac points we find

Hdis ≈ −
∑

δ~k1,δ~k2

(
a†~K++δ~k1

b†~K++δ~k1

)( UA
δ~k1−δ~k2

δγ ~K++δ~k1, ~K++δ~k2

δγ∗~K++δ~k2, ~K++δ~k1
UB
δ~k1−δ~k2

)(
a ~K++δ~k2
b ~K++δ~k2

)

−
∑

δ~k1,δ~k2

(
a†~K++δ~k1

b†~K++δ~k1

)


UA~K++δ~k1− ~K−−δ~k2

δγ ~K++δ~k1, ~K−+δ~k2

δγ∗~K−+δ~k2, ~K+−δ~k1
UB~K++δ~k1− ~K−−δ~k2



(
a ~K−+δ~k2
b ~K−+δ~k2

)

−
∑

δ~k1,δ~k2

(
a†~K−+δ~k1

b†~K−+δ~k1

)


UA~K−+δ~k1− ~K+−δ~k2

δγ ~K−+δ~k1, ~K++δ~k2

δγ∗~K++δ~k2, ~K−+δ~k1
UB~K−+δ~k1− ~K+−δ~k2



(
a ~K++δ~k2
b ~K++δ~k2

)

−
∑

δ~k1,δ~k2

(
a†~K−+δ~k1

b†~K−+δ~k1

)( UA
δ~k1−δ~k2

δγ ~K−+δ~k1, ~K−+δ~k2

δγ∗~K−+δ~k2, ~K−+δ~k1
UB
δ~k1−δ~k2

)(
a ~K−+δ~k2
b ~K−+δ~k2

)
.

(5.2.8)

We may now proceed as in Sec. 2.2.2 to obtain the compact form

Hdis ≈ −
∑

δ~k1,δ~k2

Ψ†
δ~k1
V̂
δ~k1δ~k2

Ψ
δ~k2

, (5.2.9a)

V̂
δ~k1δ~k2

≡




UA
δ~k1−δ~k2

δγ ~K++δ~k1, ~K++δ~k2
δγ ~K++δ~k1, ~K−+δ~k2

UA2 ~K++δ~k1−δ~k2
δγ∗~K++δ~k2, ~K++δ~k1

UB
δ~k1−δ~k2

UB2 ~K++δ~k1−δ~k2
δγ∗~K−+δ~k2, ~K++δ~k1

δγ∗~K++δ~k2, ~K−+δ~k1
UB2 ~K−+δ~k1−δ~k2

UB
δ~k1−δ~k2

δγ∗~K−+δ~k1, ~K−+δ~k2
UA2 ~K−+δ~k1−δ~k2

δγ ~K−+δ~k1, ~K++δ~k2
δγ ~K−+δ~k1, ~K−+δ~k2

UA
δ~k1−δ~k2



.

(5.2.9b)
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Here the disorder matrix still depends on two momenta. To obtain a local potential in real
space only the difference δ~k1 − δ~k2 should appear as an argument. So the next-to-last step
is to introduce relative and center-of-mass coordinates and consider a lowest order gradient
approximation in the center-of-mass coordinate. Finally, one has to perform the continuum
limit as done in Sec. 2.2.2 and Fourier transform to real space, which yields Eq. (5.2.1).
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In a graphene pn junction at high magnetic field, unidirectional “snake states” are formed at the pn interface.
In a clean pn junction, each snake state exists in one of the valleys of the graphene band structure, and the
conductance of the junction as a whole is determined by microscopic details of the coupling between the snake
states at the pn interface and quantum Hall edge states at the sample boundaries [Tworzydło et al., Phys. Rev.
B 76, 035411 (2007)]. Disorder mixes and couples the snake states. We here report a calculation of the full
conductance distribution in the crossover between the clean limit and the strong-disorder limit, in which the
conductance distribution is given by random matrix theory [Abanin and Levitov, Science 317, 641 (2007)]. Our
calculation involves an exact solution of the relevant scaling equation for the scattering matrix, and the results
are formulated in terms of parameters describing the microscopic disorder potential in bulk graphene.

DOI: 10.1103/PhysRevB.94.195439

I. INTRODUCTION

Many of the unique electronic properties of graphene, a
single layer of carbon atoms as they occur in graphite, can be
traced back to its pseudorelativistic band structure, in which
quasiparticles behave as massless relativistic Dirac particles,
be it with the Fermi velocity vF instead of the speed of light
c [1–3]. Examples of such “relativistic” effects in graphene
are Klein tunneling through potential barriers [4–7], the
Zitterbewegung in confining potentials [6,8], the anomalous
integer quantum Hall effect [9–15], or the breakdown of
Landau quantization in crossed electric and magnetic fields
[16,17].

The integer quantum Hall effect in graphene is called
“anomalous” because the number of chiral edge states at the
boundary of a graphene flake in a large perpendicular magnetic
field is a multiple of 4 plus 2, whereas the Dirac bands are
fourfold degenerate because of the combined spin and valley
degeneracies. The presence of a “half” edge mode per valley
degree of freedom has a direct explanation once it is taken
into account that the valley degeneracy is necessarily lifted at
a graphene flake’s outer boundaries [18]. Chiral states need
not only occur at a flake’s outer boundaries, but they may also
occur in the sample’s interior, separating regions with different
electron density. At such an interface valley degeneracy is
usually preserved, and the number of chiral interface states is
always a multiple of 4.

A particularly interesting realization of such an interface
occurs at a pn junction in a perpendicular magnetic field,
separating hole-doped (p-type) and electron-doped (n-type)
graphene regions [19–21]. The edge states at the pn interface
are referred to as “snake states” because, at least in a
semiclassical picture, such states propagate alternatingly at the
p and n sides of the junction [22–25], similar to the behavior
of the states that propagate along zero-field contours in the
quantum Hall insulators in an inhomogeneous magnetic field
[26–29]. A graphene pn junction also has edge states at the
sample boundaries, which move in opposite directions in the
p- and n-type regions (see Fig. 1), and feed into/flow out of
the snake states at the pn interface.

The minimal number of chiral edge and interface states is
realized for a pn junction with filling fractions 2 and −2. In this
case there are two edge modes, one for each spin direction and
four chiral interface modes. The two-terminal conductance G

of such a pn junction is determined by the probability T that
an electron that enters the common edge at the pn interface
from the source reservoir is transmitted to the drain reservoir:

G = 2e2

h
T . (1)

In the limit of a strongly disordered pn interface, Abanin
and Levitov predicted that the probability T itself is subject
to mesoscopic fluctuations [30], with average 〈T 〉 = 1/2 and
variance var T = 1/12.1 In the opposite limit of an ideal
graphene sheet, Tworzydlo et al. found [31]

T = 1
2 (1 − νT · νB) , (2)

where the “isospin” vectors νT and νB describe the precise
way in which the valley degeneracy is broken at the sample
boundaries (see Fig. 1). Subsequent theoretical work involved
a semiclassical analysis [32,33], numerical simulations of
the effect of disorder [34,35], and a phenomenological in-
clusion of dephasing [36]. Several experimental groups have
performed measurements of the two-terminal conductance of
graphene pn junctions in a large perpendicular magnetic field
[19–21,23,37–41]. The measured conductance follows the
ensemble average of the strongly disordered limit of Ref. [30],
although the experimentally observed mesoscopic fluctuations
remain significantly below the theoretical prediction. Measure-
ments of the shot noise power find a value that approaches the
theoretical prediction for the shortest interface lengths [42,43].

In this article we present a theory of the transmission
probability T for a graphene pn junction with generic disorder.

1Abanin and Levitov predict var T = 1/15 for (νn,νp) = (2,−2) if
spin-orbit coupling is strong enough that the spin degeneracy is lifted
[30]. The result quoted in the main text is valid in the presence of
spin degeneracy.
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p

FIG. 1. Schematic experimental setup of a graphene pn junction
in a quantizing magnetic field, such that the n region has filling
fraction 2 (left) and the p region has filling fraction −2 (right). At
the pn interface there is a fourfold degenerate chiral interface state;
there are twofold degenerate chiral edge states at the sample’s top
and bottom edge.

We focus on the case of filling fractions (νn,νp) = (2,−2), for
which we give an exact solution for the distribution of the
transmission probability T , thus bridging the gap between
the clean limit of Ref. [31] and the strong-disorder limit
of Ref. [30]. Knowledge of the distribution of T allows us
to calculate the average conductance G, its variance, and
the Fano factor F throughout the weak-to-strong-disorder
crossover. There are two reasons why we focus on the case
(νn,νp) = (2,−2) for our exact solution. First, as we show
below, two length scales suffice to describe the effect of
generic disorder on the edge states, which is an essential
simplification that makes our exact solution possible. Second,
quantum interference effects are strongest in this case, so that
the need for an exact treatment is maximal. Our results for the
case (νn,νp) = (2,−2) also apply to higher filling fractions if
the mixing of interface states occurs for the lowest Landau
level only [41].

The problem we consider here is related to two different
problems that have been studied in the literature, and we wish
to comment on both. First, the study is reminiscent of that of
transport in coupled one-dimensional channels with disorder,
a problem that was solved exactly already in the 1950s, in the
context of wave propagation through random media [44,45].
A crucial difference between the two problems is, however,
that all one-dimensional modes at the pn interface propagate
in the same direction, whereas a normal metal wire has
equal numbers of modes propagating in both directions. This
difference leads to a rather different phenomenology. Whereas
transmission is exponentially suppressed for sufficiently strong
disorder or long length in the standard case [46], for the chiral
interface states at a pn junction the probability that electrons
are transmitted along the interface is always 1. The question
is whether they are fed into an edge state that transfers them
back to the source reservoir, or into the edge that leads to the
drain.

The second related problem is that of the parametric
dependence of transport properties in mesoscopic samples.
Traditionally (and correctly), it is the Hamiltonian that is taken

to depend on an external parameter, such as the magnetic
field or a gate voltage, either by modeling the perturbation
directly or in a stochastic manner through a “Brownian motion”
process. In a second step the transport properties are then
calculated from the Hamiltonian. There have been theoretical
attempts to make a theory directly for the parameter depen-
dence of the scattering matrix, e.g., through a modification of
Dyson’s Brownian motion model, but such an approach could
not be made to agree with the Hamiltonian-based approach
if the dimension of the scattering matrix is small [47–50].
Interestingly, we find that the dependence of the scattering
matrix of the interface states on the interface length is precisely
described by the Dyson Brownian motion model. To our
knowledge, this constitutes the first application of this model
to a quantum transport problem.

The article is organized as follows. In Sec. II we outline
the microscopic model of a disordered graphene pn junction
and derive an effective one-dimensional Hamiltonian for the
chiral interface states in the presence of generic disorder. In
Sec. III, we then derive and solve the Fokker-Planck equation
describing the diffusive transport through the pn junction.
Using the probability distribution of the scattering matrix, we
obtain an expression for the conductance and its variance,
being valid for an arbitrary disorder strengths as long as the
mean-free path is much larger compared to the lattice constant
and the magnetic length. We conclude in Sec. IV.

II. MICROSCOPIC MODEL

We choose coordinates such that the pn interface is along
the x direction (see Fig. 1). At low energies conduction
electrons in the graphene pn junction are described by a 4 × 4
matrix Hamiltonian,

Ĥ = Ĥ0 + V̂ (r) , (3)

in which V̂ (r) in Eq. (3) is a matrix-valued potential represent-
ing the disorder and

Ĥ0 = τ0 ⊗ σ0U (y) + vFτ3 ⊗ [σ1π1(r) + σ2π2(r)] . (4)

Here the τμ and σμ are Pauli matrices acting in valley and
sublattice space, respectively, U (y) is a gate potential that
defines the p- and n-type regions, and π1(r) and π2(r) are the
in-plane components of the kinematic momentum,

π1(r) = −i�∂x − eAx(r),
(5)

π2(r) = −i�∂y − eAy(r).

Since spin-orbit coupling is weak in graphene, the spin degree
of freedom will be suppressed throughout.

For the vector potential we take the asymmetric gauge

A1(r) = −By , A2(r) = 0 , (6)

with B > 0 the perpendicular magnetic field. The magnetic
field defines the length scale � = (eB)−1/2. The gate potential
U (y) is negative for y < 0, zero for y = 0, and positive for
y > 0, so that the pn interface is at y = 0 precisely (see Fig. 1).
In the limit of a large magnetic field, it is sufficient to expand
U (y) to linear order in y for |y| � �, and we set

U (y) = −eEy . (7)
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In order to describe graphene with generic disorder, we
expand the matrix-valued disorder potential V̂ (r) as [51–53]

V̂ (r) =
3∑

μ,ν=0

Vμν(r)τμ ⊗ σν , (8)

with real amplitudes Vμν(r). We assume these amplitudes to be
Gaussian correlated with vanishing mean and with correlation
function

〈Vμν(r)Vμ′ν ′(r ′)〉 = �μνδμμ′δνν ′δ(r − r ′) , (9)

where the absence of correlations between different amplitudes
is a consequence of translation and rotation symmetry on the
average [53]. The same symmetry considerations reduce the
number of independent correlators to nine,

�μν =

⎛
⎜⎝

α0 γ⊥ γ⊥ αz

βz β⊥ β⊥ β0

βz β⊥ β⊥ β0

γ0 α⊥ α⊥ γz

⎞
⎟⎠, (10)

such that the five parameters α0, β⊥, βz, γ⊥, and γz repre-
sent disorder contributions respecting time-reversal symmetry
[51,52], whereas the remaining four parameters α⊥, αz, β0,
and γ0 represent time-reversal symmetry-breaking disorder.
The coefficient α0 represents potential disorder that is smooth
on the scale of the lattice spacing; the coefficients β⊥ and γz

appear if the potential disorder is short range, so that it couples
to the valley and sublattice degrees of freedom. The other
coefficients are associated with a (random) magnetic field,
strain, or lattice defects (see Ref. [53]). Since time-reversal
symmetry is broken by the large magnetic field B, we will
consider all nine contributions.

With a large magnetic field B the low-energy degrees
of freedom of the Hamiltonian (3) are the two chiral one-
dimensional modes at the pn interface (per spin direction).
They are described by an effective Hamiltonian,

Hs = −i�vsτ0∂x +
3∑

μ=0

Vs,μ(x)τμ , (11)

where vs is the velocity of the interface modes and the Vs,μ(x)
are effective disorder potentials representing the effect of the
bulk disorder potential V̂ (r) on the interface states. In the limit
of a large magnetic field, we can find exact expressions for vs

and for the correlation functions of the disorder potential Vs in
terms of the parameters of the underlying a two-dimensional
Hamiltonian (3). The linear approximation (7) for the gate
potential U allows us to make use of an exact solution for
the eigenstates of the Hamiltonian H0 of Eq. (4) [16,17]. [See
Ref. [54] for an approximate solution that does not make use of
the linear approximation (7).] Furthermore, for large magnetic
fields the Landau-level separation is large enough that only
the zeroth Landau level needs to be considered. With the help
of the exact solution for the zeroth Landau level, we then find
that the velocity of the interface modes is

vs = E/B , (12)

whereas the disorder potentials Vs,μ(x) have zero mean and
correlation functions

〈Vs,μ(x)Vs,ν(x ′)〉 = Kμδμνδ(x − x ′) , (13)

with, to leading order in vs/vF � 1,

K0(α0,αz,α⊥) = 1√
2π�2

(α0 + αz) , (14a)

K1,2(β0,βz,β⊥) = 1√
2π�2

(β0 + βz) , (14b)

K3(γ0,γz,γ⊥) = 1√
2π�2

(γ0 + γz) . (14c)

The microscopic amplitudes α⊥,β⊥,γ⊥ contribute only at
higher orders in vs/vF. We refer to Appendix A for details of
the calculation.

III. SCALING APPROACH FOR THE
SCATTERING MATRIX

Disorder mixes the chiral interface modes. The effect of
this disorder-induced mode mixing is described by a 2 × 2
scattering matrix Ŝ. In the absence of disorder one has
Ŝ = eikL1. With disorder Ŝ acquires a nontrivial probability
distribution P (Ŝ), which we now calculate.

We parametrize the scattering matrix using four “angles,”

Ŝ = eiψτ0eiτ3ϕ/2eiτ2θ/2eiτ3ζ/2 , (15)

where θ ∈ [0,π ]. We will first derive a differential equa-
tion that describes the change of the joint distribution
P (ϕ,θ,ζ,ψ ; L) upon changing the length L of the interface
region (see Fig. 1). To this end, we consider the scattering
matrix ŜδL for an interface segment of length δL much smaller
than the mean-free path for disorder scattering. We parametrize
ŜδL as

ŜδL = eikδLeiÂ , Â =
3∑

μ=0

rμτμ . (16)

From the effective Hamiltonian (11) we find that the coeffi-
cients rμ are statistically independent, with disorder averages
〈rμ〉 = 0, μ = 0,1,2,3, and with variances

〈
r2
μ

〉 = Kμ

�2v2
s

δL , (17)

with the coefficients Kμ given in Eq. (14). To simplify the
expressions in the remainder of this section, we replace the
notation with the coefficients Kμ in favor of the intervalley
scattering length

li = �2v2
s

4K1
, (18)

the (antisymmetric) intravalley scattering length

la = �2v2
s

4K3
, (19)

and the dimensionless coefficients

α = K0/4K1, γ = K3/K1 = li/la , (20)

which relate inter- and intravalley scattering rates. In the
case of pure potential disorder, only the disorder coefficients
α0, β⊥, and γz are nonzero, so that the constants α, γ ∼
(vF/vs)2 � 1. For generic disorder that scatters between the
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two sublattices of the hexagonal graphene lattice, one expects
that α, γ ∼ 1. The parameters α and γ determine symmetric
and antisymmetric intravalley scattering lengths, respectively.
Since intravalley scattering that is equal for the two valleys
corresponds to multiplication of Ŝ with an overall phase
factor, the coefficient α will not appear in the expressions for
the conductance distribution below. Antisymmetric intravalley
scattering, however, does affect the transmission probability T

of the pn junction.
Since the interface modes are unidirectional, the compo-

sition rule for scattering matrices is matrix multiplication. In
particular, we obtain the scattering matrix Ŝ(L + δL) of an
interface segment of length L + δL as

Ŝ(L + δL) = Ŝ(L)ŜδL . (21)

This composition rule and the known statistical distribution
of the scattering matrices ŜδL define a “Brownian motion”
problem for the scattering matrix Ŝ(L). An isotropic version
of the Brownian motion problem, with α = γ = 1, was
studied previously in the context of quantum transport through
chaotic quantum dots [47–50]. Using standard methods (see
Appendix B for details), we can derive a Fokker-Planck
equation for the joint probability distribution P (ϕ,θ,ζ,ψ ; L)
of the coefficients parametrizing the scattering matrix Ŝ,

li
∂P

∂L
= −kli

∂P

∂ψ
+ 1

2
α

∂2P

∂ψ2
+ 1

2
(γ + cot2 θ )

∂2P

∂ζ 2

+1

2

∂2P

∂θ2
− 1

2
cot θ

∂P

∂θ
+ 1

2
csc2 θ

∂2P

∂ϕ2

− cot θ csc θ
∂2P

∂ϕ∂ζ
+ 1

2
csc2 θP . (22)

The Fokker-Planck equation, Eq. (22), for the L dependence
of the scattering matrix of two copropagating modes can
be solved exactly by adapting Ancliff’s method to solve the
corresponding problem for a pair of counterpropagating modes
[55]. After separating variables

P (L,ϕ,θ,ζ,ψ) = e−λL/liP (ϕ,θ,ζ,ψ) , (23)

Eq. (22) can be cast in the form of an eigenvalue problem,
which, following Ref. [55], can be solved exactly by noticing
that its right-hand side can be expressed through the operator
Â defined in Eq. (16), seen as a differential operator acting in
the Hilbert space of functions f (Ŝ),

〈Â2〉 = −(
L̂2

x + L̂2
y + L̂2

z + (γ − 1)L̂2
z + αL̂2

0

)
, (24)

in which the operators L̂μ are the generators of the Lie algebra
u(2). The Lie algebra u(2) has two Casimir operators, L̂0 and

L̂
2 = L̂2

x + L̂2
y + L̂2

z , that act as scalars K and l(l + 1) (l being
integer or half-integer, K being a real number), respectively,
within each irreducible representation of U (2). Thus we can
conclude immediately that the eigenvalues associated to the
eigenvalue problem obtained from Eq. (22) are of the form

−λKlm = l(l + 1) + (γ − 1)m2 + αK2 + 2ikliK, (25)

where m = −l, − l + 1, . . . ,l and we included the drift term
for ψ being proportional to kli, which is not contained in
Eq. (24). The eigenfunctions can be expressed [56] in terms of

Jacobi polynomials P (a,b)
n (|m| � l)

PKlmn =
√

(l + m)!(l − m)!

(l + n)!(l − n)!
eiKψeimϕ+inζ sin θ

× sinm−n(θ/2) cosm+n(θ/2)P (m−n,m+n)
j−m (cos θ ).

(26)

For m = n = 0 these eigenfunctions match the ones previously
obtained by Frahm and Pichard for the isotropic scattering
matrix Brownian motion problem [49]. It can be readily
checked that the above functions for arbitrary K , l, m, and

n are simultaneously eigenfunctions of L̂
2
, L̂z, and L̂0 and

that they satisfy the eigenvalue equation derived from Eq. (22)
with eigenvalues given by Eq. (25).

As the initial condition at L = 0 we take Ŝ(0) = 1, which
corresponds to

P (ϕ,θ,ζ,ψ ; 0) = δ(ϕ + ζ )δ(θ )δ(ψ) . (27)

With this initial condition the solution for the probability
distribution is

P (ϕ,θ,ζ,ψ ; L) =
√

li

2παL
e− li (ψ−kL)2

2αL

∑
l

2l + 1

8π2
sin θ

×
l∑

m=−l

e−[l(l+1)+(γ−1)m2]L/li+im(ϕ+ζ )

× cos2m(θ/2)P (0,2m)
l−m (cos θ ) . (28)

The scattering matrix Ŝ is related to the transmission prob-
ability T of a graphene pn junction through the relation [31]

T = |〈νT|t̂TŜt̂B|−νB〉|2 , (29)

in which t̂T (t̂B) is the scattering matrix describing how the
edge modes at the top (bottom) edges of the pn junction feed
into/originate from the interface modes and |±νT 〉 (|±νB〉)
are valley isospin Bloch vectors for the top (bottom) edges of
the n (+) and p-doped (−) regions (see Fig. 1). The isospin
vectors |νX〉 are superpositions of the vectors |1〉 and |−1〉
representing the two valleys,

|νX〉 = cos
θX

2
|1〉 + eiφX sin

θX

2
|−1〉 ,

(30)

|−νX〉 = sin
θX

2
|1〉 − eiφX cos

θX

2
|−1〉,

with polar angles θX and φX, X = T , B. The scattering
matrices t̂T and t̂B, in the absence of intervalley scattering,2

express isospin conservation at the point where the valley-
nondegenerate edge states merge into/evolve out of the valley-
degenerate interface state [31],

t̂X = eiϕ̃X |νX〉〈νX| + eiϕ̃′
X |−νX〉〈−νX| , (31)

with ϕ̃X and ϕ̃′
X arbitrary phases that do not need to be

specified. Combination of Eqs. (29) and (31) gives [31]

T = |〈νT|Ŝ| − νB〉|2 . (32)

2For a zigzag edge the intravalley scattering is always present.
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Using Eq. (15) as well as the fact that the phase difference ϕ −
ζ is uniformly distributed for all L, we find that the disorder
average 〈T 〉 is given by

〈T 〉 = 1
2 [1 − cos θT cos θB〈cos θ〉
− sin θT sin θB〈cos θ cos(ϕ + φT) cos(ζ − φB)〉
+ sin θT sin θB〈sin(ϕ + φT) sin(ζ − φB)〉] . (33)

Using the probability distribution (28) one then finds the
remarkably simple result

〈T 〉 = 1
2 [1 − e−2L/li cos θT cos θB

−e−L/li−L/la sin θT sin θB cos(φT − φB)] . (34)

Similarly, we obtain the variance of the transmission
probability

var T = 1

12
− 1

4
e−4L/li cos2 θT cos2 θB

+ 1

24
e−6L/li (3 cos2 θT − 1)(3 cos2 θB − 1)

−1

4
e−2L/li−2L/la cos2(φT − φB) sin2 θT sin2 θB

+1

8
e−2L/li−4L/la cos 2(φT − φB) sin2 θT sin2 θB

+1

8
e−5L/li−L/la cos(φT − φB) sin(2θT) sin(2θB)

−1

8
e−3L/li−L/la cos(φT − φB) sin(2θT) sin(2θB) .

(35)

In the isotropic case, γ = li/la = 1, these expressions can be
further simplified such that 〈T 〉 and var T depend on the scalar
product νT · νB of the isospin vectors only:

〈T 〉 =1

2
(1 − e−2L/liνT · νB) , (36)

var T = 1

12
− 1

4
e−4L/li (νT · νB)2

+1

4
e−6L/li

(
(νT · νB)2 − 1

3

)
. (37)

In the limiting cases L � li, la and L � li, la,
Eqs. (34) and (35) [or (37)] agree with the known
results for the clean and dirty limits, respectively
(see Refs. [30] and [31]).

Figure 2 shows the ensemble average 〈T 〉 and the variance
var T for armchair lattice terminations at the top and bottom
edges of the pn junction. For armchair termination one has
νX · ez = 0, so that θT = θB = 0. The difference φT − φB

of the azimuthal angles can take the three values π and
±π/3, depending on the number of hexagons along the
interface length L modulo 3. We observe that the char-
acteristic length scale for armchair nanoribbon termination
is la.

Additional information on the mixing of interface states
can be obtained from a measurement of the Fano factor
F = P/2eI , the ratio of the shot noise power P , and the

FIG. 2. Mean 〈T 〉 and variance var T of the transmission T , as
a function of the interface length L, for γ = li/la = 1 (panel a) and
γ = 10 (panel b); the armchair termination is assumed. The top curve
for var T is for |φT − φB| = π/3; the bottom variance curve is for
|φT − φB| = π .

current I . For the case we consider here, one has (at zero
temperature) [57]

F = 1 − T , (38)

so that the ensemble average of the Fano factor F directly
follows from our expression Eq. (34) for the disorder-averaged
transmission probability T . In particular, in the limit of a clean
junction (L � li, la), one finds F = (1 + νT · νB)/2, whereas
in the limit of a dirty junction one has

〈F 〉 = 1/2 . (39)

A finite temperature leads, first and foremost, to a smearing
of the electron energy. Since thermal smearing effectively
amounts to taking an ensemble average, thermal smearing
has no effect on the ensemble average 〈T 〉 but it strongly
suppresses the transmission fluctuations. In the limit of large
temperatures (kBT much larger than the Thouless energy of the
interface) the Fano factor becomes [57] F = 〈T (1 − T )〉/〈T 〉,
which may be easily evaluated by combining Eqs. (34) and
(35). In the limit of a clean junction one then finds the same
Fano factor as in the zero temperature limit, whereas in the
strong-disorder limit L � li, la the high-temperature limit is

〈F 〉 = 1/3 . (40)

Note that this value for 〈F 〉, as well as the zero-temperature
limit Eq. (39) mentioned above, differs from the Fano
factor reported in Ref. [30]. The difference arises because
Ref. [30] takes the semiclassical expression for the shot noise
power, whereas quantum effects are strong in the limit of
low filling fractions we consider here and the semiclassical
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FIG. 3. The Fano factor F versus interface length L in the high-
temperature limit for γ = li/la = 1 (panel a) and γ = 10 (panel b)
and armchair termination of the top and bottom edges.

approximation is no longer quantitatively correct.
Figure 3 shows the high-temperature limit of the Fano factor

F for the armchair edge terminations. For armchair termination
we find that the Fano factor dependence can be nonmonotonic
(for γ � 1), and the characteristic length scale is la. In the
isotropic limit γ = li/la = 1 there is a monotonic dependence
on L [Fig. 3(a)].

IV. CONCLUSION

We calculated the conductance distribution of a graphene
pn junction in a quantizing magnetic field. Our theory captures
the entire crossover between the limit of a clean pn junction
and that of a strongly disordered junction. In the former case,
the conductance is a known function of the isospin vectors |νT 〉
and |νB〉 for the chiral states at the edges of the pn junction
[31]. In the latter case the conductance has a probability
distribution that is universal and independent of the details
of the edges [30]. Our solution for the intermediate regime
combines features of both extremes. On the one hand, the
conductance has finite sample-to-sample fluctuations, on the
other hand, mean and variance of the conductance depend on
the isospin vectors |νT 〉 and |νB〉.

A special feature of our solution is that we are able to relate
the mean free paths for transport along the one-dimensional
interface to the coefficients describing the random potential in
the two-dimensional graphene sheet. Even after translation and
rotation invariance are taken into account, generic disorder in
graphene is still characterized by five independent constants.
Some information on these constants can be obtained from
measurements of a two-dimensional graphene sheet. For exam-
ple, pure potential disorder gives rise to weak antilocalization,
whereas disorder terms that couple the valleys cause weak

localization [58–60]. Complementary information can be ob-
tained from the carrier-density dependence of the conductivity
[61]. Our theory links the conductance distribution of a pn

junction in a large magnetic field to the same set of coefficients
and, thus, provides an additional and independent method to
determine these.

A central observation of the many conductance experiments
[19–21,23,37–41] is that the measured conductance in the
case (νn,νp) = (2,−2) consistently agrees with the ensemble
average 〈T 〉 = 1/2 of the strong-disorder limit [30], but
the experiments do not show any signatures of the large
mesoscopic fluctuations that are expected in the limit of zero
temperature. These experiments are not consistent with the
clean-limit predictions, since none of the standard nanoribbon
terminations (armchair or zigzag) give a conductance G

consistent with T = 1/2 [31]. The Fano factors observed
in Refs. [43] and [42] are slightly below the theoretical
predictions of Eqs. (39) and (40) for the strong-disorder
limit (assuming spin degeneracy), but they are not far from
it when extrapolating the observation of Ref. [43] to zero
interface length. Our theory for the crossover between the
clean and strong-disorder limits shows that the approach to
the average value T = 1/2 and the development of large
mesoscopic fluctuations occur at the same length scale la
for armchair nanoribbon termination, irrespective of the form
of the microscopic disorder (see Fig. 2). We note that for
nonstandard nanoribbon termination with |φT − φB | = π/2 it
is possible to approach the mean value T = 1/2 on length
scale li while the mesoscopic fluctuations are developed on
the length scale la. The opposite scenario, which would
offer an explanation for the experimental observations, is not
possible within our theory. Thus the experimentally observed
absence of mesoscopic fluctuations cannot be explained by
an incomplete transition to the strong-disorder limit. Other
causes of suppressed mesoscopic fluctuations that have been
mentioned in the literature are thermal smearing, slow time-
dependent fluctuations of system parameters, or inelastic
processes contributing to the mixing between the interface
states [30]. The observed suppression of shot noise for long
interface lengths in Ref. [43] clearly hints at a role of
inelastic processes for large interface lengths L, whereas the
observation of a finite shot noise power at shot junction lengths
is consistent with the first two explanations. A quantitative
theory of thermal smearing effects requires the extension of
the present theory to the energy dependence of the scattering
matrix, a considerable theoretical challenge that is left to future
work.
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APPENDIX A: EFFECTIVE HAMILTONIAN FOR CHIRAL
INTERFACE STATES

In this Appendix we derive the effective one-dimensional
Hamiltonian Hs for the chiral states at the pn interface
[see Eq. (11)]. Hereto we need the explicit form of the
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eigenfunctions of the Hamiltonian H0 for the clean system.
These eigenfunctions are known from the exact solution of
Refs. [16] and [17]. They have a linear energy-momentum
dispersion εk = vsk with vs given by Eq. (12), and the
δ-function normalized spinor-valued wave functions for the
zeroth Landau level read [16,17]∣∣�0

kκ (r)
〉 = eikxφ0(y − k�2)|κ〉 ⊗ |ξκ〉 , (A1)

where κ = ±1 is the valley index, |κ〉 are the basis spinors with
respect to the valley degree of freedom, and |ξκ〉 represents a
two-component spinor with respect to the sublattice degree of
freedom. Further,

φ0(y) =
(

β

π�2

)1/4

e−βy2/2�2
, (A2)

where we abbreviated

β =
√

1 −
( E

vF B

)2

. (A3)

(Note that the validity of this exact solution requires |E | <

vFB.) The spinor |ξκ〉 reads

ξ κ ≡
√

|E |
2vF B

(
sgn(E)κC1/2

C−1/2

)
, (A4)

with

C = vF B
|Ē | (1 − β) . (A5)

One verifies that in the limit of a vanishing electric field
the solutions Eq. (A1) reduce to the well-known results for
graphene in a homogeneous external magnetic field.

As explained in the main text, for large magnetic fields
it is sufficient to restrict to the zeroth Landau level. We
may obtain an effective Hamiltonian for the interface states
by projecting the Hamiltonian H0 to the states spanned by
the wave functions (A1). Using the Fourier representation of
Eq. (A1), this projection takes the simple diagonal form

Hs,0 = vskτ0 . (A6)

Fourier transformation with respect to k gives the first term of
the Hamiltonian Hs of Eq. (11).

To incorporate the disorder potential we need to evaluate
the matrix elements

Vs,κκ ′ (k,k′) =
∫

d r
〈
�0

kκ (r)
∣∣V̂ (r)

∣∣�0
k′κ ′(r)

〉
=

∫
d re−i(k−k′)xφ0(y − k�2)φ0(y − k′�2)

×(〈κ| ⊗ 〈ξκ |)V̂ (r)(|κ ′〉 ⊗ |ξκ ′ 〉) . (A7)

In the limit of a large magnetic field and for small momenta k,
k′, we may neglect the shifts k�2 and k′�2 in the arguments
of the functions φ0. With this approximation, Vs,κκ ′ (k,k′)
becomes a function of the difference k − k′ only, so that it
represents an effective disorder potential that is local in space,

Vs,κκ ′ (x) =
∫

dyφ0(y)2(〈κ| ⊗ 〈ξκ |)V̂ (x,y)(|κ ′〉 ⊗ |ξκ ′ 〉).
(A8)

Since the disorder potential V̂ (x,y) has a Gaussian
distribution with zero mean and with δ-function correla-
tions, the same applies to the effective disorder poten-
tial V̂s(x) for the interface states. The two-point correla-
tion function can be calculated with the help of Eq. (9),
and one finds

〈Vs,κλ(x)Vs,κ ′λ′(x ′)〉 = Kκλκ ′λ′δ(x − x ′) , (A9)

with

K++++ = K−−−− ≡ K0 + K3 ,

K++−− = K−−++ ≡ K0 − K3 , (A10)

K+−−+ = K−++− ≡ 2K1 ,

where the coefficients Kμ are

K0 = 1

4

√
β

2π�2

( E
vF B

)2

[(C + 1/C)2α0

+ (C − 1/C)2αz + 4α⊥] , (A11a)

K1 = K2 = 1

4

√
β

2π�2

( E
vF B

)2

[(C + 1/C)2β0

+ (C − 1/C)2βz + 4β⊥] , (A11b)

K3 = 1

4

√
β

2π�2

( E
vF B

)2

[(C + 1/C)2γ0

+ (C − 1/C)2γz + 4γ⊥] . (A11c)

Notice that each of the three coefficients depends on a dif-
ferent set of the disorder coefficients for the two-dimensional
disorder potential V̂ (x,y). Upon writing

V̂s(x) =
3∑

μ=0

Vs,μ(x)τμ, (A12)

the correlation function of the form (A9) reproduces that
of Eq. (13) of the main text. The expressions for the
coefficients Kμ quoted in Eq. (14) of the main text follow
from Eq. (A11) upon keeping the leading contribution in
(E/vFB)2.

APPENDIX B: DERIVATION OF THE FOKKER-PLANCK
EQUATION FOR SCATTERING MATRIX

In this Appendix we give the details of the derivation of the
Fokker-Planck equation, Eq. (22). We use the parametrization
(15) of the scattering matrix in terms of Euler angles, which
we combine into a four-component vector p = (ϕ,θ,ζ,ψ)T .
The composition rule (21) leads to a Langevin process for
the Euler angles p. We can calculate the change δ p from
the change

δŜ = Ŝ(L + δL) − Ŝ(L) (B1)

of the scattering matrix. We keep contributions to δ p and δŜ

up to second order in rμ and write accordingly

δ p = δ p(1) + δ p(2),
(B2)

δŜ = δŜ(1) + δŜ(2) + O
(
r3
μ

)
.
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We can then obtain δ p from δŜ using the relations

δŜ(1) =
3∑

μ=0

∂Ŝ

∂pμ

δp(1)
μ , (B3)

δŜ(2) = 1

2

3∑
μ,ν=0

∂2Ŝ

∂pμ∂pν

δp(1)
μ δp(1)

ν +
3∑

μ=0

∂Ŝ

∂pμ

δp(2)
μ . (B4)

The solutions of the above equations read

δ p(1) =1

2

⎛
⎜⎜⎜⎝

csc θ (r2 sin γ + r1 cos γ )
r2 cos γ − r1 sin γ

r3 − cot x(r2 sin γ + r1 cos γ )
2r0

⎞
⎟⎟⎟⎠, (B5)

δ p(2) =1

8

⎛
⎜⎝

− csc θ (r2 cos γ − r1 sin γ )[2 cot θ (r2 sin γ + r1 cos γ ) − r3]
(r2 sin γ + r1 cos γ )(r1 cos γ cot θ + r2 sin γ cot θ − r3)

(r2 cos γ − r1 sin γ ){[cos(2θ ) + 3] csc2 θ (r2 sin γ + r1 cos γ )−2r3 cot θ}/2
8kδL

⎞
⎟⎠ . (B6)

These equations define the Langevin process for the parameters p. To obtain the corresponding Fokker-Planck equation, we need
to calculate the average of δ p(2) and the (co)variance of δ p(1). With the help of Eq. (17) we obtain

〈δ p(2)〉 =

⎛
⎜⎜⎝

0
1
2 cot θ

0
k

⎞
⎟⎟⎠δL , (B7)

〈δ p(1)δ p(1)T 〉 =

⎛
⎜⎜⎜⎝

csc2 θ 0 − cot θ csc θ 0
0 1 0 0
− cot θ csc θ 0 csc2 θ + γ − 1 0
0 0 0 α

⎞
⎟⎟⎟⎠δL . (B8)

Inserting these correlators into the general form of the Fokker-Planck equation [62],

∂P

∂L
= −

3∑
μ=0

∂pμ

(〈
δp(2)

μ

〉
δL

P

)
+ 1

2

3∑
μ,ν=0

∂2
pμpν

(〈
δp(1)

μ δp(1)
ν

〉
δL

P

)
, (B9)

we arrive at Eq. (22) of the main text.
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Cserti, Phys. Rev. B 77, 081403 (2008).

[23] J. R. Williams and C. M. Marcus, Phys. Rev. Lett. 107, 046602
(2011).

[24] P. Rickhaus, P. Makk, M.-H. Liu, E. Tóvári, M. Weiss, R.
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[48] A. M. S. Macêdo, Phys. Rev. B 53, 8411 (1996).
[49] K. Frahm and J.-L. Pichard, J. Phys. I 5, 877 (1995).
[50] J. Rau, Phys. Rev. B 51, 7734 (1995).
[51] I. L. Aleiner and K. B. Efetov, Phys. Rev. Lett. 97, 236801

(2006).
[52] A. Altland, Phys. Rev. Lett. 97, 236802 (2006).
[53] P. M. Ostrovsky, I. V. Gornyi, and A. D. Mirlin, Phys. Rev. B

74, 235443 (2006).
[54] Y. Liu, R. P. Tiwari, M. Brada, C. Bruder, F. V. Kusmartsev,

and E. J. Mele, Phys. Rev. B 92, 235438 (2015).
[55] M. Ancliff, J. Phys. A: Math. Theor. 49, 285003 (2016).
[56] L. D. Landau and E. M. Lifshitz, Quantum Mechanics: Non-

Relativistic Theory (Butterworth-Heinemann, Oxford, 1991).
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Freie Universität Berlin, D-14195, Berlin, Germany
(Dated: October 31, 2018)

Abstract
The self-consistent Born approximation quantitatively fails to capture disorder effects in semimetals. We present an alterna-

tive, simple-to-use non-perturbative approach to calculate the disorder induced self-energy. It requires a sufficient broadening
of the quasiparticle pole and the solution of a differential equation on the imaginary frequency axis. We demonstrate the
performance of our method for various paradigmatic semimetal Hamiltonians and compare our results to exact numerical
reference data. For intermediate and strong disorder, our approach yields quantitatively correct momentum resolved results.
It is thus complementary to existing RG treatments of weak disorder in semimetals.

Introduction.—Semimetals with point-like Fermi sur-
face are by now an established research field in con-
densed matter physics. Well-studied examples are two-
dimensional (2d) Dirac fermions in graphene [1], 3d
Weyl fermions in spin-orbit coupled compounds [2], or
parabolic band touching points in Bernal-stacked bilayer
graphene [3]. Many experimental properties of semimet-
als rely on the presence of impurities or disorder, ubiq-
uitous in solid state realizations, but under control in
cold atom setups via speckle potentials [4]. For exam-
ple, in undoped graphene the non-zero density-of-states
is purely disorder generated [5]. Likewise, in ARPES ex-
periments it is the disorder, which broadens the spectral
function at the nodal point and modifies its dispersion
away from it. Another example is a disorder driven phase
transition between a semimetallic and a metallic phase in
3d Weyl fermions [6]. In the following, motivated by the
observables described above, we focus on single-particle
properties.
Theoretically, however, the currently available analyt-

ical methods for disordered semimetals yield unsatisfac-
tory results. Weak disorder in semimetals can be treated
using the perturbative Wilsonian momentum shell renor-
malization group (RG) as pioneered in the context of 2d
Dirac systems by Ref. [7]. The starting point of this
approach is the functional integral formalism that can
be disorder averaged after the fermions have been repli-
cated. The bosonic disorder field is then eliminated in fa-
vor of a four-fermion pseudo-interaction whose coupling
constant flows as high energy shells are integrated out
perturbatively. The drawback of the perturbative RG
method is its inapplicability in the strong disorder regime
and the difficulty to extract quantitative information
about observables from the abstract RG flow. Another
standard approach to disorder is the non-perturbative
self-consistent Born approximation (SCBA). For met-
als, its validity relies on the smallness of the parameter
1/kF l that quantifies the suppression of diagrams with
crossed disorder lines omitted in SCBA [8]. Here, kF is
the Fermi momentum and l the mean free path. How-
ever, for semimetals with kF = 0, the SCBA cannot be
justified [9, 10].
In this work, we propose a novel non-perturbative

approach to disorder, systematically going beyond the
SCBA but free of its above restrictions. Our approach is
applicable for strong and intermediate Gaussian disorder
where it yields a quantitatively accurate and momen-
tum dependent self-energy. For semimetals, it is thus
complementary to the RG approach. We start from the
Fermi-Bose field theory mentioned above, but we do not
integrate out the disorder field. Instead we derive an ex-
act Schwinger-Dyson equation [11, 12] for the fermionic
self-energy, which is closed by replacing the Fermi-Bose
three-vertex with the help of a Ward-identity. This re-
placement is justified for strong disorder only. We arrive
at a set of ordinary differential equations on the imagi-
nary frequency axis that can be easily solved numerically.
We apply this Schwinger-Dyson–Ward (SDW) approach
for various paradigmatic semimetals and compare our re-
sults to exact numerical reference data computed with a
dedicated momentum space version of the kernel polyno-
mial method. We also compare our results to the SCBA
and a semi-classical approximation for strong disorder.

Model and main result.—We consider a generic two-
band semimetal Hamiltonian H0(~k) with a degeneracy
point at ~k = 0 located at zero energy, H0(~k = 0) = 0.
For simplicity, we assume an isotropic dispersion ±E0(k)
with particle-hole symmetry. These assumptions are
not crucial in the following but valid for many popular
choices of H0(~k) like Dirac nodes.

We add a smoothly correlated disorder potential V (~r)
which is assumed to be diagonal in band space. Its cor-
relation length ξ represents the disorder puddle’s typ-
ical linear extent. We define the fundamental energy
scale Eξ =E0(k= 1/ξ). For the statistical properties of
V , we assert a Gaussian probability distribution P [V ]
and define the disorder average of a quantity Q[V ] as
〈Q〉dis =

∫
DV Q[V ]P [V ]. We assume the disorder cor-

relator K(~r − ~r′) to have a Gaussian shape

K(~r − ~r′) = 〈V (~r)V (~r′)〉dis=
W 2E2

ξ

(2π)d/2 e
− 1

2 |~r−~r′|2/ξ2
. (1)

The dimensionless parameter W quantifies the strength
of disorder. It relates the typical potential in a puddle
∼
√
〈V (~r)2〉dis to the kinetic energy of a particle con-

fined to the puddle’s volume. We refer to W � 1 as
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weak and W � 1 as strong disorder, respectively. We
are interested in the zero-temperature retarded Green
function GRV (ω) = (ω + iη −H0 − V )−1 and, in particu-
lar, in its disorder average 〈GRV 〉dis ≡ GR ,

GR(ω,~k) = 1
ω + iη −H0(~k)− ΣR(~k, ω)

, (2)

at the nodal point energy ω = 0. This defines the disor-
der induced self-energy ΣR(~k, ω). Our main result is a
self-consistency equation for the self-energy on the imag-
inary frequency axis,

Σσ1σ2(iω,~k) = (3)
∑

σ

∫

~q

K(~q)
[
δσ1σ − ∂iωΣσ1σ(iω,~k)

]
Gσσ2(iω,~k + ~q),

from which one may calculate ΣR(ω= 0,~k). The struc-
ture of Eq. (3) is reminiscent of the SCBA with ∂iωΣ as
a correction term. The derivation of Eq. (3), which re-
lies on Schwinger-Dyson equations, a Ward-identity and
an approximation that is valid for a sufficient broadening
of the quasiparticle pole, will be sketched after treating
a few examples. We refer to Eq. (3) as the Schwinger-
Dyson–Ward approximation (SDWA).

To solve Eq. (3), we parameterize the momentum de-
pendence of Σ(iω,~k) using the symmetries of the clean
Hamiltonian H0, which are restored after the disorder
average. We isolate the derivative term and discretize
the momentum dependence, which yields a system of
first order ordinary differential equations (ODE) in ω
[28]. For the boundary condition, lim

ω→∞
G(iω) = 1

iω [13]
implies an at most sublinear asymptotic of Σ (iω) in iω.
Hence, at ω = ωmax � Eξ, we can approximately ne-
glect ∂iωΣ(iω) in Eq. (3). The resulting self-consistent
solution for Σ(iωmax) can be found algebraically in the
limit ωmax � Eξ. We finally apply standard routines
to solve the array-valued ODE numerically. We have
checked that the results for Σ(iω = iη) do not depend
on (large enough) ωmax.

Exact numerical results from KPM.—To gauge the
quality of the SDW approximation, we employ the kernel
polynomial method (KPM) [14] to obtain numerically
exact reference data for ΣRσ1σ2(ω,~k). The standard iter-
ation procedure of KPM repeatedly applies the Hamil-
tonian as (H0 +V ) |ψ〉. In contrast to recent state-of-the
art studies for disordered Weyl nodes [15], we work in
momentum space |ψ〉 =

∑
~kσ ψ~kσ|~kσ〉, thus avoiding to

regularize H0 on a lattice. While H0 is diagonal in ~k, the
potential V is diagonal in real space. We employ a fast
Fourier transform (FFT) on ψ~kσ to get to real space, ap-
ply V and transform back to momentum space. We use
an equidistant k-space grid with spacing ∆k � ξ−1 and
a UV-cutoff Λ� ξ−1. We checked the convergence of
our final results with respect to the number of moments,
disorder realizations and lattice points. The limitation of

(a)

(b)
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Figure 1: (a) Imaginary part of the disorder induced retarded
self-energy for a 2d Dirac node at the nodal point as a func-
tion of disorder strength W . Our SDWA result (magenta
line) compares well to the exact KPM data (blue dots) and
asymptotically agrees with the Thomas-Fermi approximation
(orange). The SCBA result is shown in cyan. Inset: For very
small disorder, the SDWA deviates from the scaling found
by RG (green dashed line). (b) The momentum dependence
of the self-energy at W = 6.32 calculated from KPM (blue
symbols), the SDWA (magenta lines) and Thomas-Fermi ap-
proximation (orange lines).

the KPM is in the weak disorder regime, when the finite-
size energy starts to compete with the disorder induced
energy scale.

Application to 2d Dirac node.—We now apply the
SDWA to the case of a disordered 2d Dirac node,
H0(~k) = ~v(σxkx + σyky), with E0(k) = ~vk and the
fundamental energy scale Eξ = ~v/ξ. Using dimension-
less variables ~̄k=~k/ξ and ω̄= ω/Eξ, the ansatz for the
self-energy reads

Σ(iω̄, ~̄k)/Eξ = m(ω̄, k̄)[σx cos φ̄+ σy sin φ̄] + iM(ω̄, k̄),
(4)

where we switched to polar coordinates for ~̄k on the right
hand side. While m represents a renormalization of H0,
M can be interpreted as a scattering rate. Using this
ansatz in Eq. (3), we obtain two coupled ODEs:

∂ω̄M(ω̄, k̄) = 1+ J0(ω̄, k̄)M(ω̄, k̄)+J1(ω̄, k̄)m(ω̄, k̄)
W 2[J2

0 (ω̄, k̄) + J2
1 (ω̄, k̄)]

,

(5)

∂ω̄m(ω̄, k̄) = J0(ω̄, k̄)m(ω̄, k̄)− J1(ω̄, k̄)M(ω̄, k̄)
W 2[J2

0 (ω̄, k̄) + J2
1 (ω̄, k̄)]

, (6)

where the functions J0 and J1 themselves depend on m

2



and M as
{
J0(ω̄, k̄)
J1(ω̄, k̄)

}
=
∫ ∞

0
dq̄

{
M̃(ω̄, q̄)I0(k̄q̄)
m̃(ω̄, q̄)I1(k̄q̄)

}
q̄e−(q̄2+k̄2)/2/(2π)
m̃2(ω̄, q̄)+M̃2(ω̄, q̄)

.

(7)
Here, Ij are modified Bessel functions of the first kind
[16], m̃(ω̄, k̄) = k̄+m(ω̄, k̄) and M̃(ω̄, k̄) = ω̄ −M(ω̄, k̄).
The initial conditions for ω̄max � 1 read M(ω̄max, k̄) =
− W 2

2πω̄max and m(ω̄max, k̄) = 0.
The set of ODEs (5) and (6) can be solved numeri-

cally after discretizing the k̄-dependence of m and M on
a geometric grid. In Fig. 1(a) we compare the result-
ing disorder induced self-energy at the pole of the clean
Green function, MR(ω̄ = 0, k̄ = 0) = M(iω̄ = iη, k̄ = 0)
(magenta line) to the exact KPM data (blue dots), find-
ing good agreement. This is true even for the small-
est disorder strength W ' 0.8 that we can reach with
KPM, see inset. Based on the above comment about
the validity of SDWA, we consider this agreement for
MR(ω̄ = 0, k̄ = 0) � 1 as coincidental. In fact the
SDW solution for MR(ω̄ = 0, k̄ = 0) does not agree
asymptotically with the form ∼ exp(−π/W 2)/W , that is
inferred from the scale where the 2-loop Wilsonian RG-
flow crosses over to strong disorder [17] (green dashed
line in the inset). In the supplemental material we show
additional KPM data confirming the validity of the RG
result for weak disorder, albeit using a modified uncor-
related disorder model, where even smaller MR can be
resolved.
In Fig. 1(a), we also illustrate the failure of the SCBA

for all disorder strengths [9, 10] (cyan line). The data
is obtained from an iterative numerical solution of the
SCBA-equation, i.e. Eq. (3) without the derivative.
The momentum dependence of the self-energy atW =

6.32 is addressed in Fig. 1(b). Again, the SDW re-
sults (dashed and solid magenta lines) compare well with
exact KPM data (blue symbols). Note that mR(ω̄ =
0, k̄) ∝ −k̄ encodes a velocity suppression.
In the limit of large disorder, W � 1, the typical elec-

tron wavelength (at zero total energy) is on the order of
ξ/W , thus the electron motion in the disorder potential
varying on the scale ξ can be approximated as semi-
classical [18–20]. This motivates the Thomas-Fermi ap-
proximation, GR(ω,~k) =

∫∞
−∞ dU P1(U)[ω+iη−H0(~k)−

U ]−1 where P1(U) = exp
(
− U2

2K(~r=0)

)
/
√

2πK(~r = 0) is
the distribution function of the disorder potential at
a single point (see supplement for details). At the
nodal point, the Thomas-Fermi estimate [4, 21]MR(ω̄=
0, k̄=0)Eξ = − 1

πP1(0) agrees with the KPM and SDWA
asymptotically [orange line in Fig. 1(a)]. Consequently,
this result can also be reproduced analytically from Eq.
(3) after setting H0 → 0. However, for finite momentum,
the Thomas-Fermi approximation fails even for strong
disorder, see Fig. 1(b).

Other dispersions.—To show the flexibility of the
SDWA, we now modify the clean Hamiltonian H0, mod-
eling other types of nodal semimetals. First, we consider

(a)

(b)

M
R
(

=
0
,
=
0
)

SDWA

SCBA

Thomas-Fermi

KPM 3d Weyl

0.0 2.5 5.0 7.5 10.0 12.5 15.0

0

1

2

3

2d Parabolic

0 2 4 6 8 10

0

1

2

3

0 2
0.0

0.5

0 2
0.0

0.2

W

Figure 2: The same as in Fig. 1(a) but for (a) a 3d Weyl and
(b) a 2d parabolic semimetal. The SDW results (magenta)
compare well to the exact KPM data (blue) except for small
|MR(ω̄ = 0, k̄ = 0)|, see insets.

the case of a 3d Weyl node, H0(~k) = ~v(σxkx + σyky +
σzkz), with E0 and Eξ as before. The Weyl node features
a disorder induced phase transition [6, 22], for W below
a critical disorder strength Wc, the self-energy vanishes
at k= 0. The ansatz for the self-energy and the result-
ing modifications to the ODEs (5) and (6) are detailed in
the supplement. Fig. 2(a) compares the SDW results for
MR(ω̄=0, k̄=0) to KPM, SCBA and the Thomas-Fermi
approximation. Again, while the SCBA fails quantita-
tively, our SDWA is in good agreement with the exact
KPM data, except for small |MR(ω̄ = 0, k̄ = 0)| (see
inset). The Thomas-Fermi approximation clearly misses
the phase transition but is valid asymptotically and we
note Ref. [20] suggesting its systematic improvement for
the 3d Weyl case, albeit for a different disorder model.

Second, we consider a 2d semimetal H0(~k) =
~2k2

m [σx cos(2φ) + σy sin(2φ)] in polar coordinates. A
similar Hamiltonian (with discrete rotation symmetry)
occurs for Bernal-stacked bilayer graphene [3]. The dis-
persion is parabolic, E0(k) = ~2k2/m and we have
Eξ = ~2ξ−2/m as the fundamental energy unit. The
SDWA (see supplement for details) yields good agree-
ment to the KPM data, see Fig. 2(b), except in the
small |MR(ω̄ = 0, k̄ = 0)| regime below W ' 2.

Derivation of main result.—In the following, we sketch
the main ideas behind Eq. (3). For a detailed derivation
we refer to the supplemental material. Let lnZV [η̄, η]
be the generating functional for connected Green func-
tions for a fixed disorder configuration V . The replica
trick asserts that we can obtain the disorder aver-
aged Green functions from the generating functional
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~q= 0

=

(b)

(a)

~k ~kΣ =
~k+~q

~q
~k ~k

~k ~k

~q= 0

− ∂iω Σ~k ~k
~k ~k

Figure 3: (a) Schwinger-Dyson equation for the fermionic
self-energy Σ and (b) the Ward-identity for the Fermi-Bose
vertex (triangle). Together, they form the basis of the pro-
posed SDWA. We suppress frequency and pseudo-spin in-
dices.

ZR [η̄, η] =
〈
ZRV [η̄, η]

〉
dis

as G12 = lim
R→0

1
R
δ2ZR[η̄,η]
δη̄1δη2

|η,η̄=0,
where ZRV [η̄, η] contains R replicated fermion species
ψα, α = 1, 2, ..., R, all coupling to the same disorder
potential V and the same source η̄ (analogous for ψ̄α
and η). We can now formally consider ZR [η̄, η] →
ZR [η̄α, ηα, J ] such that each fermion species couples to
separate sources ηα and η̄α and introduce a source J for
the bosonic field V . Now, the Green function from Eq.
(2) can be obtained as

G12 = lim
R→0

1
R

R∑

α=1
Gαα12 , Gαα12 = δ2ZR [η̄α, ηα, J ]

δη̄α1 δη
α
2

∣∣∣∣
η̄,η,J=0

,

(8)

and likewise for the self-energy Σ12, which is obtained as
the second functional derivative of the generating func-
tional of irreducible vertex functions [12].

Next, we consider the Schwinger-Dyson equation for
the self-energy, shown diagrammatically in Fig. 3(a).
In the diagram, we already anticipate the replica limit
that eliminates diagrammatic contributions with inter-
nal fermion loops [23]. In this way a Hartree-like di-
agram, still present for Σαα, vanishes. Likewise, the
bosonic self-energy, which contains internal fermion bub-
bles, is eliminated in the replica limit, such that the bo-
son propagator K(~q) is undressed (dashed line). Since
K(~q) is related to elastic scattering, no frequency is
carried. The fermionic propagator in the loop on the
right hand side does involve the fermionic self-energy
from the left hand side. Finally, the triangle repre-
sents the Fermi-Bose vertex that, besides its bare part,
subsumes the effect of all higher order diagrams with
crossed impurity lines missing in the SCBA. In Fig.
3(b) we depict a Ward-identity for our theory ZR. It
relates the Fermi-Bose vertex to the Matsubara fre-
quency derivative of the fermionic self-energy. This
relation follows from the invariance of the generating
functional ZR [η̄α, ηα, J ] under a temporal gauge trans-
formation ψασ (τ, ~r) = e+iAα(τ)ψ′ασ (τ, ~r) and ψ̄ασ (τ, ~r) =
e−iAα(τ)ψ̄′ασ (τ, ~r). At an intermediate stage of the deriva-
tion, a bosonic Schwinger-Dyson equation (not shown)
is used.

The idea is to eliminate the Fermi-Bose vertex in the
Schwinger-Dyson equation (a) using the Ward-identity

~q

~k

~k+~q

+~q

~k

~k+~q ~k−~p+~q

~k−~p

~p~q

~k

~k+~q

+...=

(b)

(a)
Σ = + +...

Figure 4: (a) Self-consistent perturbation theory for the dis-
order problem. The corresponding expansion of the Fermi-
Bose vertex is shown in (b). Up to second order, it is used to
argue for the validity of the ~q = 0 approximation in the limit
of strong disorder. All internal fermion lines are self-energy
dressed propagators.

(b). Crucially, the Ward-identity requires vanishing
bosonic momentum ~q = 0. Thus, in order to use (b)
in (a), we need to approximate the Fermi-Bose vertex
with its value at ~q=0. Note that we keep ~q everywhere
else in the diagram. This yields Eq. (3).

To motivate the above approximation, note that in
the diagram of Fig. 3(a), we can restrict |~q| = q .
1/ξ due to the finite range of the bosonic propagator
K(~q) ∼ e−q

2ξ2/2. We argue for the validity of the ap-
proximation on the basis of the standard self-consistent
expansion of the disorder self-energy [8], see Fig. 4(a).
Comparing to the Schwinger-Dyson Eq. 3(a), we ob-
tain the expansion of the Fermi-Bose vertex shown in
Fig. 4(b). Alternatively, the expansion in Fig. 4(b) can
be obtained from a Schwinger-Dyson equation for the
Fermi-Bose vertex if the four-fermion vertex is treated
perturbatively. The bare contribution is a constant and
trivially ~q-independent. The next contribution is a di-
agram with an internal boson line. The value of the
internal (dressed) fermion propagators is dominant and
nearly constant for momenta with magnitude . 1/γ,
where γ is the length-scale associated to disorder broad-
ening of the pole; a finite Matsubara frequency ω > 0
only increases γ. Our approximation is valid in the
regime γ . ξ, which means that the fermionic propa-
gator with momentum ~k − ~p + ~q does not change once
~q is set to zero. It is plausible that this argument holds
for all higher order diagrams although we cannot give
a general proof. A priori, the relation between disorder
strength W and γ is not clear, but the condition γ . ξ
can be checked from the result of the SDW approach
a posteriori. Note however, that keeping the full mo-
mentum dependence of G(~k + ~q) in the diagram of Fig.
3(a) is essential, setting ~q = 0 yields considerably worse
results. Conclusion.—We presented a non-perturbative
approach to calculate disorder averaged quasi-particle
properties beyond SCBA. The SDWA for the self-energy
requires a sufficient broadening of the quasiparticle pole
to control the approximation involved. Systematic im-
provement is possible using a higher level truncation of
the Schwinger-Dyson equations. This extended set may
then be closed by Ward-identities. This should also allow
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for the calculation of conductivities. In contrast to the
numerically expensive KPM, the analytical formulation
of the SDW makes this method amenable for integra-
tion in other, possibly interacting, theories. For future
work, one could try to the apply the SDWA to other
types of disorder with non-trivial Pauli matrix structure
[9, 24] or relax the particle-hole symmetry and isotropy
assumption on the dispersion to study disordered tilted
or anisotropic cones [25, 26]. The SDWA could also be
useful for semimetals with a co-dimension of their Fermi-
surface smaller than d, for example nodal-line semimet-
als in 3d [27].
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Supplemental material

for “Strong disorder in nodal semimetals: Schwinger-Dyson–Ward approach”

Weak disorder in 2d Dirac node

We now consider weak disorder in a 2d Dirac node. In Fig. 5 we prove by comparison to exact KPM data (blue
dots) that the scaling MR(ω̄ = 0, k̄ = 0) ∼ W−1 exp(−π/W 2) inferred from the 2-loop momentum shell RG flow
equation [17] is correct (green dashed line). This result is obtained from the scale where the RG-flow crosses over
to strong disorder. To the best of our knowledge, this scaling has never been checked numerically. Note that the
RG uses a white-noise disorder correlator which cannot be implemented numerically and is responsible for the ∼
sign above. To obtain converged values of small MR over two orders of magnitude, we chose a discrete disorder
model where the “correlation length” ξ equals the real-space lattice constant a, such that the disorder correlator
ξ = a is not smooth on the lattice scale. Thus, the SDWA formulated for the field-theory limit ξ � a is not directly
applicable. The potential at each site of the real-space lattice is uniformly distributed, V (~r) ∈ [−

√
3W,
√

3W ]. This
yields

∑
~r

〈
V (~r)V (~0)

〉
dis

= 1
2
√

3W

∫ +
√

3W
−
√

3W dU U2 = W 2. We use P = 212 lattice points in both linear directions, such
that a = 2π

P∆k and 60000 moments for convergence of the KPM. We checked that the disorder induced energy scale
MR(ω̄ = 0, k̄ = 0)~v/a is always larger than the finite-size energy scale Efs = ~v∆k.

1.0 1.2 1.4 1.6 1.8 2.0 2.2
1/W2

10 2

10 1

M
R
(

=
0,

k=
0)

KPM
2-loop RG

Figure 5: Imaginary part of the disorder induced retarded self-energy for a 2d Dirac node with discrete disorder as a function
of disorder strength W . The exact KPM data is shown as blue dots, the RG prediction MR ∼ W−1 exp(−π/W 2) with an
appropriate prefactor fitted is shown as a green dashed line.

Thomas-Fermi approximation for strong disorder

The Thomas-Fermi approximation [18, 20] amounts to approximate the disorder potential as a homogeneous effective
chemical potential term. Then, the disorder averaged Green function is approximated as

GR(ω,~k) =
∫ ∞

−∞
dU P1(U) 1

ω + iη −H0(~k)− U
, (9)

where P1(U) is the one-point distribution function, i.e. the probability that the local potential V (~r1) has the value
U . This probability can be obtained as the expectation value P1(U) = 〈δ (V (~r1)− U)〉dis which can be calculated by
representing the δ-function as an integral over an exponential and subsequently employing the rules for functional
integration over V . The result is

P1(U) =
〈

1
2π

∫ +∞

−∞
dx ei(V (~r1)−U)x

〉

dis

= 1
2π

∫ +∞

−∞
dx e−

1
2x

2〈V 2(~r1)〉
dis
−iUx = 1√

2πK(~0)
e
− U2

2K(~0) , (10)
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where K(~0) =
〈
V 2(~r1)

〉
dis

= (2π)−d/2W 2E2
ξ .

We evaluate Eq. (9) for the 2d Dirac case in the helicity basis at ω = 0 and find

GRλ,λ′(ω̄ = 0, k̄)Eξ = −δλ,λ′
π

W

(
erfi
(

λk̄√
πW

)
+ i

)
e−(k̄)2/(πW 2). (11)

Here, erfi(z) is the imaginary error function defined as erfi(z) = erf(iz)/i [16]. With the ansatz

GRλ,λ′(ω̄ = 0, k̄)Eξ = δλ,λ′

−λ
[
k̄ +mR(ω̄ = 0, k̄)

]
− iMR(ω̄ = 0, k̄)

, (12)

we obtain

MR(ω̄ = 0, k̄) = −W
π

ek̄
2/(πw2)

erfi2
(

k̄√
πW

)
+ 1

= −W
π

+ (4− π)k̄2

Wπ3 +O(k̄3), (13)

mR(ω̄ = 0, k̄) = −k̄ + W

π

ek̄
2/(πw2)erfi

(
k̄√
πW

)

erfi2
(

k̄√
πW

)
+ 1

= −(1− 2/π2)︸ ︷︷ ︸
'0.8

k̄ +O(k̄2). (14)

Details on the SDWA for 3d Weyl and parabolic 2d semimetal

For the 3d Weyl node with H0(~k) = ~v(σxkx + σyky + σzkz) we consider the self-energy ansatz

Σ(~k, iω)/Eξ =m(ω̄, k̄)
[
sin θ̄

(
σx cos φ̄+ σy sin φ̄

)
+ σz cos θ̄

]
+ iM(ω̄, k̄). (15)

Upon insertion into Eq. (3) we find that Eqs. (5) and (6) remain valid, but with the replacements {J0, J1} →
{Jw0 , Jw1 } where

{
Jw0 (ω̄, k̄)
Jw1 (ω̄, k̄)

}
=
∫ ∞

0
dq̄

{
k̄q̄ sinh(k̄q̄)M̃(ω̄, q̄)[

k̄q̄ cosh(k̄q̄)− sinh(k̄q̄)
]
m̃(ω̄, q̄)

}
e−(q̄2+k̄2)/2/(2π2k̄2)
m̃2(ω̄, q̄) + M̃2(ω̄, q̄)

. (16)

In addition, the initial conditions are modified to M(ω̄max, k̄) = −W 2(2π)−3/2/ω̄max and m(ω̄max, k̄) = 0.
For the 2d parabolic semimetal, described by the clean Hamiltonian H0(~k) = ~2k2

m [σx cos(2φ) + σy sin(2φ)] we use
the self-energy ansatz

Σ(~k, iω)/Eξ = m(ω̄, k̄)
[
σx cos(2φ̄) + σy sin(2φ̄)

]
+ iM(ω̄, k̄). (17)

We arrive at Eqs. (5) and (6) with the redefinition m̃(ω̄, k̄) = k̄2 +m(ω̄, k̄) and the replacements {J0, J1} → {Jp0 , Jp1 },
where

{
Jp0 (ω̄, k̄)
Jp1 (ω̄, k̄)

}
=
∫ ∞

0
dq̄

{
M̃(ω̄, q̄)I0(k̄q̄)
m̃(ω̄, q̄)I2(k̄q̄)

}
q̄e−(q̄2+k̄2)/2/(2π)
m̃2(ω̄, q̄) + M̃2(ω̄, q̄)

. (18)

The initial conditions are the same as in the 2d Dirac case, M(ω̄max, k̄) = − W 2

2πω̄max and m(ω̄max, k̄) = 0.

Detailed derivation of the Schwinger-Dyson-Ward approximation

Within the following derivation, we mostly stick to the conventions and definitions of Ref. [12].
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A. Preliminaries

For a given disorder realization V (~r), the generating functional for fermionic imaginary-time Green functions is
given by

ZV [η̄, η] =
∫
Dψ̄Dψ e−SV [ψ̄,ψ]+(η̄,ψ)+(ψ̄,η), (19)

where SV
[
ψ̄, ψ

]
is the Euclidean action of the system in the presence of the disorder field V

SV
[
ψ̄, ψ

]
= S0

[
ψ̄, ψ

]
+
∑

σ

∫

~r,τ

ψ̄σ (~r, τ)V (~r)ψσ (~r, τ) . (20)

The index σ plays the role of a pseudo-spin, which is necessary to describe a two band model. Its clean part, S0
[
ψ̄, ψ

]
,

derives from the Hamiltonian H0(~k = −i~~∇) as follows [13, 23]

S0
[
ψ̄, ψ

]
=
∑

σσ′

∫

~r,τ

ψ̄σ (~r, τ)
[
∂τ +H0(−i~~∇)

]
σσ′

ψσ′ (~r, τ) . (21)

For the source terms, involving the Grassmann-valued fields η and η̄, we used the compact scalar product notation
(ψ̄, η) ≡ ∑σ

∫
~r,τ

ψ̄σ (~r, τ) ησ (~r, τ). The n-point Green functions at a fixed disorder field configuration can then be
obtained as an n-fold functional derivative of ZV with respect to the sources. For the two-point Green function, for
example, we have

GV,σσ′ (~r, τ ;~r′, τ ′) = −
〈
ψσ(~r, τ)ψ̄σ′(~r′, τ ′)

〉
= 1
ZV [0, 0]

δ2ZV [η̄, η]
δη̄σ(~r, τ) δησ′(~r′, τ ′)

∣∣∣∣
η=η̄=0

. (22)

Note the appearance of the V -dependent normalization ZV [0, 0]. The connected n-point Green functions at fixed
disorder configuration are defined as the n-fold derivative of the connected functional GV [η̄, η] = lnZV [η̄, η], just as
usual. Since our theory is non-interacting, the only non-vanishing connected correlator is the two-point function (22).
Since we are not interested in one particular disorder realization, but in a statistical ensemble of disorder potentials,
we have to perform an ensemble average. To this end, one has to specify the statistical properties of the ensemble,
which are summarized in a probability distribution P [V ]. Here, we choose the Gaussian probability distribution

P [V ] = N exp
(
−1

2

∫

~r,~r′
V (~r)K−1(~r − ~r′)V (~r′)

)
, (23)

where K−1 (~r − ~r′) is the distributional inverse of the fundamental disorder correlator 〈V (~r)V (~r′)〉dis = K (~r − ~r′),
and N is a normalization constant. The disorder average of a general quantity Q[V ] is then defined as 〈Q〉dis =∫
DV Q[V ]P [V ]. To obtain disorder averaged correlation functions one would have to either average each n-point

function individually, or average the normalized generating functional (19), that is 〈ZV [η̄, η]/ZV [0, 0]〉dis, which
would serve as the generating functional of disorder averaged Green functions. However, due to the V -dependent
normalization ZV [0, 0] in the denominator, it is not possible to naively perform the disorder average.

To circumvent this problem and get rid of the denominator there are three possibilities [23]: (1) work in real time
using the Keldysh technique; (2) rewrite the denominator as a bosonic Gaussian integral, a technique known as
supersymmetry method; or (3) “replicate the system” and perform an analytical continuation to zero replicas at the
end. Here, we choose the latter option. The trick is to rewrite the connected functional GV [η̄, η] as follows

GV [η̄, η] = lnZV [η̄, η] = lim
R→0

1
R

(
eR lnZV [η̄,η] − 1

)
= lim
R→0

1
R

(
ZRV [η̄, η]− 1

)
, (24)

which allows us to perform the disorder average. The disorder averaged replicated partition function then reads

ZR [η̄, η] ≡
〈
ZRV [η̄, η]

〉
dis

=
∫
Dψ̄αDψαDV exp

(
−SR[ψ̄α, ψα, V ] +

R∑

α=1
(η̄, ψα) +

R∑

α=1
(ψ̄α, η)

)
, (25)

with the replicated action SR[ψ̄α, ψα, V ] ≡ ∑R
α=1 SV [ψ̄α, ψα] + 1

2
∫
~r,~r′ V (~r)K−1(~r − ~r′)V (~r′). Note that there is

only a single source for all replicas and only a single disorder potential coupling identically to the replica bilinears
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in SV [ψ̄α, ψα]. In the standard treatment one would integrate out the disorder field to obtain a quartic pseudo-
interaction term for the fermions [23], but here we take another path. Instead of performing the bosonic Gaussian
integral, we consider a generalization of Eq. (25), where a bosonic source J coupling to V is introduced and where
the fermionic sources now carry a replica index as well

ZR [η̄, η]→ ZR [η̄α, ηα, J ] =
∫
Dψ̄αDψαDV exp

(
−SR

[
ψ̄α, ψα, V

]
+

R∑

α=1
(η̄α, ψα) +

R∑

α=1
(ψ̄α, ηα) + (J, V )

)
. (26)

Introducing the super-field vector Φ = (ψα, ψ̄α, V ), the super-source vector J = (η̄α,−ηα, J), and the scalar product
(J,Φ) =

∑R
α=1(η̄α, ψα) +

∑R
α=1(ψ̄α, ηα) + (J, V ), we can write this new functional in the compact form ZR [J] ≡∫

DΦ exp (−SR [Φ] + (J,Φ)). Putting everything together we find the disorder averaged connected Green function

〈GV,12〉dis =
〈
δ2 lnZV [η̄, η]

δη̄1δη2

∣∣∣∣
η̄=η=0

〉

dis

(24)−(26)= lim
R→0

1
R

R∑

α=1

δ2ZR [J]
δη̄α1 δη

α
2

∣∣∣∣
J=0
≡ lim
R→0

1
R

R∑

α=1
Gαα12 . (27)

Here, the numerical indices 1 and 2 are a compact notation, which include space, imaginary-time and pseudo-spin
indices. In the following we consider a finite number of replicas R – the replica limit will only be taken at the end of
the calculation – and compute Gαα12 = δ2ZR[J]

δη̄α1 δη
α
2

∣∣
J=0 = −

〈
ψα1 ψ̄

α
2
〉
SR

. The subscript at the average is just a reminder
that it has to be performed with respect to the replicated action SR in Eq. (26).

B. Schwinger-Dyson equations

As is well-known, in classical field theory the equations of motions follow from a least action principle. Its
generalization to quantum field theories and the corresponding quantum equations of motion follow from a functional
analog of the fundamental theorem of calculus, stating that the functional integral over a total derivative vanishes
[11, 12]

0 =
∫
DΦ δ

δΦi
e−SR[Φ]+(J,Φ) =

∫
DΦ

(
−δSR
δΦi

+ ζiJ i
)
e−SR[Φ]+(J,Φ) ≡

〈
−δSR
δΦi

+ ζiJ i
〉

J
. (28)

Here, the index i encompasses space, imaginary time, the discrete pseudo-spin index as well as the super-field
component, see our definition above. Furthermore, ζi is a statistical factor, which is −1 for a fermionic source and
+1 for a bosonic one, and the subscript J at the functional average indicates that it has to be performed in the
presence of the source fields. We can rewrite these expectation values as functional differential equations by replacing
the Φ-dependence of δSRδΦi

with their corresponding source-derivatives
(
−δSR
δΦi

[
δ

δJ

]
+ ζiJ i

)
ZR [J] = 0. (29)

This set of equations is known as Schwinger-Dyson equations and they serve as master equations, which can be
functionally differentiated to obtain an infinite hierarchy of coupled integral equations for the one-particle irreducible
vertex functions.
To obtain such equations one has to switch to the connected functional GR[J] = lnZR[J], and perform a Leg-
endre transformation to the effective action LR[Φ] = −GR[J] + (J,Φ). Here, the super-field vector Φ is the
quantum expectation value Φ = δGR[J]

δJ in the presence of the source fields J. It shall not be confused with
the integration variables in Eqs. (26) and (28). Following Ref. [12], we write LR[Φ] = S0[Φ] + ΓR[Φ], where
S0[Φ] ≡ ∑R

α=1 SV=0[ψ̄α, ψα] + 1
2
∫
~r,~r′ V (~r)K−1(~r − ~r′)V (~r′) is the bare quadratic action and ΓR[Φ] is the generat-

ing functional of one-particle irreducible vertex functions, or vertex functional for short. As a result, we find the
Schwinger-Dyson equations in the form

δΓR[Φ]
δψ̄ασ (~r, τ)

= V (~r)ψασ (~r, τ) + δ2GR[J]
δJ(~r)δη̄ασ (~r, τ) , (30)

δΓR[Φ]
δψασ (~r, τ) = −ψ̄ασ (~r, τ)V (~r) + δ2GR[J]

δηασ (~r, τ)δJ(~r) , (31)

δΓR[Φ]
δV (~r) =

R∑

α=1

∑

σ

∫

τ

ψ̄ασ (~r, τ)ψασ (~r, τ)−
R∑

α=1

∑

σ

∫

τ

δ2GR[J]
δηασ (~r, τ)δη̄ασ (~r, τ) . (32)
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On the right hand side, the second functional derivatives of GR still have to be replaced by second functional
derivatives of ΓR, using the inversion relation between the Hesse matrices of GR and LR, see Refs. [12, 13]. This
substitution eliminates the remaining source field dependence, but it leads to rather complex expressions. For this
reason we leave the above equations in this compact mixed form. To obtain the infinite hierarchy of integral equations
for the one-particle irreducible vertex functions as advertised above, one has to expand the vertex functional ΓR in
a Taylor series in terms of fields, insert the expression on the left and right hand sides and compare coefficients.
Alternatively one may simply apply a corresponding amount of field derivatives δ

δΦ to the above set of equations and
set the sources J to zero afterwards. When the sources J are set to zero, the fields in ΓR are set to their possibly
finite expectation value Φc = Φ|J=0 = δG[J]

δJ
∣∣
J=0 [12]. (In the present case only the bosonic field may develop a finite

expectation value.) In the Taylor expansion of ΓR one should account for that fact by expanding around Φ = Φc,
instead of Φ = 0, such that the vertex functions are defined as field-derivatives of ΓR evaluated at Φ = Φc.

The Schwinger-Dyson equation for the fermionic self-energy, which is defined by Σ12 = −δ2ΓR/δψ̄1δψ2|Φ=Φc , may
be obtained from Eq. (30) after applying the derivative δ

δψ . A short calculation yields the following equation in
Fourier space

Σαασ1σ2

(
iω,~k

)
= δσ1,σ2K(0)

R∑

β=1

∑

σ

∫

~k′,ω′
Gββσσ(iω′,~k′)

−
∑

σ

∫

~q

F (~q) δ3Γ
δψ̄ασ1(iω,~k)δψασ (iω,~k + ~q)δV (−~q)

∣∣∣∣
Φ=Φc

Gαασσ2(iω,~k + ~q), (33)

with
∫
~q

=
∫

ddq
(2π)d . The term in the first line, involving a closed fermion loop and the bare disorder propagator at

vanishing momentum, is the Hartree contribution to the self-energy. It represents the influence of a finite expectation
value of V on the fermions, and has been obtained by employing Eq. (32) at J = 0. The term in the second
line represents the Fock exchange self-energy, where the third derivative of ΓR is the full Fermi-Bose three vertex.
Furthermore, Gαασ1σ2(iω,~k) and F (~q) are the full fermionic and bosonic propagators, respectively. The former involves
the fermionic self-energy, which makes Eq. (33) a self-consistency equation, while the latter involves the bosonic self-
energy – polarization bubbles, for which there exists a separate equation, that derives from Eq. (32) after applying
δ
δV . We emphasize that the closed fermion loops in the Hartree term and the polarization bubbles are finite prior
to taking the replica limit. They only vanish in the replica limit, which we will discuss at the end, see Sec. D.
Anticipating the replica limit, Eq. (33) is depicted in Fig. 3(a).

C. Ward identity

According to Noether’s theorem a continuous symmetry in a classical field theory leads to conservation laws. In a
quantum field theory such symmetries lead to Ward identities, which connect various vertex functions to one another
[12]. In the present case the fermions obey a global U(1)⊗R symmetry, which formally expresses the fact that the
particle number for each replica is conserved. To obtain a relation between different correlation functions we have to
consider a local U(1)⊗R symmetry transformation

ψασ (τ, ~r) = e+iAα(τ)ψ′ασ (τ, ~r), ψ̄ασ (τ, ~r) = ψ̄′ασ (τ, ~r)e−iA
α(τ). (34)

(Here, we took the phase field Aα to be local in imaginary time only. Spatial locality is not relevant, but could be
incorporated without problems.) This transformation leads to an additional term in the action,

SR
[
ψ̄α, ψα, V

]
= SR

[
ψ̄′α, ψ′α, V

]
+
∑

σ

∫

~r,τ

ψ̄′ασ (τ, ~r) {∂τ iAα(τ, ~r)}ψ′ασ (τ, ~r), (35)

but it leaves the functional integral measure and the partition function itself invariant. As a consequence of the latter
fact we obtain the following relation

0 =
∫
DΦ

(
e(η̄,ψ)+(ψ̄,η) − e−

∑
σ

∫
~r,τ

ψ̄ασ (τ,~r)
{
∂τ iA

α(τ,~r)
}
ψασ (τ,~r)+(η̄,eiAψ)+(ψ̄e−iA,η)

)
e−SR[Φ]+(J,V ). (36)

Considering only an infinitesimal phase transformation this identity becomes

0 =
〈

R∑

α=1

∑

σ

∫

~r,τ

(
− ψ̄ασ (τ, ~r)

{
∂τA

α(τ)
}
ψασ (τ, ~r) + η̄ασ (τ, ~r)Aα(τ)ψασ (τ, ~r)− ψ̄ασ (τ, ~r)Aα(τ)ηασ (τ, ~r)

)〉

J

. (37)
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The phase field Aα may be eliminated entirely by taking the derivative δ
δAα(τ) . After performing a Fourier transform

we find

0 =
〈∑

σ

∫

~k,ω

(
iνψ̄ασ (iω + iν,~k)ψασ (iω,~k) + η̄ασ (iω + iν,~k)ψασ (iω,~k)− ψ̄ασ (iω + iν,~k)ηασ (iω,~k)

)〉

J

. (38)

Performing the same steps as in the previous section, that is, write the above equation as a functional differential
equation for ZR, switch to GR and finally perform a Legendre transform, we find

∑

σ

∫

~k,ω

{
iν

δ2GR [J]
δηασ (iω + iν,~k)δη̄ασ (iω,~k)

+ δΓR
δψασ (iω + iν,~k)

ψασ (iω,~k) + ψ̄ασ (iω + iν,~k) δΓR
δψ̄ασ (iω,~k)

}
= 0. (39)

Once again, the second functional derivative of GR should be replaced by second functional derivatives of ΓR. In
analogy to the Schwinger-Dyson equations found above one may obtain the symmetry relations between different
vertex functions by applying derivatives with respect to the fields.
Here, we want to obtain a relation between the fermionic self-energy and the Fermi-Bose three-vertex. To this end,
we divide Eq. (39) by iν, sum over the replica index and apply the derivative δ2/δψ̄ασ1(iω + iν,~k)δψασ2(iω,~k). In the
limit ν → 0, we find

δ2

δψ̄ασ1(iω + iν,~k)δψασ2(iω,~k)

R∑

β=1

∑

σ

∫

~k′,ω′

δ2GR [J]
δηβσ(iω′,~k′)δη̄βσ(iω′,~k′)

=lim
ν→0

1
iν

[
δ2ΓR

δψ̄ασ1(iω + iν,~k)δψασ2(iω + iν,~k)
− δ2ΓR
δψ̄ασ1(iω,~k)δψασ2(iω,~k)

]
+ · · · . (40)

The remaining terms, indicated as dots “· · · ”, vanish after the sources have been set to zero. Next, we need to invoke
the Fourier transformed bosonic Schwinger-Dyson equation (32) at vanishing boson momentum ~q = 0 and insert it
into the left hand side of Eq. (40) to replace the second functional derivative of GR. Finally, we set the source fields
to zero, which yields the Ward-identity presented in Fig. 3(b) of the main text

− δ3ΓR
δψ̄ασ1(iω,~k)δψασ2(iω,~k)δV (0)

∣∣∣∣
Φ=Φc

= δσ1,σ2 − lim
ν→0

1
iν

[
Σαασ1σ2(iω + iν,~k)− Σαασ1σ2(iω,~k)

]

= δσ1,σ2 − ∂iωΣαασ1σ2(iω,~k). (41)

D. Replica limit

To make use of the Ward identity (41) within the Schwinger-Dyson equation (33), we have to make the crucial
approximation

δ3ΓR
δψ̄ασ1(iω,~k)δψασ2(iω,~k + ~q)δV (−~q)

∣∣∣∣
Φ=Φc

−→ δ3ΓR
δψ̄ασ1(iω,~k)δψασ2(iω,~k)δV (0)

∣∣∣∣
Φ=Φc

, (42)

whose range of validity has been discussed in the main text. Within this approximation the self-energy (33) becomes

Σαασ1σ2

(
iω,~k

)
= δσ1,σ2K(0)

R∑

β=1

∑

σ

∫

~k′,ω′
Gββσσ(iω′,~k′) +

∑

σ

∫

~q

F (~q)
[
δσ1,σ − ∂iωΣαασ1σ(iω,~k)

]
Gαασσ2(iω,~k + ~q). (43)

The physical self-energy is given by the replica limit Σ = lim
R→0

1
R

∑R
α=1 Σαα. In this limit the Hartree term vanishes,

since it comes with an excess factor of R. (Note that the Hartree self-energy for a single replica α already contains a
summation over a replica index β, and thus is proportional to R.) Likewise, the bosonic self-energy, which involves
internal fermion loops as well, vanishes, such that the full bosonic propagator F (~q) is replaced by the bare propagator
K(~q). Thus, we arrive at Eq. (3) of the main paper,

Σσ1σ2

(
iω,~k

)
=
∑

σ

∫

~q

K (~q)
[
δσ1,σ − ∂iωΣσ1σ(iω,~k)

]
Gσσ2(iω,~k + ~q). (44)
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5.A. Appendix: Manuscript: “Strong disorder in nodal semimetals: Schwinger-Dyson–Ward
approach”
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Chapter 6

Conclusions

In this thesis we dealt with two important aspects in the theory of Dirac fermions in graphene,
Coulomb interactions and disorder. Both of them require the heavy machinery of nonper-
turbative quantum field theory, but for very different reasons. The fine-structure constant in
graphene – the dimensionless interaction strength of the Coulomb interaction – depends on the
background dielectric constant of the substrate/surrounding medium. In principle it can be
made small, but the experimentally most relevant substrates yield a value for the fine structure
constant of the order one. Even if one would be satisfied with a very limited set of substrates,
for the sake of using perturbation theory, there are fundamental limitations to this technique.
For one the asymptotic divergence of the perturbative series and for another the incapability
of accounting for nonanalytic functions, such as e1/λ, which frequently appear as solutions in
more ambitious nonperturbative calculations. In disorder physics the standard field theory ap-
proach is already nonperturbative. The disorder induced fermionic self-energy and the collective
transport modes (diffusons and cooperons) are typically calculated in the self-consistent Born
approximation (SCBA), a resummation of all Feynman diagrams without crossing disorder lines.
The crossing diagrams come with a dimensionless factor 1/kF ` compared to the non-crossing
ones. For ordinary metals this parameter is indeed small, justifying such an approximation,
but for graphene the Fermi momentum kF vanishes at charge neutrality. Hence, the crossing
diagrams cannot be neglected. The ultimate goal would be to combine these two branches of
Dirac physics into a single theory. After all, taken individually neither of them is realistic, but
to address the above problems properly, we considered the cases of Coulomb interactions and
disorder separately.

In the first part of this thesis, starting with Coulomb interactions, we developed a nonper-
turbative framework to calculate the one-particle irreducible vertex functions in- and out-of-
equilibrium by combining the functional renormalization group (fRG) with the Keldysh formal-
ism. We obtained quantum kinetic equations and a hierarchical set of flow equations for the
one-particle irreducible (1PI) vertex functions. We used this formalism for the important case of
thermal equilibrium to calculate the renormalization of the Fermi velocity and static dielectric
function at nodal point filling for several finite temperatures. This first application certainly
shows the capabilities of the Keldysh-fRG, but its true potential, nonequilibrium physics, awaits
to be explored. To extend our calculations to finite densities we explored a variation of the
Keldysh-fRG, where the chemical potential is interpreted as a flow parameter. Although we
formulated the Keldysh-fRG to deal with finite densities as well, one would have to repeatedly
solve the entire set of flow equations for different values of the chemical potential, just like we
did for different temperatures. Since only the end point of the flow – where the artificial infrared
cutoff scale Λ is removed – is of physical relevance, this strategy is inefficient. In contrast to the
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fRG in its standard formulation, the chemical-potential flow is physical. The hierarchical set of
chemical-potential flow equations for 1PI vertex functions is structurally (almost) identical to
the standard-fRG hierarchy, but their solution directly gives access to the chemical potential de-
pendence of those vertices. In other words, it is not only the end point of the flow that matters,
but the entire flow. Using this framework we calculated the chemical-potential dependence of the
renormalized Fermi velocity and static dielectric function for different temperatures, admittedly
in a rather crude truncation that leaves room for improvement.

Although we formulated the Keldysh-fRG in very general terms, allowing for external elec-
tromagnetic fields, possibly even time-dependent ones, the case of large static magnetic fields
is somewhat problematic. Electrons confined to a two-dimensional plane and subjected to an
external magnetic field form Landau levels, giving rise to the quantum Hall effect. Here, one has
to distinguish the integer and the fractional quantum Hall effect. The former occurs whenever
an integer number of Landau levels is occupied by electrons, whereas the latter occurs at certain
partial fillings. The integer quantum Hall regime can be accessed directly and rather easily with
the Keldysh-fRG in its current formulation, but the fractional quantum Hall effect requires cor-
relations that are difficult to describe by the fRG. To be clear, the problem is not the fRG itself,
but rather the low-level truncations that are typically employed to approximately solve the flow
equations. They simply do not account for the nontrivial correlations necessary to access the
fractional quantum Hall regime. For this reason we considered a modified field theory, where
these correlations are implemented “by hand” via a Chern-Simons gauge field. Of course, one
could immediately apply the full machinery of the fRG for such a modified field theory, but it is
advisable to perform a perturbative analysis first. Recall, that the exact fRG flow equation has
a one-loop structure, so the features of one-loop perturbation theory are a good starting point
to develop some physical intuition. For this reason we analyzed this modified field theory in a
stationary phase approximation with Gaussian fluctuations and we calculated the electromag-
netic response tensor as well as the Hall conductivities. Although first interesting results have
been obtained, the analysis has actually just started, as a plenitude of questions remained unan-
swered. Therefore, we propose the following research program: First, calculate the spectrum
of collective excitations, which can be done immediately by analyzing the poles of the response
tensor given in the paper. Next, a perturbative treatment of the composite fermion self-energy
is in order. To this end, one may either go beyond the Gaussian fluctuations considered in the
paper, or one may avoid integrating fermions in the first place. The latter strategy would yield
a Fermi-Bose theory similar to the one we considered in Secs. 4.1 and 4.2. Once such a pertur-
bative analysis is complete, one can think about setting up a full nonperturbative treatment,
either via Schwinger-Dyson equations or the fRG. With the one-loop calculations as a proper
guideline, this construction should be straightforward. And finally it would be desirable to get
rid of the Chern-Simons field altogether. This last part certainly requires creativity, as the
standard vertex expansion of the effective action without Chern-Simons fields, combined with
the typical low-level truncation schemes is just incapable of describing the fractional quantum
Hall regime. A particularly interesting option would be to explore another variant of the fRG,
where the magnetic field is interpreted as a flow parameter. Similar to the chemical potential
flow, such a framework requires nontrivial input at the initial point of the flow. However, if
a large magnetic field is chosen as the starting point of the flow one already knows a good
candidate groundstate, the Laughlin wavefunction, with respect to which the initial vertices can
be calculated.

In the second part of this thesis we considered disordered Dirac fermions in the absence of
two-particle interactions. In a first project we considered an explicit experimental scenario, a
graphene pn junction in a quantizing magnetic field perpendicular to the sheet. In particular,
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we focussed on the chiral modes that are propagating along the junction interface, for which
we derived an effective one-dimensional model and calculated the effect of bulk disorder on
the interface states. We avoided the problems of the field theory approach – most notably the
necessity to treat crossing and non-crossing diagrams on equal footing – by analyzing this model
in a scattering matrix approach. We obtained a Fokker-Planck equation for the probability
distribution of the scattering angles of the parametrized scattering matrix, with the length of
the scattering region as the evolution parameter. Remarkably, this differential equation could be
solved exactly, resulting in an exact calculation of the conductance distribution in the crossover
between the clean and strong disorder limits. Unfortunately, however, the predictions of our
simple model are not consistent with the current experiments, requiring some modification of the
model itself. One possibility to resolve this mismatch is to include two-particle interactions. In
one spatial dimension a large class of interacting models can be solved exactly by a very powerful
method called (operator) bosonization. Here the fermionic Hilbert space is transformed into a
bosonic one and the interacting fermionic Hamiltonian is transformed into a noninteracting
bosonic Hamiltonian. As soon as disorder is taken into account even this method reaches its
limits, since the bosonic Hamiltonian would no longer be quadratic in the boson fields. Instead,
it is of a sine-Gordon form with a nonpolynomial interaction term. In the present case of
co-propagating chiral modes, however, it is possible to “gauge away” the disorder field before
performing the boson transformation. This way one can solve certain classes of interactions
analytically exactly and reintroduce the effect of disorder by reverting the gauge transformation
once the gauged correlation functions have been obtained. Regarding such a research program,
at the time of this writing there is already work in progress and we obtained first results, but it
is an open question how to perform the disorder average at the end of the calculation.

Finally, we presented a manuscript for a paper, where we investigated the disorder problem
for Dirac fermions in graphene and other nodal semimetals (for instance Weyl semimetals, the
three-dimensional analog of graphene) by field theoretical methods. The main problem in such
a framework is to find a strategy that goes beyond the already-nonperturbative SCBA in a
consistent and systematic way. By combining the Schwinger-Dyson equation for the fermionic
self-energy with a Ward identity, we were able to eliminate the three-vertex approximately and
obtain a closed equation for the self-energy. Solving this equation and comparing the results to
exact reference data obtained by the kernel polynomial method we could show that our approach
is applicable for intermediate to large disorder strengths, which makes it complementary to the
Wilson RG. The latter method only works for weak disorder reliably. Admittedly, we were
only able to incorporate band-diagonal disorder so far, but the spinor structure of two-band
models allows for more general types of disorder scattering processes. One possible extension
of our approach concerns those disorder types with non-trivial Pauli matrix structure. Another
interesting research direction is the extension of our calculations to higher level vertex functions,
which should not only improve our results for the self-energy in the weak disorder regime but also
give access to collective transport modes. Both of these extensions should be straightforward
to implement, but especially the latter project requires substantially more numerical effort as a
higher level truncation yields rather complex equations with nontrivial momentum and frequency
structures for the vertices.
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