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Weekly monitoring and administration can prevent small issues from
growing into critical issues. Consistent housekeeping keeps the database
small and the system operating within healthy limits.

8  Weekly Tasks

This chapter will split its focus between weekly administration tasks (Section 8.1)
and weekly performance tuning tasks (Section 8.2).

All of these tasks should be performed by a combination of BW Basis, BW Tech-
nical, and/or data load monitoring sub-teams within the support organization.
While some of these tasks only need to be performed once weekly, others, such
as process chain monitoring, may need constant supervision. We recommend that
you consider any opportunity to automate weekly tasks, such as by leveraging
SAP Solution Manager to configure thresholds and send alerts by e-mail.

Reporting of performance or systematic issues for weekly checks should be han-
dled the same way as for issues with daily checks. Any sensitive or critical checks
should be executed first so that the technical team is knowledgeable and aware of
the system's operational health.

Let's first look at weekly administration tasks.

8.1  Weekly Administration Tasks

The first technical resource in the office every Monday should conduct routine
weekly administration checks manually as a quick health check of the system's
weekend processing. If the system is monitored globally, 24/7, the weekly checks
should be scheduled at a time when corrective action is most likely to be taken so
that problems can be fixed immediately. Over time, thresholds for normal behav-
ior will be apparent; these thresholds should be documented, and any abnormal
behavior or deviations above or below normal should be noted and investigated.
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In this section, we will review the following weekly administration tasks:

» Review EarlyWatch Alert

» Rebuild BWA indexes

» Clean up PSA and change logs

» Clean up application logs and trace files
» Execute housekeeping tasks

» Execute RSRV consistency checks

The majority of these administration tasks, such as rebuilding BWA indexes,
cleaning up logs, and housekeeping tasks, ensure that your system is operationally
healthy and stable enough to support future demand. The remaining administra-
tion tasks, such as reviewing the EarlyWatch Alert and executing Transaction
RSRV consistency checks, arm you with information about the relative health of
your system. Depending on the complexity of your system or the expected reso-
lution, acting on the information provided may need to be handled in a more
structured way, such as a project or simply planned in advance as part of the
monthly, quarterly, or yearly administration tasks. The first weekly task should
always be to check the EarlyWatch Alert for any information.

8.1.1  Reviewing SAP EarlyWatch Alert
The SAP EarlyWatch Alert (EWA) is a free preventive service included in the stan-

dard maintenance agreement with SAP. It is designed to help customers take rapid
action before potential problems lead to unplanned downtime. The EWA pro-
vides customers with information about the stability and performance of their
SAP systems, and it focuses on the following aspects:

» Server analysis

» Database analysis

» Configuration analysis

» Application analysis

v

Workload analysis

The SAP EarlyWatch Alert is fully integrated with SAP Solution Manager, but it
must be activated and scheduled. The EWA collects performance data by run-
ning background jobs in each SAP production system. The collected data is sent
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from each satellite system to the central SAP Solution Manager system for pro-
cessing and evaluation. The resulting reports provide historical trends of each
system's performance to aid in the analysis of performance related issues, as
seen in Figure 8.1.

2 Performance Indicators

The following table shows the relevant performance indicators in various system areas.

Area Indicators Value Trend

System Performance Active Users 785 h )
Avg. Response Time in Dialog Task 1253 ms

. Dialog Steps per Hour 5351

ssponse Time at Peak Dialog Hour 1054 ms

ailability per Week 83 %
age Response Time in RFC Task 6116 ms
Max. number of RFCs per hour 54435

RFC response time at peak work hour 6129 ms
. CPU Utilization on DB Server 41 %
Max. CPU Utilization on Appl. Server 60 %

Hardware Capacity

|4 4| (% o [ [ || |

Database Performance Lo B Request Time in Dialog Task 7683 ms
Avg. DB Request Time in Update Task 39 ms
Average DB time for RFC 760 ms
Database Space Management DB Size 34626.60 GB
DB Growth Last Month 1713.12- GB

Figure 8.1 Historical Trends Shown in Performance Indicators of the EWA

Further analysis services are based on the resulting EWA for each satellite system, such
as EarlyWatch Alert for Solutions and Service Level Reporting. See SAP Note 1040343
for more information on EarlyWatch Alert for Solutions.

After the initial configuration and activation in SAP Solution Manager, the first
EWA session is automatically created for each system marked for monitoring. By
default, all subsequent EWA sessions are scheduled once a week, on Mondays. If
the overall rating of the EWA is red, as can be seen by item @ in Figure 8.2, the
service results are automatically sent to SAP Support. If the overall rating is yellow
@ or green, results are sent to SAP Support only once every four weeks. It is also
possible to have the reports e-mailed automatically to specific e-mail addresses.

If the EWA issues a red or yellow rating, the reasons for the rating are specified
right below the rating in the alert overview (see Figure 8.3). More information is
provided in the subsequent sections where the alerts were evaluated. Investigate
the root cause of the issues and take corrective action.
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The EarlyWatch Alert service has detected severe problems that may cause you to lose business.
Take corrective action immediately. o

This EarlyWatch Alert session detected issues that could potentially affect your system.
Take corrective action as soon as possible. e

L4

Figure 8.2 Red and Yellow Rating Messages in the EWA

Alerts Decisive For Red Report

I_ﬂ |Based on the number of SIDs (= 1billion) in your InfoQbject(s), system stability problems are expected.

Alert Overview

B |Secure password policy is not sufficiently enforced.

H |Security-related SAP HotMews have not been applied in the system.

[A]|Expensive SOL statements cause load on the database server,

[1]|Based on the number of agaregates recommended to build or delete, performance problems might exist or are expected.
[1l|Based cn the number of requests (> 15.000) in your InfoProvider(s) severe performance problems might exist or are expected.
[@J|We found more than 30 ABAP dumps in your system.

[@]|standard users have default password.

[]|security weaknesses identified in the Gateway or the Message Server configuration.

| high number of users have critical authorizations

[]|Hardware resources may have been exhausted with the risk of performance degradation.

[@)|Based on response times in your ABAP system performance problems may occur,

[1]|Based on worsened response times in your ABAP system in atleast one time window a bottleneck was detected.

Figure 8.3 The Alert Overview's Justification for the EWA Report Rating

In our experience, many customers ignore EWA reports because the rating does
not reflect a specific business need or use case. For example, if the report is always

red because of a known and accepted issue, the monitoring team becomes falsely

accustomed to the red rating and does not recognize when critical issues do

indeed arise. This is a common behavior, but it is extremely reckless! In many

cases, the thresholds for specific alerts and their ratings can be adjusted in SAP
Solution Manager. If the issue cannot be resolved or is deemed an accepted risk,
adjust the rating so that the monitoring team is not lulled into inaction.

In SAP BW systems, the EWA provides a section that analyzes the design, admin-
istration, and management of BW-specific areas (see Section 16 in Table 8.1,
which lists all the EWA sections and subsections for an SAP BW 7.30 system). The
BW Checks section has three subsections:
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» BW Administration and Design
This subsection reports important KPIs specific for SAP BW; identifies the larg-
est SAP BW objects; analyzes the number and types of each InfoProvider; ana-
lyzes configuration and design settings that could impact performance; ana-
lyzes partitioning, aggregates, and BWA; identifies important SAP Notes that
should be applied; reviews number-range buffering; analyzes SAP BW statis-
tics; and reviews SAP BW-specific workloads.

» BW Reporting and Planning
This subsection analyzes SAP BW runtime statistics and frontend distribution,
checks query profiles, identifies the most popular queries and poorest-per-
forming queries, analyzes query definitions, and analyzes OLAP cache usage.
» BW Warehouse Management
This subsection analyzes dataload statistics; identifies top DTPs, largest requests,
and top InfoProviders by load requests and upload volume; and reviews process
chain and change run performance.

1 Service Summary » Alert Overview
» Check Overview

2 Performance Indicators » Performance KPIs
3 Landscape Overview » Products and Components
» Servers

» Hardware Configuration
4 Service Preparation and » Service Data Control Center
Service Data Quality » ST-Pland ST-A/PI Plug-ins
» Service Preparation Check
» Performance DB
» Landscape Service Information
» Hardware Capacity Data
5 Software Configuration » Application Release Maintenance
» ABAP SP Maintenance
» Java SP Maintenance
» Database Maintenance
» Operating System Maintenance
» SAP Kernel Release

Table 8.1 EWA Sections for an SAP BW 7.30 System on Oracle
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10

11

12

13

14

15

16

17

Hardware Capacity

Workload Overview

Performance Overview

Trend Analysis

SAP System Operating

Security

Software Change Manage-
ment

Database Performance

Database Administration

Java System Data

BW Checks

Expensive SQL Statements

Overview System

Workload by Users
Workload by Task Types
Top Applications

Performance Evaluation

Response Time Trends

Application Profile

Update Errors

Program Errors (ABAP Dumps)

SAP Security Notes

Default Passwords—Standard Users

Password Policy

Gateway and Message Server Security

Users with Critical Authorizations

SAP NetWeaver AS ABAP
SAP NetWeaver AS JAVA

Load per User
I/0 Performance

Database Parameters

Database Growth

Database Release

Java VM Heap Size

Availability of Performance Data

BW Administration and Design

BW Reporting and Planning

BW Warehouse Management

Analysis of DB SQL Cache

Table 8.1 EWA Sections for an SAP BW 7.30 System on Oracle (Cont.)
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18 Trend Analysis » System Activity

» System Operation and Hardware Capacity

19 Appendix » Analysis of Aggregates

Table 8.1 EWA Sections for an SAP BW 7.30 System on Oracle (Cont.)

The EWA is an essential tool for any technical team supporting and monitoring an
SAP BW system. It is always the first document that should be requested to assess
the status of an existing system because it provides an overview supported by the
exact details of every facet of the system, and it usually provides specific clues to
solve performance issues and preserve operational health.

By routinely running, monitoring, and acting on the EWA, you can increase system
stability and performance for your entire solution landscape. For this reason, we
strongly recommend activating and monitoring the EWA for all productive systems.

8.1.2 Rebuilding BWA Indexes

You should routinely monitor BWA indexes to ensure that they are using the
appropriate amount of BWA memory. Over time, BWA indexes can grow and
become much larger than fact tables in the BI system. Any InfoCube that is fully
reloaded after data is selectively deleted (not dropped) is a prime scenario in
which the BWA index could double in size after every reload. Another slower
growth scenario is an InfoCube, which is compressed with the elimination of
zeroes. In both of these scenarios, the deleted or eliminated data still remains in
the BWA index but is not used for reporting. As a result, the BWA index consumes
more memory than necessary.

To identify these indexes, execute the BI and BWA table comparison check in
Transaction RSRV on a periodic basis (see @ in Figure 8.4) and rebuild indexes for
which there is a significant deviation. In addition to index growth, you should
also adjust or rebuild indexes after changes are made to the relevant InfoProvider.
If delta indexes are used, routinely merge them with the main index.

Regardless of an index size compared to the fact table, you would be prudent to
rebuild the entire index routinely to ensure that memory is being released from
the delta indexes. As seen in @ in Figure 8.4, Transaction RSRV has a BWA repair
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utility; it can be scheduled routinely to delete and rebuild all BWA indexes. Due

. : . SAP HANA/BWA Index Maintenance: InfoCube
to potentially long run times and the impact on query performance, you should

. s . . InfoCube g virtualProvider A8 F4 Input Hel uery as InfoProvider Hierarchies
schedule this utility during a period of low system usage by end users when pos- - & e )

Sible Maintain SAP HANA/BWA Index
InfoCube £
Analysis and Repair of BW Objects |€«, Display | |f Edit | |D Create | |ﬁ Delete
Erexecute S5 Display  dFeCorrect Emor [ Delete B Help
~ &3 Tests in Transaction RSRY - List of Objects with SAP HANA/BWA Index
~ &3 Al Elementary Tests ~ N
+ (] Master Data |§j Update List |
+ (] Transaction Data
+ (7 pataStore Objects [ﬁ
+ ([ Hierarchies Index Status Last changed by “| Date Time Assigned t
. gf\ﬂﬂ"ﬂsi WFCCS010 o BWALEREMOTE 21.02.2014 16:06:58
garegates
b [ WFCCS020 o 21.02.2014 16:06:19
+ (J Documents WFCCS030 [} 21.02.2014 16:04:18
) S opcobecs VIFCCS040 o 21.02.2014 15:58:24
» [ Cache WFCCS050 [} 21.02.2014 15:56:48
~ £33 BW Accelerator WECCSARN o 21.02 2014 15:5A:31

~ £ BW Accelerator Consistency Checks
+ (] Master and transactional data . . .
v [J Mets dat Figure 8.5 Manually Rebuild BWA Indexes (Transaction RSDDB)

~ 53 BW Accelerator Performance Checks
- &1 Size of Delta-Index

~ 48 Propose Delta-Index for Indixes =
« &8 Compare size of fact tables with fact index o SAP NetWeaver BW Accelerator Monitor
. D:n ESEIW? T ?h‘e I;'?;:Eh‘ g & connection Avaisbilty ‘CESystem Check | BBwWA Load Monitor Activate
* @4 Estimate memory consuption of e Ingex
~g B Accelerator Repair programs e BWA Check Results BWA Actions
= G4 Al BWA Indexes delete and rebuild -
- &8 BWA Index adjustments after InfoCube activation MR Current Resufts Sedony _B(Emte ctions,
T Query =
+ [J CTC checks < Restart BWA Server
Status| Check Description LT | Details Action Execute Lo, Restart BWA Index Server
@  Check for inconsistent: logical indexes @ see_details : Actior v|Reorganize BWA Landscape 7]
Figure 8_4 BWA COnSiStenCy CheCkS (Transaction RS RV) @ Check whether reorganizing the BWA landsc () Reorganize BW Acc By @ Rebuild BWA Indexes
@ Check sze of trace files @ Check sze of trace @ |ml
‘@ Index checks returned at least one error as r @) e
. . . . . @ bia_indexes_sze_perf_check: Returns a list o see_details : Actior E—
However, if the rebuild time for all indexes exceeds any weekly available outage e —
window, it is best to divide indexes into groups and schedule the rebuild of each ®ecare Sowey FeCorectbror Hoeets F Elhep e 11
. . . . . . rvices are fully avaiable 1 @
group Of lndeXeS 1n an alternatlng manner. For example, In a scenario Wlth two ~ &0 Tests in Transaction RSRV - {0 Display system-wide parameters for indexing read from BW Accelerator 1
» (7 Al Elementary Tests + O Display all BWA indexes with status and parts e checks (type Summary) is nc 1 @)
grOupS, A and B, the rebuilds Of one group (A) can be Scheduled during the ﬁrst d ~ &3 Al Combined Tests + @ Display current messages from BWA alert server e checks (type Current Resuts 1 ()
v (] Master Data « & Start of simple functionality test for BWA index le checks (type History) snot1 1 (&)
and second weeks of every month, and the rebuilds of the second group (B) can O b sctone oo et ok 1 @)
be scheduled during the third and fourth weeks. When necessary, individual ! 5 Datastore Objacts L2
. . . . G @ G Technical Informaty
index rebuilds can be deleted and re-created manually in Transaction RSDDB (see ) s s |
: v (7 Query Date/ Time/User
Flgure 85) ~ &3 Systern Information ~ @ 18:53:51 o'clock on 24.02.2014: Start test run for user US =
-— » (1 Agaregates v 10 Display system-wide parameters for indexing
. . . . ~ {3 BW Accelerator » O Display all BWA indexes with status and parts
USG Transactlon RSDDBIAMONZ to access BWA and monitor the lndeXeS on it. AS + &b Show systerm-wide parameters for indexing ~ @ Display current messages from BWA alert server
. . . . . . « &8 Show all BWA Indexes with status and parts v & Check for existing core files
indexes grow in size, you may find that you need to reorganize or redistribute - 8 ftest messages of the BVA st server » 18 Check for nconsstent ol ndeses €
. . . . 1. + &b Simple BWA functionalty check » @ Check whether reorganzing the BWA landscape is n
indexes across the blades in the appliance. This capability can be launched from @ Check sz of tace fles
. . . . » & Start of simple functionality test for BWA index
the BW Accelerator Monitor RSDDBIAMONZ as displayed in @ of Figure 8.6. The b (3 19:08:58 on 24.02.2014: Test rn for user USIDC3 con

same messages from the monitor can also be seen in the system checks in Trans-
action RSRV @.

Figure 8.6 BWA System Information (Transactions RSRV and RSDDBIAMON?2)
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There are additional Transaction RSRV consistency checks available for BWA
indexes, which should be used in conjunction with BWA alerts. BWA alerts can be
configured via the TREX Admin tool on the BWA itself. These checks can also be
executed directly from the index maintenance screen in Transaction RSDDB (see
Figure 8.7). These consistency checks should be scheduled on a routine basis.

& SAP NetWeaver Portal - Windows Internet Explorer provided by GI-D '

Display  Edit | Goto | System  Help

@ Consistency Checks ROHRE OO0 RE @m

Back Ctrl+F3
Display SAP HANA/BWA Index 3ptians

Blogs FRefresh K Cancel

SAP HANA/BWA Index:  WFCCSD10 Status O
K SAP HANA/BWA Index Settings . Index Performance | Load Admin. [Blndex Info

BW Accelerator Data Consistency Check Center
EE Execute Q}Schedula £ Logs i Delete Information

Options Check ID  [103 Description test :consistency check-OFIAR_CO3
Split Mode for Fact Table

Number of Parallel aRFCs Name of InfoCube 0

co3 =]

Maximum Degree of Parallelization H

—|If errors occur, deactivate BWA index for queries

If errors occur, e-maik jdarlak@comerit.com

_ |Execute after rollup for affected InfoCubes
— |Execute after change run for affected InfoCubes

Data Compar. Totals in BWA BWA and DB Totals Random Queries Index Exist.
" |Execute Test [@  Detais of check |

Specific Options
" INo tables of dependent objects
Comparison for Table Only

Figure 8.7 BWA Index Consistency Checks (Transaction RSDDB)

8.1.3 Cleaning PSA and Change Logs

During the load processing of large volumes of master and transaction data into
SAP BW, there is usually a significant amount of storage consumed by temporary
transaction data and system-related metadata. Routine housekeeping activities
should remove unused, unwanted, and unneeded data. Regularly performing
these activities ensures optimum utilization of system resources and increased
system performance.
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According to SAP Data Volume Management (DVM) Service, data deletion is one
of the four recommended methodologies to check potential database growth.
(The other methodologies are avoidance, summarization, and archiving.) Recall
from Chapter 2 that one-third of the storage space in the average BW database is
temporary data held in PSA and DSO change log tables.

Large PSA and DSO change log tables impact data load performance, increase the
downtime for maintenance, and increase the cost of data storage. The size of the
PSA and change logs can be explained by the fact that entries in these tables are
never updated or overwritten. The only operations on these tables are inserts or
deletions. For example, full loads on a periodic basis increase the size of the PSA
table much faster than the actual data target, which is either overwritten in the
case of a DSO or InfoObject, or dropped and reloaded in the case of an InfoCube.
For delta loads, changes to previously extracted records are overwritten in DSOs
and InfoObjects or compressed into a single record in InfoCubes (assuming that
compression occurs routinely).

From a strategic perspective, the only reasons to retain entries in the PSA tables
are to facilitate error resolution and to mitigate the need to re-extract data from
sources that are either poor performing or delta capable. In the case of full loads,
only the latest PSA entry should be retained, and all other entries can be deleted
once the latest entry is successfully loaded into the PSA. For delta loads, a reten-
tion period for PSA data should be set based on the risk of data loss (i.e., data
should not be deleted from the PSA before it is loaded to all subsequent data tar-
gets). In most cases, 15 days is more than sufficient to mitigate this risk. In many
cases, a full repair load can be executed to recover any lost deltas without a sig-
nificant performance impact, so this risk is usually applicable for delta Data-
Sources that require the population of setup tables in the source system, such as
LIS DataSources in the logistics cockpit, before full repairs can be carried out.

The deletion strategy for PSA tables should differentiate between master data
and transaction data, full loads and delta loads, and DataSources and setup
tables. Change logs should be treated like delta loads for transaction data. An
additional consideration should be the periodicity of the data load from the
source. For example, if a full InfoPackage is loaded monthly, the previous
month's load should be retained in the PSA, so the retention period should be 31
days. Table 8.2 illustrates a sample deletion strategy for daily loads in a typical
BW system.
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PSA Master data Full 1 day
PSA Master data Delta 3 days
PSA Transaction data Full 1 day
PSA Transaction data Delta 8 days
PSA Transaction data with setup table  Delta 15 days
Change log Transaction data Delta 8 days

Table 8.2 Sample Deletion Strategy for Daily Load PSA and Change Log Tables

The best way to delete data from the PSA and change log tables is by scheduling
the relevant deletion process variants in the process chains after data has been
loaded successfully (see Figure 8.8).

Process Chain Maintenance Modified Version: Delete PSA requests -
3 EE a8 e P00 pLsELIBE BT B
BRERIEAEL 6 start

v "% General Services

» [ Load Process and Postprocessing
» @& Data Target Administration

4 @ Reporting Agent

~ & Other BW Processes

Delete PSA Request
-+ 8 Attribute Change Run u} o
.357 Delete PSA requests

.‘%’}7 Delete PSA requests - Adhoc

-

+ T Deletion of Requests from PSA

+ i Deletion of Requests from the Change Log
+ 10 Delete Requests from Write-Optimzed DSO g
M [5] Execute Plnning Sequence \|

ol
U

k.

T Delete Change Log
&? Delete Other Changelog 9

« % Switch Reattime InfoCube to Plan Mode
+ %F qwitch Realtime InfoCube to Load Mode
+ [B] Reorganize Attributes and Texts for Master Data
g ‘_-,_—_V: Execute Analysis Process
» @ BPC - Process Types
» (5 Retail
» £ Global Spend Analyses
» B Other

Figure 8.8 Process Chain Variants for Deleting Temporary Data (Transaction RSA11)
These process variants enable flexible deletion using selection criteria, and the

parameter screens accept parameters with patterns on DataSource (for PSA tables)
and DSOs (for change logs), as illustrated by @ in Figure 8.9. The number of days
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to retain each PSA can be specified in the column identified by @, and the deletion
can be limited to only those requests that are successfully updated ©.

Process Maintenance: Deletion of Requests from PSA

OO EB
variant DEL_PSA_TESTSN {PSA Deletion
Last Changed By usiDc3 Changed on 25.03.2014 At 15:55:22

Selection Pattern for Pattern-Based Deletion

I+ Datasource Src.system  Older Tha... # &y [
| ZDATASOURCE#* FLATFILE 2 =
-

Figure 8.9 Process Variant for Deletion of Requests from the PSA

Even though the acceptance of patterns in the selection criteria simplifies mainte-
nance of the deletion jobs, PSA and change log tables are still too easily omitted
from cleansing. To combat this, custom programs published on SCN can help
identify those tables with entries that are “unmanaged"” or otherwise excluded
from existing deletion variants.

For one-time use, PSA tables can be deleted using either program RSPSADELL or
function module RSATREE_PSA_DELETE_BATCH. We do not recommend that you use
these programs routinely because PSA deletions should not be scheduled while
data is being loaded. Therefore, it is best to schedule the relevant process variants
directly in the process chains after data has been loaded. This helps mitigate the
risk of database contention by ensuring that these conflicting jobs do not overlap.

Schedule a weekly PSA and change log deletion process chain to “catch” any data
loads for which deletions are not scheduled as part of the load process chains. This
helps mitigate the risk that a PSA table or change log could grow exponentially,
thereby keeping the database growth in check and optimizing system resources.

8.1.4 Cleaning Application Logs

In all SAP systems, there are many log and trace tables that, if left untended, grow
over time. Keeping these tables cleansed on a weekly basis ensures optimal per-
formance of the ABAP system overall. This section will cover routine housekeep-
ing jobs that should be executed routinely to minimize the impact of log and trace
growth over time.
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All application logs are written to table BALDAT —this table is usually one of the larg-
est system tables in most systems. Ironically, many routine housekeeping jobs gen-
erate more application logs, which can consume more storage capacity than the
housekeeping jobs free up. For example, every request that is deleted from the PSA
or change log generates an application log. Therefore, it is important to clean appli-
cation logs as part of every housekeeping effort. Before cleansing, consider the util-
ity that application logs serve during root cause analysis; some application logs
should be retained long enough to be helpful when investigating system events.
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[& Progam Edit  Goto System  Help
& 48 ¢ea BHE Doy BAER @

Application log: Delete Expired Logs
& [

Delete logs

All logs are deleted which satisfy the folowing
selection conditions, and for which:

- the expiry date is reached or passed @
- the expiry date is not defined

Expiry date

" 0nly logs which have reached their expiry date
@ and logs which can be deleted before the expiry date

[ Lst Edit Goto Wiews Settings System  Help

FdHIC@@ CHE Do BE @m

Application log: Delete Expired Logs
18 2% F B ITEhH T

Interval Proposals For 139746 Deletable Logs

Selection conditions Intenval Start Interval End | Logs per Interval No. of Logs - Cumulative
Object ~00000000000000027078 '00000000000000063815 20000 20000
Subobject 00000000000000063816° 00000000000000092848 20000 40000
External ID 00000000000000092849 0000000000025655C002 20000 60000
Transaction Code 0000000000025658C002  0000000000250859C002 20000 80000
Ulser 0000000000250860C002  0000000000566561C002 20000 100000
a7 T e 1000000000566564C002 0000000001058972C002 20000 120000
o I 0000000001059042C002 0000000063262501C110 19746 139746
from (date/time) 00:00:00
to (date/time) [10.03.2013: 00:00:00

Options

« Only calculate how many

— r
Generate list @ I_Number of deletable logs: 139.746
T Delete immediately

[E Information

Figure 8.10 Deletion of Expired Logs (Transaction SLG2)

Regardless of their potential utility, at some point, application logs should be
cleansed to reclaim that storage capacity and improve the overall performance of
administering the system. Remember—the fewer logs in the table, the quicker it
is to search for them.
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To cleanup application logs, execute Transaction SLG2 or run report SBAL_
DELETE, enter an appropriate date from which to cleanse logs, and select the
checkbox to delete logs that can be deleted before their expiry date, as shown in
in Figure 8.10. Use the option ONLY CALCULATE HOW MANY to show how many logs
can be deleted. Schedule report SBAL_DELETE to delete the application logs on a
weekly basis.

8.1.5 Executing BW Housekeeping Task List

As covered in Chapter 1, the task list SAP_BW_HOUSEKEEPING is available for schedul-
ing routine housekeeping tasks that should be executed weekly in all SAP BW sys-
tems. By default, the housekeeping task list contains tasks that do the following:

» Repair indexes on InfoCube fact table(s) at the Data Dictionary level

» Re-assign requests written into the incorrect PSA partition

» Ensure request consistencies throughout the PSA landscape

» Ensure that partitioned tables are correctly indexed for the PSA

» Verify DataSource segments' assignment to PSA

» Delete entries that are no longer required in table RSIXW

» Reorganize and delete bookmark IDs and view IDs

» Delete RSTT traces

» Delete BW statistical data

» Check BW metadata with regard to the DDIC

» Clear all OLAP Cache parameters

The coding for the SAP_BW_HOUSEKEEPING task list can be implemented via SAP Note
1829728 for SAP BW 7 .x systems.

You can execute and schedule the housekeeping task via Transaction STCO1, as
shown in @ in Figure 8.11. Some of the tasks in this task list require that param-
eters be entered; these tasks each contain a “text editing” icon in the parameter
column, as illustrated by @.
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Maintain Task List Run SAP_BW _HOUSEKEEPING _20140327032727
8 7@ BEE B H = g

Task List SAP_BW_HOUSEKEEPING o

Task List Run (D) 'sAP_BW_HOUSEKEEPING_20140327032727

E. C. S. L. Autom.Phase Comp. Task Description H.P.
7' G) @ Repair BW  Repairs indices on InfoCube fact table(s) at the Data Dictionary level |:_a,,
v (B & £8 Repair BW  Re-assign requests written into the incorrect PSA partition B
v (& (® 3 Repair BW  Ensure request consistencies throughout the PSA landscape .,
v & ® 3 Repair BW  Ensure partitioned tables are correctly indexed for the PSA

v & (® €8 Reparr BW  Verify DataSource segments assignment to PSA

v & (O £} Cleanup BW  Deletes the entries that are no longer required in table RSIXW

v ® (® 8 Cleanup BW  Reorganize and delete bookmark IDs and view IDs

7] (¥ €8 Cleanup BW  This program deletes RSTT traces e

] ® €8 Cleanup BW  This program deletes BW statistical data

v & @ 3 Repair BW  Checks BW metadata with regard to the DDIC

MECNC! Postprocessing BW  Clear all OLAP Cache parameters

Figure 8.11 Task List SAP_BW_HOUSEKEEPING (Transaction STCO1)

Enter the parameter values based on the data-retention strategy and save the
entries as a variant so that the same values can be used when scheduling the task
list. To check the status or logs of any current or previous task list execution, use
Transaction STCOZ2.

8.1.6 Executing Other Housekeeping Tasks
In addition to cleansing application logs and executing the SAP BW housekeeping
task list, you should execute the jobs listed in Table 8.3 on a weekly basis. In most

cases, the report can be scheduled, but the results should be monitored for excep-
tions or errors.

Report/Transaction Administration Task

RSBATCH_DEL_MSG_PARM_DTPTEMP Delete BW background management

(use parameters DEL_MSG =3, DEL_PAR=3and messages and parameters
DEL_DTP = X)

RSSM_ERRORLOG_CLEANUP
RSAR_PSA_CLEANUP_DEFINITION

Reorganize PSA error log

Check and clean PSA tables

Table 8.3 Additional Housekeeping Jobs
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Report/Transaction

RSB_ANALYZE_ERRORLOG
RSBM_ERRORLOG_DELETE
RSPC_INSTANCE_CLEANUP
RSPC_LOG_DELETE
RS_FIND_JOBS_WITHOUT_VARIANT
RSBTCDEL2

RSSODFRE

RSBCS_REORG

RSTBPDEL

Transaction SM58
SAP_DROP_TMPTABLES
RSPO1041

(first run the consistency check from TemSe

Data Storage in Transaction SP12)
RSTS0024

RSTT_TRACE_DELETE
RSAN_UT_RESULT_DROP_RESULTS
RSBPSTDE

RSM13002
RSARFCER
SWNC_COLLECTOR_CLEAN_SWNCMONI

RSAR_PSA_NEWDS_MAPPING_CHECK

Transaction RSECADMIN

Table 8.3 Additional Housekeeping Jobs (Cont.)

Weekly Administration Tasks

Administration Task

Analyze DTP error log

Delete inconsistent Error DTPs
Delete old Process Chain logs
Delete old Process Chain logs
Delete jobs without variant
Delete old job logs

Reorganize hidden folder Office Docu-
ments

Reorganize SAP Office/Business Work-
place documents

Check and clean up table change logs
(DBTABLOG)

Check and delete old tRFC Queues
Delete temporary BW database tables

Reorganize TemSe and Spool

Delete orphaned job log
Delete BW RSTT Traces
Purge intermediary results from APD

Delete statistic data from job runtime
statistics

Delete update requests
Delete old tRFC entries

Delete old Transaction STO3N source
system data

Check and repair inconsistent PSA
request/tables

Delete authorization logs and disable log
recording for all users
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As an alternative, create a custom task list in Transaction STCO1 to include as
many of these tasks as feasible, or enhance the default housekeeping task list.

8.1.7 Executing RSRV Consistency Checks

In Chapter 3, we covered elementary Transaction RSRV checks for master data
and transaction data, which are perfect for investigating specific issues. Schedul-
ing so many elementary tests for each InfoProvider would be a laborious burden
and likely not worth the effort. Fortunately for you, SAP has provided combined
tests (see Figure 8.12), which bundle many of the important elementary tests for
ease of scheduling. These combined tests should be evaluated and scheduled for
routine batch processing.

Analysis and Repair of BW Objects
Grexecute  LBDispy  dfzCorrect Emor [ Delete B [EllHelp

* 3 Tests in Transaction RSRV v 5% Test of Partitioning Column for All Basis InfoCubes
» (] Al Elementary Tests + (3 parameters
* &3 Al Combined Tests » & Elementary Tests
~ {3J Master Data
+ &% Check Master Data for a Characteristic
~ &3 Transaction Data
. &4 Consistency of the Time Dimension for Al
+ & Test of Partitioning Column for All Basis Inf
. &8 Foreign Key Relationship Between Dimensi
+ &a Fact and Dimension Tables of an InfoCube
+ 40 Status of the data in the Infocubes
*+ [ Hierarchies
» [ Datastore Objects
+ (30 Database
» (J Aggregates
» (3 BW Accelerator
» (J Query
» [J System Information

Figure 8.12 Combined Tests (Transaction RSRV)

Batch scheduling the combined tests proves valuable only if the logs are analyzed
for errors or warnings. Therefore, you should analyze the logs using Transaction
SLG1 for any combined tests that are deemed valuable to schedule on a weekly
basis, as shown in Figure 8.13. The results of combined checks can also be moni-
tored in the CCMS, as covered in Chapter 6.
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Analyze Application Log
@
Object RSRV
Subobject
External ID
Display logs
Time Restriction S ikl ol
From (Date/ Time) 03017201409 B @ S Technical Information
To (Date/ Time) 03/26/2014 [
Date/ Time/User Nu... External ID Object text Sub-object text = Transac... Pr|
~ @ 11/27/2013 14:12:56 AJU 627 Error Log RSRV... Analyze and Repair BW Objects Dilog RSRY ]
Logiiiagetsl i + 3@ Problem class 457
User i « i@ Problem chss Important | 131
Transaction Code = + & Problem class Medium 39
Program & s e
(&l [EFRERL) (Z
Ty, Message Text LTxt | Det.
@ The SID values are missing for 8,436,747 specifications for characteristic 0PSM_AWKEY =
@ The referential integrity is checked for 62 characteristics
@ The referential integrity is checked for 7 characteristics
@ The SID values are missing for 64 specifications for characteristic 0TCTUSERNM <]
@ The SID values are missing for 2 specifications for characteristic 0TCTQUACT @
@ Too many missing specifications for InfoObject 0TCTOBINM @
@ The SID values are missing for 3,833 specifications for characteristic 0TCTOBINM =
@ The SID values are missing for 8 specifications for characteristic 0TCTTLOGO @
@ Too rmany missing specifications for InfoObject 0TCTTIMSTMP @
@ The SID values are missing for 14,058 specifications for characteristic 0TCTTIMSTMP <]
@ The referential integrity is checked for 12 characteristics
@ The SID values are missing for 5 specifications for characteristic 0TCTWEBTEMP =

Figure 8.13 Viewing Application Logs (Transaction SLG1)

8.2 Weekly Performance Tuning

Let's take a look at tasks that are critical to maintaining optimal performance in
the system for both end users who are running reports and support teams who are
executing data loads and administering the data warehouse. We'll examine the
following:

» Monitoring BI statistics

» Compressing InfoCubes

v

Rebuilding DB indexes and statistics

» Monitoring cache usage

The first task is monitoring BI statistics.
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8.2.1  Monitoring BI Statistics

SAP BW records runtime statistics for processes and events in SAP BEx, the Online
Analytic Processor (OLAP), and warehouse management. The system records run-
times for statistical events by calculating the difference between the start and end
times and subtracting the times for other events called from within each event.
Technical BI Content delivers predefined SAP BW objects for analyzing statistics
data.

The BW Administration Cockpit provides a central point of entry for monitoring
the performance of SAP BW systems. Based on the technical BI Content, this
enables runtime analysis and status of SAP BW objects and processes in the SAP
Enterprise Portal or using SAP BusinessObjects Dashboards.

For more information, see SAP Note 934848, "Collective note: (FAQ) Bl Administration
Cockpit)."

SAP BW statistics are recorded for the following areas:

» SAP BEx query runtimes (actions on the front end and in the Online Analytic
Processor, including BW Integrated Planning)

v

Runtimes of sub-processes in SAP HANA/BWA index maintenance

v

Runtimes of sub-processes of analytic indexes

v

Runtimes for performing planning functions

v

Runtimes and status of data transfer and data processing in the Data Warehouse

The system always records runtime and status statistics of data loading and data pro-
cessing but does not, by default, record statistics for the DTPs. These are deactivated in
the default setting and can be activated in table RSDDSTATOBJLEVEL. For more informa-
tion, see SAP Note 966964.

Depending on the area, the system records statistics in tables RSDDSTAT* or UPC_
STATISTIC*. For statistical analyses in warehouse management processes, techni-
cal BI Content uses tables RSMDATASTATE, RSMDATASTATE_EXT, RSDDSTATDTP, RSBKRE -
QUEST, RSBSOURCEPRQOP, RSPCLOGCHAIN, and RSPCPROCESSLOG.

Weekly Performance Tuning | 8.2

The data from these statistics tables is stored in technical BI Content InfoProvid-
ers, which are then assigned to one of the MultiProviders listed in Table 8.4. Tech-
nical BI Content queries and web templates provide ready-made views of the
information for flexible analysis.

MultiProvider Object Description

0TCT_MCO1 Front-end and OLAP statistics (aggregated)
0TCT_MCO2 Front-end and OLAP statistics (details)

0TCT_MCO3 Data manager statistics (details)

0TCT_MCO05 OLAP statistics: cache-type memory consumption
0TCT_MCO6 OLAP statistics: cache vs. SHM

0TCT_MCO7 OLAP statistics: query memory consumption
0TCT_MC11 Bl object request status

0TCT_MC12 Process status

0TCT_MC14 Report availability status

0TCT_MC15 Data storages with inconsistent and incomplete data
0TCT_MC21 Process statistics

0TCT_MC22 DTP statistics

0TCT_MC23 InfoPackage statistics

0TCT_MC25 Database volume statistics

0TCT_MC31 BWA statistics: CPU consumption

0TCT_MC32 BWA statistics: InfoProvider memory consumption
0TCT_MCA1 Front-end and OLAP statistics (highly aggregated)
0TCT_MCWS Workspace MultiProvider

Table 8.4 Technical Bl Content MultiProviders
While analyzing the statistics data using the technical BI Content provided is man-

datory, customers can and should define their own queries and web templates for
specific analysis scenarios. See Figure 8.14 for an example of a simple query on
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aggregated OLAP statistics showing the percentage of runtime by component for
arolling 24 months. This data is reported from InfoCube 0TCT_C01 and shows that
DB TIME has been steadily increasing over time. This indicates that database
growth has been adversely impacting query performance, and steps should be
taken to slow, stop, or reverse this trend. Potential solutions include compressing
InfoCubes, rebuilding DB indexes, and tuning aggregates. If none of these solu-
tions are satisfactory, consider installing BWA (which may be a regretful pur-
chase) or migrating to SAP HANA.

Query Runtime by Component
100%-,

MURTRIRTRIRRIRRINIRIN VR 1§ 1§ 1§ IR IR IR 181818151515 0
R IRIRISISIRIRIRIRIR SIS RIS IRISIRISISIRIRTR |35 gt
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€ coul PEEECrrrirerrr
(LRt
‘E50%-
s o NN oo
SRR
3
L NNNRNRNNNNNNANNNNRARRENY
20%-
||l!v!!vlli'-'-'ll|'|||l j i inm
'I"'I'| I'I I'I'I I I I'I'I lvlvlvlv!vlvlvlvlvlv OLAP server
FRELELEEEEEER R s
0% -

2011.08
2011.09
201110
201111
201112
2012.01
2012.02
2012.03
2012.04
2012.05
2012.06
2012.07
2012.08
2012.09
201210
201211
201212
2013.01
2013.02
2013.03
2013.04
2013.05
2013.06
2013.07
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Figure 8.14 Front-End Query Statistics
Statistics queries and web reports should be executed and monitored for excep-

tions to average runtimes on a weekly basis. You should investigate and resolve
any significant exceptions or deviations from normal.
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8.2.2 Compressing InfoCubes

During compression, all records with the same key values across the data-package
partitions in the F-fact table are aggregated into a single record in the E-fact table.
When F-fact table requests are compressed, their respective data partitions are
dropped from the F-fact table. In this way, the data volume of the InfoCube can be
managed when a high number of delta records results in substantial growth. Com-
pression provides performance benefits from a data loading perspective, as well
as from a reporting perspective.

Ideally, you should execute compression after each data load, although it is not
necessarily a critical path item. The more frequently an InfoCube is compressed,
however, the quicker both queries against it and data loads to it execute. The only
reason not to compress data is that the request needs to be dropped from the Info-
Cube and reloaded from the source. However, because data should always be
staged in a DSO before feeding a cube, this reasoning is usually without merit.

Schedule a weekly compression process chain to compress all InfoCubes for
which compression is not executed immediately after each data load. In most
cases, compression with elimination of zeroes provides the most benefit by delet-
ing all records from the E-fact table for which all key figures equal zero—as long
as the zero-records are not required for business logic in reporting. Monitor this
process chain exactly like any other process chain. If BWA indexes are also rebuilt
weekly, ensure that you execute compression before rebuilding the index.

8.2.3 Rebuilding DB Indexes and Statistics

Like BWA indexes, database indexes can grow and become cumbersome over
time. To combat this phenomenon, you should also rebuild DB indexes on a rou-
tine basis. While DB indexes can be rebuilt manually when managing InfoCubes
@, as seen in Figure 8.15, the deletion and rebuilding of indexes should be sched-
uled via process chains on a weekly basis. You can delete and repair DB indexes
in dialog mode or delete and re-create them in a batch.

The database statistics are used by the system to optimize both query and com-
pression performance. Even when the InfoCube is indexed in BWA, it is impor-
tant to keep the database statistics up to date. It is possible to schedule automatic
recalculation of the database statistics after each data load in the process chains. At
a minimum, we recommend that you update the statistics after every one million
new records have been loaded into an InfoCube.
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Manage InfoProvider
& = [ T2  &rcontents [ @ Application Log [B

Selectable Data Targets
Name D... Technical Name Table Type
Front-End and OLAP Statistics (Aggre..| &Y joTcT_co1 InfoCube

4«

~ Contents .~ Performance - Requests Rolup - Colepse Reconstruction

InfoCube:Front-End and OLAP Statistics (Aggregated){0TCT_C01) @

DB indexes

cco | Check DB Indexes | coo| Check Aggr. DB Indexes |
|ﬂ Delete DB Indexes (Mow) |a Delete Aggr. DB Indexes |
[D Repair DB Indexes (Now) 0-{ ID Repair Aggr. DB Indexes ]

|¢## Create DB Index (Btch) | Delete DB Index (Batch) |

DB Statistics

coo | Check Statistics = Refresh Statistics 9:]
[ Create Statistics (Btch) |

?Percenmge of IC Data Used to Create Statistics

Figure 8.15 DB Index Rebuilding Using the InfoCube Manage Screen

The status of the database statistics can be checked from the InfoCube mainte-
nance screen, as seen by @ in Figure 8.15. You can adjust the sample size as
needed. The button CHEcK StATISTICS confirms whether the statistics are up to date
(green), are out of date (yellow), or do not exist (red). Use RECALCULATE STATISTICS
to create or update statistics in the background.

Calculating statistics for InfoProviders should also be scheduled weekly via pro-
cess chains or directly via an OS-level command for the database installed, where
it may be possible to specify thresholds to limit the job to InfoProviders for which
only a specific percentage (usually 5-20%) of the base data has changed.

8.2.4 Monitoring Cache Usage

In SAP BW systems, the size of the global cache depends on the shared memory
buffer, which is defined by the profile parameter rsdb/esm/buffersize_kb. The
global cache setting can be maintained in Transaction RSRCACHE and should not
exceed 90% of the shared-memory buffer.

The cache monitor can be accessed via Transaction RSRT, as shown in Figure 8.16.
Check the size of the global and local cache buffers and the number of objects in
their consumption.

478

Weekly Performance Tuning | 8.2

Query Monitor

@Execute @vExecute + Debug |4 @Genemte Report |« Prupert\es @He\p Texts gGenemtiUn Log
performance Info ||l Technical Information Cache Monitor | Query Variants |[E8 165 Test [ Get variant || Create varant

[ aap web ||[® ava web o

Query
Query Display List | (@ Parameter 1 ) Parameter 2

Cache Monitor

I Il Application Server ‘HﬂRafresh Hﬂ Delete I‘H@Cache Parameter J Buffer Montor H Buffer Overview H@Lugu\ File Names H Directory Overview JAdmm. Parameters ]

[E cache Parameter | | [El Main Memory IIQuery Aggregate J

@ |Cache Act.
Local Cache Size 64 MB
Global Cache Size 128 MB
Cache Persistance Mode Fiat: File [ cache Parameter || [l Main Mernory || [l Query Agaregate |
@ |Flat File Name BW_OLAP_CACHE 4
@ |Comprehensive Flat File Name for AppServer|BW_OLAP_CACHE_SPAN Runtime Object
Cache Statistics Value/Instance
Current Cache Size 185182150
Curr. Entries Total 1736

Figure 8.16 Access to the Cache Monitor (Transaction RSRT)

Alternatively, you can access the cache monitor directly via Transaction RSR-
CACHE, as shown in Figure 8.17. From the hierarchical display of the MAIN MEM-
ORY overview, the cache buffer size of every query object can be checked. Identify
extraordinarily large query object buffer sizes and remediate, if necessary.

[ Cache Parameter I\ [ Main Memory ]I [ Query Agaregate I

+ [ Technical Info

4 wBuffer Objects: Hierarchical Display

ElE @mEL
Memory ID S.. Re...|W.. Di..|Di.|M.. Bytes | Bytes Aggre... | Buffer ID
~ R Query Directory 20 0O 0O 0O @ 0O 335 271.859 00000001 |
» Oyv o o 12.097 130.218 00000002
' O3 2m [EN cache parameter || [AlMain Memory || [l Query Aggregate | = o o1 5743 00000093
» (3 2mg « [ Technical Info o o 891 34.460 DODOODIS
ST 090 | - - e e 2000000
» (3 vm umtmelobrec O 0O 560 96.447 0D00DOZE

o

Max. Cache Size  [131072 KB 128 MB

Current Cache Ske |265 KB

o

o

Cache Rsrvd 0 %
Curr. Cache Entries|168

Shared Memory
Buffer Poll Time 26.02.2014 01:48:38
Buffer Reserved 1%

o

o

Buffer Setting Cache|100 %

Figure 8.17 Main Memory Usage in the Cache Monitor (Transaction RSRCACHE)
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Our next chapter covers monthly administration and performance-tuning tasks to
keep your SAP BW system running smoothly.
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