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ABSTRACT

Numerous studies have shown that in head-initial languages such as English,

French, and German, relative clauses with a gap in the subject position (subject-gap

relative clauses) are easier to process than relative clauses with a gap in the object

position (object-gap relative clauses). One memory-based explanation for this subject­

object gap asymmetry has been linear distance: a subject gap is linearly closer to the filler

than an object gap, and thus fewer words need to be processed between the gap and its

filler.

This dissertation investigates the subject-object gap asymmetry in the processing

of relative clauses in Japanese, a head-final language in which a relative clause precedes

its head noun. In Japanese, an object gap is linearly closer than a subject gap to the filler.

Therefore, the linear distance model predicts that object-gap relative clauses should be

easier to process than subject-gap relative clauses. The results of two self-paced reading

experiments showed that native speakers of Japanese found subject-gap relative clauses

easier to process than object-gap relative clauses. At the head noun, this effect was

modulated by the grammatical relation of the head noun. In following regions, however,

the interaction disappeared and a consistent subject gap advantage emerged.

A gap asymmetry was also found in relative clauses with two filler-gap

dependencies. This construction involves global structural ambiguity in the dependencies

between gaps and fillers. When semantic/pragmatic information strongly constrained the

plausible thematic roles of fillers, the results of an offline survey and two self-paced

reading experiments revealed a clear subject-object asymmetry: the distant filler was

preferably associated with a subject gap over an object gap. When semantic/pragmatic

Vll



information was weaker, processing became extremely difficult and showed no gap

asymmetry.

These findings are inconsistent with a linear distance account. It is proposed that

the asymmetry is better accounted for by the structural distance between gap and filler: a

subject gap is structurally closer to the filler, and thus it is computationally easier to form

a dependency with. Structural distance as an alternative to account for both Japanese

findings and the role of pragmatic information during processing is discussed.
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CHAPTERl

INTRODUCTION

Human languages in the world employ a wide range of structures with various

degrees of complexity. Yet, our daily communication proceeds successfully in general,

and it proceeds in an extremely rapid manner. Experimental evidence has shown that a

great deal of processing occurs immediately (within approximately a few hundred

milliseconds from the onset of the stimulus) often before the next word is received (e.g.,

Just & Carpenter 1980, Marslen-Wilson 1973, 1975, Tyler & Marslen-Wilson 1977).

How such rapid and successful communication can be achieved with a complex,

ambiguous input string has been a question for psycholinguists for many years. One of

the goals of psycholinguistic research is to uncover the mental processes that underlie

highly incremental sentence processing.

This dissertation is concerned with one of the most distinctive properties of

human language, long-distance dependency. Such constructions involve two constituents

that are non-adjacent in a sentence but syntactically dependent on each other. In

principle, the two elements can be separated by an unlimited number of words.

Sometimes, one of the elements does not have a phonetic realization (i.e., it is an empty

element), and its presence must be inferred from the surrounding environment. One

particular type of dependency with an empty element is commonly called a filler-gap

dependency, where 'gap' refers to the empty element and 'filler' refers to the element the

gap is associated with.
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Numerous studies have investigated the online processing of filler-gap

dependencies from various perspectives. One of the well-established findings in the

literature is that a dependency involving a subject gap is easier to process than one

involving an object gap. Empirical support has been obtained across different languages

(e.g., English, French, Dutch, German), across various measurements (self-paced reading,

eye-tracking, ERP studies, etc.), across structures (relative clauses, wh-questions, and

cleft sentences) and across different population groups (L l, L2, aphasics, and normal

adults).

Despite seemingly convergent evidence for a preference for a subject gap over an

object gap, there is a research lacuna that waits to be filled. To date, there has been little

evidence for a subject gap preference among the adult native speakers of strictly head­

final languages, such as Japanese and Korean. 'Filling a gap' in this area of research is

the main goal of this dissertation.

An investigation of filler-gap dependencies (e.g., relative clauses) has both

empirical and theoretical value. Japanese is a strict head-final language, in which

dependent elements precede their heads. Unlike English, where a relative clause comes

after its head noun, a relative clause (containing a gap) precedes its head noun in

Japanese. Japanese lacks relative pronouns (e.g., who and which in English) which serve

to mark the edge of a relative clause and give a clue about the position of a gap. These

typological differences between English and Japanese raise a question of whether the

processing of filler-gap dependencies in Japanese is fundamentally different from the

processing of the construction in English. Furthermore, a processing-based explanation

that has been widely assumed to account for English findings makes the opposite
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prediction for relative clauses in Japanese. In English, a subject-gap relative clause is

considered to be easier to process because a subject gap is linearly closer to its head noun.

In contrast, in Japanese, a SOY language with a prenominal relative clause, a subject gap

is farther from the head. Therefore, this linear-based distance account predicts that a

subject-gap relative clause is harder to process than an object-gap relative clause in

Japanese. A contrasting view is that the processing difficulty of relative clauses is

determined by the structural distance between gap and filler. According to this account,

subject gap Res are assumed to be easier crosslinguistically since a subject gap is

structurally higher in the syntactic structure and thus closer to its head noun. Thus,

Japanese offers an important test case to evaluate different models that cannot be teased

apart if we look at only English.

With a subject-object gap asymmetry as the main theme of the study, this

dissertation examines two different types of relative clauses in Japanese. The first type,

which I refer to as single-gap relative clauses, involves a single filler-gap dependency.

As there is little ambiguity in terms of the position of a gap in the relative clause, an

asymmetry between subject-gap and object-gap relative clauses can be tested more or less

straightforwardly. A related issue, the possible influence of the grammatical relation of

the head noun on a gap asymmetry, is also tested in a separate experiment. The second

type of relative clause, which I refer to as double-gap relative clauses, involves two filler­

gap dependencies. The construction is structurally more complex and thus assumed to be

more difficult to process than the first type. It also involves structural ambiguity in that

there is no morphosyntactic cue that indicates the dependencies between gaps and fillers.

thematic role of the head noun within the embedded clause. It is assumed that non-
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structural information, such as the plausibility of the fillers as agent or theme, is the

primary information source that is used to adopt a structural analysis of these ambiguous

sentences. Then, it is of empirical interest whether a subject-object asymmetry appears

under these circumstances, and how manipulating the strength of the pragmatic

plausibility of fillers influences the magnitude of the asymmetry. Investigations of two

different types of relative clauses will thus provide clues about various sorts of questions

addressed in the psycholinguistic literature, such as how a filler-gap dependency is

formed online, what makes the processing of a dependency more difficult, in what

condition the asymmetry emerges, and so forth.

The dissertation is organized as follows. In chapter 2, I provide a brief summary

of basic properties of Japanese and the syntactic structure of Japanese relative clauses

that is assumed in this study. In chapter 3, I review psycholinguistic studies on filler-gap

dependencies in both English and Japanese. Major issues and findings that are relevant

for the processing of these structures are introduced. I also summarize evidence that

shows that the processing of (strict head-final) Japanese is incremental in a similar

fashion to that of English. Chapter 4 and chapter 5 report on a series of experiments in

which the online processing of Japanese relative clauses was examined. Chapter 4

focuses on single-gap relative clauses, and chapter 5 reports on double-gap relative

clauses. In chapter 6, possible interpretations of these experimental findings are

discussed, and implications for sentence processing models are suggested.
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CHAPTER 2

PROPERTIES OF JAPANESE AND RELATIVE CLAUSES

This chapter provides a brief grammatical sketch of Japanese and an outline of

basic assumptions concerning the structure of Japanese relative clauses. The first section

focuses on major typological characteristics of Japanese that contrast with those of

English. The primary aim is to give the reader a basic overview of Japanese relevant to

the more specific descriptions of sentence structures that appear in the forthcoming

chapters. This is therefore not an exhaustive listing of structural notions and assumptions

used in this thesis. Special terminology is presented and illustrated as it is needed in each

chapter.

The second part of this chapter presents basic assumptions about the structure of

Japanese relative clauses. The correct interpretation of a relative clause requires the use

of complex grammatical knowledge, and how to represent such knowledge has been the

focus of many linguistic theories. A number of proposals have been put forward to

describe the internal structure of relative clauses, yet controversy still exists about

specific details of each assumption. For the purpose of the present study and also in

order to avoid unnecessary controversy, a relatively simplified structure is assumed for

Japanese relative clauses.
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2.1 Grammatical sketch of Japanese

2.1.1 Word order

The basic word order of a transitive sentence is Subject-Object-Verb (SOV), and

this holds true both in a matrix clause (S, 0, and V are underlined) and in an embedded

clause (S, 0, and V are italicized).!

(1) S. S 0 V 0 V
John-ga [Tom-ga Mary-o nagutta] koto-o oboeteita.
John-NOM Tom-NOM Mary-Acc hit thing-Acc remembered
'John remembered that Tom hit Mary.'

As long as a strict verb-final constraint is maintained (i.e., all clauses must end with

verbs), word order in Japanese is relatively free. As examples in (2) and (3) demonstrate,

any order of constituents is possible before the verb.

(2) Basic word order of a ditransitive sentence

John-ga Mary-ni hon-o ageta.
John-NOM Mary-DAT book-ACC gave
'John gave a book to Mary.'

(3) Alternative ("scrambled") orders

[S 10 DO V]

a. John-ga hon-o Mary-ni
b. Mary-ni John-ga hon-o
c. Hon-o John-ga Mary-ni
d. Mary-ni hon-o John-ga
e. Hon-o Mary-ni John-ga

ageta.
ageta.
ageta.
ageta.
ageta.

[S DO 10 V]
[10 S DO V]
[DO S 10 V]
[10 DO S V]
[DO 10 S V]

1 I assume that Japanese is a configurational language with a VP node. (See Saito (1985) for a detailed
discussion of this issue and the references therein.)
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2.1.2 Case marking

Grammatical relations of nominal entities are primarily indicated by case markers

(e.g., nominative -ga, genitive -no, accusative -0, and dative -ni) that are attached to the

end of each noun.

(4) John-ga Mary-no imooto-ni hon-o
John-NOM Mary-GEN sister-DAT book-ACC
'John gave a book to Mary's sister.'

ageta.
gave

As shown in sentence (4), the nominative marks the subject, the accusative marks the

direct object, and the dative marks the indirect object of a verb. However, the

relationship between case relations and grammatical relations is not one-to-one. As

exemplified by sentence (Sa), the nominative -ga marks not only the subject of a sentence

but also the direct object of a stative transitive predicate (e.g., like, dislike). In sentence

(5b), the genitive -no marks the subject of a predicate in the relative clause.2

(5) a. Nominative-marked direct object

John-ga nihongo-ga kiraida.
John-NOM Japanese-NOM dislike
'John doesn't like Japanese.'

b. Genitive-marked subject within a relative clause

[John-no katta] hon
John-GEN bought book
'the book that John bought'

2 See Kuno (1973) for more discussion of multiple functions of Japanese case markers.
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In addition to case relations, a set of postpositions (e.g., with, by, to in English) is

used to represent semantic/functional relations among nominals in Japanese.

(6) John-ga Mary-to kuruma-de Kobe-ni itta.
John-NOM Mary-with car-by Kobe-to went
'John went to Kobe by car with Mary.' [Kuno 1973:5]

2.1.3 Topic marker

In addition to -ga, -0, and -ni, which mark major grammatical relations in a

sentence, there is another relation that is significant in the Japanese grammar, namely

topic. Any of the major constituents in a sentence (e.g., subject, direct object, PPs, etc.)

can become a topic by being marked with the topic marker -wa and preposed to sentence

initial position.

(7) a. Topicalization of subject

John-wa Mary-ni sono hon-o ageta.
John-TOP Mary-DAT that book-ACC gave
'Speaking of John, he gave that book to Mary.'

b. Topicalization of direct object

Sono hon-wa John-ga Mary-ni ageta.
that book-TOP John-NOM Mary-DAT gave
'Speaking of that book, John gave it to Mary.'

c. Topicalization of indirect objece

Mary-(ni)-wa John-ga sono hon-o ageta.
Mary-(DAT)-TOP John-NOM that book-ACC gave
'Speaking of Mary, John gave her that book.'

3 The dative marker can be optionally retained after topicalized. Martin (1975) proposed a hierarchy of
particle deletion in Japanese (from hardest to easiest for deletion).

made 'till' > kara 'from' > to 'with' > de 'by' > e 'to' > ni (dat) > 0 (ace) > ga (nom)
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In addition, a Japanese sentence can have a topic independent from other major

grammatical relations.

(8) Sakana-wa tai-ga oishii
fish-TOP red snapper-NoM delicious
'Speaking of fish, red snapper is the most delicious. ' [Kuno 1973:62]

For the above sentence, there is no corresponding topicless sentence. This led Kuno to

claim that a topic of this sort is not derived syntactically but exists as a topic in its

underlying structure. For a sentence to be well-formed, the topic and the rest of the

sentence is said to establish some kind of a semantic/pragmatic relationship, such that

'what follows the topic is a statement about the topic' (Kuno 1973:251).

2.1.4 Argument drop

Japanese is known as a pro-drop language. That is, pronominal arguments of a

verb can be frequently dropped as long as their referents can be recovered or understood

from the context or in the discourse. For instance, either the subject or the direct object,

or even both arguments of the transitive verb 'bought' can be expressed as a covert

element, represented as [ e ] in the following examples.

(9) a. John-ga hon-o katta.
John-NOM book-ACC bought
'John bought a book.'

b. [ e ] hon-o katta.
, [I1You/We/He/ShelThey] bought a book.'

c. John-ga [e] katta.
'John bought [it/them].'
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d. [e] [ e ] katta.
, [I/You/He/She/They] bought [it/them].'

It is also possible to have a covert argument in the subordinate clause, as in (10).

(10) John-ga [[ e] hon-o katta-to] Mary-ni itta.
John-NOM book-ACC bought-caMP Mary-DAT said
'John said to Mary that [he/she] bought a book.'

In this case, the null element is most naturally interpreted to refer to the matrix subject

John. With the right context, however, it can also refer to other referents in the discourse.

2.1.5 Basic properties of relative clauses

Japanese is a strict head-final language, in which modifying elements precede

their heads (modified elements). In the relative clause construction, a relative clause

precedes its head noun.4 Among the positions represented in the Noun Phrase

Accessibility Hierarchy (Keenan 1975, Keenan and Comrie 1977), relativization is

possible on all positions except for the object of comparison.s The sentences in (11)

show some examples ofrelativization up to the indirect object position on the hierarchy.

(The underline in each example indicates a position (a gap) corresponding to the

relativized element in a relative clause.)

(11) a. Relativization of the subject

[_ seito-ni hon-o ageta] sensei
student-DAT book-ACC gave teacher

'the teacher who gave a book to the student'

4 See Kuno (1973) for extensive discussion of some peculiar properties of Japanese relative clauses.
5 Noun Phrase Accessibility Hierarchy (Keenan 1975: 137, Keenan and Comrie 1977:66).

Subject> Direct Object> Indirect Object> Oblique> Genitive> Object of Comparison
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b. Relativization of the indirect object

[ Sensei-ga hon-o ageta ] seito
teacher-NoM book-ACC gave student

'the student to whom the teacher gave a book'

c. Relativization of the direct object

[ Sensei-ga seito-ni _ ageta] hon
teacher-NoM student-DAT gave book

'the book which the teacher gave to the student'

There is no relative pronoun in Japanese that is equivalent to English who, whose, whom

or which. The grammatical relation of a gap in a relative clause must be inferred based

on the argument structure of the relative clause predicate and the case marking of overt

nouns present in the relative clause. For instance, we infer the presence of a direct object

gap in (llc) from the presence of the triadic verb ageta 'gave' and the presence of

nominative-marked subject and dative-marked indirect object.

The morphological form of the verb in the relative clause does not differ from the

verb in the matrix clause.6 For example, the verb form ageta 'gave' in the Res above is

identical to the verb form when it appears in a simple declarative sentence as in (2), (3),

(4), and (7). According to Keenan (l985), this constitutes an exceptional case to a

crosslinguistic generalization. He remarked that "in prenominal relative clauses, the verb

6 There is one exception to this. The copular has different forms - na in a relative clause and da elsewhere.
i. Mary-ga suki-na hana

Mary-NOM favorite-cop flower
'the flower Mary likes'

ii. Mary-ga hana-ga suki-da.
Mary-NOM flower-NOM favorite-COP
'Mary likes flowers.'
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in the relative clause is almost always in some sort of non-finite form, that is different

from the one it would have as the main verb of a simple declarative sentence" (p.160).

2.2 Basic assumptions of relative clauses

There are literally dozens of proposals concerning the nature of the operations and

representations associated with the formation of relative clauses in human language. For

the purposes of this dissertation, I will adopt the following three assumptions, each of

which is widely accepted by linguists working in different theoretical frameworks.

(12) Assumptions about relative clauses

a. Clause structure includes a subject-object asymmetry, with the subject occurring
higher in syntactic structure than the direct object.

b. Relative clauses contain a gap corresponding to the "relativized element".

c. The interpretation of that gap involves associating it in some manner with the
head of the relative clause (hereafter, the "filler").

This leaves us with the following representations for English and Japanese relative

clauses. (I use co-indexing to indicate the relationship between a gap represented by 'e'

and the corresponding filler.)

(13) English relative clauses

The mani [s Mary [vp saw ei]]'"

(14) Japanese relative clauses

[s Mary-ga [vp ei mita]] danseii....
Mary-NoM saw man

'the man that Mary saw'

12



2.3 Conclusion

This chapter outlined basic properties of Japanese that are not shared with better-

known languages, such as English and other European languages. In the processing

literature, these typological characteristics of Japanese are considered to pose a special

challenge to sentence processing models because they can create multiple structural

analyses at a given point in a sentence. For example, as shown in (15), the appearance of

an accusative marker NP at the beginning of a sentence can be analyzed as a simple

sentence with a dropped subject (15b), a sentence with a scrambled accusative-marked

NP in front ofthe subject (15c), a relative clause with a gap in the subject position (15c),

and so forth.

(15) a. Mary-o ....
Mary-Acc

b. e Mary-o mita.
Mary-Acc saw.

'I/you/he/she saw Mary.'

c. Mary-o John-ga mita.
Mary-Acc John-NOM saw
'Mary saw John.'

d. rei Mary-o mita] danseii
Mary-ACC saw man

'the man Mary saw'

This naturally raises a question of how incremental Japanese sentence processing could

be. This is one of the issues that the present study is concerned with, and is reviewed

extensively in the next chapter.
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CHAPTER 3

PROCESSING OF FILLER-GAP DEPENDENCIES

In order to interpret a sentence, listeners/readers need to identify words, assemble

them into a structure, and assign a meaning to it. Sentence comprehension is

characterized as the process of creating a hierarchical mental representation out of the

linearly sequenced input string. In psycholinguistics, 'parsing' is used to refer to the

process of structure building and 'parser' to the processor that conducts such structural

analyses.

One of the fundamental characteristics of the human parser is that sentence

processing proceeds in a highly incremental manner (Frazier 1987a, Frazier & Rayner

1982, Marslen-Wilson & Tyler 1980, 1981). People do not wait till the end of a sentence

but start constructing a tentative analysis on the input string immediately as they hear or

read each word of a sentence. However, on considering the complexity of human

language and potential ambiguities at a given point in a sentence, providing a full picture

of how incremental processing proceeds online is still an incomplete endeavor.

One set of constructions that has attracted particular attention in the sentence

processing literature is filler-gap dependencies (constructions such as wh-questions,

relative clauses, and cleft sentences). A relevant example is shown in (1).

(1) [Which book]i did the student from Germany buy tj at the bookstore?

In Government and Binding theory (Chomsky 1981, 1982), these constructions have been

analyzed as involving a constituent (e.g., which book in (1)) moving to a non-argument
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position and leaving a trace t at its original position. These two elements form a syntactic

dependency, through which the moved element receives a thematic role (by inheriting the

thematic role assigned to the trace) and the role-assigning lexical property of the verb is

satisfied. In psycholinguistics, the terms 'filler' and 'gap' are used to refer to a moved

constituent and its trace. The online process of dependency formation is considered to be

established when gap and filler are associated with each other (Fodor 1978).

The processing of filler-gap dependencies (e.g., wh-questions, relative clauses,

and cleft sentences) poses a special challenge for sentence processing models. Numerous

issues involving these constructions have yet to be resolved. For example, a filler and a

gap do not appear next to each other and there is no limit to the number of words or

clauses that separate them. An adequate theory of sentence processing needs to be able to

explain how and when the parser recognizes a gap and decides to form a filler-gap

dependency. Further, a gap does not have a phonetic realization in the input string.7 This

raises the issue of whether or not the mental representation built by the parser actually

involves these empty elements. There is also a question of whether the parser makes use

of the grammatical constraints that restrict the formation of filler-gap dependencies.

Crosslinguistic investigation of the processing of filler-gap dependencies has also

been an issue. While there has been overwhelming evidence that shows that subject-gap

7 Whether or not those null elements have no phonetic realizations has been an issue from an
acoustic/prosodic point of view. Cooper and colleagues (cited in Nagel, Shapiro, and Nawy 1994:475)
reported the presence of some acoustic cues reflected in elliptical sentences. Nagel et al. (1994) also found
some acoustic correlates (changes in duration and pitch contour) that are claimed to signal the presence of a
wh-gap. However, the latter study was criticized by Straub, Wilson, McCollum, and Badecker (2001) for
confounding gap position with syntactic phrase structure. They found that when phrase position was
controlled, there was little difference in the measurement of acoustic cues between sentences with and
without gaps.
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relative clauses are easier to process than object-gap relative clauses in English (and

some European languages), very few studies have investigated the issue in head-final

languages such as Japanese and Korean. Ifwe assume that the basic processing

mechanism is the same across languages, a theory of sentence processing developed on

English data must be tested against a variety of typologically different languages.

The purpose of this chapter is to review major findings and issues relevant for the

processing of filler-gap dependencies. First, I will provide a summary of the studies that

have investigated the psychological reality of empty categories. Second, I will outline

major findings as well as parsing principles that have been proposed to account for those

findings in the studies of filler-gap dependencies in English (and some European

languages). Third, I will review three main proposals that have been put forward to

account for the subject-gap advantage in the processing of English relative clauses.

Fourth, a section will describe Japanese sentence processing. I will summarize evidence

that indicates sentence processing in Japanese proceeds in a highly incremental fashion

similar to English. A summary of the previous studies that have examined filler-gap

dependencies in Japanese will conclude this chapter.

Processing of filler-gap dependencies in head-initial languages

Psychological reality of empty categories

The presence of phonetically null elements in the structural representation of a

sentence has been postulated by a number of syntactic theories. In Government and

3.1

3.1.1

Binding Theory (Chomsky 1981), those null elements, called empty categories (ECs),
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playa central role in various syntactic phenomena. (See Chomsky 1981, 1982 for types

ofECs and their characteristics.)

Although ECs are syntactically active, their phonetic emptiness poses a problem

in online sentence processing. Extensive work has been conducted to investigate the

psychological reality of ECs, i.e., whether or not online sentence processing computes

phonetically null elements.

One of the major techniques used to investigate this issue is 'priming'. The basic

assumption underlying this technique is that a response to a word is faster when a word is

presented the second time than the first time. Meyer and Schvaneveldt (1971, cited in

Tanenhaus, Carlson, & Seidenberg 1985:369) demonstrated that semantically or

associatively related words also facilitate recognition (e.g., doctor-nurse, rat-cheese).

When this is observed, one word is said to 'prime' the recognition of the second word.

This method has originally been used in sentence processing studies to examine

whether referentially dependent NPs, such as pronouns and anaphors, prime the

recognition of their grammatically possible antecedents. For example, Nicol (1988)

tested the following sentences using a cross-modal paradigm.8

(2) The boxer told the skier that the doctor for the team ....
a. would blame himself # for the recent injury.
b. would blame him # for the recent injury.

[Nicol 1988:109-10]

She found that a priming effect was observed only for the grammatically legitimate

8 In this task, a participant listens to a sentence auditorily presented at a nonnal speaking rate, and at some
point during the sentence (# in above examples), s/he makes a word/nonword decision about a visually
presented target word on a screen.
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antecedents. That is, the response time to a semantic associate was faster only for doctor

in (2a), while it was faster for both boxer and skier in (2b). The results were interpreted

to indicate that antecedents are reactivated at the pronoun or anaphor positions. (See

Bever & McElree 1988, Swinney, Ford, & Bresnan 1989 for replication of pronoun

reactivation.)

Assuming parallelism between pronouns/anaphors and ECs (both of which are

referentially dependent on their antecedents), the priming technique has been applied to

ECs to show that ECs elicit behavioral effects analogous to those of overt anaphors.

Using a cross-modal task, Swinney, Ford, Frauenfelder, and Bresnan (1988, cited in

Nicol 1988 and Nicol & Swinney 1989) tested a sentence such as in (3).

(3) The policeman saw the bOYi that the crowd at the party #1 accused tj #2 of the #3
crime.

This is a relative clause construction, in which the head noun, the boy, is associated with

a gap located after accused. The results of an experiment showed that the response time

to boy was faster than its control words, and this was observed at #2 (the presumed trace

position) and #3, but not at #1.9 Neither policeman nor crowd elicited the effect. The

authors concluded that a phonetically null element reactivates its structurally correct

antecedent. Note that the absence of the priming effect at #1, a position prior to the trace,

suggests that the priming effect at #2 and #3 was not merely due to the residual activation

ofthe target word, but the 'reactivation' of the antecedent at the trace site. (See Balogh,

9 More precisely, #3 is 300msec after #2 (i.e., 1.5 syllables after #2).
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Zurif, Prather, Swinney, & Finkel 1998 for English relative clauses, Bever & McElree

1988 for a review of other previous studies on wh-traces, Clahsen and Featherston 1999

for scrambled sentences in German, Miyamoto and Takahashi 2002b for Japanese

scrambled sentences, Nakano, Felser, and Clahsen 2002 for long-distance scrambling in

Japanese, Tanenhaus, Carlson, & Seidenberg 1985 for English relative clauses.)

In contrast to the robust facilitation effect found for wh-traces (an EC involved in

relative clauses and scrambled sentences), the results for other ECs (NP-traces and PRO)

seemed much weaker and less consistent. For example, McElree and Bever (1989) used

visual probe recognition with phrase-by-phrase self-paced reading to test a priming effect

for NP-trace (in raising, tough-movement, and passive sentences) and PRO (in control

sentences).10 A probe word was presented at two different locations - the first point at

which the presence ofa gap is recognized (early probe) and the end ofa sentence (late

probe). One major finding was that neither NP-trace nor PRO elicited priming at the

early probe. Priming appeared only at the late probe point. In addition, the activation

level of PRO was much weaker than for NP-traces. The authors concluded that ECs are

psychologically real: their antecedents were accessed during comprehension. However,

their activation was not immediate, but rather delayed. In addition, pure movement traces

(NP-traces) access antecedents more strongly than PRO, which is assumed to be base-

generated at the subject of infinitival clause. (See Bever & McElree 1988, Bever & Sanz

1997 for the Spanish unaccusative constructions, MacDonald 1989 for passive sentences).

10 In this task, participants read a sentence on a computer one word at a time. At a position unknown to the
participants, a probe word (an adjective taken from the filler NP) appears, and the participants were asked
to judge as quickly as possible whether or not the probe word appeared in the sentence they had just read.
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As visual probe recognition is one of the most commonly used techniques, it is

important to mention some methodological problems involving this task. Balogh et al.

(1998: 169) argued that priming at the end of sentences may not reflect real syntactic gap-

filling but rather a non-syntactic "wrap-up effect", a type of more discourse-linked

processing for the purpose of integration of all stored information. Osterhout and

Swinney (1993:276) also remarked that the visual probe recognition task requires an

"explicit check of memory prior to a response" and is not necessarily sensitive to

antecedent activation. Due to these confounds and the possibility of tapping a different

aspect of processing, the results obtained from visual recognition tasks need to be

interpreted with some caution, especially when the priming effect was found only at the

ends of sentences. Interestingly, however, even using a cross modal paradigm, which is

considered to be less intrusive on normal comprehension, Osterhout and Swinney (1993)

found a delayed reactivation ofNP-traces (in passive sentences).ll This suggests that

NP-traces and PROs may behave somewhat differently from wh-traces during processing.

(See Nicol 1988 for delayed reactivation of PRO using cross modal priming.)

To summarize, a substantial body of evidence shows some psychological validity

for wh-traces in language comprehension. Wh-traces trigger immediate reactivation of

their structurally correct antecedents at a presumed gap position. The finding has been

obtained from various measurements - probe recognition (Miyamoto & Takahashi

11 The cross-modal priming method is not free from problems, either. For example, McKoon and Ratcliff
(1994) argued that participants respond faster to related probes because they are a good fit (semantically,
pragmatically, and syntactically) in the sentence not necessarily because the antecedent is reactivated. (See
McKoon, Ratcliff, & Ward (1994), but see also Love and Swinney (1996) and Nicol, Fodor, & Swinney
(1994) for their counter-arguments and results.)
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2000a), cross modal priming (Swinney et al. 1988, cited in Nicol 1988, Nicol & Swinney

1989), self-paced reading experiment (Gibson & Warren 1998, cited in Miyamoto &

Takahashi 2002b), and ERP studies (Garnsey, Tanenhaus, & Chapman 1989).

There is some evidence that NP-trace and PRO access their antecedents during

comprehension. However, they differ from wh-traces in terms of the timing and the

magnitude of effect. Most studies observed delayed antecedent reactivation for these

categories. 12 In particular, the effect of PRO (if there is any) is always delayed and

weaker than that of NP-trace. Furthermore, as Nicol (1988) reported, when there are

multiple antecedents for a PRO, all available antecedents seem to be reactivated, starting

with the activation of the most recent filler followed by the activation of more distant

fillers. She argued that an antecedent search process for PRO proceeds in a backward

fashion, i.e., from right to left (p.39).13

These behavioral differences among ECs have been suggested to reflect linguistic

differences among those categories. For example, in the case of a wh-trace, its

antecedent at the clause initial, non-argument position is salient enough for the parser to

recognize and initiate an explicit gap search. In contrast, the relations between NP-

trace/PRO and their antecedents are more local and the recognition of an antecedent tends

to be delayed, probably taking place at the gap site (Featherston 2001, cf. Nicol 1988).

12 Featherston, Gross, Miinte, & Clahsen (2000) reported that an ERP study on German PRO (in control
constructions) and NP-trace (in raising constructions) elicited the P600 effect (an indicator of costly
processing) at the region immediately after a gap. But NP-traces elicited stronger amplitude than PRO.
13 She argued that unlike wh-traces whose antecedents can be uniquely identified based on structural
information, the antecedent search for PRO is to a large extent unpredictable. It relies on lexically specific
information (verb control information) and in many cases requires incorporation of higher level (pragmatic)
knowledge. (See her dissertation for detailed discussion.)
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(See Featherston 2001, Nicol 1988, Nicol & Swinney 1989 for further discussion of

differences among ECs.)

3.1.2 Constraints on filler-gap dependencies

The previous section showed that gaps (wh-traces) trigger immediate reactivation

of their antecedents and the effect can be observed in various online measurements.

Assuming that the parser builds a mental representation that is consistent with

specifications that grammatical theories assume for human languages (Berwick &

Weinberg 1984), it is of empirical and theoretical interest whether or not the parser has

immediate access to grammatical constraints involving ECs. Psycholinguistic evidence

on this issue seems to suggest that people do make immediate use of such grammatical

knowledge in predicting the possible locations of gaps.

By using a self-paced word-by-word reading task, Stowe (1986) tested whether

the parser postulates a gap in a so-called 'subject island' from which a movement is

prohibited. Sentence (4) illustrates the island effect (Stowe 1986:239).

(4) Wh-word extracted from the subject NP

*Who did [subNPthe story about _ ] annoy her boy friend?

She hypothesized that if online parsing is informed by the island constraint, the parser

would not attempt to postulate a gap in an island. Take the sentences in (5), for example.

(5) a. The teacher asked whatj [subNPthe silly story about Greg's older brother] was
supposed to mean tj.

22



b. The teacher asked whati the team [vp laughed [pp about Greg's older brother
fumbling ti]].

If the constraint is used immediately, there will be no processing increase when

encountering the overt NP Greg's in (5a) since it is not a possible gap position. On the

other hand, there will be a detectable increase when encountering the overt NP Greg's in

(5b) since nothing prohibits the occurrence of a gap. In such a case, there is a preference

for the parser to postulate a gap at the first possible position ('the first-resort strategy' of

gap-filling, Fodor 1978:435). These predictions were supported. There was a

significantly increased reading time at the overt NP in sentence (5b), while no such

difficulty was detected at the equivalent region in sentence such as (5a). Stowe suggests

that the syntactic constraint is used rapidly during processing. The parser makes a

prediction about whether or not a gap should be posited. It appears that the development

of a gap expectation is heavily dependent on syntactic constraints (Stowe 1986:244).

(See Bourdages 1992, McElree and Griffith 1998 for comparable findings on relative

clause islands, De Vincenzi 1996 on the Empty Category Principle.)14

Recent studies using event-related brain potentials have provided more direct

evidence for the time course of unconscious signals in response to various aspects of

14 McElree and Griffith (1998) measured the time for the reader to assess the acceptability of structures
with anomalous filler-gap dependencies (speed-accuracy trade-off procedures). Test sentences had three
types of violations as follows (p.435):

i. Subcategorization violation: *It was the essay that the writer knew the editor had gloated.
ii. Thematic role violation: *It was the essay that the writer knew the editor had amazed.
iii. Island violation: *It was the essaYi that the writer scolded the editor [who admired til.

Violations ofconfigurational (island) constraints were the earliest to be detected, followed by
subcategorization and thematic role violations, in that order. The authors suggest that filler-gap
assignments are determined by processes that appeal first to general syntactic information and only later to
specific lexical information.
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syntactic processes during processing (See Osterhout and Holcomb 1995 for an

overview). McKinnon and Osterhout (1996) found "a large, widely distributed positive-

going wave" elicited from sentences with two types of syntactic violations involving gaps

- Subjacency and Empty Category Principle violations (p.504).15 This ERP response was

similar to the P600 effect, an index of the cost of syntactic integration, previously

observed with various syntactic anomalies, but quite distinct from the effect observed in

sentences with semantic anomalies. Furthermore, the brain response to those anomalies

was remarkably rapid, lagging only 250-300 msec following the onset of the critical word

that first indicates a violation (e.g., a wh-word introducing an island). McKinnon and

Osterhout suggest that "information about movement constraints is available at very early

stages of processing" (p.514). (See also Kluender and Kutas 1993a,b, Traxler &

Pickering 1996, cf. Neville, Nicol, Barss, Forster, & Garrett 1991.)

In sum, psycholinguistic evidence suggests that the parser seems to recognize a

gap during processing and obeys the global syntactic constraints that restrict the

occurrence of gaps. Note that, however, this does not mean that there is no evidence for

seemingly delayed use of gap-filling constraints. For example, Clifton and Frazier (1989)

used a speeded grarnrnaticality judgment task to investigate whether readers are garden-

pathed by the possible gap within a complex NP island. 16 They found that sentences with

15 Examples of syntactic violations used in the study (McKinnon and Osterhout 1996:500, 509)
i. Subjacency violation: *1 wonder which of his staffmembersi the candidate was annoyed [when his

son was questioned by _].
ii. ECP violation: *The mani seems that it is likely .J to win.

16 In this task, the participant was asked to judge the acceptability of a sentence after reading the sentence at
the rate of350 msec per item. Sample sentences are:

i. Doubtful gap within an island: What did John think the girl [who always won (*_) ] received_?
ii. No doubtful gap within an island: What did John think the girl [who always excelled] received _?
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a doubtful gap within an island were judged 43 msec more slowly than sentences without

such a gap. A similar pattern was also found for error rate: more error was found in the

former condition than in the latter. However, as Clifton and Frazier admitted, the

difference was marginal and the results from an end-of-sentence judgment task may not

provide strong evidence, compared to other measurements such as local reading times

and ERP responses. (See also Freedman & Forster 1985 for similar findings from a

sentence matching task.) Given the types of evidence that we have obtained thus far,

therefore, it is possible to conclude that the parser respects global syntactic constraints in

the online processing of filler-gap dependencies.

These are important findings from a processing point of view. They show that

grammatical knowledge not only guides the incremental association of words into the

structure currently being built (e.g., linking a gap to a previously encountered filler) but

also influences the parser's expectations. The parser uses it to determine where to look

for a gap. Furthermore, these processes take place immediately, as evidenced by the

presence/absence of the surprise effect when an overt NP is found instead of a gap.

3.1.3 Formation of filler-gap dependencies

The previous sections showed that online sentence processing involves gap

postulation. It also showed that the prediction of gaps is informed by syntactic

constraints. However, this does not tell us exactly how a gap is found and associated

with its appropriate filler. Recall that a gap is phonetically empty and there could be an

unlimited number of constituents intervening between a filler and a gap.
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Frazier (1987b:548fn) proposed that the parser follows a principle - the active

filler strategy - in the processing of filler-gap dependencies. '

(6) Active filler strategy (Frazier 1987b, Frazier and Flores d'Arcais 1989:332)17

Assign an identified filler as soon as possible; i.e., rank the option of a gap above
the option of a lexical noun phrase within the domain of an identified filler.

That is, once a 'moved' phrase is identified in a non-argument position, the parser

immediately assumes the presence of a filler-gap dependency. It uses the syntactic

category of the filler to identify a possible gap, and the filler is assigned to "the first

possible position in a syntactic phrase marker" (Frazier and Flores d'Arcais 1989:332).18

Apparently, since the subject of a clause is the first possible position for a gap to be able

to appear in cases such as English wh-questions and relative clauses, there is always a

subject-bias in those structures.

One piece of evidence for the active filler strategy has been fOood in Dutch,

which exhibits a verb-final constituent order in embedded clauses. Relative clauses

(RCs) in Dutch can be globally ambiguous as in sentence (7), taken from Frazier

(1987b:545).

(7) 1k schreef aan de vriend die mijn tante heeft bezocht
I wrote to the friend who my aoot have(sg) visited
Subject-gap RC reading: 'I wrote to the friend who has visited my aoot.'
Object-gap RC reading: 'I wrote to the friend who my aunt has visited.'

17 See also Clifton & Frazier 1989, Crain & Fodor 1985, Frazier & Clifton 1989, and Stowe 1986.
18 The authors imply that other type of information, such as animacy, could also be used to identify a gap
(p.332).
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In Dutch, the verb agrees with the subject in number. However, in sentence (7) where

both the head noun ('the friend') and the NP in the RC ('my aunt') are singular, the

number marking of the verb cannot help specify the grammatical role of the NPs. Even

when the NPs differ in their number markings, RCs are ambiguous until the clause final

auxiliary (in bold in (8)) is encountered. The same fragment can continue as a subject-

gap RC as in (8a) or as an object-gap RC as in (8b).

(8) a. Subject-gap RC [Frazier (l987b:545-6)]

De vriend die [e mijn tantes heeft bezocht].
the friend who my aunts have(sg) visited
'the friend who has visited my aunts'

b. Object-gap RC

De vriend die [mijn tantes e hebben bezocht]
the friend who my aunts have(pl) visited
'the friend who my aunts have visited'

Frazier (1987b) examined whether there is any preference in processing sentences

like (7) and (8). The results of a frame-by-frame reading experiment with end-of-

sentence comprehension questions showed that the subject-gap reading was chosen 74%

of the time for ambiguous sentences as in (7). As for temporarily ambiguous sentences

(8), response accuracy to comprehension questions showed an advantage for subject-gap

RCs. Readers misinterpreted the head noun of object-gap RCs as the subject of the

embedded predicate 31% of the time, while the corresponding error rate for subject-gap

RCs was only 3.7%.19 Overall, a strong preference for subject-gap RCs was observed.

19 The reading times for object-gap RCs were numerically longer than those for subject-gap RCs, but the
difference was not statistically significant.
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These results are consistent with an active filler strategy which treats the subject as the

earliest grammatically permissible position in a sentence with the parser predisposed to

form a filler-gap dependency. (See also Frazier and Flores d'Arcais 1989 for the subject

advantage in declarative and question sentences in Dutch.)

One implication of this heuristic principle (the active filler strategy) is that the

parser does not expect to see an overt lexical phrase at the earliest possible gap position.

It follows that the presence of an overt lexical phrase at that position will lead to some

observable processing cost, called 'the filled-gap effect' (Crain and Fodor 1985). Stowe

(1986) tested this prediction in a self-paced reading experiment. She compared the

following pair of sentences (p.234).

(9) a. My brother wanted to know if Ruth will bring us home to Mom at Christmas.

b. My brother wanted to know who Ruth will bring us home to _ at Christmas.

The reading time for us in sentence (9b) was significantly slower than for us in sentence

(9a). This suggests that when a filler who is identified, the parser initially attempts to

assign the filler to the direct object of the matrix verb (and thus expecting to see a gap

there). When a lexical NP is found, the parser has to change its initial assignment and

reanalyze the lexical phrase us as the direct object of bring, resulting in a processing
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difficulty. (See also Crain and Fodor 1985, Frazier and Clifton 1989, Swinney et al. 1989

for similar findings. iO

Frazier and Clifton (1989) tested whether the Active filler strategy remains

operative across a clause boundary. They compared the following sentences in a self-

paced reading experiment (p.97).

(10) a. Who did the housekeeper say [she urged the guests to consider _]7

b. The housekeeper said [she urged the guests to consider the new chef.]

The filled-gap effect (i.e., the processing increase due to the parser's initial attempt to

posit a gap, which must be corrected upon the presence of an overt lexical item) was

observed even when the potential gap position was not in the same clause as the

identified filler. Note that the presence of the filler who in sentence (10a) triggers an

expectation of a gap, while there is no such expectation formed in a sentence without a

20 Interestingly, Stowe (1986) did not find any processing difficulty for an overt lexical phrase in subject
position. The reading time of Ruth following a wh-filler as in (ii) did not differ from Ruth following ifas in
(i). i. My brother wanted to know if Ruth will bring....

ii. My brother wanted to know who Ruth will bring ....
According to the active filler hypothesis, the subject should be the first position to which a filler can be
assigned (Frazier and Flores d'Arcais 1989:332). However, contrary to this prediction, the subjects in
Stowe's study did not seem to expect to find a gap in the subject position. Alternatively they may have
attempted to create a gap in the subject position, but upon the presence of an overt lexical phrase, they
recovered from the initial analysis without difficulty. Stowe (1986:238) suggested that one possibility is
that a gap-search process may be initiated after processing the subject; people start looking for a gap after
the subject position is found to be filled. Another possibility is that reanalysis of the subject is much easier
than of the object since a thematic role has not been assigned to the subject yet, and therefore, only a
syntactic expectation needs to be corrected. In the case of object reanalysis, both the syntactic expectation
and the semantic content must be corrected. Presumably, correcting the semantic interpretation is more
difficult than correcting the syntactic expectation. (See also Clifton & Frazier 1989, Gibson & Hickok
1993:152, Gibson, Hickok, & Schulze 1994 for other explanations.) According to Gibson and Hickok
(1993:152) and Gibson et al. (1994:392-3), a subject is fully licensed only after its role-assigning verb
appears. Therefore, whether a gap or a lexical phrase is posited at the relative pronoun who, the processing
cost associated with its unsatisfied theta-role requirement will be the same.
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filler (as in (lOb». The reading time for the guests was longer in sentence (lOa) than in

sentence (lOb). The results suggest that the identified filler remained active even after the

clause boundary was crossed and the parser did not overlook the potential gap position.

Frazier and Clifton (l989) also found that the magnitude of the filled-gap effect

was much greater when the potential gap position was in an embedded clause than in a

simple matrix clause. One possible explanation was that filler-gap dependencies across

clause boundaries are structurally more complex than those without a clause boundary, as

illustrated in (11).

(11) a. Which bookj did the student buy tj at the bookstore?
I I

b. Which bookj did the student believe [ tj Mary bought tj at the bookstore]?
I I I I

In sentence (lla), where the filler-gap dependency is formed within a single clause, there

is only one' chain' .21 On the other hand, sentence (11 b), with the filler associated with a

gap in an embedded clause, has two chains mediated by the gap in the COMP of an

embedded clause. By incorporating the notion of 'chain' to the active-filler strategy, De

Vincenzi (1989, reported in Clifton & De Vincenzi 1990) proposed the minimal chain

principle (p.277).

(12) Minimal Chain Principle

Avoid postulating unnecessary chain members at S-structure, but do not delay
required chain members.

21 A chain is a set of co-indexed elements, bearing one and only one theta-role and one and only one case,
where each element in the chain c-commands the next (Clifton and De Vincenzi 1990:276).
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The principle says that the parser prefers not to posit chains. But if it is forced to posit a

chain, such as when it identifies a filler, it attempts to terminate the chain as quickly as

possible (p.282)?2

To sum up, the identification of a gap and the formation of a dependency with its

filler proceeds in an efficient manner informed by structural considerations. The

syntactic category of an identified filler is used to identify possible gap positions, and a

gap is postulated at the earliest grammatically permissible position in a structure (e.g.,

Clifton and Frazier 1989, Crain and Fodor 1985, Frazier 1987b, Frazier and Clifton 1989,

Frazier and Flores d'Arcais 1989, Stowe 1986).23 Forming a filler-gap chain is costly

since it is structurally more complex, and thus requires more processing time and effort.

Therefore, there is a strong preference to end the chain as soon as possible (De Vincenzi

(1989, reported in Clifton & De Vincenzi 1990). When an overt lexical phrase appears at

the position where a gap is expected, the parser is surprised, resulting in a longer reading

time at that position, known as the filled-gap effect (Crain and Fodor 1985, Stowe 1986,

among others).

22 De Vincenzi examined Italian sentences with null subject structure and those with inverted subject
structure.

i. Null subject structure: pro Aux V NP .
ii. Inverted subject structure: 1i Aux V NPi .

A postverbal NP in Italian is temporarily ambiguous. It can be interpreted as the direct object of the verb
with a null subject pro as in (i), or it can be interpreted as the subject which is moved to the postverbal
position as in (ii). The results of a self-paced reading experiment showed that the reading time of the
disambiguating region following the postverbal NP was slower in (ii) than in (i). This suggests that readers
initially analyze the sentence as (i) rather than (ii), which is predicted by the minimal chain principle. The
inverted subject analysis is more difficult since it involves a chain, while null subject sentence does not.
(See De Vincenzi 1991 for additional evidence for the minimal chain principle in Italian.)
23 The kind of lexical information that is used in the formation of filler-gap dependencies has been an issue.
See Clifton and De Vincenzi 1990, Clifton and Frazier 1986, Crain and Fodor 1985, Frazier, Clifton, &
Randall 1983, Tanenhaus, Boland, Garnsey, & Carlson 1989, and references therein.
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Before closing this section, it should be noted that there is a view that the

processing phenomena reported in the study of filler-gap dependencies can be accounted

for without appealing to the notion of empty categories. Adopting a version of trace-free

Categorial Grammars (Ades & Steedman 1982, Pickering & Barry 1993), Pickering and

Barry (1991) challenged the traditional filler-gap account (e.g., Fodor 1978) by arguing

that the materials used in previous studies have confounds (e.g., Crain & Fodor 1985,

Stowe 1986, Swinney et al. 1988, reported in Swinney et al. 1989). In those studies, the

position of a gap was adjacent to the subcategorizer (e.g., a verb), and therefore could not

distinguish the filler-gap association from the filler-subcategorizer association. For

example, in an eye tracking experiment in which an implausible sentence such as (13a)

was compared with (13b), Traxler and Pickering (1996) found that processing difficulty

occurred immediately after the verb shot in (13a) but not in (13b). There was no

equivalent difference at the purported gap positions in both sentences.

(13) a. That's [the garage]i with which the heartless killer shot the hapless man tj
yesterday afternoon.

b. That's [the garage]j in which the heartless killer shot the hapless man ti
yesterday afternoon.

The results were taken as evidence for the direct integration of a filler at the verb,

consistent with the "immediate association" model.

However, Gibson and Hickok (1993) criticized Pickering and Barry's (1991)

'immediate association' account. They argued that the evidence presented by Pickering

and Barry can still be accounted for by a parsing model which posits gaps. According to
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Gibson and Hickok, a gap can be posited as soon as an appropriate subcategorizer

licenses a position (by assigning a thematic role) for that filler, whether or not the lexical

items intervening between the verb and the gap are filled (p.150).24 For sentence (13b),

repeated as (14), for instance, the parser assumes a gap t as soon as it encounters the verb

shot even before the intervening hypothesized NP [NP h ] appears.

(14) That's [the garage]j in which the heartless killer shot [NP h] tj .....

As Gibson's (1991) complexity theory can fully account for the findings provided by

Pickering and Barry, Gibson and Hickok (1993) concluded that the empirical data is fully

compatible with accounts that assume the presence of gaps in the mental representation.

(See Gorrell 1993, Miyamoto & Takahashi 2002b, Featherston 2001, for more discussion

and counter-evidence to the immediate association model.)

3.1.4 Subject-object asymmetry

A finding that has been consistently reported in the processing of filler-gap

dependencies in English is that relative clauses with gaps in the subject position

(hereafter subject-gap RCs) are easier to process than relative clauses with gaps in the

object position (object-gap RCs) (Baird & Koslick 1974, Ford 1983, Gordon, Hendrick,

Johnson 2001, Hakes, Evans & Brannon 1976, Holmes 1973, King & Just 1991, King &

Kutas 1995a,b, Kluender & Kutas 1993a, Kutas 1997, Traxler, Morris, & Seely 2002,

24 It is assumed that a verb's argument structures are projected immediately upon encountering the verb. If
the category ofa filler (e.g., wh-word) matches category of the right most edge of the VP, a gap is
postulated at that (right most) position without blocking the attachment of the element to the left of the gap
to the verb.
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Wanner & Maratsos 1978). Similar findings have been reported for French (Frauenfelder,

Segui, & Mehler 1980, Holmes & O'Regan 1981), for Dutch (Frazier 1987b, Mak, Vonk,

& Schriefers 2002), and for German (Mecklinger, Schriefers, Steinhauer, & Friederici

1995, Schriefers, Friederici, & KUhn 1995).

Different proposals have been put forward to account for these findings. One of

them is a structure-based account, the active filler strategy (Clifton and Frazier 1989,

Frazier and Clifton 1989, Frazier 1987b, Frazier and Flores d'Arcais 1989, Stowe 1986).

As described earlier, it assumes that when the parser identifies a filler, it attempts to

assign the filler to the earliest possible position in a structure.

(15) The student who .....

For example, when the parser reads a fragment like (15), it recognizes that a gap is

needed so that the filler who is associated with it. Since the subject of an embedded

clause is the earliest position where a gap can occur, the parser attempts to postulate a

gap there as in (l6a).

(16) a. Subject-gap RC:

b. Object-gap RC:

The student who e saw John ..

The student who John saw e .

When the fragment turns out to be a subject-gap RC as in (16a), processing proceeds

without any difficulty. On the other hand, when the fragment continues like (16b), the

initial attempt to insert a gap in the subject position must be corrected due to the presence

of an overt lexical phrase John. This leads to a reanalysis, which incurs processing cost.
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In short, under this analysis, the processing advantage of a subject-gap RC is a

consequence of applying a structure-based heuristic strategy and its successful outcome

(i.e., the absence of reanalysis). In contrast, an object-gap RC is disadvantaged because

the appearance of an overt subject following the relative pronoun contradicts an initial

attempt to insert a gap at that position.

In contrast to the active filler strategy, many researchers have attributed a subject­

object asymmetry to the different quantity of working memory needed to process each

structure (e.g., Ford 1983, Gibson 1998,2000, King & Just 1991, Wanner & Maratsos

1978, among others). For example, within the framework of an Augmented Transition

Network (ATN), Wanner and Maratsos (1978) hypothesized that the head noun of an RC

whose grammatical function has not been assigned is held on a special 'HOLD' list (a

memory buffer) until it is retrieved at the gap site (p.131). Take the sentences in (16) as

an example. The unstructured head noun must be kept longer for the object RC (16b)

than for the subject RC (16a), therefore, processing the former structure is more costly

than the latter. If holding the head noun in memory incurs the processing cost, this theory

predicts that the processing cost involved in object-gap RCs should appear in the region

between the relative pronoun and the gap (p.l38). However, this prediction turned out to

be incorrect as I will show below. (See Ford 1983 for problems with this ATN account.)

It has been suggested that working memory is needed not only to store partial

products of parsing but also to perform symbolic computations for each incoming word

(e.g., Caplan & Waters 1999,2001, Carpenter, Miyake, & Just 1994, Daneman &

Carpenter 1980, Gibson 1998, 2000, Just & Carpenter 1992, Kaan & Stowe 2002, King

35



and Just 1991). Taking this perspective, King and Just (1991:581) pointed out three

kinds of working memory demands that combine to make the processing of object-gap

RCs more difficult. First, the matrix clause is interrupted by the embedded clause, which

is true for both subject-gap and object-gap RCs.

(17) a. Subject RC: The reporter [that e attacked the senator] admitted the error

b. Object RC: The reporter [that the senator attacked e] admitted the error

This means that while the embedded clause is being processed, the head noun of the RC

needs to be stored in working memory or must be reactivated at the end of the embedded

clause.25 Second, a role assignment to multiple NPs requires more memory resources

than a role assignment to a single NP. In the case of object-gap RCs, there is a sequence

ofNPs (the reporter and the senator in (17b)) that need thematic roles, but cannot be

assigned until the embedded verb attacked appears. That is, agent and theme roles must

be assigned simultaneously at the verb. In contrast, in subject-gap RCs, role assignment

takes place one NP at a time. The agent role is assigned to the reporter at the verb

attacked, and the theme role is assigned when the senator is encountered. Third, the

assignment of two different roles to a single NP is assumed to be more costly. In the

object RC, the reporter is assigned a theme role from the embedded verb but assigned an

25 Ifwe take a view that the matrix subject must be 'reactivated' at the matrix verb, object-gap RCs seem to
have an advantage over subject-gap RCs (Amy Schafer 2003, personal communication). Assuming that the
matrix subject (i.e., the filler of the following relative clause) is reactivated at the gap position, reactivation
at the object of an embedded clause is more recent to the matrix verb than the reactivation at the subject of
an embedded clause. Ifa more recently reactivated item further facilitates the re-reactivation of the item at
a subsequent position (e.g., Gibson & Warren 1998, reported in Miyamoto & Takahashi 2002b), the
priming effect should be greater at the matrix verb following an object-gap RC than following a subject­
gapRC.
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agent role from the matrix verb. On the other hand, in the subject RC, the reporter is

assigned an agent role from both verbs. These extra processing demands involved in

object-gap RCs, which stem from both storage and computational aspects, make these

sentences harder to process.

In memory-based accounts, processing difficulties are predicted to occur at the

point where substantial memory demands are required. For example, Ford (1983)

reported that response times in a continuous lexical decision task at the embedded verb

and matrix verb were longer for object-gap RCs than for subject-gap RCs.z6 Likewise,

King and Just (1991) found that reading times increased in the predicted computationally

demanding areas (i.e., the end of embedded clause and the matrix verb), but the increase

was much greater for object relative clauses than for subject relative clauses. 27 A study

of eye movements conducted by Holmes and O'Regan (1981) found that object-gap RCs

yielded more relooking at the region prior to the head noun and the final constituent of

the RC. Object gap RCs also produced more regression than subject-gap RCs at the

region immediately following the relative pronoun and the region following the RC

boundary.

Gibson (1998, 2000) proposed a theory of sentence processing, the Dependency

Locality Theory (DLT), in which working memory demands during processing are

26 In this task, the participant made a lexical decision (i.e., whether a string of letters is a word or not) for
each word of a sentence. A word of a sentence is presented from left to right on a screen and all words
previously read remain on the screen.
27 The major goal of King and Just's study was to show that working memory capacity varies across
individuals, and constrains syntactic processes. Those who have less capacity exhibit overall poorer
comprehension and slower processing speed, and suffer more in sentences that require more computational
operations. They proposed a parsing model, Capacity Constrained Reader (p.598). See King and Just
(1991) for more details.
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quantified more explicitly. The theory consists of two major claims: (1) two aspects of

sentence processing consume resources - connecting a word into a partially built

structure (integration) and keeping the structure in memory (storage), and (2) structural

integration is constrained by locality (Gibson 2000:95). The storage cost at each point of

a sentence is quantified by the number of syntactic heads that are required (i.e., predicted

syntactic heads) to complete the sentence as grammatical (p.114).28 For example, a noun

is predicted by the appearance of a determiner, a matrix verb by the subject of a sentence,

a gap by a relative pronoun, and so forth. The integration cost is calculated by the

number of new discourse referents (i.e., category of nouns and verbs) between the heads

of the two projections being integrated.29 The longer the distance between the two

elements, the more resources are required because the activation of some aspects of the

first element decays over time as intervening items are processed. In sum, the DLT

makes specific predictions about the time course of sentence processing by measuring the

quantity of resources used for storage and integration components of sentence processing.

The subject-object asymmetry observed in the processing ofRCs in English is

correctly predicted by the DLT.

28 In his previous work (Gibson et a11994, Gibson 1998), storage cost was defined in terms of the number
of incomplete dependencies (e.g., NPs that need thematic roles but have not been assigned yet or elements
that need to assign theta roles but haven't assigned them yet). These two definitions are similar, and "there
is currently no empirical evidence relevant to deciding between indexing storage cost difficulty in terms of
predicted categories or incomplete dependencies: either hypothesis suffices for the data that we know of
thus far (Gibson 2000:121).
29 Gibson (2000: 103) argues that the resources required to process an NP depend on the accessibility of the
referent of the NP in the discourse. Focused entities or individuals (such as pronouns) are highly accessible
requiring less resource demand, while nonfocused entities (such as proper nouns and definite/indefinite
NPs) require accessing more resources. In this theory, therefore, the head noun of an NP that refers to a
new discourse object and the head verb of a VP that refers to a new event are counted since they are
assumed to consume substantial resources to process.
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(18) a. Subject-gap RC

The reporter [who e attacked the senator] disliked the editor.
LJ

b. Object-gap RC

The reporter [who the senator attacked e ] disliked the editor.
I I

The integration distance between the relative pronoun who and the gap e is shorter in the

subject-gap RC than in the object-gap RC. There are no intervening words in subject-gap

RC (18a), while there are two discourse referents (the senator and attacked) intervening

in (18b).

The storage cost for each sentence is shown in (19). Items that are listed below

each word of the sentences are the predicted entities in order for a sentence to complete

as grammatical.

(19) a. Subject-gap RC

wI
The
mainV

N

w2 w3
reporter [who

mainV mainV

relativeV

Gap

w4 w5 w6 w7 w8 w9
e attacked the senator] disliked the editor.

mainV mainV mainV D.O. N

D.O. N

b. Object-gap RC

wI w2 w3 w4 w5 w6 w7 w8 w9
The reporter [who the senator attacked e] disliked the editor.
mainV mainV mainV mainV mainV mainV D.O. N

N relativeV relativeV relativeV

Gap Gap Gap
N
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The greatest difference in storage cost between subject-gap and object-gap RCs appears

at w4. While there are only two elements (main verb and direct object) predicted at w4 in

the subject-gap RC, there are four elements (main verb, relative verb, gap for who, and

noun for the determiner) predicted at the corresponding region in the object-gap RC.

Reading time data collected by Gibson and Ko (1998, reported in Gibson 2000) was

consistent with the predictions of the integration component. Reading time increased at

the embedded verb in the object-gap RC, but there was no such difficulty observed in the

subject-gap RC. In both relative clauses, the reading time increased at the main verb?O

In contrast to Gibson's distance metric which calculates the number of new

discourse referents between gap and filler, 0'Grady (1997) proposed a different distance

metric assumed to be responsible for the processing difference between subject-gap and

object-gap RCs (See also Collins 1994, Hawkins 1999, Pesetsky 1982 for similar

approaches, but Frazier 1987b for counter-evidence from Dutch). For expository

purposes, I call Gibson's integration cost theory 'the linear distance approach', and

O'Grady's 'the structural distance approach'.

30 The results reported in Gibson and Ko only support the predictions proposed by the integration
component of the theory since there was no increased reading time observed at the region where the
greatest storage cost is predicted (i.e., the determiner and the following NP in the object-gap relative
clause). In another study conducted by Gibson, Desmet, Grodner, Watson, and Ko (2002), the reading time
of the whole relative clause region was significantly longer in the object-gap RC than in the subject-gap RC.
However, whether this difference was due to storage cost or integration cost is not clear. Gibson admitted
that "it turns out that many resource complexity effects can be explained using integration cost alone"
(2000: 102). He also remarked that "larger quantities of either storage or integration cost cause slower
integration times", but how exactly these two costs interact with each other has not been empirically
defined (p.115). (See Hsiao and Gibson (2003) for a Chinese relative clause study in which only the storage
component of the theory was found to correctly predict the results.) However, in her ERP study on English
RCs, Kutas (1997) found much earlier divergence between subject-gap and object-gap RCs. That is, the left
anterior negativity (LAN effect, an index of the increased memory load) appeared "shortly after the reader
encounters the relative clause - the subject noun of an object-gap RC" (p.392), which is consistent with
Gibson's storage component.
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(20) The structural distance approach [O'Grady 1997:136]

A structure's complexity increases with the number ofXP categories (S, VP, etc.)
between a gap and the element with which it is associated.

The structural distance approach claims that the subject-object gap asymmetry reflects

the different structural positions of the subject and the direct object in the syntactic

structure. Consider the following structural representation that is generally assumed for

English relative clauses.

(21) Structural representation of English relative clauses

NP

~
ReI head IP

~
Subject gap I'

~
I VP

~
V'

~
V Object gap

Since the object gap is more deeply embedded in the structure than the subject gap, it

must traverse an additional node (VP) in order to be associated with its filler. 3
!

31 This structural distance metric is equally applicable to a nonmovement approach to the relative clause
formation in which the feature associated with a missing NP percolates up on the structure until it is
matched with the relative head (O'Grady 1997:174-5).
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These two approaches - the linear distance and the structural distance approaches

- make the same predictions for English RCs, namely, the ease of subject-gap RCs over

object-gap RCs (O'Grady, Lee, & Choo 2001 :6). The subject gap is not only linearly

closer but also structurally closer to the filler. However, the two hypotheses make

different predictions for Korean and Japanese, SOY languages with prenominal RCs.

While the structural approach predicts that subject-gap RCs are easier in Korean and

Japanese since the subject is structurally higher across languages, the linear distance

approach predicts the reversed pattern - ease of object-gap RCs - because the object gap

is linearly closer to the filler. Although empirical data from adult sentence processing

has not shown a subject-gap advantage in head final languages, both L1 and L2

acquisition data for those languages have supported the prediction proposed by the

structural distance approach (Cho 1999 for L1 Korean, O'Grady, Lee & Choo 2001 for

L2 Korean, O'Grady, Yamashita, Lee, Choo, & Cho 2002 for L1 Japanese, Kanno &

Nakamura 2001 for L2 Japanese). I will discuss these issues in more detail in Section

3.2.2.3.

This section outlined major processing models that have been put forward to

account for the well-established finding of a processing advantage for subject-gap RCs

over object-gap RCs. Under the active filler hypothesis (including the Minimal Chain

Principle), once a filler is identified, the parser follows a structure-based heuristic

principle to find a gap. Since the subject is the earliest grammatically permissible

position for a gap, the parser is predisposed to fill the subject gap with its filler. In

contrast, many other theories attribute the processing asymmetry to memory
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considerations. Simply, the longer a dependency is, the more difficult it is to process

since the more computational resources are required. However, how the length of a

dependency is defined varies. The Dependency Locality Theory (Gibson 1998,2000)

makes reference to a linear distance metric by counting the number of discourse referents

between gap and filler, while the structural distance hypothesis (O'Grady 1997) counts

the number of syntactic nodes between gap and filler in the syntactic structure.

With English RCs, all of these models successfully account for the empirical

findings currently available (i.e., processing advantage of subject-gap RCs).

Unfortunately, however, empirical evidence from other languages is very limited,

especially in the area of adult sentence processing. This dissertation is an attempt to

collect such empirical evidence from a language that is typologically different from

English in some critical ways. In the sections that follow, I am going to summarize basic

processing properties of Japanese and findings on the processing ofRCs in Japanese.

3.2 Processing of filler-gap dependencies in Japanese

3.2.1 Incremental processing in Japanese

There is a general consensus among psycholinguists that sentence processing in

head-initial languages proceeds in a highly incremental fashion. In English, for example,

the fixed word order, early appearance of a head relative to its dependent elements, and

overtly expressed constituents of a sentence give the parser relatively sufficient cues

about the structure it is going to build. By contrast, in Japanese, a strict head-final

language, the verb comes at the end of a clause, and all other elements (e.g., verb's

arguments and modifiers of those arguments) precede the verb. Furthermore, the flexible
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constituent order and frequent argument drop make sentences inherently ambiguous,

allowing more than one analysis for a given sentence.32

Consider the following example from Inoue and Fodor (1995:9-10).

(22) John-ni Mary-ga shookaishita tomodachi-o odorokaseta to itta.
John-DAT Mary-NoM introduced friend-ACC surprised COMP said

The sequence of two verbs at the end indicates that this sentence consists of two clauses.

However, where the clause boundary falls is ambiguous because there is no formal device

to signal the beginning of an embedded clause in Japanese. The sentences in (23) give

three possible analyses (among many others) of this sentence (p.l 0).

(23) a. [John-ni Maryj-ga [[ej [[ej ej shookaishita] tomodachij]-o odorokaseta] to] itta]
'To John, Mary said that she had surprised the friend she had introduced to
someone.'

b. [e John-ni [[e [[Mary-ga ej shookaishita] tomodachij]-o odorokaseta] to] itta]
'Someone said to John that he had surprised the friend to whom Mary had
introduced him. '

c. [[e [[e [John-ni Mary-ga ej shookaishita] tomodachij]-o odorokaseta] to] itta]
'Someone said that someone had surprised the friend that Mary introduced to
John.'

In (a), the first two NPs (' John-dat' and'Mary-nom') are analyzed as arguments of the

matrix verb (' said'). In (b), only the first NP ('John-dat') is an argument of the matrix

verb, while the second NP ('Mary-nom') belongs to the embedded verb ('introduced').

In (c), both initial NPs are clausemates of the most embedded clause (with 'introduced').

32 See Inoue and Fodor (1995), Hirose (1999), Mazuka (1991), Yamashita (1997,2000) for more detailed
discussion of ambiguities in Japanese.
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As for the accusative marked NP ('friend-acc'), it could be interpreted as the theme of the

verb 'introduced' as in (a) and (c), or it could be analyzed as the goal as in (b). Other

arguments are implicit (indicated as e in the above sentences) and their referents are

determined based on the discourse.

The inherent ambiguity of Japanese and the possibilities of misanalysis as a

consequence make researchers wonder how online processing proceeds in Japanese. One

proposal for responding to such massive ambiguity in Japanese is that the Japanese parser

postpones structural analysis until disambiguating information (i.e., syntactic heads such

as verbs) becomes available (Pritchett 1991).33 However, a delayed parsing model such

as Prichett's is counterintuitive in the sense that it implies tremendous parsing

disadvantages for Japanese. 34 Furthermore, recent studies on Japanese sentence

processing suggest that this is not the case.

Extensive evidence (from both intuitive judgments and experimental results) has

shown that the Japanese parser conducts a structural analysis incrementally based on the

information available in a sentence (e.g., Hirose 1999, Inoue 1991, Inoue & Fodor 1995,

Kamide & Mitchell 1999, Mazuka, Itoh, & Kondo 2002, Miyamoto & Takahashi 2002a,

33 Pritchett (1991 :252-3) proposed a head-driven parser for Japanese. According to this model, all
attachment decisions are made at the head, where grammatical requirements such as case and theta role
assignments are satisfied to the maximum degree possible in the local string.
34 By assuming that a sentence is a projection ofIntl and VP is projected when a verb appears, Inoue and
Fodor (1995) argued that virtually all elements in a sentence must be left unstructured until the end of the
sentence. Storing unstructured information imposes much greater demands on working memory than
structured elements (Miller 1956). Furthermore, most misanalyses seem to be relatively easy or even
unnoticed during normal language use. See also Miyamoto (2002) for the discussion of the problems
involved in such a delay model.
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2002b, Miyamoto, Gibson, Pearlmutter, Aikawa, & Miyagawa 1999, Miyamoto &

Takahashi 2001, Nagai 1995, Yamashita 1997).35

Yamashita (1997) showed that the Japanese parser makes use of case marking

information to construct a tentative structure prior to a verb. She examined the following

set of sentences using a lexical decision task.

(24) a. Kawaii onnanoko-ga wakai sensel-m oishii ocha-o dashita
cute girl-NOM young teacher-DAT good tea-ACC served
'The cute girl served the young teacher good tea.'

b. Kawaii onnanoko-ga wakai sensei-ni [oishii ocha-o nonda] (to itta).
cute girl-NOM young teacher-DAT good tea-ACC drank (that said)
'The cute girl said that the young teacher drank good tea.'

The reaction time to decide whether or not a word (underlined) is a real word in Japanese

was significantly faster for dashita ('served') in (24a) than for nonda ('drank') in (24b).

This suggests that the parser construes the NP sequence <NP-nom NP-dat NP-acc> as co-

arguments of a single clause and expects that a ditransitive verb will appear. When

dashita ('served') appears for judgment as in (24a), the response latency should be fast

since this word matches the mental representation that the parser has been building thus

far. When nonda ('drank') appears (as in (24b)), on the other hand, processing is

disrupted since this word does not meet the expectation. Furthermore, Yamashita

observed that the preference for a ditransitive verb over a transitive verb was present even

when the dative marked NP ('young teacher-dat') was preposed to sentence initial

position. She concluded that the parser keeps track of case marking information

35 See Koh 1997 for similar evidence from Korean, and Bader and Lasser 1994 for German, both of which
place a verb sentence-finally in an embedded clause.
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(regardless of the NP order) and uses it to make structural decisions about a sentence

without waiting for the verb.

Although this study provides evidence for the active use of case marking

information during processing, Yamashita's findings do not necessarily exclude

Prichett's (1991) head-driven parser. Prichett's model predicts that a ditransitive verb

would be responded to faster because the argument structure ofthe verb is 'maximally

satisfied' when structural decisions are made when the verb is encountered (1991:252-3).

In order to determine whether or not parsing decisions are made prior to a head (i.e., a

verb), we need more direct evidence that shows that processing differences occur locally

(i.e., prior to the verb).

Kamide and Mitchell (1999) tested sentences with the configuration shown in

(25a). An actual sentence example is in (25b) with two possible interpretations in (25c)

and (25d).

(25) a. NP-nom NP-dat NP-nom Vl-ditra Adj NP-acc V2-ditra

b. Kyooju-ga gakusee-ni toshokanshisho-ga kashita mezurashii
professor-NoM student-DAT librarian-NOM lent unusual
komonjo-o miseta.
ancient-manuscript-Acc showed

c. High attachment: NP-nom NP-dat [NP-nom V1-ditra] Adj NP-acc V2-ditra

High attachment reading: 'the professor showed the student the unusual ancient
manuscript which the librarian had lent'

d. Low attachment: NP-nom [NP-dat NP-nom V1-ditra] Adj NP-acc V2-ditra

Low attachment reading: 'the professor showed the unusual ancient manuscript
which the librarian had lent the student'
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The sentence is globally ambiguous in that the grammar itself does not specify either

interpretation. The underlined dative NP, which is always optional for Japanese

ditransitive verbs (Kamide & Mitchell 1999:640), can be attached to either an embedded

ditransitive verb ('lent') (giving a low attachment reading) or a matrix ditransitive verb

('showed') (giving a high attachment reading). An incremental pre-head parsing model

predicts that high attachment is preferred throughout the sentence. This is because as

soon as the first NP appears, the parser projects the highest possible level sentence node

and attaches both nominative NP and dative NP to the forthcoming predicate of that node

(p.635). Since this initial analysis remains unchanged, the preference for high attachment

is obtained. On the other hand, a head-driven delayed model predicts that an attachment

preference will split. According to this model, the first attachment decision is made at

the embedded verb. Since this verb's argument structure must be maximally satisfied,

the dative NP is attached to the embedded ditransitive verb. At the sentence-final verb,

which is also ditransitive, the same principle (satisfying argument structure maximally)

applies. Then, both high and low attachments compete with each other, resulting in 50/50

split attachment decisions. The results of a self-paced reading experiment supported the

prediction of the incremental pre-head model. The sentence final verb was read faster

when it was ditransitive than when it was transitive, while at the embedded verb, the

reading times of ditransitive and transitive verbs did not differ. This study suggests that

an attachment decision of a dative NP to the matrix verb is made prior to the matrix verb.

When the matrix verb is unexpectedly transitive, processing load increases.
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Another piece of evidence for incremental parsing (i.e., parsing decisions made

prior to a verb) comes from Miyamoto (2002). In one experiment, he compared

sentences with configurations shown in (26a) and (26b). Actual sentences are given in

(26c) and (26d) respectively.

(26) a. Ambiguous relative clause (ARC)

wI w2 w3 w4 w5 w6 w7 w8
Adv NP-NOM NP-DAT NP-ACC V NP-ACC Adv Vrnain

b. Double accusative sentence (DA)

wI w2 w3 w4 w5 w6 w7 w8
Adv NP-NOM NP-ACC NP-ACC V NP-DAT Adv Vrnain

c. Ofisu-de shokuin-ga kakarichoo-ni ocha-o dashita josei-o teineini
office-at employee-NoM manager-DAT tea-ACC served woman-ACC politely
shoukaishita.
introduced
,At the office, the employee politely introduced the woman who served the tea to
the manager.'

d. Ofisu-de shokuin-ga kakarichoo-o ocha-o dashita josei-ni teineini
office-at employee-NoM manager-ACc tea-ACC served woman-DAT politely
shoukaishita.
introduced
'At the office, the employee politely introduced the manager to the woman who
served the tea.'

Assuming that Japanese readers build a structure incrementally based on case marking

information, Miyamoto made the following predictions. In sentence (a), the first three

NPs (w2-w4) are initially construed as arguments of a single clause. At w6, the

appearance of another NP indicates that the initial single-clause analysis is incorrect and

a relative clause has to be built. This results in longer reading times at this position. For

49



sentence (b), as soon as readers reach w4 (the second accusative NP in the fragment), the

parser will insert a clause boundary between w3 and w4 since no verbs in Japanese take

two accusative marked arguments (known as double-o constraint). Inserting a clause

boundary requires an extra processing cost, and thus longer reading times will be

expected at W4.36 Since this clause boundary insertion gives the parser an earlier clue

that the sentence contains more than one clause, there will be no detectable surprise when

the relative clause head (another signal for an embedded clause) is encountered at w6.

Word-by-word reading times supported these predictions. Miyamoto concluded that case

marking information is used not only to assemble words into a structure prior to the verb

but also to generate predictions about the incoming string. (See Miyamoto et al 1999 for

more evidence for a pre-head attachment decision observed in RCs with multiple

attachment sites.)

In summary, empirical evidence has shown that the Japanese parser does not wait

for a clause [mal verb to appear, but makes active use of case marking information to

develop predictions about upcoming words. For example, a sentence-initial sequence of

case marked NPs (NP-nom NP-dat NP-acc) is initially analyzed as clausemates and the

appearance of a ditransitive verb is predicted (e.g., Inoue & Fodor 1995, Mazuka 1991,

Miyamoto 2002). Case marking also signals the presence of a clause boundary

(Miyamoto 2002). For instance, when a sequence of two accusative marked NPs is

36 Longer reading times at w4 in sentence (b) were not due to the sequence ofNPs with identical case
marking, but due to the insertion of a clause boundary. In order to tease apart the two possibilities, this
experiment included another condition (c) which had the configuration [Adv NP-acc NP-nom NP-acc V
... ]. Note that this condition no longer has a sequence of accusative marked NPs. Longer reading times
were observed at word 4 in both (b) and (c) conditions, which indicates that the increased reading times
were due to the insertion of a clause boundary.
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detected, the parser immediately inserts a clause boundary without waiting for

confirmation from the verb.

3.2.2 Filler-gap dependencies in Japanese

The previous section showed that despite strict head finality, Japanese sentence

processing is very similar to that of English. Sentences are processed in a highly

incremental fashion. People assign a tentative structure to an incoming word based on

case marking information and develop certain expectation about the incoming words??

A question arises as to whether filler-gap dependencies in Japanese are processed

in a similar manner to English. As noted by many researchers (e.g., Hawkins 1999,

Hirose 1999, Yamashita, Stowe, & Nakayama 1993), there are typological and

grammatical characteristics of Japanese that make the processing of this construction

very difficult (as compared to English). In English, a filler precedes a gap. In particular,

fillers in structurally salient positions (e.g., wh-phrases and relative pronouns in non­

argument positions) signal to the parser that a gap is needed, and the occurrence of a gap

is therefore anticipated. The position of a gap can also be signaled by certain syntactic

cues, such as the form of a relative pronoun (e.g., whom indicates that a gap will be found

in an object position). By contrast, in Japanese, a gap precedes its filler. Ifthe gap

comes first, it should be harder to recognize and there may be considerable backtracking

when the filler is encountered (Hawkins 1999:273). Furthermore, there is no

morphosyntactic cue that signals the exact position and the role of a relative clause gap

37 For the use of information other than case marking, see Hirose (1999) and Nagai (1995).

51



(Hirose and Inoue 1998:73). Frequent occurrence of pro-drop (implicit arguments) also

makes the detection of an appropriate gap more difficult. These differences seem to

suggest that very different strategies may be involved in the processing of gaps in

Japanese.

The sections that follow provide an overview of the processing of filler-gap

dependencies. Three major issues are of particular concern here: (1) whether or not there

is any observable effect associated with the postulation of a gap in Japanese, (2) at which

point in a sentence a gap is recognized and a filler-gap dependency is formed, and (3)

whether or not there is a subject-gap advantage in the processing of Japanese relative

clauses.

3.2.2.1 Postulation of gaps

Early studies on the processing of gaps failed to provide consistent evidence for

processing difficulty in postulating a gap. For example, Mazuka et al. (1989, reported in

Mazuka 1991) found no evidence for processing cost involved in reanalysis with gaps.

They examined different types of garden-path complex sentences in which the parser fails

to detect a gap initially and inserts it later after reanalysis. For example, they compared

the following sentences.

(27) a. Subject-gap center-embedded RC [Mazuka 1991 :223-225]

Roojin-ga [ei kodomo-o yonda] joseej to hanashi-o shita.
old man-NOM child-ACC called woman with talk-Acc did
,An old man talked with a woman who called the child.'

52



b. Object-gap center-embedded RC

Hirosi-ga [Masao-ga ej katta] panj-O tabeta.
Hirosi-NoM MasaO-NOM bought bread-Acc ate
'Hirosi ate the bread Masao bought.'

In sentence (27a), the sequence <NP-nom NP-acc V> is initially understood as a simple

transitive clause without a gap. When the following NP ('woman') is encountered,

Japanese readers recognize that this NP is the head noun of a relative clause, and insert a

gap in the subject position of the relative clause. According to Mazuka et aI., this is a

typical case of 'failing to detect a gap and inserting it later with reanalysis'. Sentence

(27b), on the other hand, does not require reanalysis. The first verb ('bought') indicates

that the two nominative NPs cannot be the co-arguments of the verb and thus must

belong to different clauses. Since the direct object is missing in a sequence <Masao-nom

bought>, a gap is inserted in the object position of the embedded clause. Mazuka et aI.

found no total reading time differences between these two sentences. Taken together

with other results of this sort, they concluded that failing to detect a gap initially and

inserting it later with reanalysis of the embedded subject is not associated with processing

cost. It was suggested that postulating gaps in Japanese is 'post-initial-stage processing',

that is, gaps are not recognized during the initial stage of processing (p.230).

However, other explanations are possible for the absence of reading time

differences between (27a) and (27b). First, lexical items were not matched between the

two sentences. Therefore, the absence of predicted difference could be simply due to

different lexical items and/or plausibility difference between the sentences. Second, even

if center-embedded object-gap RCs (e.g., sentence (27b)) may not involve reanalysis, a
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sequence of two nominative-marked NPs has been found to increase processing load,

possibly due to insertion ofa clause boundary (Miyamoto 2002), a similarity interference

effect (Uehara 1997), the marked nature of the nominative case (Kuno 1973), and so forth.

In fact, Nakamura (1999/2000) tested relative clauses equivalent to those in (27) and

found that the local reading time increased at the second nominative-marked NP in (27b),

while the increased reading time was observed at the head noun of (27a), suggesting the

strong garden-path effect. Therefore, when only the overall reading time of a sentence is

measured, it is possible that different types of processing difficulties in each sentence

cancel out the overall difference between the sentences.

In Yamashita, Stowe, and Nakayama (1993), the processing of two different types

ofRCs as in (28) was investigated using a word-by-word self-paced reading task.

(28) a. Gapless relative clause38 [Yamashita et al. 1993: 256]

Yokohama-de [kodomo-ga nesshinni shishuu-o utta] okane-ga ....
Yokohama-at children-NoM ardently anthology-Acc sold money-NoM
'In Yokohama, the money from the children's selling of anthologies ... '

b. Regular relative clause

Yokohama-de [kodomo-ga nesshinni machi-de ej utta] shishuuj-ga ....
Yokohama-at children-NoM ardently town-at sold anthology-NoM
'In Yokohama, the anthologies that the children sold in town... '

They found that the embedded verb ofthe regular RC (i.e., 'sold' in (28b» was read more

38 Gapless relative clauses are quite common in both spoken and written Japanese. In this construction, the
head refers to the result of the action or event denoted by the relative clause (Yamashita et al. 1993:255).

i. [[kodomo-ga okashi-o katta] oturi
child-NOM candy-Acc bought change

'the money left after the child bought candy'
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slowly than that of the gapless RC in (28a). The authors interpreted the results to mean

that the parser makes use of the verb's argument information and immediately postulates

a gap at this position. This produces an additional processing cost. For gapless RCs, on

the other hand, significantly increased reading times were observed at the head noun.39

This suggests that the parser initially analyzed the gapless RC as a simple clause (because

there is no missing argument) and was surprised at the appearance of the head noun. The

absence of a surprise effect at the head noun of the regular RC, on the other hand,

suggests that a missing argument makes the reader expect a relative clause structure prior

to the head noun. Yamashita et al. concluded that postulating a gap requires extra

processing effort, and that verb argument information is utilized online in order to make a

tentative decision about the syntactic structure that is currently being built.

Their study suggests an important fact about the processing of filler-gap

dependencies in Japanese. A gap is posited relatively rapidly at the position where the

parser recognizes that a gap is needed. In the case of regular RCs, this is the embedded

verb position. As I summarized earlier, the Japanese parser conducts a structural analysis

incrementally by making use of case marking information. It keeps track of both the

number and the type of case marked NPs. At the embedded verb, the parser evaluates the

verb's argument structure, and postulates a gap if there is any missing argument. Since

postulating a gap entails a processing cost, an increased reading time is observed at the

verb.

39 In Yamashita et al. (1993), these effects were originally reported as appearing one word later. However,
it was confirmed that there was in fact no delayed effect (Hiroko Yamashita 2003, personal
communication).
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Yamashita (1995) examined a similar set of sentences (gapless and regular RCs,

plus adjunct RCs) and replicated the garden path effect, i.e., the increased reading time at

the head noun of gapless and adjunct RCs. However, she found no processing cost

associated with postulating a gap at the embedded verb of a regular RC. That is, there

was no statistical difference in reading times between the embedded verb of the regular

RC on the one hand and the embedded verb of the gapless and adjunct RCs on the other.

Therefore, the evidence for a processing cost associated with postulating a gap has not

been established yet.

One possible reason for these inconsistent findings may be the fact that unlike

English in which the presence of a filler triggers an explicit gap-search process for the

purpose of dependency formation, in Japanese positing a gap itself is not necessarily

motivated by the formation of a filler-gap dependency. Since Japanese is a pro-drop

language, a gap (an empty pronoun in GB terms) is posited whenever an argument is

missing (Inoue 1991). Considering the high frequency of argument drop in everyday

Japanese, it is less likely that the mere postulation of a gap incurs considerable and

measurable processing cost. However, further investigation is needed to test how the

expectation of a relative clause is formed prior to the appearance of the relative head and

how the processing cost of postulating a gap is different from that of forming a

dependency.

3.2.2.2 Processing of scrambled sentences

Recent studies on gap processing in Japanese have primarily focused on

scrambled sentences. In Government and Binding Theory, scrambling is analyzed as
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involving the movement of a constituent, creating a trace at its canonical position (e.g.,

Saito 1985). While earlier studies on scrambling failed to provide psycholinguistic

support for processing difficulty (Nakayama 1995, Yamashita 1997), recent findings have

suggested that scrambled sentences are associated with some processing cost.

Furthermore, like English, factors such as a distance effect have also been shown to affect

the processing of scrambled sentences in Japanese (e.g., Garnsey, Yamashita, Itoh, &

McClure 2001, Mazuka, Itoh, Kondo 2002, Miyamoto and Takahashi 2001, 2002a,b,

Deno and Kluender 2003).

A piece of evidence that shows that scrambling involves creating a gap at the

original position was obtained by a probe reactivation study conducted by Miyamoto and

Takahashi (2002a). They conducted an end-of-sentence probe recognition task following

a scrambled sentence with <NPj-acc NP-nom tj V> order. Example sentences are shown

in (29).

(29) a. Canonical condition
probe

J-
[Gakko-de mondai-o dashita] kooshi-ga mukuchina gakusei-o mita.
school-at question-Acc asked lecturer-NoM quiet student-Acc saw

'The lecturer who asked the question at school saw the quiet student.'

b. Scrambled condition

[Gakko-de mondai-o dashita] kooshij-o mukuchina gakusei-ga ej
school-at question-Acc asked lecturer-Acc quiet student-NoM

'The quiet student saw the lecturer who asked the question at school.'
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In this task, the participants read a sentence in a word-by-word manner. At the end of

each sentence, a probe word (e.g., mandai 'question') taken from an RC modifying a

subject NP or a preposed object NP was presented for recognition. The underlying logic

for this task is that the recognition to a word is faster when the word itself or its associate

has been presented more recently. If the filler (i.e., the scrambled element) is assumed to

be reactivated at the gap site, the recognition to the probe word should be faster following

the scrambled sentence than following the canonical sentence. The prediction was borne

out. The probe following scrambled sentence (29b) was recognized faster than the probe

following canonical sentence (29a), which suggests that the antecedent is reactivated at

the gap in scrambled sentences.

Miyamoto and Takahashi (2002b) also examined the processing ofVP-intemal

scrambling, in which the accusative argument of a ditransitive verb is preposed in front of

the dative argument.40 The sample test sentences are schematically shown below

(p.170).41

(30) a. Canonical
[cp NP-nom [RC NP-dat NP-acc ditransitive-V] NP-acc V-comp] NP-nom
report-V.

b. Scrambled
[cp NP-nom [RC NPj-acc NP-dat tj ditransitive-V] NP-acc V-comp] NP-nom
report-V.

40 Miyamoto and Takahashi (2002b:169-170) discussed some advantages ofVP-internal scrambling over
the scrambling of a constituent (accusative or dative NP) over the nominative marked NP. First, the
nominative marked NP may signal a clause boundary (Miyamoto 2002). Hence, any processing cost
observed at the nominative NP position may not reflect scrambling, but insertion of a clause boundary.
Second, both dative-accusative and accusative-dative orders are common in Japanese, thus frequency will
be of less concern.
41 In the above schematic representations, I removed the gaps associated with the relative head nouns for
simplicity.
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The critical region of comparison is the NP in bold immediately preceding the

ditransitive verb. The results of a self-paced reading experiment showed that the

scrambled condition (30b) took significantly longer to read than the canonical condition

(30a), suggesting the processing cost associated with postulating a gap and relating it

with the moved NP-acc. No significant differences were found in any of the other

regions, including at the ditransitive verb.

There are several implications that can be drawn from this study. First, if this

syntactic analysis of scrambling is correct, the processing cost associated with scrambled

sentences may provide crosslinguistic support that a sentence formed by a movement

operation is structurally more complex and thus produces some processing difficulty (De

Vincenzi 1996, Fodor 1978, Hawkins 1999, among others). Second, this study

constitutes additional evidence for the incremental parsing of Japanese. Miyamoto and

Takahashi explained that in VP-internal scrambling in Japanese (see (30b) above), the

parser may not be able to detect a scrambled structure until the dative marked NP is

reached. This is because without verb information, the sequence <NP-nom NP-acc> is

more likely to be analyzed as a simple transitive clause (Inoue 1991, Inoue and Fodor

1995, Miyamoto 2002).42 At the dative NP, the parser constructs a tentative analysis that

the sentence must be a ditransitive clause. By looking at the <NP-acc NP-dat> order, it

also recognizes that it involves scrambling and inserts a gap at the position following the

dative-marked NP. A gap is inserted at the first point at which the parser recognizes that

42 However, if this is the case, there is a possibility that the parser generates an expectation that a transitive
verb should appear following the <NP-nom NP-acc> sequence. Then, the increased reading time at the
NP-dat can be due to encountering an unexpected NP-dat instead ofa transitive verb (Kazue Kanno 2003,
personal communication).

59



a gap is necessary, and the processing consequence of this process shows up immediately

(Miyamoto & Takahashi 2002b: 175). The recognition of the need for a gap and the

insertion of a gap take place simultaneously before the information from the verb

becomes available (p.176).

In the same study, Miyamoto and Takahashi (2002b) further found that the

distance effect between gap and filler is manifested in Japanese scrambled sentences.

Recall that it has been shown in English that the longer the filler-gap dependency, the

more difficult it is to process (e.g., Gibson 1998,2000, Just & Carpenter 1992, King &

Just 1991). (See section 3.1.4 in this chapter for a review.). In order to manipulate the

distance factor, Miyamoto and Takahashi used the following sentence types.

(31) a. Canonical
[cpNP-nom [RC <1> NP-dat <2> NP-acc ditrans-V] NP-acc V-comp]
NP-nom...

b. Scrambled
[cpNP-nom [RC <1> NPj-acc <2> NP-dat tj ditrans-V] NP-acc V-comp]
NP-nom...

In order to make a long and short filler-gap distance condition for each sentence, a long

phrase was inserted at either <1> or <2>. When inserted at <1>, it created short

canonical and short scrambled conditions because the insertion of the phrase does not

affect the filler-gap distance. When inserted at <2>, it created long canonical and long

scrambled conditions because the distance between gap and filler becomes longer. The

critical region of comparison is the NP in bold. Preliminary results showed that the long

scrambling condition was read significantly more slowly than the short scrambling
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condition in scrambled sentences, whereas there was no comparable difference between

the long and short canonical conditions. This suggests that like English, the processing of

filler-gap dependencies is influenced by the linear distance between gap and filler: the

longer the distance between gap and filler, the more difficult it is to process.

Miyamoto and Takahashi (2001) argued that the processing phenomenon

observed in filler-gap dependencies is best treated under a more general parsing principle,

namely the locality constraint on the length of dependency, assumed by a memory-based

account (Gibson 1998, 2000) outlined earlier. Unlike heuristic strategies such as the

Active Filler Hypothesis (Frazier and Clifton 1989) and the Minimal Chain Principle (De

Vincenzi 1991) that are specific to constructions with fillers preceding gaps (e.g., wh­

phrases in English), the memory-based locality constraint can account for a wider range

of dependency constructions with and without gaps. (See Gibson 1998, 2000 for a

review.)

For example, Japanese wh-phrases appear in-situ and thus leave no traces.

However, a wh-phrase requires a question particle (attached to the predicate) at the end of

a clause. Miyamoto and Takahashi (2001) predicted that the dependency between wh­

phrase and question particle (QP) should obey the locality requirement. That is, there

should be a preference for a sentence in which the QP appears closer to the wh-word over

a sentence in which the QP appears farther from the wh-word. The prediction was borne

out in a self-paced reading experiment using materials shown below.
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(32) wI w2 w3 w4 w5
a. [NP-nom WH-acc V-comp] NP-nom V-QP?

b. [NP-nom NP-acc V-comp] NP-nom V.

c. [NP-nom WH-acc V-QP] NP-nom V-QP?

d. [NP-nom NP-acc V-QP] NP-nom V.

Sentence (32c) is the short wh-word-QP distance condition and sentence (32a) is the long

wh-word-QP distance condition. The third region (V-comp) of (a) was read more slowly

than the same region of (b). This suggests that after reading a wh-word in (a), the parser

built an expectation that a QP could appear at the first predicate position. Since this

position was filled with a complementizer and not with a QP, the parser was surprised,

resulting in increased reading time. On the other hand, the third region (V-QP) of (c) was

read faster than that of (d). In (c), the expectation for the QP was met at the earliest

position, thus the region was read without any difficulty. In (d), in contrast, since there

was no wh-word in the preceding region, the QP was not expected. This also led to an

increased reading time. Miyamoto and Takahashi suggested that forming a dependency

(even without a gap) is constrained by the locality requirement, which further supports a

view that dependency formation consumes working memory and thus is preferred to be

completed as soon as possible whenever the opportunity arises.43

43 A processing similarity between English wh-questions (i.e., a filler-gap dependency) and Japanese wh­
questions (Le., wh-word and question particle dependency) was also observed in an ERP study conducted
by Veno and Kluender (2003).
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3.2.2.3 Subject-object asymmetry

There is overwhelming evidence that suggests that subject-gap RCs are easier to

process than object-gap RCs in English. However, very few studies have examined this

issue in Japanese sentence processing. One of the earliest studies was the one conducted

by Hakuta (1981) with Japanese-speaking children (from 3;3 to 6;2) using a traditional

act-out task. In one of his experiments, the effect of gap was examined in left-branching

RCs with an intransitive predicate in the matrix clause, as shown in (33).

(33) a. Subject-gap RC:
b. Object-gap RC:

[e NP-acc V] NP-nom V.
[NP-nom e V] NP-nom V.

Superior performance was obtained for object-gap RCs like (b) over subject-gap RCs like

(a). The detailed analysis of responses revealed that children had problems

comprehending an action expressed in the embedded clause of a subject-gap RC. The

initial <NP-acc V> sequence was interpreted as agent-verb. Taken together with the

results from his other experiments, he concluded that case marking plays a secondary role

in the processing of complex clauses by children. It is the configuration factor that

determines the relative difficulty of those sentences processed by Japanese children.

The results of Hakuta' s study may imply a fundamental difference between

children and adults in terms of the type of information used in sentence comprehension.

Recall that Japanese adults make use of detailed knowledge about case marking in order

to assign a structure to the input string. However, more recent acquisition studies with

Japanese children (and Korean children as well) have shown that children in both

languages prefer subject-gap RCs over object-gap RCs. (Cho 1999 for L1 Korean,
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O'Grady, Yamashita, Lee, Choo, & Cho 2002 for LI Japanese, cf. Clancy, Lee, & Zoh

1986)

To my knowledge, Sheldon's (1976) offline study was the first to examine the

processing of Japanese RCs with an adult population. She asked 32 native speakers of

Japanese to rank the relative difficulty of comprehending four types of RCs on a 4-point

scale. The RCs differed from each other in terms of two factors - gap position and

modifying position as shown below.

(34) a. SS (Subject-gap RC modifying the matrix subject)

rei Shojo-o tsukitobashita] otokoi-wa shonen-o nagutta.
girl-ACC pushed away man-TOP bOy-ACC hit

'The man that pushed away the girl hit the boy. '

b. SO (Object-gap RC modifying the matrix subject)

[Shojo-ga ej tsukitobashita] otokoj-wa shonen-o nagutta.
girl-NOM pushed away man-TOP boy-ACC hit
'The man that the girl pushed away hit the boy.'

c. as (Subject-gap RC modifying the matrix object)

Otoko-wa [ej shojo-o tsukitobashita] shoneni-o nagutta.
man-TOP girl-ACC pushed away boy-ACC hit
'The man hit the boy that pushed away the girl.'

d. 00 (Object-gap RC modifying the matrix object)

Otoko-wa [shojo-ga ej tsukitobashita] shonenj-o nagutta.
man-TOP girl-NOM pushed away boy-ACC hit
'The man hit the boy that the girl pushed away.'

The results showed the following difficulty ranking: SO> 00 = SS > as (from hardest

to easiest). One major finding was that object-gap RCs (SO and 00) were judged to be
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significantly more difficult than subject-gap RCs (SS and OS). This tendency was true,

but even stronger, for English-speaking participants tested in the same study. The

relative ranking judged by English speakers was SO=OO > SS > as (from hardest to

easiest), in which both object-gap RCs (SO and 00) were judged to be equally difficult.

Another finding that was true for both Japanese- and English-speaking participants was

that center-embedded RCs are not necessarily more difficult than non-center-embedded

RCs. In Japanese, as is center-embedded, but it was found to be the easiest. Likewise,

in English, SS is center-embedded, but it was judged to be easier than 00, which is right-

branching. Sheldon concluded that the NP accessibility hierarchy proposed by Keenan

and Comrie (1977) seems to have some psychological reality. According to this

hierarchy, subject is the position that is the most accessible to relativization. With respect

to the stronger effect of object-gap disadvantage in English than in Japanese, Sheldon

(1976) argued that the linear distance between gap and filler increases the memory load

in English. That is, an object gap is farther from the filler than a subject gap in English.
!

Although offline judgments provide useful information about the relative

difficulty of a structure, there are a few problems with Sheldon's study. First, the

difficulty ranking of RCs may reflect a pragmatic, rather than structural, difference

among the four sentences. For example, a fragment of the SO type had the meaning of

'the girl pushed away the man'. Similarly, a fragment of the 00 type meant 'the girl

pushed away the boy'. Both meanings are less plausible in my world knowledge, and in

fact they were judged as the most and the second most difficult among Sheldon's

participants. A plausibility pretest would be necessary in order to ensure that the
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difficulty judgment was not due to plausibility difference but due to structural

considerations. Second, Sheldon implied that the linear distance between gap and filler

has a sort of additive effect in English. That is, the subject of a sentence is the least

marked NP for relativization across languages. In the case of English, object-gap RCs

are even more disadvantaged because of their linearity effect. However, she was not

clear about how the NP accessibility and the filler-gap distance effect interact with each

other when these two effects conflict such as in Japanese. In Japanese, linearity favors

object-gap RCs, but the accessibility hierarchy favors subject-gap RCs. Overall, subject-

gap RCs were easier than object-gap RCs, but the SS type (subject-gap RC) were not

distinguishable from the 00 type (object-gap RC). How and why the relative order (aS

> 00 = SS > SO) came out needs further investigation.

Abe, Hatasa, and Cowan (1988) also compared four types of RCs equivalent to

those of Sheldon's study shown in (34).44 In their first experiment, the overall reading

time of each sentence and the response accuracy to end-of-sentence comprehension

questions were examined.45 The overall reading times did not differ across conditions.

Comprehension accuracy, however, revealed a difference among the four conditions: 00

> as > SO> SS (from hardest to easiest). Both OS and 00 are center-embedded RCs.

The OS type contained a prototypical garden-path configuration (i.e., a sequence ofNP-

44 Although the authors used these labels (SS, SO, as, and 00) to distinguish relative clauses, they did not
conduct a 2x 2 factorial analysis. They treated them as four conditions of a single factor (i.e. sentence type).
45 In this study, the overall reading times are defined as the duration between the onset of the presentation
ofa sentence and the point at which the participants touched a box located on the lower left hand portion of
the touch sensitive computer screen when they finish reading. Prior to the end-of-sentence comprehension
question, there was another task in order to control a possible ceiling effect. In this task, the participants
view three four-digit numbers and touch the one divisible by four (p.82).
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nom NP-acc V), while 00 involved a sequence of stacked NPs. The authors argued that

garden path sentences and sentences with stacked constituents are a source of complexity,

and that the latter is harder to resolve than the former. In terms of the gap difference,

they did not provide any explanation as to why SS (subject-gap RC) was easier to

comprehend than SO (object-gap RC).46

Overall, findings of some acquisition studies and studies with an adult population

(Abe et al. 1988, Sheldon 1976) point to a possible subject-gap advantage in left-

branching RCs (where no extraneous factors are involved) in head final languages.

However, all of these previous studies on Japanese RCs were based on offline

measurements. In order to test whether a subject-object gap asymmetry is in fact a result

of online processes of gap detection and filler-gap dependency resolution, it is necessary

to examine the time course of processing those sentences. If so, the difference should

appear at the position where the parser recognizes an RC structure and resolves a filler-

gap dependency.

In order to obtain more direct evidence for the online processing of gaps,

Nakamura (1999/2000) examined Japanese relative clauses in a word-by-word self-paced

reading experiment. The test sentences used in this study were comparable to those in

46 In their second experiment, both matrix and embedded verbs were changed to ditransitive verbs.
Therefore, the test sentences had nine conditions - three gap positions (subject, direct object and indirect
object) crossed with three modifying positions (matrix subject, matrix direct object, and matrix indirect
object). However, since the authors did not treat gap as a single factor, the relative difficulty in terms of
gap positions is unknown. The authors also manipulated case marking on the head noun (nominative -ga vs.
topic -wa) in both experiments. They did not find any effect in the first experiment, whereas there was a
main effect of case marking in the second experiment. Relative clauses whose head nouns had a topic
marker were read faster than the sentences whose head nouns had a nominative marker. The authors
argued that -wa is easier since it only marks the matrix subject, while -ga can mark both the matrix and the
embedded subject.
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Abe et al. (1988) and Sheldon (1976) as in (34). Each sentence consisted of five words

and differed in terms of two factors - gap position and modifying position. As reported

in Abe et al. (1988), the as type (NP-nom [NP-acc V] NP-nom) showed a strong garden-

path effect. Reading time of the head noun was much longer in the as type (center-

embedded subject gap, mean = 1739ms) than in 00 type (center-embedded object gap,

mean = 1336ms). This suggests that the Japanese readers initially interpreted the

sequence <NP-nom NP-acc V> as a simple clause, and was surprised at the appearance of

an unexpected noun. With regard to the gap effect, reading time of the head noun was

numerically longer in an object-gap RC (SO type, mean = 1336ms) than in a subject-gap

RC (SS type, mean = 1260ms), suggestive of a potential gap difference, but the

difference did not reach significance.47 No gap difference was found in any other regions.

Aside from the gap difference, one interesting observation was that people spent more

time at the head noun ofRCs of both SS and SO types. Given that the parser recognizes

an RC and forms a dependency at the head, the increased reading time at the head

position seems to reflect the processing cost associated with these two processes,

consistent with the scrambling results in Miyamoto and Takahashi (2002b).

Some methodological problems in Nakamura's study need to be mentioned. First,

each sentence had a different set of lexical items. Without controlling lexical items, it is

difficult to determine whether the absence of a gap effect could truly reflect the nature of

the position of a gap or something else (e.g., lexical frequency and/or plausibility of a

47 In Kanno and Nakamura (2001), a similar pattern was obtained. There was no gap asymmetry for adult
native speakers of Japanese, although the subject-gap advantage was found for English native speakers
leaning Japanese as a second language.
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sentence). Second, as Nakamura pointed out, the test sentences may have been too easy

for any subtle gap effect (if one exists) to manifest itself in online processing by adult

native speakers. It was suggested that processing demands needed to be increased, such

as by inserting additional words or introducing an additional task.

To summarize, in contrast to overwhelming evidence for a preference for subject­

gap RCs over object-gap RCs in English, evidence for the subject-object asymmetry in

head-final languages is weak and less consistent. Subject gap RCs were found to be

easier than object-gap RCs in end-of-sentence comprehension questions (Abe et al. 1988)

and an offline sentence difficulty rating study (Sheldon 1976), while reading time results

did not reveal a reliable difference, as measured by total reading times (Abe et al. 1988)

or by word-by-word reading times (Nakamura 1999/2000). However, it seems too early

to conclude that there is no gap asymmetry in head-final languages. First, the offline

studies gave some evidence for the native speaker's intuitive preference for subject-gap

RCs over object-gap RCs. Second, the reading studies outlined above may not constitute

strong evidence for the absence of asymmetry because of methodological problems (e.g.,

a confound of case marking on the head noun, no plausibility and lexical control, a

possible ceiling effect due to too easy experimental materials, etc.). A final conclusion

about this issue needs to wait for further studies that refine the methodology and

overcome the confounds of previous studies.

3.3 Conclusion

This chapter reviewed major findings and issues involved in studies of filler-gap

dependencies in English and Japanese. Despite the apparent typological differences

69



between these two languages, empirical findings have shown that parsing proceeds

incrementally and filler-gap dependencies are processed in an efficient fashion guided by

the grammar of the language. For example, when the parser recognizes that a filler-gap

dependency must be formed, a gap is inserted at the earliest possible position in the

structure. In English, the presence of a wh-word in sentence initial position triggers an

expectation that a gap must be found in order to form a dependency. Then, a gap is

inserted as soon as a grammatically licensed gap position is reached (e.g., the subject or

direct object of a sentence). When an overt lexical item is found at that position,

processing speed slows down, reflecting the parser's attempted reanalysis. In Japanese,

the parser actively uses the case marking information to build a structure and to form an

expectation about the upcoming words. Processing difficulty is observed at the earliest

point in a sentence at which the parser recognizes that a clause boundary is necessary, a

gap needs to be postulated, and/or a filler-gap dependency has to be formed.

Among the issues involved in the processing of filler-gap dependencies, there is

one issue for which Japanese lacks empirical evidence comparable to that of English.

Extensive research has shown that subject-gap RCs are easier to process than object-gap

RCs in English. However, the results of previous studies on this topic are far from

conclusive for Japanese, especially in the field of adult sentence processing. Although it

is possible that the lack of equivalent findings is attributed to syntactic differences in the

RC constructions between the two languages, the problem may lie in the methodologies

and the designs of the previous studies. The next two chapters will report on the studies
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in which subject-object gap asymmetry and some related issues are investigated in the

processing of Japanese Res.
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CHAPTER 4

PROCESSING OF SINGLE-GAP RELATIVE CLAUSES

This chapter will report on two self-paced reading experiments that investigated

the processing of Japanese single-gap relative clauses (SGRCs).48 The primary goal of

the study was to collect empirical data on the issue of a subject-object gap asymmetry. In

particular, this study tested in Japanese the predictions of two distance metrics that have

been put forward to account for findings on English RCs.

The two distance metrics differ in terms of the way they define the length of a

dependency between gap and filler as shown in (1) and (2).

(1) The Linear Distance Hypothesis (Gibson 1998,2000)

Count the number of words/new discourse referents intervening between gap and
filler. The more words intervening, the more difficult the processing.

(2) The Structural Distance Hypothesis (O'Grady 1997:136)

A structure's complexity increases with the number ofXP categories (S, VP, etc.)
between a gap and the element with which it is associated.

In the case of English RCs, the subject gap is closer to the filler both linearly and

structurally. Therefore, these two metrics make the same prediction for English RCs,

namely, the ease of subject-gap RCs. However, the two metrics diverge in their

48 SGRCs are those in which one of the argument positions (subject or direct object) ofa transitive clause is
relativized. Throughout this dissertation, the terms subject-gap RC and object-gap RC are used to refer to
each type ofRCs respectively.
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predictions for Japanese, a head-final language with a prenominal RC. Consider the

following Japanese RCs.49

(3) a. Subject-gap RC

[IP ej [vp Taro-o mita]] danseij-ga basu-ni notta.
Taro-ACC saw man-NOM bus-to got on

'The man who saw Taro got on the bus.'

b. Object-gap RC

[IP Taro-ga [vp ej mita]] danseij-ga basu-ni notta.
Taro-NoM saw man-NOM bus-to got on

'The man who Taro saw got on the bus.'

When the number of words is counted, there are two words (Taro-o and mita) intervening

between the subject gap and its filler, while only one word (mita) intervenes between the

object gap and its filler. Therefore, the Linear Distance Hypothesis predicts that object-

gap RCs are easier to process than subject-gap RCs in Japanese. On the other hand, when

structural distance is considered, the subject gap is closer to the filler than the object gap

since there is an extra VP node intervening between the object gap and filler. Therefore,

the Structural Distance Hypothesis predicts that subject-gap RCs are easier to process

than object-gap RCs not only in English but also in Japanese.

For both distance metrics, the predicted difference between subject-gap and

object-gap RCs is assumed to appear at the filler position. Recall that the filler is the

position at which the parser recognizes an RC structure and resolves the filler-gap

49 As Japanese is very ambiguous, a sentence could be analyzed in more than one way. However, I assume
that the RC analysis given in (3a) and (3b) is the simplest analysis and the most plausible interpretation
without specific contexts.
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dependency. If there is a difference in processing cost associated with the type of RC, the

effect should appear at the head noun.

Since it is possible that the test sentences used in Experiment 1 are relatively easy

for adult native speakers of Japanese to process, a secondary task was administered

during half of the session for each participant.50 In one condition - the single task

condition - the participant read the sentences silently. In another condition - the dual

task condition - the participant read the sentences while articulating a nonsense syllable

(ru or ne) loudly. Assuming that there is only a single resource pool available for

conducting various cognitive tasks (Just & Carpenter 1992), any additional task

concurrent with the primary processing task is assumed to compete for the limited set of

resources. Tasks such as remembering a string of digits or articulating nonsense syllables

have been found to impose an additional demand on working memory (Baddeley 1986).

Therefore, the dual task condition should tax the participants' effective working memory

during processing, so that a possible ceiling effect due to relatively easy test sentences

will be avoided. In order to see whether the main effect of gap type (i.e., a subject-object

gap asymmetry) would be modulated by the reading task, Experiment 1 included both

single-task and dual-task conditions. If there was a subject-object gap difference, the

effect would appear in a more demanding task such as the dual task condition than under

less demanding conditions, or that the magnitude of the difference would become greater

in the dual task condition than in the single task condition.

50 Recall that no asymmetry was found in Nakamura's (1999/2000) processing study on Japanese relative
clauses. It was pointed out that the test sentences used may have been too easy for adult native speakers.
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Experiment 2 tested the effect of grammatical relation of the head noun on the

subject-object gap asymmetry. Previous studies on the processing ofRCs have shown

that a match/mismatch of grammatical/case relations of gap and filler influences the

processing ofRCs (MacWhinney 1977, MacWhinney 1982, MacWhinney & Ph~h 1988,

Sheldon 1974, 1977, Sauerland & Gibson 1998). For example, Sheldon (1974) found

that young English-speaking children comprehended RCs better when the grammatical

function of gap and filler coincided (the parallel function strategy). MacWhinney's

(1977) perspective shift argued that people make use of perspective when constructing an

interpretation of the clause in sentence. The starting point is the subject of the clause, and

shifting the perspective from the subject to another entity requires computational

resources. Therefore, a subject-gap RC modifying the matrix subject is the easiest to

process since there is no perspective shift required in the processing of this structure.

Sauerland and Gibson (1998) proposed the case-matching hypothesis which states that

RCs are preferably attached to NPs whose case matches that of the relative pronoun (cf.

Hemforth, Konieczny, Seelig, & Walter 2000).

In order to test this possibility, Experiment 2 manipulated the grammatical

relation of the head noun. The head noun of an RC had an either topic, nominative, or

accusative marker. If the gap asymmetry is independent of the grammatical relation of

the head noun within the matrix clause, the difference between a subject gap and an

object gap should appear consistently across the conditions. On the other hand, if the gap

asymmetry is modulated by the role of the head noun, there should be an interaction of

gap and grammatical relation. For example, the magnitude of the gap asymmetry could
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differ across conditions. A word-by-word self-paced reading task allowed us

examination of the time course of this match/mismatch effect and the strength of the

effect relative to that of a gap asymmetry.

4.1 Experiment 1

This experiment tested the predictions of two filler-gap distance metrics in the

processing of Japanese RCs. The Linear Distance Hypothesis (Gibson 1998,2000)

predicts that object-gap RCs are easier to process than subject-gap RCs. The Structural

Distance Hypothesis (O'Grady 1997) predicts that subject-gap RCs are easier than

object-gap RCs. The critical region of comparison is the head noun of the RC, at which

the parser is assumed to recognize that an RC structure is involved and to resolve the

filler-gap dependency.

If there is a subject-object gap asymmetry, the effect is predicted to appear in the

more demanding condition (i.e., the dual-task condition) but not in the less demanding

condition (i.e., the single-task condition). Alternatively, it is predicted that the effect

might appear in both conditions, but that the magnitude would be greater in the dual task

condition than in the single task condition.

4.1.1 Method

4.1.1.1 Participants

Twenty-four native speakers of Japanese were paid for their participation in the

experiment. They were graduate students at the Nara Institute of Science and
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obaasan-o basutei-made miokutta] onnanokoj-wa
old-woman-Acc bus-stop-to walked girl-TOP
daiteita.

Technology (NAIST) in Japan and people from the surrounding community. All

participants had normal vision and were naive to the purpose of the experiment.

4.1.1.2 Materials

Thirty-two sets of test sentences were constructed for the experiment. Each set

contained two RCs that differed in gap position. An example is given in (4).

(4) a. Subject-gap relative clause

[RC ej toshiyori-no
elderly-GEN. .

nUlguruml-o
stuffed-animal-Acc holding
'The girl who walked the old woman to the bus stop was holding a stuffed animal.'

b. Object-gap relative clause

[RC toshiyori-no obaasan-ga ej basutei-made miokutta] onnanokoj-wa
elderly-GEN old-woman-NoM bus-stop-to walked girl-TOP

nuigurumi-o daiteita.
stuffed-animal-Acc holding
'The girl who the old woman walked to the bus stop was holding a stuffed animal.'

In the subject gap condition, the filler onnanoko 'the girl' is associated with a gap in the

subject position of an RC, while in the object gap condition, the filler is associated with a

gap in the direct object position. The two sentences were identical except for the case

marking on the NP ('elderly woman') within the RC: the NP in a subject-gap RC has an

accusative marker (-0) and the NP in an object-gap RC has a nominative marker (-ga). In

both conditions, the RC modified the topicalized subject of the matrix clause, as indicated

by the topic marker -wa. The rest of the sentence consisted of the matrix object NP and
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the transitive predicate. The complete list of test sentences used in this experiment is

provided in Appendix D.

These thirty-two sets of test sentences were distributed into two lists (List A and

List B) using a Latin square method. In this way, each participant, who was assigned to

either one of the lists, read only one of the two conditions for each set, and overall read

the same number of sentences from each condition (i.e., 16 subject-gap RCs and 16

object-gap RCs per participant).

Each list was further divided into two blocks. Each participant read one of the

blocks under the single task condition and the other block under the dual task condition.

The assignment to a list and a block and the order of the tasks were counterbalanced

across participants. The following shows a summary of the lists prepared for the

experiment.

t 1L' t tI ET bl 4 1 Pa e .. resentatlOn IS s or xpenmen
List First session Second session
1 Dual task, List A (first block) Single task, List A (second block)
2 Dual task, List A (second block) Single task, List A (first block)
3 Single task, List A (first block) Dual task, List A (second block)
4 Single task List A (second block) Dual task, List A (first block)
5 Dual task, List B (first block) Single task, List B (second block)
6 Dual task, List B (second block) Single task, List B (first block)
7 Single task, List B (first block) Dual task, List B (second block)
8 Single task, List B (second block) Dual task, List B (first block)

Thirty-eight non-experimental sentences were added to each presentation list in a

pseudo-random order, so that at least one non-experimental sentence intervened between

any two test sentences. These non-experimental sentences were test sentences for other
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umelated experiments and varied in terms of their structures, which included passive

sentences, sentences with scrambling, and RCs with attachment ambiguity.

4.1.1.3 Design

Experiment 1 was designed for a two-way ANDVA with repeated measures on

the two independent variables - the Task type and the RC type. The Task type had two

levels (single task and dual task) and the RC type had two levels (subject gap and object

gap), creating a total of four conditions for this experiment. Note that the order of a task

and the assignment to a list and a block were counterbalancing factors for the purpose of

controlling the potential ordering effect. Therefore, these factors were collapsed in

statistical analyses, maintaining only the two experimental factors (Task type and RC

type). The dependent variables in this experiment were response accuracy (%) to

comprehension questions and mean reading times at each region of a sentence (msec.).

See Section 4.1.1.6 for more detailed description of how to calculate each dependent

measure.

4.1.1.4 Pretest norming study 1

An offline survey was conducted in order to ensure that head nouns are equally

plausible as a subject or a direct object of the embedded clause. First, each RC was

transformed into a simple transitive sentence by placing the filler at its gap position

within the RC. Such a transformation was necessary in order to remove any effect

specific to the RC structure while preserving the propositional content and lexical items

of the RC. Second, because the subject of a sentence in Japanese is commonly marked
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not only with nominative -ga but also topic -wa, two versions were created with a

different marker on the subject. The following sentences illustrate the four conditions

crossing Marking on the subject NP (nominative vs. topic) and RC type prior to

transformation (subject-gap vs. object-gap).

(5) a. Simple sentence with nominative subject, transformed from a subject-gap RC

Onnanoko-ga toshiyori-no obaasan-o basutei-made miokutta.
girl-NOM old-GEN old-woman-ACC bus-stop-to walked
'The girl walked the old woman to the bus stop.'

b. Simple sentence with nominative subject, transformed from an object-gap RC

Toshiyori-no obaasan-ga onnanoko-o basutei-made miokutta.
old-GEN old-woman-NoM girl-ACC bus-stop-to walked
'The old woman walked the girl to the bus stop.'

c. Simple sentence with topic subject, transformed from a subject-gap RC

Onnanoko-wa toshiyori-no obaasan-o basutei-made miokutta.
girl-TOP old-GEN old-woman-Acc bus-stop-to walked
'The girl walked the old woman to the bus stop.'

d. Simple sentence with topic subject, transformed from an object-gap RC

Toshiyori-no obaasan-wa onnanoko-o basutei-made miokutta.
old-GEN old-woman-ToP girl-ACC bus-stop-to walked
'The old woman walked the girl to the bus stop.'

Thirty-two sets of simple sentences were distributed to four presentation lists using a

Latin square procedure.

Thirty-two graduate students at NAIST, who were participants in an unrelated

online experiment, served as the participants for the survey. The survey involved a

pencil-and-paper questionnaire, consisting of one page of instructions and three pages of
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test items (10-11 sentences per page). The participants were asked to give each sentence

an intuitive judgment on a 5-point scale from 1 (very natural) to 5 (very unnatural)

according to how natural the meaning of each sentence was. All participants' data were

used for data analysis. 51

Table 4.2 shows the mean naturalness score for each condition.

Table 4.2. Pretest 1: Mean naturalness scores 1: ve
Nominative

marked sub'ect
a 1.89

(b) 1.77

A two-way ANDVA with repeated measures was performed, treating Marking on the

subject and RC type as within-participant (FI) variables. A separate two-way ANDVA

was also carried out, treating the two factors as within-item (F2) variables. There was a

significant main effect of Marking in both participant (FI(1,31)=7.519, p =.01) and item

(F2(1,31)=14.154, P =.001) analyses. That is, sentences wiJh a nominative-marked

subject were consistently judged as less natural than those with a topic-marked subject.

Neither the RC type nor the interaction of Marking and RC type reached significance (RC

type: FI(1,31)=.222, P =.641; F2(1,31)=.079, P =.781; Interaction: FI(1,31)=3.149,

p=.086; F2(1,31)=2.304, P =.139).

It is not entirely clear why sentences with a nominative-marked subject were rated

as less natural than sentences with a topic-marked subject. It has been suggested that

51 The lists distributed to the first three participants contained only thirty test items (instead of 32 items).
The additional two test items were added to the lists starting with the fourth participant.
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nominative -ga is inherently more marked than topic -wa due to its multiple functionality

(e.g., Inoue 1991, Miyamoto 2002, Yamashita 1997). However, crucially, the absence of

a main effect of RC type confirmed that there was no plausibility difference between

sentences in the subject-gap condition and sentences in the object-gap condition. That is,

the head noun (e.g., onnanoko 'girl') was equally plausible as the subject and as the direct

object of the types of clauses tested.

4.1.1.5 Procedure

Experiment 1 used a word-by-word self-paced reading task with a non-cumulative

moving-window presentation (Just, Carpenter, & Woolley, 1982). It was controlled by

the software PsyScope (Cohen, MacWhinney, Flatt, & Provost, 1993) run on a Power

Macintosh computer. A button-box, connected to the computer, was used as an input and

timing device for the experiment.

Sentences were written in Japanese (kana and kanji) characters using 12-point

Osaka Toohaba font. Each sentence was segmented in such a way that the entire relative

clause was shown as a whole, followed by a word-by-word presentation of the rest of the

sentence. A 'word' in this experiment refers to a bunsetsu unit which consists of a

content word and a postposition or a case marker that is attached to the content word.

The presentation of the whole RC region was intended to reduce the processing difficulty

that was expected under the dual task condition. It was also intended to prevent

participants from pressing buttons in accordance with their articulation of a nonsense

syllable. The slashes in sentence (6) indicate the actual segmentation.
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(6) Subject-gap relative clause (repeated from (4a»

/ Toshiyori-no obaasan-o basutei-made miokutta / onnanoko-wa /
elderly-GEN old-woman-Acc bus-stop-to walked girl-TOP

nuigurumi-o / daiteita. /
stuffed-animal-Acc holding
'The girl who walked the old woman to the bus stop was holding a stuffed animal.'

The segmentation of non-experimental sentences was similar to that of test sentences.

Region 1 consisted ofthree to five bunsetsu units, which were presented as a whole, and

the rest of the sentence was presented in a word-by-word fashion. Note that the end of

Region 1 corresponded to the RC boundary in the test sentences but not in the non-

experimental sentences.

Each participant was tested individually in a quiet room. The reading task began

with the presentation of an entire sentence masked with dots. A group of dots

corresponded to each region of a sentence, and the boundary between regions was

indicated with a space. The participant's first pressing one of the three buttons (i.e., the

leftmost button) on the button box replaced the dots of the first region with actual words,

while the rest of the sentence remained dot-masked. The subsequent button press

revealed the words of the second region, turning the words of the first region back into

dots. The participant continued this process until the end of a sentence, which was

marked by a period. When the participant finished reading the last word of a sentence,

s/he pressed the button again, and this triggered the presentation of a comprehension

question. The comprehension question asked about the content of either the relative

clause or the matrix clause of the sentence just read. The participant answered questions

by pressing either the middle button (if 'yes') or the rightmost button (if 'no'). The
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number of correct 'yes' and 'no' answers was equal across experimental conditions, and

no feedback was given to the participant's answer. The pressing of a button in response

to a comprehension question triggered the presentation of the next sentence.

In the single-task condition, the participant read sentences silently at a natural

speed and answered comprehension questions silently as well. In the dual-task condition,

the participant was asked to read sentences while articulating a syllable (ru or ne) loudly

altered for each sentence. It was emphasized that the articulation of a syllable should

start as soon as an entire dot-masked sentence appeared on the screen (before pressing

any button) and continue till the end of the sentence except for a short stop for the

purpose of breathing. When a comprehension question appeared, the participant was

instructed to stop articulating the syllable so that slhe could read and answer the question

silently.

All participants read sentences in both reading conditions. The order of reading

tasks was counterbalanced across lists, and the two reading sessions were separated by a

short break during which the participant was asked to fill out a demographic form. Each

reading session was preceded by a written instruction presented on the computer screen

and eight practice sentences.

4.1.1.6 Data analysis

The data from all twenty-four participants were used for the subsequent analysis.

This was justified based on the response accuracy to the end-of-sentence comprehension

questions, including both experimental and non-experimental sentences. The mean

response accuracy of all participants was 82.5% (ranging from 59.7% to 98.7%) under
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the dual-task condition, and was 89.0% (ranging from 69.1 % to 98.7%) under the single­

task condition. Although response accuracy of some individuals was relatively low,

especially in the dual-task condition (e.g., 59.7% for one participant for the dual-task

condition), none ofthe participants' mean accuracy (for both dual-task and single-task

conditions) went below 69.8%. The overall response accuracy of all participants for both

reading conditions was 85.7%.

Experiment 1 had two independent variables (Task type and RC type) and two

dependent variables (response accuracy to the end-of-sentence comprehension questions

and reading times). For response accuracy to the end-of-sentence comprehension

questions, each condition's mean response accuracy (%) was calculated for each of the 24

participants. Then, these scores were thrown into a 2x2 ANOVA with repeated measures,

treating both Task type and RC type as within-participant variables (F1, participant

analysis). This was to examine how consistent the effects of the experimental factors

were across participants. Each condition's mean response accuracy (%) was also

calculated for each of the 32 items. Then, a separate 2x2 ANOVA with repeated

measures was conducted, treating both Task type and RC type as within-item variables

(F2, item analysis). This was aimed at examining the consistency of the effects across

items.

A similar procedure was conducted for reading times. The computer recorded the

interval of a participant's button presses, which was defined as the reading time of each

region of a sentence. Each region-by-condition mean reading time was first calculated

for each participant (participant analysis). Then, a 2x2 ANOVA with repeated measures
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was conducted for each region, treating Task type and RC type as within-participant

variables. Each region-by-condition mean reading time was also calculated for each item

(item analysis), and then thrown into a 2x2 ANOVA with repeated measures, treating

Task type and RC type as within-item variables. The critical region for comparison was

the head noun of the relative clause, at which point the parser was assumed to recognize

an RC structure and resolve the filler-gap dependency. No scores were eliminated from

the analysis. Thus, the reading times presented below are untrimmed, raw reading times

for each region.

For all two-way ANOVAs, when the interaction of two factors reached

significance, subsequent analyses were conducted in order to examine the nature of the

interaction.

4.1.2 Results

4.1.2.1 Comprehension questions

Table 4.3 and Figure 4.1 show the mean response accuracy to the end-of-sentence

comprehension questions.

Table 4.3. Experiment 1: Mean res onse accurac
Dual task

88.2%
80.4%
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Figure 4.1. Experiment 1: Mean response accuracy for comprehension questions.

The mean response accuracy was higher in the single task condition (mean 91.3%) than

in the dual task condition (mean is 84.3%), and the difference was significant for both the

participant (F1(1,23)=7.183, P =.013) and item (F2(1,31)=11.382, p =.002) analyses. The

correct response rate was also higher in the subject-gap condition (91.0%) than the

object-gap condition (84.6%), and the difference was reliable for the participant analysis

(F1(1,23)=18.543, P <.001) but only marginally significant for the item analysis

(F2(1,31)=3.845, p =.059). The interaction of the Task type and the RC type did not

reach significance (F1(1,23)=.300, p =.589; F2(1,31)=.474, p =.486). In sum, the results

of comprehension questions found an advantage of subject-gap RCs over object-gap RCs,

in both task types.
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4.1.2.2 Reading times

Table 4.4 shows the untrimmed mean reading times in milliseconds for each

region of the sentence.

Table 4.4. Experiment 1: Mean reading times (msec.).
Task RC type Region 1 Region 2 Region 3 Region 4

(RC) (head) (NP-acc) (verb)
Dual task Subject gap 3884 1135 947 918

Object gap 3687 1228 922 898
Single task Subject gap 4034 1119 760 704

Object gap 4028 1452 746 772

The reading time for the RC region (region 1) was numerically faster for the dual

task condition than for the single task condition. The reading time was also numerically

faster for the object gap condition than for the subject gap condition. However, neither of

the main effects nor the interaction of Task type and RC type reached significance (Task

type: F1(1,23)=.747, p=.397; F2(1,31)=1.023, p=.320; RC type: F1(1,23)=.449, p=.509;

F2(1,31)=.285, p=.597; Interaction: (F 1(1,23)=.198, p=.660; F2(1,31)=.218, p=.644).

Therefore, only the reading times of the main clause region will be reported below.

Figure 4.2 shows the reading times of the main clause region (from region 2 to

region 4).
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Figure 4.2. Experiment 1: Mean reading times of the main clause region (msec.).

For the head noun (region 2), the reading time was shorter for subject-gap RCs

than for object-gap RCs, and the difference was statistically significant in both the

participant analysis (F1(1,23)=6.165, p =.021) and the item analysis (F2(1,31)=5.190, p

=.030). The main effect of Task type and the interaction of Task type and RC type did

not reach significance (Task: F[(1,23)=.678, P =.419; F2(1,31)=2.153, P =.152;

Interaction: Fl(1,23)=3.241, P =.085; F2(1,31)=2.398, P =.132). The results suggest that

subject-gap RCs were consistently easier to process than object-gap RCs regardless of

task conditions.

For the following two regions (regions 3 and 4), only the main effect of Task type

was found to be significant, as demonstrated by the longer reading times for the dual task

condition than for the single task condition (Region 3: F1(1,23)=6.496, p =.018;

F2(1,31)=32.753, P <.001); Region 4: F1(1,23)=5.863, p =.024; F2(1,31)=22.202, P <.001).
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Neither the RC type nor the interaction of Task type and RC type showed reliable

differences (Region 3, RC type: Fi(1,23)=.420, p=.524; F2(1,31)=.490, p=.489;

Interaction: Fi(l,23)=.034, p=.856; F2(l,31)=.015, p=.902; Region 4, RC type:

Fi(l,23)=.559, p=.462; F2(l,31)=.593, p=.447; Interaction: Fi(l,23)=2.340, p=.140;

F2(1,31)=1.011, p=.322).

In summary, Experiment 1 showed superior performance for subject-gap RCs

over object-gap RCs in both response accuracy to comprehension questions and reading

times. This pattern was consistent regardless of the task condition (single task or dual

task). Furthermore, as predicted, the gap difference appeared at the head noun of the RC.

The results were consistent with the prediction proposed by the Structural Distance

Hypothesis (O'Grady 1997).

4.1.3 Discussion

Experiment 1 investigated a subject-object gap asymmetry in the processing of

Japanese RCs with special focus on testing two distance metrics. The Linear Distance

Hypothesis predicted that object-gap RCs would be easier to process than subject-gap

RCs since the object gap is linearly closer to the filler in Japanese. On the other hand, the

Structural Distance Hypothesis predicted that subject-gap RCs would be easier since the

subject position is higher than the direct object position in the tree structure and thus

structurally closer to the filler. The results of Experiment 1 support the Structural

Distance Hypothesis. In both response accuracy to comprehension questions and reading

time data, the performance on the subject-gap RC was superior to the performance on the

object-gap RC, whether participants read sentences with or without a concurrent task.
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Furthennore, the time course of reading suggested that the effect associated with

resolving a filler-gap dependency is immediate. The difference appeared at the head

noun of an RC, at which the parser is assumed to recognize the RC structure and resolve

the filler-gap dependency.

Experiment 1 also manipulated reading conditions by adding a concurrent task so

that the comprehension of a sentence becomes more demanding. In the single task

condition, participants read sentences silently, while in the dual task condition, they read

sentences while concurrently articulating a nonsense syllable. In general, the addition of

a secondary task led to weaker performance in reading. Response accuracy to the end-of­

sentence comprehension question was lower for the dual task than for the single task.

Reading times in the regions immediately following the head noun of an RC were longer

in the dual task condition than in the single task condition.

However, there were several findings that are not very clear. First, although the

difference was not statistically significant, the whole RC region (i.e., region 1) was read

faster in the dual task condition than in the single task condition. Given that performing a

secondary task is expected to increase the overall working memory demand during

processing, this result was counterintuitive. Second, there was no interaction ofRC type

and Task type at the head noun. In other words, object-gap RCs were more difficult than

subject-gap RCs at the head, and the magnitude of the asymmetry was not statistically

different between the two reading conditions.

For the first finding (faster reading times in the RC region in the dual task

condition than in the single task condition), it is possible that because of the increased
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processing demand and less attentional resources, participants moved rather quickly

through the beginning of a sentence and started to conduct major structural analyses

toward the end of the sentence when sufficient information had accumulated. However,

by the time they reached the end, the information from earlier regions had begun to decay

and as a result the interpretation may not have been completed in all trials. Taken

together with the weaker comprehension accuracy in the dual task condition, the results

seem to indicate speed-accuracy trade-offs for the RC region - fast in performance and as

a result low in accuracy.

The second finding (the absence of Task typexRC type interaction at the head

noun) suggests that the effect of introducing an additional task and the effect of

processing gaps may be more or less independent from each other. One possibility is that

these effects tap different aspects of sentence comprehension. As reviewed in the

previous chapter, there is a general consensus among psycholinguists that sentence

comprehension involves two major tasks that consume working memory resources (e.g.,

Gibson 1998, Just & Carpenter1992) - performing symbolic computations ('integration')

and storing the partial products generated by computation ('storage'). It may be the case

that introducing an extraneous task, such as articulating a nonsense syllable, has a greater

effect on the storage component than on the integration component of working memory,

making remembering and retrieving information more difficult during processing. In

contrast, processing gaps, which involves the identification of a gap and the resolution of

a filler-gap dependency, is primarily a computational operation, and thus less sensitive to

storage requirements.
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A relatively intact effect of a concurrent task on the processing of gaps in

Japanese may also be related to the fact that an RC structure is initially analyzed as a

simple clause and thus no prediction needs to be held in working memory. Therefore, the

integration process (i.e., the filler-gap dependency formation) that takes place at the head

noun does not need to be modulated by a storage demand that may have been

significantly affected by an additional task. Interestingly, it has been reported in English

that an external memory load factor, such as recalling final words of sentences presented

prior to the target sentence, modulates the processing of gaps (e.g., King & Just 1991).

Since the early appearance of a filler triggers the prediction for a gap and the prediction is

held in memory until a gap is found, it is reasonable to assume that the processing of gaps

is affected by both the integration cost and the storage cost. However, further

investigation is needed in order to test exactly what component of sentence

comprehension is affected by different extraneous tasks.

To summarize, the results of Experiment 1 supported the Structural Distance

Hypothesis. However, there is an alternative explanation for a subject-gap preference

over an object gap. It has been reported that matching case/grammatical relations

between gap and filler facilitates the processing ofRCs (e.g., Sauerland & Gibson 1998,

Sheldon 1974, 1977). In Experiment 1, the head noun of the RC had a topic marker.

Since the topic marker most commonly marks the subject of a sentence, this parallelism

may make the processing of subject-gap RCs easier. Experiment 2 examined in more

detail whether or not the subject gap advantage found in Experiment 1 was simply due to

the parallel function of gap and filler.

93



4.2 Experiment 2

Experiment 2 was an extension of Experiment 1, designed to replicate the gap

asymmetry in a standard self-paced reading task. It was different from Experiment 1 in

the following respects. Experiment 1 found that the effect of introducing a concurrent

task is more or less independent from the effect of gap processing. Therefore, the task

factor (single vs. dual task conditions) was not used in Experiment 2. All sentences were

read silently. In addition, the RC portion of a sentence was presented one word at a time

in Experiment 2. This allowed us to examine in more detail the time course of processing

in the RC region.

In addition to the subject-object gap asymmetry, Experiment 2 examined the

effect of grammatical relations of the head noun by manipulating the markers on the head

noun - topic, nominative, and accusative.52 This was to test whether or not the subject

gap advantage found in Experiment 1 was due to the parallel function between a gap and

its filler. If a parallel relation between gap and filler is the key factor that determines the

processing difficulty of RCs, this predicts that RCs with parallel relations between gap

and filler will be easier to process than those with nonparallel relations between gap and

filler. Specifically, subject-gap RCs should be easier to process than object gap RCs

when the head noun has a nominative or topic marker. This would replicate Experiment

52 Note that the relationship between case relations and grammatical relations are not one-to-one. However,
I assume that case marking is the primary information source that indicates grammatical relations in
Japanese, and for most of the prototypical transitive verbs (such as those used in Experiment 2), the
nominative -ga marks the subject and the accusative -0 marks the direct object of a sentence. It should also
be noted that topic is a discourse-related notion and that the topic marker itself does not specify any
grammatical relation of a sentence. Therefore the correlation between a topic-marked NP and its
grammatical function in a sentence needs to be investigated independently. Here, without any empirically
supported justification, I assume that a human animate, topic-marked NP that appears sentence initially
would be most naturally interpreted as the grammatical subject of a sentence.
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1. More crucially, parallel function also predicts that object-gap RCs should be easier

than subject-gap RCs when the head noun is accusative-marked. A crossover pattern

across the head marking conditions, as indicated by an interaction of RC type and

Marking on the head noun, should be observed.

On the other hand, if the RC type (subject gap or object gap) is the only

significant factor that determines the processing difficulty of RCs, an asymmetry should

be observed regardless of the marking of the head noun. A main effect ofRC type with

no interaction of RC type and Marking on the head noun would support this prediction.

In terms of relative difficulty ofRCs, Experiment 2 provides another test of the

predictions of the two distance metrics - the Linear Distance Hypothesis and the

Structural Distance Hypothesis. Since neither of these hypotheses makes predictions

about the effect of grammatical relations of the head noun on RC processing, the same set

of predictions applied to Experiment 2 as described in Experiment 1.

4.2.1 Method

4.2.1.1 Participants

Twenty-eight native speakers of Japanese participated in the experiment. They

were graduate students at NAIST or people from the surrounding community. None of

them participated in Experiment 1 or knew the purpose of the experiment.

4.2.1.2 Materials

Test sentences were constructed based on the thirty-two sets of subject-gap and

object-gap RCs used for Experiment 1. For each of these RCs with the topic-marked
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head, two additional versions were created - a sentence involving a nominative-marked

head noun and a sentence involving an accusative-marked head noun. Crossing two main

factors, Marking on the head noun (topic, nominative, and accusative) and RC type

(subject-gap and object-gap), each set had the following six sentences types.

(7) a. Subject-gap RC with topic-marked head

[RC _ toshiyori-no obaasan-o basutei-made miokutta] onnanoko-wa
old-GEN old-woman-Acc bus-stop-to walked girl-TOP

nuigurumi-o daiteita.
stuffed-animal-Acc holding
'The girl who walked the old woman to the bus stop was holding a stuffed animal.'

b. Object-gap RC with topic-marked head

[RC Toshiyori-no obaasan-ga _ basutei-made miokutta] onnanoko-wa
old-GEN old-woman-NoM bus-stop-to walked girl-TOP

nuigurumi-o daiteita.
stuffed-animal-Acc holding
'The girl who the old woman walked to the bus stop was holding a stuffed animal.'

c. Subject-gap RC with nominative-marked head

[RC ~ toshiyori-no obaasan-o basutei-made miokutta] onnanoko-ga
old-GEN old-woman-Acc bus-stop-to walked girl-NOM

nuigurumi-o daiteita.
stuffed-animal-Acc holding
'The girl who walked the old woman to the bus stop was holding a stuffed animal.'

d. Object-gap RC with nominative-marked head

[RC Toshiyori-no obaasan-ga basutei-made miokutta] onnanoko-ga
old-GEN old-woman-NoM bus-stop-to walked girl-NOM

nuigurumi-o daiteita.
stuffed-animal-Acc holding
'The girl who the old woman walked to the bus stop was holding a stuffed animal.'
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e. Subject-gap RC with accusative-marked head

[RC _ toshiyori-no obaasan-o basutei-made miokutta] onnanoko-o
old-GEN old-woman-ACC bus-stop-to walked girl-ACC

omawarisan-ga yobitometa.
policeman-NoM called-and-stopped
'A policeman stopped the girl who walked the old woman to the bus stop.

f. Object-gap RC with accusative-marked head

[RC Toshiyori-no obaasan-ga basutei-made miokutta] onnanoko-o
old-GEN old-woman-NoM bus-stop-to walked girl-ACC

omawarisan-ga yobitometa.
policeman-NoM called-and-stopped
'A policeman stopped the girl who the old woman walked to the bus stop.'

Sentences (a), (c), and (e) were subject-gap RCs, and sentences (b), (d), and (f)

were object-gap RCs. Sentences (a) and (b) contained topic-marked head nouns.

Sentences (c) and (d) contained nominative-marked head nouns. Sentences (e) and (f)

contained accusative-marked head nouns. Up to the head noun, all six sentences

involved identical lexical items except for the case marking (-0 vs. -ga) on the NPs within

the RC.

Lexical items following the head noun were identical between sentences with a

topic-marked (-wa) head and sentences with a nominative-marked (-ga) head. In both

types, the RC modified the subject of the matrix clause, and the rest of the sentence

consisted of the direct object and the predicate of the matrix clause. In the accusative-

marked condition, where the RC modified the fronted direct object of the matrix clause,

the rest of the sentence consisted of the subject and the predicate of the matrix clause.

Previous studies on scrambling in Japanese have shown that sentences with scrambled

constituents are associated with processing cost, presumably due to the resolution of a
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filler-gap dependency between the moved element and its gap (Mazuka, Itoh, Kondo

2002, Miyamoto & Takahashi 2002a,b). Therefore, it is possible that we would observe

some processing difficulty at the matrix subject in the accusative condition (e.g., (7e) and

(7f)), assuming that the parser recognizes the scrambling structure and resolves a

dependency at that position.

Of the 32 sets of test sentences used for Experiment 1, two sets were removed in

order to make six presentation lists. Those were the items whose scores in the pretest

norming survey in Experiment 1 showed the largest difference between the subject-gap

and the object-gap RC conditions within the nominative condition. This made the

plausibility scores between the subject-gap and object-gap conditions more similar for

Experiment 2 than for Experiment 1.

These 30 test sentences were distributed into six lists for presentation to

participants. Sixty non-experimental sentences were added to each list in a

pseudorandom manner, so that at least one filler sentence intervened between any two

test sentences. A complete list of test sentences used for Experiment 2 is provided in

Appendix E.

4.2.1.3 Design

Experiment 2 was designed for a two-way ANOVA with repeated measures on

both of the two independent variables - Marking on the head noun and RC type. The

first variable had three levels (topic vs. nominative vs. accusative) and the second

independent variable had two levels (subject gap vs. object gap), creating a total of six

conditions for the experiment. The dependent variables in this experiment were response
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accuracy (%) to the end-of-sentence comprehension questions and reading times for each

region of a sentence (msec.).

4.2.1.4 Procedure

Experiment 2 used a word-by-word self-paced reading task with non-cumulative

moving window presentation. The procedure was identical to that of Experiment 1

except that in Experiment 2 the RC region was read in a word-by-word fashion and there

was no secondary task concurrent with reading a sentence. All sentences were read

silently. The following shows the segmentation of a test sentence.

(8) Subject-gap relative clause with topic marked head noun

/ Toshiyori-no /obaasan-o / basutei-made / miokutta / onnanoko-wa /
old-GEN old-woman-Acc bus-stop-to walked girl-TOP

nuigurumi-o / daiteita. /
stuffed-animal-Acc holding
'The girl who walked the old woman to the bus stop was holding a stuffed animal.'

A comprehension question followed each sentence. The question asked about the content

of either the relative clause or the matrix clause of a sentence. The participant answered

the question by pressing the 'yes' or 'no' button on the button box. No feedback was

provided for participant responses.

4.2.1.5 Data analysis

Data from four participants were discarded because of their low response

accuracy (lower than 80%) on the end-of-sentence comprehension questions including

both test and non-experimental sentences. Thus, the results reported in the following
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section were based on the data from 24 participants. The overall mean response accuracy

was 90.2% (ranging from 81.5% to 96.9%) after the removal of the four participants' data.

Experiment 2 had two independent variables - RC type (subject-gap vs. object­

gap) and Marking on the head noun (topic vs. nominative vs. accusative). The dependent

variables were the same as in Experiment 1 - mean response accuracy to end-of-sentence

comprehension questions and the reading time of each region of a sentence. For each

dependent measurement, two separate ANOVAs with repeated measures were performed

- one with the participant analysis (F 1) where the two independent factors were treated as

within-participant variables, and one with the item analysis (F2) where the two

independent factors were treated as within-item variables. When the interaction of

Marking on the head noun and RC type was found to be significant, subsequent analyses

were conducted in order to examine the nature of the interaction.

For reading times, the critical region of comparison was the head noun (i.e., the

filler) of the relative clause, at which point the parser is assumed to recognize the RC

structure and resolve a filler-gap dependency. No scores were eliminated from the

analysis. The reading time results shown below represent raw mean reading times for

each region.

4.2.2 Results

4.2.2.1 Comprehension questions

The mean percentage of correct responses to the end-of-sentence comprehension

questions is provided in Table 4.5 and Figure 4.3.
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tions (%).hfit2 Mxpenmen ean response accurac, or compre enSlOn ques
Case marking RC type Correct response (%)
Topic Subject gap 91.7

Object gap 92.5
Nominative Subject gap 89.2

Object gap 86.7
Accusative Subiect gap 82.5

Object gap 80.0

Table 4.5. E

96%

92%

88%

84%

80%

76%

72%

(;] Subject gap

• Object gap

Topic Nominative Accusative

Figure 4.3. Experiment 2: Mean response accuracy for comprehension questions (%).

There was a significant main effect of Marking on the head (FI(2,46)=6.916, p =.002;

F2(2,58)=5.207, p =.008). Bonferroni pairwise comparisons found that the topic

condition was comprehended significantly better than the accusative condition (PI =.011,

P2 =.011), but none of the other pairs (the topic vs. the nominative, the nominative vs.

accusative) differed from each other. There was no main effect of RC type

(FI(1,23)=.235, p =.632; F2(1,29)=.205, p =.654) nor an interaction ofRC type and Case

marking (FI(2,46)=.182, p =.834; F2(2,58)=.202, p =.817).
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In sum, unlike Experiment 1 in which subject-gap RCs were comprehended better

than object-gap RCs, the results of response accuracy in Experiment 2 did not show a gap

difference. Considering the similarity ofthe test sentences, these inconsistent results

between the two experiments are puzzling. However, comprehension accuracy can be

influenced by not only the processing difficulty manifested at a particular region of a

sentence, but also some other factors, such as overall reading speed, segmentation of a

sentence, other experimental factors manipulated in an experiment, and so forth.

Therefore, it is necessary to look at the local reading times of a sentence.

4.2.2.2 Reading times

Table 4.6 and Figure 4.4 present the mean reading time in milliseconds by region

and condition.

Table 4.6. Experiment 2: Mean reading times msec.).
Case RC type WI W2 W3 W4 W5 W6 W7

marking fNP-gen NP Loc Vl Head NP V
Topic Subject gap 776 811 855 905 913 640 907

Object gap 933 876 1061 926 1265 793 944
Nominative Subject gap 831 859 881 973 1032 706 1099

Object gap 798 938 851 984 1582 807 1334
Accusative Subject gap 821 929 888 845 1103 892 1210

Object gap 780 874 815 870 1191 988 1586
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Figure 4.4. Experiment 2: Mean reading times (msec.).

Within the RC region (from region 1 to region 4), there was an interaction of

Marking on the head and RC type in region 1 (a modifier 'elderly') and region 3 (a

locative phrase 'to the bus stop'). In both regions, the interaction was significant only

with the item analysis (Region 1: F1(2,46)=2.001, p=.147; F2(2,58)=3.611, p =.033;

Region 3: Fl(2,46)=2.668, p =.080; F2(2,58)=3.356, p =.042). A close examination of

reading times showed that in both regions, an object-gap RC with a topic-marked head

noun yielded longer reading times than other conditions. However, these seemed to be

chance differences. In region 1, the lexical item was identical across all six conditions.

Therefore, there was no way for the reader to distinguish the object-gap topic condition

from the other conditions. Similarly, at region 3, all three object-gap conditions shared
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the same lexical items from the beginning of the sentence through this region

(eldedy/woman-nom/to-bus-stop). Therefore, it is unlikely that only the topic condition

was read in some consistently different manner from the other two conditions. Other

than these interactions, there was no significant effect (p>.1) in the RC region (region 1

through region 4).

Figure 4.5 below presents the reading times at the head noun (region 5).
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Figure 4.5. Experiment 2: Mean reading times at region 5 (msec.)

There was a robust main effect ofRC type (Fl(1,23)=25.023, p < .001; F2(1,29)=13.348,

p =.001), a main effect of Marking on the head (Fl(2,46)=3.496, p =.039; F2(2,58)=5.021,

p =.01), and an interaction ofRC type and Marking on the head (F 1(2,46)=6.246, p =.004;
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Fz(2,58)=5.709, P =.005).53 In terms ofthe RC type, object-gap RCs were read more

slowly than subject-gap RCs. As for head marking, the nominative condition took longer

than the topic condition. Most of all, the presence of an interaction suggests that the

effect of RC type is not uniform across the three case-marking conditions.

The interaction seems to be due to the processing difficultyof an object-gap RC

when the head noun had a nominative marker. This observation was confirmed by the

results of one-way ANOVAs with repeated measures on Marking on the head noun.

There was no difference across the subject-gap conditions (F1(2,46)=2.198, P =.123;

Fz(2,58)=2.583, p =.084), whereas there was a significant difference across the object-

gap conditions (F1(2,46)=5.839, P =.005; Fz(2, 58)=6.948, p =.002). Bonferroni pairwise

comparisons found that in the object-gap condition, the nominative-marked head was

read significantly more slowly than the topic-marked head (PI =.02, pz =.02) and the

accusative-marked head (pl=.016, pz =.004). There was no difference between the topic-

marked head and the accusative-marked head (p = 1).

To summarize the reading time results at the head noun, some sort of a mismatch

effect between the grammatical relations of gap and filler seems to playa role in the

processing of Japanese RCs. However, the significant main effect ofRC type and the

overall reading time differences across conditions (as shown in the above figure) suggest

53 A statistical note: When the analysis included List as a between-subject variable in addition to the two
within-participant variables (RC type and Marking on the head noun), the three-way interaction was found
to be significant. There is no explanation for this interaction, although this seems to be due to a difference
among participants who were randomly assigned to each list rather than differences among items. A larger
number of participants in each list, trimming the reading time data, and controlling the frequency of the
lexical items in the critical region may be able to avoid this sort of problem in future studies.
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that there is a subject gap advantage over an object gap beyond relational matches and

mismatches.

In the following two regions, at the NP following the head noun and the sentence-

final predicate, the interaction of RC type and Marking on the head noun disappeared

(region 6: Fi(2,46)=.187, p =.830; F2(2,58)=.202, p=.818; region 7: Fi(2,46)=2.586, p

=.086; F2(2,58)=1.694, P =.193). In region 6, both RC type and Case marking were

significant (RC type: F i(1,23)=5.619, P =.027; F2(1,29)=7.032, P =.013; Case:

Fi(2,46)=7.106, P =.002; F2(2,58)=10.865, P < .001). The same held true for region 7

(RC type: Fi(1,23)=9.522, p =.005; F2(1,29)=5.058, P <.032; Case: Fi(2,46)=10.877, p

<.001; F2(2,58)=11.064, P <.001).

Figure 4.6 shows the reading times for region 6.
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Figure 4.6. Experiment 2: Mean reading times at region 6 (msec.).
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Subject-gap RCs were read consistently faster than object-gap RCs. With regard to

Marking on the head noun, Bonferroni pairwise comparisons found that the accusative

condition was significantly longer than the topic condition (PI =.004; P2 =.002) and the

nominative condition (PI =.019; P2 =.007). There was no difference between the topic

and nominative conditions (PI = 1; P2 =.935). One possible explanation for the difficulty

involved in the accusative condition may be the cost associated with scrambling as

described earlier. A sample sentence in this condition (sentence (7e» is repeated here as

(9).

(9) Subject-gap RC with accusative-marked head

[RC _ toshiyori-no obaasan-o basutei-made miokutta] onnanoko-o
old-GEN old-woman-Acc bus-stop-to walked girl-ACC

omawarisan-ga yobitometa.
policeman-NoM called-and-stopped
'A policeman stopped the girl who walked the old woman to the bus stop.'

In this sentence, the direct object of the matrix clause onnanoko-o ('girl-ACC') has been

preposed in front of the matrix subject omawarisan-ga ('policeman-NoM'). As reviewed

in chapter 3, scrambled sentences have shown to be more difficult to process than their

corresponding non-scrambled sentences (Mazuka, Itoh, & Kondo 2002, Miyamoto &

Takahashi 2002a,b). Assuming that scrambled sentences involve a gap created by

movement of the direct object, the longer reading time at the nominative-marked NP

'policeman' in this sentence is likely due to the extra processing cost associated with the

filler-gap dependency created by scrambling. See also the discussion section of
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Experiment 2 for another possibility, an inherent difficulty of nominative case in

Japanese (e.g., Inoue 1991, Miyamoto 2002, Uehara 1997).

Figure 4.7 presents the reading times at region 7, the sentence-final predicate.
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Figure 4.7. Experiment 2: Mean reading times at region 7 (msec.).

Similar to region 6, subject-gap RCs were read significantly faster than object-gap RCs

regardless of the marking on the head. Bonferroni pairwise comparisons of three

marking conditions found that the topic condition was significantly faster than the

nominative condition (Pl<.OOI; P2=.018) and the accusative condition (pl=.002; P2<.00l).

There was no difference between the nominative and accusative conditions (pl=395;

P2=.238).

The superior performance of the topic condition was very similar to the pattern

found for end-of-sentence comprehension questions (shown in Table 4.5 and Figure 4.3).
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The sentence-final region is known to be the place where sentence wrap-up takes place.

That is, the parser integrates all information and completes the analysis of a sentence to

reach its final interpretation. Therefore, it makes sense to find parallelism between the

time the parser spent wrapping up a sentence and the overall comprehension accuracy of

a sentence. Although it is not clear exactly what made the topic construction so easy to

process, the superiority of the topic case condition is consistent with a general view that

topic marker is less marked than other case markers. (See the discussion below.)

4.2.3 Discussion

The aim of Experiment 2 was to test the possibility that the subject gap advantage

found in Experiment 1 may be due to the parallel relation between a gap and its filler.

The results of Experiment 2 did not fully support this hypothesis. Object-gap RCs were

almost as easy as subject-gap RCs when the head noun had an accusative marker.

Crucially, however, they never became 'easier' than subject-gap RCs in this condition as

well as in any other conditions, suggesting that there is an inherent difficulty in object­

gap RCs compared to subject-gap RCs. Furthermore, when the head region was passed, a

consistent subject gap advantage emerged and remained until the end of a sentence.

The overall results are consistent with the Structural Distance Hypothesis

(O'Grady 1997). According to this hypothesis, subject-gap RCs are computationally

advantaged because a subject gap is structurally higher and thus closer to the filler.

Experiment 2 demonstrated that although the reading time of the head noun region was

temporarily affected by the marking on the head, subject-gap RCs were overall easier

than object-gap RCs.
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In addition to these major findings, Experiment 2 had two interesting observations

with regard to the marking of the head noun. First, among the three markers on the head

noun, the topic condition produced superior performance to other conditions, in particular

compared to the accusative condition. Its advantage (in relation to the accusative marker)

was found in the response accuracy to the end-of-sentence comprehension question and

in the reading time of both the sentence-penultimate NP (region 6) and the sentence-final

predicate (region 7). Second, the nominative-marked head noun seemed to make the

processing of object-gap RCs particularly difficult, as demonstrated by a significant

interaction of Marking on the head noun and RC type at the head noun region. This

could be partially explained by the relation mismatch between a gap and its filler, but a

question still remains as to why the effect of relation mismatch is much more prominent

in object-gap RCs than in subject-gap RCs.

Numerous studies have reported that there are some inherent differences among

postpositions (case markers and topic marker). For example, in self-paced reading

experiments, a second nominative marked NP was read more slowly than a

corresponding non-nominative marked second NP (Mazuka, Ito, & Kondo 2000,

Miyamoto 2002, Yamashita 1997). When the overall reading time was compared,

sentences with a topic-marked subject were read faster than sentences with a nominative­

marked subject (Abe, Hatasa, & Cowan 1988). M. Inoue (1991, cited in Miyamoto 2002)

found that reanalysis was easier when involving a topic-marked subject over a

nominative-marked subject. The pretest norming study reported in Experiment 1 of the
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present study also found that simple sentences with a topic-marked subject were rated as

more natural than sentences with a nominative-marked subject.

The marked behavior of -ga is said to be due to its inherently complex discourse,

syntactic, and semantic properties. First, in addition to its neutral descriptive

interpretation, the nominative marker -ga has an "exhaustive-listing" sense ('X, and only

X') which selects a specific entity out of the current discourse (Kuno 1973:38). Second,

the nominative case -ga can mark not only the subject of a matrix clause but also the

subject of an embedded clause. In this sense, -ga is more ambiguous than the topic case

-wa, which only appears in matrix clauses. Third, the nominative-marked NP often

introduces a clause boundary (Inoue 1991, Miyamoto 2002, Yamashita 1997). It is the

first case-marked element in a canonical sentence in Japanese. It cannot be scrambled,

and the absence of a morphosyntactic device that explicitly marks the beginning of an

embedded clause will make it a potentially strong processing cue that indicates the

presence of a clause boundary (Miyamoto 2002).54 Finally, the processing difficulty

associated with a nominative-marked head noun in an object-gap RC may simply be due

to the occurrence of several NP with identical case. Consider the following object-gap

RC (7d), repeated as (10) for convenience.

54 There may be prosodic cues that indicate a clause boundary in spoken language.
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(l0) Object-gap RC with nominative-marked head

[RC Toshiyori-no obaasan-ga _ basutei-made miokutta] onnanoko-ga
old-GEN old-woman-NoM bus-stop-to walked girl-NOM

nuigurumi-o daiteita.
stuffed-animal-Acc holding
'The girl that the old woman walked to the bus stop was holding a stuffed­
animal.'

It has been suggested that repetition of categories causes some similarity-based

interference and incurs some processing cost (Gordon, Hendrick, Johnson 2001, Lewis &

Nakayama 2002, Uehara 1997). Thus, it is possible that the second nominative-marked

'girl' receives interference from the previous nominative-marked NP 'old woman'.

However, a mere repetition of similarly marked NPs cannot be the sole explanation for

the difficulty of sentence (l0). The repetition of an accusative-marked NP in the subject-

gap RC with an accusative-marked filler did not produce a similar degree of difficulty.

In summary, the multi-functional nature of a nominative case marker seems to

make a sentence more ambiguous and make the processing more difficult. However, this

does not explain the whole interaction pattern that we observed at the head noun. In the

reminder of this section, I will discuss a possible explanation for this problem.

At the head noun of an RC, the parser is assumed to carry out two major

integrations - associating the filler with a gap within the RC for the purpose of licensing

an RC and identifying the grammatical relation of the head noun within the matrix clause.

It seems that when the grammatical relation of the head noun is identical or similar to the

grammatical relation of the gap, the role identification of the head noun is facilitated and

thus requires no additional cost. Therefore, what is manifested in the relation matched
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conditions (i.e., a subject-gap RC with the nominative-marked head and an object-gap

RC with the accusative-marked head) is the inherent processing cost associated with

different gaps. That is, resolving a filler-gap dependency with a subject gap is

computationally easier than resolving a dependency with an object gap.

When the grammatical relation of the head noun differs from that of the gap, on

the other hand, the role identification process of the head noun seems to become more

costly, requiring additional computational resources. This could be due to the

interference from the role of the gap or due to the difficulty involved in the different role

assignments (e.g., King & Just 1991). Accordingly, the resolution of a filler-gap

dependency will be more difficult because the amount of resources available for this

computation decreases. Furthermore, it seems that the effect of relation mismatch may

have a greater impact on the processing of object-gap RCs than on the processing of

subject-gap RCs. Assuming that there is a single pool of computational resources (Just &

Carpenter 1992), the amount of resources available for a computational task depends on

the amount of resources that other tasks consume. Computing two difficult tasks

simultaneously (e.g., processing object-gap RC and assigning the non-object role to the

head noun) taxes the memory system most, and therefore, the greatest processing

difficulty should be observed. When computing only one difficult task while the other

tasks do not add to the cost, such as in the case of an object-gap RC with an accusative­

marked filler, processing may not be impeded as long as a sufficient amount of resources

is available. When processing subject-gap RCs, which is computationally less

demanding, the influence from other computational tasks should be minimal.
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In conclusion, Experiment 2 examined the effect of relation match/mismatch

between gap and filler on the processing of subject-gap and object-gap RCs. The overall

results replicated a processing advantage of subject-gap RCs over object-gap RCs. The

grammatical relation of the head noun was found to temporarily modulate the processing

of gaps. However, the inherent processing difficulty involved in object-gap RCs was still

observed, and a consistent subject gap advantage emerged as soon as the head noun

region was passed. Overall, Experiment 2 provided additional evidence that supports the

prediction of the Structural Distance Hypothesis for head-final languages.

General discussion

Summary of findings

This chapter reported the results of two self-paced experiments that examined the

online processing of filler-gap dependencies in Japanese. The goal of the study was to

collect empirical evidence on the issue of a subject-object asymmetry in a head-final

4.3

4.3.1

language. In particular, the study tested two different hypotheses (the Linear Distance

Hypothesis and the Structural Distance Hypothesis) that have been put forward to

account for the ease of subject-gap RCs in English and other SVO languages.

The rationale for investigating Japanese RCs comes from their apparent

typological and processing differences from those of English RCs. Typologically,

Japanese is a head final language, thus an RC precedes its head noun. It lacks relative

pronouns (e.g., who, whom, whose in English), and there is no formal distinction between

predicates in a matrix clause and those in an embedded clause. It is also a pro drop
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language in which any argument of a predicate can be freely dropped without violating

grammaticality.

These typological properties of Japanese RCs create a very different processing

profile from that of English RCs. In English, the detection of an RC construction is made

relatively early in a sentence, for example, through the presence of a relative pronoun or a

complementizer (that). As soon as an RC is recognized, the parser predicts a gap because

a filler-gap dependency must be resolved for the RC to be properly interpreted. The

prediction is held in working memory until a gap is found. The farther the gap is from

the filler, the greater the processing cost, since keeping the prediction longer and

reactivating the filler at the gap site consumes more cognitive resources (e.g., Gibson

1998,2000). In Japanese, on the other hand, an RC is initially analyzed as a simple

clause with a missing argument.55 Since the missing element is not yet recognized as an

RC gap, no prediction is made for the filler. It is only when a noun appears at the

position following the verb that the parser recognizes an RC structure and looks for a gap

for the filler. That is, the detection of an RC, the identification of an RC gap, and the

resolution of a filler-gap dependency take place simultaneously at the head noun in

Japanese.

These typological and processing differences between the two languages make the

investigation of Japanese filler-gap dependencies very interesting. First, a commonly

55 Whether or not a sentence with a gap is always analyzed as a simple clause with a missing argument
needs to be investigated independently. For example, as Mazuka, Itoh, and Kondo (2002) mention, the
occurrence ofan NP-acc at the beginning of a sentence has more than one structural possibility - a simple
clause with a missing argument, scrambling, an RC construction, etc. However, it is commonly assumed
that a simple clause analysis is preferred over the others because argument drop is more frequent and it is
the simplest structure.
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assumed distance metric for English RCs (i.e., linear distance) makes the opposite

prediction for Japanese RCs. It predicts that object-gap RCs should be easier to process

than subject-gap RCs since an object gap is closer to the filler in linear terms. Second,

this prediction is not consistent with previous findings on Japanese RCs. Although the

amount of evidence is much smaller than for English and although there are some

methodological problems in some of the previous studies, evidence suggests that

Japanese-speaking children and adults find subject-gap RCs easier to comprehend than

object-gap RCs (Abe et al. 1988, O'Grady, Yamashita, Lee, Choo, & Cho 2002, Sheldon

1976). Third, in English RCs, the two distance metrics - linear distance and structural

distance - are confounded. However, these two metrics make distinct predictions for

Japanese RCs: the former predicts an object gap advantage, while the latter predicts a

subject gap advantage. All these facts about Japanese RCs suggest that evidence from

Japanese, if collected in a carefully controlled manner, will make a meaningful

contribution to the study of human sentence processing.

This chapter reported two self-paced reading experiments. In Experiment 1, the

processing of subject-gap and object-gap RCs was tested in two different reading

conditions - reading with and without a concurrent task. The concurrent task

(articulating a nonsense syllable) was intended to reduce effective working memory

during processing so that a ceiling effect due to the relative ease of the test sentences

would be avoided. The experiment found a significant processing advantage for subject­

gap RCs in both reading conditions. Furthermore, the gap difference appeared at the
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head noun of the RC. There was no equivalent difference within the RC region and the

regions following the head noun.

Experiment 2 provided additional support for the subject gap advantage found in

Experiment 1. Varying the marker on the head noun (topic, nominative, and accusative)

did change the size of the gap asymmetry such that the nominative-marked head noun

made the processing of object-gap RCs even more difficult. However, the marking on

the head noun never reversed the gap asymmetry, and a consistent subject-gap advantage

emerged when the head noun region was passed and remained till the end of a sentence.

In sum, the following conclusions can be drawn from the present study. First,

despite apparent typological differences, adult native speakers of Japanese were similar to

the speakers of other languages. They found subject-gap RCs easier to process than

object-gap RCs. As expected for an incremental parser for Japanese, a filler-gap

dependency is resolved at the earliest point in the parse where it is certain that an RC

structure is being processed. Recall that prior to the head noun, an RC is analyzed as a

simple clause with a missing argument. In Japanese, the head noun of the RC is the first

point that the parser becomes sure about an RC structure. In single-gap RCs, the position

of a gap can be identified prior to encountering the head noun on the basis of the case

marking on the NP within the RC and the argument structure of the embedded verb.

Since there is only one gap in the RC and there is little ambiguity in terms of the position

of the gap, the dependency can be resolved immediately at the head noun. As a result, a

computational effect - a subject-object gap asymmetry - emerges. (See chapter 5 for

cases where there is ambiguity in dependency resolution between gap and filler.)
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Second, a subject gap advantage in Japanese is consistent with the prediction

proposed by the Structural Distance Hypothesis (O'Grady 1997). Under this hypothesis,

the resolution of a filler-gap dependency is assumed to involve a computational operation

on syntactic structure. Since a subject gap is structurally higher and thus closer to the

filler, the resolution of a dependency with a subject gap is computationally less costly

than with an object gap, which is more deeply embedded in the structure.

Empirical support obtained from Japanese for the Structural Distance Hypothesis

has important implications. The hypothesis can account not only for findings from

Japanese but also for findings from English and other European languages. Note that a

hierarchical structure in which the subject is higher than the direct object is assumed by

most contemporary syntactic theories. Therefore, regardless of the position of a head

element relative to its dependent, a crosslinguistic advantage for subject-gap Res is

predicted. Although a subject-object gap asymmetry needs to be tested in more

typologically diverse languages, the Structural Distance Hypothesis can be considered as

an alternative that can account for a widely attested subject-gap advantage across

languages.56

56 Chinese (a SVO head-initial language with prenominal RCs) is another good test case to tease apart the
linear and structural distance metrics. Self-paced reading studies conducted by Hsiao and Gibson (2003)
found a processing advantage for object-gap RCs. It was also reported that Mandarin/Cantonese aphasic
patients preferred object-gap RCs (Grodzinsky 2000, Law & Leung 2000). These findings may constitute
counter-evidence to the prediction of the Structural Distance Hypothesis. However, a close examination of
the reading profile in Hsiao and Gibson's study shows that the difficulty associated with subject-gap RCs
appeared within the RC region. There was no gap difference found at the head noun. This suggests that
the difficulty is not due to a computational demand associated with the resolution of a filler-gap
dependency, but due to a storage-related demand (Le., holding predictions in working memory). At this
point, I have no explanation as to why the resolution ofa dependency does not incur integration cost in
Chinese. It may be the case that the storage-related advantage favoring the object-gap RC is so large that
the effect of the integration cost cannot be detected at the head noun.
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4.3.2 Thematic constraints

There is yet another issue that deserves special attention in the discussion of a

subject-object asymmetry in Japanese RCs. It has been pointed out that Japanese RCs

have a number of peculiar properties that English RCs do not share (e.g., Kuno 1973).57

Observing a strong parallelism between the topic construction and the RC construction,

Kuno argued that Japanese RCs are licensed by the same semantic principle that licenses

the topic construction.

(11) Aboutness relation [Kuno, 1973: 253fn, Kuno, 1976: 420]58

A relative clause must be a statement about its head noun.

According to this principle, the degree of sentence acceptability depends on how easily a

head noun is interpreted as the topic of an RC (Kuno, 1976: 425). For example, the

subject of a sentence is, in general, easier to relativize than the object of a sentence, since

the subject is more topical than the direct object.59 Hence, this constraint would imply

that the subject gap advantage found in Experiment 1 and 2 is simply due to semantic

reasons, i.e., the thematic interpretability ofNPs.

The aboutness relation as a licensing condition for Japanese RCs is compatible

with a number of structural analyses that assume that Japanese RCs involve a base-

57 For example, a pronoun can appear in the position that corresponds to a gap in an RC. Japanese also
permits relativizations whose equivalent English relativization is not grammatical. Furthermore, there are
cases where the head noun of an RC finds no corresponding position in an RC, known as gapless RCs.
58 Kuno (1976) used the term 'the thematic constraint' for this condition. However, in this dissertation, it is
referred to as 'aboutness relation' or 'aboutness condition' as commonly used by most linguists.
59 Kuno argues that the NP accessibility hierarchy for relativization proposed by Keenan and Comrie
(1977) is in fact a hierarchy for accessibility to thematic interpretation ofNPs (Kuno, 1976:427).
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generated null pronominal (i.e., pro in Government and Binding theory, Chomsky 1981,

1982).60 If a gap in Japanese RCs is a pro, which is not created by a movement operation,

the association of a gap with its filler does not need to be constrained by a structural

factor. It is simply an anaphoric process such as for a pronoun and its antecedent.61 Then,

the filler-gap association is a matter of finding a prominent or salient entity in a sentence

or discourse (Keenan & Comrie 1977, Kuno 1973).

4.3.2.1 Offline survey on thematic constraint

A preliminary offline survey was conducted in order to examine thematic

constraints on the RCs that were used in the self-paced experiments ofthe present study.

Assuming a parallelism between RCs and their corresponding topic sentences as

proposed by Kuno, it tested whether topic sentences corresponding to subject-gap RCs

are rated as more natural than topic sentences corresponding to object-gap RCs.

Twenty-nine undergraduate students at Kyoto Sangyo University in Japan

participated in the survey for non-monetary compensation. Test materials were the

thirty-two sets ofRCs that were used in Experiment 1. They were transformed into

corresponding topic sentences. Sentences (4a) and (4b), repeated here as (12a) and (12b),

60 Such analyses are assumed by a number of scholars, such as Haig (1979,1996,2000), Hoji (1985), Kuno
(1973,1976), Mihara (1994), Murasugi (2000a,b), Nakamura (1986-7), Perlmutter (1972), Rizzi (1986),
Saito (1985), Takano (1989). Note that a pro analysis sharply contrasts with the movement analysis ofRCs
that is commonly assumed for English RCs.
61 There is a view that the interpretation ofp1ain pronouns is resolved on pragmatic basis (O'Grady 2001 :9,
and references therein). A pronoun can have a broader range of antecedents, which are not constrained by
locality. It can also be used deictically. The fact that reflexive pronouns are used in the very restrictive
case of anaphoric expressions is informative enough for the parser to resolve plain pronouns pragmatically.
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ej basutei-made miokutta] onnanokoj-wa
bus-stop-to walked girl-TOP

are original RCs, and sentences (13a) and (13b) are equivalent topic sentences

respectively.

(12) a. Subject-gap RC

[RC ej toshiyori-no obaasan-o basutei-made miokutta] onnanokoj-wa
elderly-GEN old-woman-Acc bus-stop-to walked girl-TOP

nuigurumi-o daiteita.
stuffed-animal-Acc holding
'The girl who walked the old woman to the bus stop was holding a stuffed animal.'

b. Object-gap RC

[RC Toshiyori-no obaasan-ga
elderly-GEN old-woman-NoM

nuigurumi-o daiteita.
stuffed-animal-Acc holding
'The girl who the old woman walked to the bus stop was holding a stuffed animal.'

(13) a. Topic sentence corresponding to a subject-gap RC (subject topic)

Onnanokoj-wa [s ej toshiyori-no obaasan-o basutei-made miokutta]
girl-TOP old-GEN old-woman-ACC bus-stop-to walked
'As for the girl, she walked the old woman to the bus stop.'

b. Topic sentence corresponding to an object-gap RC (object topic)

Onnanokoj-wa [s toshiyori-no obaasan-ga ej basutei-made miokutta]
girl-TOP old-GEN old-woman-NoM bus-stop-to walked
'As for the girl, the old woman walked her to the bus stop.'

These topic sentences were assigned to one of two presentation lists by using a

Latin Square design.62 The survey was conducted in a university classroom using a

pencil-and-paper questionnaire. Participants were asked to rate the naturalness of each

62 This offline survey was combined with another survey which examined the topic versions of double-gap
relative clauses. With thirty-two sets of single-gap sentences and twenty-four sets of double-gap sentences,
each list thus contained 56 sentences.
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sentence on a 5-point scale from 1 (natural) to 5 (unnatural). They were encouraged to

give their intuitive judgment by using all five points as much as possible without taking

too long for each sentence. Written instructions and sample sentences were given on the

first page of the questionnaire. Data from one participant was discarded because of

his/her incomplete questionnaire. Thus, the analysis was conducted on the data from

twenty-eight participants with fifteen of them rating one list and thirteen rating the other

list.

Table 4.7 presents the within-participant and within-item mean naturalness scores.

Table 4.7. Survey on thematic constraint:
Mean naturalness scores (l natural- 5 unnatural).

Participant Item means
means

Subject topic 1.5558 1.5595
Object topic 4.2634 4.2542

Topic sentences corresponding to subject-gap RCs were rated as significantly more

natural than those corresponding to object-gap RCs, and the difference was robust for

both the participant analysis (F1(1,27)=822.93, p <.001) and the item analysis

(F2(1,31)=1061.439, p <.001). The results supported the predictions of the thematic

constraint. That is, the head noun of a subject gap RC was much more easily interpreted

as the topic of a decontextualized sentence than the head noun corresponding to an object

gap.63

63 Alternatively, a preference for encoding the topic with subject may be due to a general perceptual
processing strategy of sentences, which treats the first noun as the agent of an action (Bever 1970:298-299).
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In summary, with respect to a relative processing difficulty of RCs, both the

thematic constraint and the Structural Distance Hypothesis make the same prediction for

both Japanese and English, namely easier relativization of the subject than the direct

object. At this point, no empirical evidence seems to exclusively choose one over the

other. However, several points should be mentioned. First, in order for the thematic

constraint to be empirically testable, it needs to be more explicit about how processing

difficulty is determined and where the difficulty occurs. For example, there has been

overwhelming evidence at least in English that shows that an increased working memory

load is observed at certain regions in a sentence, such as at the embedded verb and the

matrix verb. Unless the thematic constraint has some very good semantic-based reasons

to predict these memory costs at these particular points, distance-based explanations that

make reference to the use of working memory cannot be discarded. Second, the

Structural Distance Hypothesis and the thematic constraint are not necessarily mutually

exclusive. A relative clause is a construction that is used to fulfill specific

discourse-related, communicative functions, such as narrowing down a potential set of

referents. Therefore, any RC needs to conform to a basic functional requirement so that

the two clauses are related in a meaningful way. However, this does not necessarily

exclude the possibility that the association of a gap and a filler requires some processing

cost and that some sort of distance effect plays a role in this association.

One related question that can be asked on this issue is whether the thematic

constraint is the sole licensing condition for RCs in Japanese. In other words, can RCs in

different languages be explained by different sets of principles? This largely depends on
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the syntactic analysis that one assumes for Japanese RCs. In order to form a conclusion

on this issue, further studies are necessary in which each account (e.g., thematic

constraint and distance metrics) can be tested independently.

4.3.3 Further studies

The present study provided empirical evidence for the ease of processing subject

gap RCs in Japanese. However, in order to obtain a more detailed picture ofRC

processing, further studies are needed. The following are some of the possibilities as an

extension of the present study. First, it is necessary to investigate exactly what the parser

assumes when encountering a missing argument and where in the sentence a gap is

postulated. Since Japanese allows more than one possible analysis at a given point in a

sentence, information that points to which analysis is more likely to be assumed will be

useful in order to predict the parsing decisions at each point in a sentence (e.g., in

determining the position of a gap in a sentence). Second, the second experiment of the

present study varied the marking on the head noun - topic, nominative, and accusative.

However, a wide range of postpositions needs to be tested in order to determine whether

the size of the gap asymmetry differs depending on the postpositions, and whether the

parallel/nonparallel relation between gap and filler is manifested in all cases. Third,

previous studies have shown that an animacy contrast mitigates the difficulty the parser

experiences in processing object-gap RCs (Kutas 1997, Mak, Vonk, & Schriefers 2002,

Traxler, Morris, & Seely 2002). It is of empirical interest how the animacy of head

nouns influences the processing of single-gap RCs in Japanese. Fourth, the effect of

grammatical relations, case relations, and thematic roles on RC processing could be
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explored in more detail. Most previous studies, as well as the present one, have some

confounds in terms of grammatical relations and thematic roles. That is, the grammatical

subject is the agent of an action denoted by the embedded predicate, and the grammatical

object is the theme of the action. In order to tease apart these factors and see how salient

each type of information is in processing, it is necessary to test other combinations, such

as experiencer subjects.

4.3.4 Conclusion

The present chapter reported on two experiments that investigated the processing

of single-gap RCs. Like English, native speakers of Japanese found subject-gap RCs

easier to process than object-gap RCs. This subject-object asymmetry was interpreted as

reflecting a different structural position of the gap with which the filler must be

associated. Because a subject gap is higher in the structure and thus closer to the filler, it

is computationally easier to resolve a dependency. The appearance of a gap effect at the

filler indicates that the parser conducts a structural analysis rapidly and resolves a filler­

gap dependency as soon as it recognizes an RC structure. In a single-gap RC, such a

rapid analysis is possible because there is little ambiguity in terms of the number of gaps

and the position of the gap. There is only one gap in the RC, and its structural position is

uniquely identified by the case marking of the NP in the RC together with the argument

structure of the embedded verb. Therefore, as soon as the filler is found, a dependency

can be formed with the gap in the RC. However, a question arises as to whether other

types of information can be used to identify the position of a gap when there is more than

one gap in an embedded clause with which the filler can be associated. Another question
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is whether a subject-object asymmetry appears in sentence types where the primary

information source of structure building is non-syntactic. These questions are addressed

in more detail in the next chapter and tested in a different type of Res that involve

structural ambiguity.
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CHAPTERS

PROCESSING OF DOUBLE-GAP RELATIVE CLAUSES

The previous chapter presented evidence for a gap asymmetry in the processing of

single-gap RCs in Japanese. The online resolution of a filler-gap dependency was found

to be easier when the head noun (i.e., filler) corresponded to a subject gap than to an

object gap. The results supported the prediction proposed by the Structural Distance

Hypothesis. According to this hypothesis, subject-gap RCs are computationally less

costly since a subject gap is higher in the structure, and thus closer to the filler.

The primary goal of the present chapter is to collect additional evidence in favor

of a subject gap advantage. The structure examined in this chapter is a double-gap RC.

Unlike a single-gap RC in which only one of the arguments (i.e., subject or direct object)

of a transitive predicate is relativized, a double-gap RC involves relativization of two

arguments. The following illustrates an example for each type ofRC.

(1) a. Single-gap RC: subject is relativized

[ej sono seki-o yoyakushita] kyakuj-wa okotteita.
that seat-Acc reserved customer-TOP angry-was

'The customer who reserved that seat was angry.'

b. Single-gap RC: direct object is relativized

[Sono kyaku-ga ej yoyakushita] sekij-wa kitanakatta.
that customer-NOM reserved seat-ToP dirty-was

'The seat that the customer reserved was dirty.'
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c. Double-gap RC: both subject and direct object are relativized

[[ei ej yoyakushita] sekij-ga totemo kitanakatta] kyakuj-wa okotteita.
reserved seat-NoM very dirty-was customer-TOP angry-was

'(Lit)The customerj [that the seatj [that ej reserved ej] was very dirty] was angry.'

d. Double-gap RC: both subject and direct object are relativized

[[ej ej yoyakushita] kyakuj-ga jikan-ni okureta] sekij-wa katadukerareteita.
reserved customer-NOM time-to late-was seat-ToP put-away-was

'(Lit)The seat [that the customer [that ej reserved ej] was late] was put away.'

Sentence (la) involves relativization of the subject, where the head noun kyaku

'customer' corresponds to a subject gap. Sentence (Ib) is an instance ofrelativization of

the direct object where the head noun seki 'seat' corresponds to an object gap. In double-

gap RCs (Ie) and (ld), both kyaku 'customer' and seki 'seat' are relativized. Hence,

there is a sequence of gaps (subject gap and object gap) in the most embedded clause,

and these gaps must be related to fillers in higher positions. In sentence (Ie), the filler in

the intermediate clause (seki 'seat') is associated with the object gap and the filler in the

higher clause (kyaku 'customer') is associated with the subject gap. In sentence (Id), the

filler-gap association is reversed. The filler in the intermediate clause (kyaku 'customer')

corresponds to a subject gap and the filler in the higher clause (seki 'seat') corresponds to

an object gap. Throughout this thesis, the filler in the intermediate clause is referred to as

'close filler' and the filler in the higher clause is referred to as 'distant filler', reflecting

the distance between filler and gap.

Previous syntactic analyses of double-gap RCs have shown that a sentence in

which the distant filler is linked to a subject gap (e.g., (lc)) is preferred over one in which
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the distant filler is linked to an object gap (e.g., (Id)).64 It is therefore of empirical

interest whether this asymmetry is manifested in the online processing of double-gap RCs

and where the asymmetry appears.

Properties of double-gap RCs involve another interesting issue in the study of

sentence processing, namely the role of semantic/pragmatic information during

processing. Double-gap RCs are structurally ambiguous in that there is no

morphosyntactic information that specifies the dependencies between gap and filler.

Compare single-gap RC (I a) and double-gap RC (Ie), repeated here as (2a) and (2b)

respectively.

(2) a. Single-gap RC: subject is relativized

[ei sono seki-o yoyakushita] kyakuj-wa okotteita.
that seat-Acc reserved customer-TOP angry-was

'The customer who reserved that seat was angry.'

b. Double-gap RC: both subject and direct object are relativized

[[ei ej yoyakushita] sekij-ga totemo kitanakatta] kyakuj-wa okotteita.
reserved seat-NoM very dirty-was customer-TOP angry-was

'(Lit)The customerj [that the seatj [that ej reserved ej] was very dirty] was angry.'

In sentence (2a), the RC is analyzed as involving a subject gap since the embedded

predicate 'reserved' is transitive (requiring both subject NP and direct object NP), and the

NP within the embedded clause (seki-o 'seat-ace') has an accusative marker. In double-

64 Double-gap RCs have been the focus of numerous studies since they challenge the notion ofSubjacency,
constraints on syntactic movement assumed in the framework of Government and Binding theory
(Chomsky 1981,1982). For various syntactic analyses of these structures including some asymmetries in
judgments, see Hasegawa 1984-5, Huang 1984, Haig 1979, 1996,2000, Imai 1986, Izutani 1995, Kuno
1973, De 1982, among others.
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gap RCs, in contrast, both arguments of the embedded predicate are relativized and thus

there is no overt case-marked NP in the most embedded clause. The parser will

recognize that there are two gaps (subject gap and object gap), but there is no formal cue

that indicates the dependencies between gaps and fillers. Note that the case markers on

the fillers (-ga on 'seat' and -wa on 'customer') indicate the grammatical relation of those

NPs in the matrix clause, but they do not indicate the roles with respect to the embedded

predicate. In this sense, the association of a gap and its filler must be determined based

on other, non-structural information.

One useful source of information comes from semantics/pragmatics. Consider

sentence (2b) again. Despite a global structural ambiguity, Japanese speakers may find

the roles of fillers unambiguous. This is presumably because semantic/pragmatic

information from the embedded verb reserved and the two fillers seat and customer

makes obvious the thematic roles of the fillers - customer as an agent and seat as a theme.

This suggests that the parser makes active use of semantic/pragmatic information in order

to carry out a structural analysis of double-gap RCs. A question then arises as to how the

relative strength of semantic/pragmatic information modulates the processing of double­

gap RCs, in particular, the subject-object asymmetry involving the distant filler.

This chapter consists of three main studies - one offline survey and two online

self-paced reading experiments. The offline survey was aimed at obtaining baseline data

that is relevant for the online experiments. It examined Japanese native speakers'

judgments about the overall naturalness of the constructions, the argument relationship of
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the fillers to the embedded predicate, and the possibility of misanalysis involved in these

structures.

The first self-paced reading experiment investigated a subject-object asymmetry

in the processing of double-gap RCs. Sentences whose distant filler corresponds to a

subject gap were compared with sentences whose distant filler corresponds to an object

gap. Note that the distant filler is the position where the parser recognizes a double-gap

RC structure and resolves a filler-gap dependency. Also, it has been shown that the

resolution of a filler-gap dependency is less costly when involving a subject gap than

when involving an object gap. Then, a reasonable prediction would be that a distant filler

corresponding to a subject gap should be read faster than a distant filler corresponding to

an object gap.

The second self-paced reading experiment explored the role of

semantic/pragmatic information in the processing of double-gap RCs, and its effect on

the subject-object asymmetry. Questions that are addressed are: (1) how the parsing of

ambiguous structure is influenced by varying the relative strength of the pragmatic bias

that constrains the thematic roles of filler, and (2) whether the magnitude of the gap

asymmetry changes depending on the strength of the pragmatic information.

There is one issue that needs clarification before investigating the online

processing of double-gap RCs in Japanese in detail. With respect to the difficulty

involved in the long-distance dependency with an object gap, an issue exists as to

whether the difficulty reflects a mere computational cost associated with different

structural positions of the gap or whether it reflects an unparsable configuration for the
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sentences with multiple filler-gap dependencies. For example, Fodor (1978) proposed a

constraint that prohibits certain types of filler-gap dependencies.65

(3) The Nested Dependency Constraint (NDC) [Fodor 1978:448]

If there are two or more filler-gap dependencies in the same sentence, their scopes
may not intersect if either disjoint or nested dependencies are compatible with the
well-formedness conditions of the language.

Sentences (Ie) and (ld) are repeated below as (4a) and (4b) to illustrate this constraint to

Japanese double-gap RCs.

(4) a. Double-gap RC: distant filler involving a subject gap

[J lj yoyakushi1a] seLrga totemo kitanakatta] kyli-wa okotleita.
reserved seat-NoM very dirty-was customer-TOP angry-was

'(Lit)The customerj [that the seatj [that ej reserved ej] was very dirty] was angry.'

b. Double-gap RC: distant filler involving an object gap

I I
yoyakushita] kyakuj-ga jikan-ni okureta] sekij-wa katadukerareteita.
reserved customer-NOM time-to late-was seat-ToP put-away-was

'(Lit)The seat [that the customer [that ej reserved ej] was late] was put away.'

In (4a), the two dependency lines are nested, while in (4b), those lines are crossed.

Therefore, (4b) is unacceptable.

The asymmetry has also been explained on syntactic grounds. For instance,

Hasegawa (1984-5) and Huang (1984) argued that the asymmetry stems from a

65 For related arguments, see Pesetsky (1982), De (1982), cf. also Bach, Brown, Marslen-Wilson (1986).
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distribution of different empty categories at different syntactic positions. The empty

category at the subject position is a null pronominal, which can be freely coindexed with

its non-local antecedent. In contrast, the empty category in the object position cannot be

a null pronominal, but must be a variable created by movement. Since there are

constraints on a movement operation, long-distance extraction of an object gap is

prohibited.

However, as I mentioned briefly in the previous chapter, there has been an

argument that the well-formedness of Japanese RCs is best explained by

semantic/pragmatic considerations rather than structural ones (Haig 1979, 1996, Izutani

1995, Kornfilt, Kuno, & Sezer 1980, Kuno 1973, 1976). These researchers have

presented numerous examples that would violate the NDC but are still acceptable. The

presence of counterexamples suggests that it may be difficult to maintain the position that

double-gap RCs with crossed dependencies (or with long-distance object extraction) are

ungrammatical across-the-board in Japanese. At the same time, this shows that the role

of semantic/pragmatic information in the interpretation of Japanese RCs needs to receive

more attention from the processing point of view.

To summarize the discussion, the subject-object asymmetry in double-gap RCs is

an unresolved issue. The present study pursues the hypothesis that double-gap RCs with

object-linked distant filler are parsable, and explores the possibility that the asymmetry

may reflect a difference in computational cost associated with different structural

positions of gaps.
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5.1 Experiment 3

This offline survey was conducted in order to obtain Japanese native speakers'

intuitive judgments about double-gap RCs.66 Offline judgment data is a useful way of

obtaining information about the overall complexity of a structure and the processing

difficulty the parser could experience in processing those structures (Bach, Brown, &

Marslen-Wilson, 1986, Babyonyshev & Gibson, 1999, Mazuka, Itoh, Kondo 2002:143).

It is also considered to be informative when the construction is so complex that online

data alone may not be able to provide straightforward answers to research questions. The

predictions in the subsequent online experiments were formulated based on this offline

data.

5.1.1 Method

5.1.1.1 Participants

Twenty-five graduate students at the NAIST and people from the surrounding

community participated in the survey. All were native speakers of Japanese. They were

also participants in some unrelated online experiments and were paid for their

participation.

5.1.1.2 Materials

Twenty-four sets of double-gap RCs were prepared for the survey. Each set

consisted of six sentences which varied in terms of two factors - Pragmatic bias (strong

vs. mild vs. null) and Gap type (subject-gap vs. object-gap). The pragmatic bias was

66 lowe gratitude to Dr. Edson Miyamoto who suggested the importance of conducting an offline survey.
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pretested, as described in Appendix A. The sentences in (5) illustrate these six

conditions.67 The specific predictions for these materials are given below in Section

5.1.1.6.

(5) a. Strong bias, distant filler involving a subject-gap

[[ei ej yoyakushita] sekir @ totemo kitanakatta] kyakui-wa ueitoresu-o yonda.
reserved seat-NoM very dirty-was customer-TOP waitress-Acc called

Plausible interpretation: 'The customer that the seat that (he) reserved was dirty called
a waitress.'

Implausible interpretation: 'The customer that the seat that reserved (him) was dirty
called a waitress.'

b. Strong bias, distant filler involving an object-gap

[[ei ej yoyakushita] kyakui-@ totemo kitanakatta] sekij-wa ueitoresu-ga soojishita.
reserved customer-NOM very dirty-was seat-ToP waitress-NOM cleaned

Plausible interpretation: 'As for the seat that the customer that reserved (it) was dirty,
a waitress cleaned (it).'

Implausible interpretation: 'As for the seat that the customer that (it) reserved was
dirty, a waitress cleaned (it).'

c. Mild bias, distant filler involving a subject-gap

[[ei ej yonda] teninj-@ totemo shitsureidatta] kyakui-wa tenchoo-ni koogishita.
called clerk-NoM very rude-was customer-TOP manager-to complained

More plausible interpretation: 'The customer that the clerk that (he) called was very
rude complained to the manager.'

Less plausible interpretation: 'The customer that the clerk that called (him) was very
rude complained to the manager.'

d. Mild bias, distant filler involving an object-gap

[[ei ej yonda] kyakui-@ totemo shitsureidatta] teninrwa tenchoo-ni soodanshita.
called customer-NOM very rude-was clerk-ToP manager-to consulted

More plausible interpretation: 'The clerk that the customer that called (him) was
very rude consulted with the manager.'

Less plausible interpretation: 'The clerk that the customer that (he) called was very
rude consulted with the manager. '

67 The coindexation in the sample sentences represents the one for the plausible interpretation.
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e. Null bias, distant filler involving a subject-gap

[[ej ej yonda ] tsumaj-@: terebi-o miteita] ottoj-wa niwa-ni deta.
called wife-NoM TV-ACC watching-was husband-ToP yard-to went

Assigned interpretation: 'The husband that the wife that (he) called was watching TV
went out to the yard.'

Equally possible interpretation: 'The husband that the wife that called (him) was
watching TV went out to the yard.'

f. Null bias, distant filler involving an object-gap

[[ej ej yonda] ottOj-@: terebi-o miteita] tsumaj-wa niwa-ni deta.
called husband-NoM TV-ACC watching-was wife-ToP yard-to went

Assigned interpretation: 'The wife that the husband that called (her) was watching TV
went out to the yard.'

Equally possible interpretation: 'The wife that the husband that (she) called was
watching TV went out to the yard.'

The first factor, Pragmatic bias, refers to the strength of pragmatic information

(i.e., people's world knowledge or common sense) that constrain the plausible thematic

roles of fillers. It had three levels - strong bias, mild bias, and null bias. (In the above

examples, fillers are underlined and the most embedded predicate is the first word of each

sentence.) In the strong bias condition (e.g., sentence (a) and (b)), the thematic role of

each filler is uniquely identifiable based on general pragmatic knowledge. For example,

'customer' is the only plausible agent and 'seat' is the only plausible theme for the

transitive verb 'reserve'. The reverse pattern is implausible. In the mild bias condition

(sentences (c) and (d)), one filler is more plausible as the agent than the other, although

the reverse pattern is not impossible. For example, for the fillers 'customer' and 'clerk',

the former is more plausible as agent than the latter in an action denoted by the verb 'call'.

In the null bias condition (sentence (e) and (f)), 'wife' and 'husband' are equally good as

agent or theme.
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The second factor, Gap type, involves the type of gap with which a distant filler is

associated. (In the above examples, distant fIllers are indicated with double underlines

and closer fillers with single underlines.) In the subject gap condition (sentences (a) and

(c)), the distant filler is the only or more plausible agent, thus more likely to be associated

with a subject gap in the embedded clause. In the object gap condition (sentences (b) and

(d)), the distant filler is the only or more plausible theme, thus more likely to correspond

to an object gap in the embedded clause. For the fillers in the null bias condition

(sentences (e) and Cf)), both the distant and the close filler are equally good as either

agent or theme. Therefore, the assignment of sentences to the subject gap or the object

gap condition was made arbitrarily in order to maintain a factorial design. In the

experiments reported here, a main effect of Gap type is not expected to appear in the null

bias condition.

Each sentence consisted of three clauses - the most embedded clause (RC I), the

intermediate clause (RC2), and the matrix clause. Sentence (5a), repeated here as (6),

illustrates the structure.

(6) Double-gap RC

wI w2 w3 w4 w5 w6 w7
[RC2 [RCI ei ej yoyakushita] sekij-ga totemo kitanakatta] kyakui-wa ueitoresu-o yonda.

reserved seat-NoM very dirty-was customer-TOP waitress-Acc called
'The customer that the seat that (he) reserved was dirty called a waitress.'

Word I is the predicate of the most embedded clause (RCI). Since both arguments of

this clause are relativized, this is the only overt element in the clause. RC I modifies the

subject (word 2) of an intermediate clause (RC2), and words 3 and 4 constitute the
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predicate associated with this subject. RC2 modifies the subject of the matrix clause

(word 5). Words 6 and 7 are the remaining elements of the matrix clause.

For each sentence, the predicate of the intermediate clause (words 3 and 4) was

designed to be semantically compatible with the immediately following NP (word 5).

For example, in the above sentence, the correct reading of the intermediate clause is 'the

seat was very dirty' where 'very dirty' is the predicate of the preceding subject NP 'the

seat'. However, 'very dirty' could be semantically compatible with the following NP

'customer' , although it is not syntactically correct. This manipulation was made in order

to see whether people might be led to an incorrect structural analysis when reading a

sentence with a highly complex structure (e.g., Christianson, Hollingworth, Halliwell, &

Ferreira 2001, Frazier 1985, Gibson & Thomas 1999, Traxler, Morris, & Seely 2002).68

These twenty-four sets oftest items were distributed into six presentation lists

using a Latin Square design. In this way, each participant, who was assigned to one of

the lists, read only one of the six conditions in each set, and sentences in each condition

were read by the same number of participants. Fifty-five non-experimental sentences

with various sentence structures were inserted into each list in a pseudorandom order, so

that at least one non-experimental sentence intervened between any two test sentences. A

complete list of test materials is given in Appendix F.

68 lowe thanks to Edson Miyamoto and Fumiko Yamada who pointed out such possibilities in double-gap
Res.
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5.1.1.3 Design

Experiment 5 was designed for a two-way ANOVA with repeated measures on

both Pragmatic bias and Gap type. The first independent variable, Pragmatic bias, had

three levels - strong, mild, and null. The second independent variable, Gap type, had two

levels - subject gap and object gap. Crossing these two factors, the experiment had a

total of six conditions.

The dependent variables in this experiment were responses to three different

questions asked for each condition. See Section 5.1.1.7 for how to calculate dependent

variables.

5.1.1.4 Pretest norming study 2

A paper-and-pencil questionnaire was conducted in order to check the test

sentences in terms of two points - (1) whether the pragmatic factors manipulated in the

experiment had the intended bias, and (2) whether the intermediate predicate was

semantically compatible not only with the preceding NP but also with the immediately

following noun. A complete description of the questionnaire and the results are provided

in Appendix A.

5.1.1.5 Procedure

The main offline survey was conducted using paper-and-pencil questionnaires,

with each survey containing seventy-nine (24 test and 55 non-experimental) sentences.

Each sentence had three questions, and the participant was instructed to answer on a 5­

point scale. The first question asked about the overall naturalness of each sentence. The
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second question examined a preference in interpreting the two fillers in relation to the

embedded predicate. The third question tested the likelihood of an incorrect association

between an intermediate predicate and its immediately following NP. The following are

sample questions for sentences (5a) and (5b). In the actual survey, instructions and

sentences were all written in Japanese.

(7) a. Strong bias, distant filler involving a subject-gap (repeated from (3a))

Ql:
Q2:

Q2:

;: OX5t:i::{*~j:, ;i:~h\

J::O):)(h\ G l~h\Jm~T*~ lJ~o

E3~ 1 2 3 4 5 7FE3~

C v\"5 f9nRh\'"C'~ 2tgh\o
~j:v\ 1 2 3 4 5 v\v\jt

J C v\ "5f9nRh\'"C'~ 2tgh\o
~j:v\ 1 2 3 4 5 v\v\jt

[[ei ej yoyakushita] sekij-ga totemo kitanakatta] kyakui-wa ueitoresu-o yonda.
reserved seat-NoM very dirty-was customer-TOP waitress-Acc called

'The customer that the seat that (he) reserved was dirty called a waitress.'

Q1: The meaning of this sentence is:
Very natural 1 2 3 4 5 Very unnatural

Q2: For this sentence, is it possible to interpret as 'the customer reserved the seat?
Yes 1 2 3 4 5 No

Q3: For this sentence, is it possible to interpret as 'the customer was dirty'?
Yes 1 2 3 4 5 No

b. Strong bias, distant filler involving an object-gap (repeated from (3b))

Ql:
Q2:

Q2:

;: O):)(:i::{*~j:, ;i:~h\

J::O):)(h\ G l~h\Jm~T*~ Gt~o J
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[[ej ej yoyakushita] kyakuj-ga totemo kitanakatta] sekij-wa ueitoresu-ga soojishita.
reserved customer-NOM very dirty-was seat-ToP waitress-NOM cleaned

'The seat that the customer that reserved (it) was dirty, a waitress cleaned (it).'

Q1: The meaning of this sentence is:
Very natural 1 2 3 4 5 Very unnatural

Q2: For this sentence, is it possible to say 'the customer reserved the seat'?
Yes 1 2 3 4 5 No

Q3: For this sentence, is it possible to say 'the seat was dirty'?
Yes 1 2 3 4 5 No

The sentence presented for judgment in Q2 was identical in subject-gap and

object-gap conditions for each pragmatic bias pair. This was to examine whether there is

a preference for associating the distant filler with a subject gap of an embedded predicate,

and how this preference is influenced by the pragmatic bias. If there is such a preference,

Q2 in (7a) should produce more 'yes' responses than in (7b). It should be noted, however,

that responses to Q2 may be biased toward 'yes' since people in general tend to say 'yes'

more often rather than 'no', especially when the putative preferred interpretation is

associated with 'yes'. The following is a summary ofthe conditions and the sentences

given for judgment in Q2.

Table 5.1. Experiment 3: Summary of conditions and interpretation for Q2.
Pragmatic Gap Embedded Closer Distant Interpretation presented
bias type predicate filler filler to participants
Strong S-gap reserved seat customer The customer reserved

O-gap reserved customer seat the seat.
Mild S-gap called clerk customer The customer called the

O-gap called customer clerk clerk.
Null S-gap called wife husband The husband called the

O-gap called husband wife wife.
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For Q3, the interpretation given for judgment is syntactically incorrect, requiring

the intermediate predicate to be incorrectly associated with the immediately following NP.

This was to test if the probability of an anomalous association varies across conditions.

For a majority of the non-experimental sentences, the interpretation given for judgment

had one of two or more possible interpretations. For the rest, the number of correct and

incorrect answers was counterbalanced. Overall, approximately half of the sentences

were grammatical interpretations and the other half were ungrammatical interpretations.

The instruction and sample questions were provided on the first page of the

questionnaire. Test sentences started on the second page, and participants were asked to

give their intuitive judgments to each sentence without spending too much time. The

non-experimental sentences were all grammatical; some involved ambiguity.

5.1.1.6 Predictions

There are two types of information sources that the parser is assumed to use in

interpreting a double-gap RC - pragmatic information and a preference for assigning the

distant filler to a subject gap. The first information source comes from an assumption

that the parser will make use of semantic/pragmatic information in an analysis of double­

gap RCs that involve structural ambiguity. The second information source was based on

the putative computational advantage of a dependency between a filler and a subject gap

versus an object gap. (See Chapter 4 for supporting evidence for a subject gap

preference.) Also, scholars who have analyzed these sentences showed an intuitive

preference for associating the distant filler with a subject gap (e.g., Haig 1979, 1996,

2000, Huang 1984, Hasegawa 1984-5, Kuno 1973, among others). It is important to note
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that the preference for forming a dependency with a subject gap is manifested most

straightforwardly at the distant filler, rather than at the close filler. At the close filler,

there are two gaps which the filler can be potentially associated with. Then, the parsing

decision can be influenced by not only the computational cost in favor of a subject gap,

but also other factors, such as a preference to fill an object gap so that the resultant

structure conforms to the more frequent subject-drop pattern or a preference to fill the

theme slot of an argument grid. Furthermore, even ifthere is a subject gap preference at

the close filler, it is not clear how strongly the preference influences the parsing decision

at this early point in a sentence and how costly the processing becomes when such a

preference is violated. For these reasons, it is assumed that the preference for a subject

gap becomes evident at the distant filler.

5.1.1.6.1 Predictions for Ql: Sentence naturalness

Question 1 asked about the overall naturalness of a sentence. Two different

patterns of responses were predicted. Figure 5.1 presents the first pattern.

'Unnatural' 5

S-gap
O-gap

'Natural' 1 '------------
Strong Mild Null

Figure 5.1. Experiment 3: Predictions for Q1 - (1).

This pattern represents the cases where sentence naturalness is judged solely

based on the clarity of the information. When the information is clear, it is easy to
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interpret a sentence. Thus, the sentence is judged to be natural. Assuming that the

plausibility of fillers is the only information available in a sentence that provides a clue

about the structure of the double-gap RC, it was predicted that the stronger the pragmatic

bias, the more natural the sentence seems.

Figure 5.2 presents the second predicted response pattern.

O-gap'Unnatural' 5

'Natural' 1

•........................•

~ap
Strong Mild Null

Figure 5.2. Experiment 3: Predictions for Ql - (2).

In this pattern, sentence naturalness is determined by evaluating how well the

preferred structure is supported by other information. Simply, the more plausible it is to

interpret the distant filler as the subject of an embedded predicate, the more natural the

sentence is.

First, double-gap RCs in the subject-gap condition should be judged more natural

than sentences in the object-gap condition since the distant filler in the former condition

is more plausible as agent than as theme. Within the subject-gap conditions, the

naturalness scores will increase as the pragmatic bias becomes stronger. It follows that

the stronger the bias, the easier it is to interpret the distant filler as the subject. In other

words, the weaker the bias, the more difficult it is to say that the distant filler is the agent.
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Under these circumstances, the interpretation becomes unstable and the naturalness

scores will show variation.

Within the object-gap conditions, in contrast, the sentence is judged more

unnatural as the pragmatic bias becomes stronger. For example, in the strong bias

condition, pragmatics clearly indicates that the distant filler is the theme. This creates the

strong mismatch with the preferred structure. In the mild bias condition, the mismatch

between pragmatic information and the preferred structure still exists. But since the

pragmatic bias is weak, it leaves more possibility of interpreting the distant filler as the

agent. Therefore, fewer 'unnatural' responses are predicted compared to the strong bias

condition.

As for sentences in the null bias condition, no distinction is predicted between

subject-gap and object-gap conditions. This is because, with no pragmatic bias, there is

no match or mismatch with the preferred structure.

5.1.1.6.2 Predictions for Q2: Gap assignment preference for two fillers

Question 2 asked, for example, whether or not the interpretation 'the customer

reserved the seat' is a legitimate interpretation for a given strong-bias double-gap Re.

Three different response patterns were predicted.

Figure 5.3 shows the first prediction.
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'No' 5

'Yes' 1

....................................................... a-gap

••--_.--_. S-gap

Strong Mild Null

Figure 5.3. Experiment 3: Predictions for Q2 - (1).

This prediction assumes that a judgment is made solely on the basis of structural

preference, namely, assigning a distant filler to a subject gap. Since the distant filler of a

test sentence is interpreted as the subject of the sentence given for judgment, predominant

'yes' responses should be obtained for sentences in the subject gap conditions. On the

other hand, predominant 'no' responses should be obtained when the distant filler of a

double-gap RC is interpreted as the direct object ofthe sentence given for judgment. RCs

in the object gap condition belong to this category. Overall, there is expected to be a

robust main effect of Gap type, with no main effect of Pragmatic bias or the interaction.

If the above pattern is observed, that would imply that people interpret the distant filler of

a double-gap RC as the subject of the embedded predicate, no matter how pragmatically

implausible the interpretation is.

Figure 5.4 presents the second prediction, in which both structural preference and

pragmatic bias are taken into account for judgment.
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'No' 5

'Yes' 1

.......................... O-gap:===:----- S-gap

Strong Mild Null

Figure 5.4. Experiment 3: Predictions for Q2 - (2).

Following a preference for interpreting the distant filler as the subject of an

embedded predicate, double-gap RCs in the subject-gap condition will produce more

'yes' responses than double-gap RCs in the object-gap condition. However, judgment

will also be strongly influenced by the pragmatic plausibility of the interpretation.

Consider the subject-gap condition first. In this condition, the 'yes' response

represents an interpretation in which the distant filler is taken to be the subject of an

embedded clause. The gradual decrease in 'yes' responses from the strong bias to the

null bias reflects the relative strength of the pragmatic support for the structural

preference. The more strongly the pragmatic bias supports the subject gap interpretation

ofthe distant filler, the more 'yes' responses will be obtained. For example, in the strong

bias condition, 'customer' at the distant filler is the only plausible subject for 'reserving a

seat'. In the mild bias condition, 'customer' at the distant filler is more plausible as the

subject of 'called (the clerk)'. However, because the reverse assignment is still possible

('the clerk called the customer'), judgment will be less definite. When the bias is null,

'husband' at the distant filler is a plausible subject of 'called (the wife)'. But it is equally

good as the direct object. Therefore, more variation is expected, which leans responses

toward 'no'.
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Now consider the object-gap condition, in which the 'yes' response represents an

interpretation in which the close filler is taken as the subject of an embedded clause. The

more strongly the pragmatic information biases the close filler to be the subject, the more

'yes' responses will be obtained. In the strong bias condition, the close filler 'customer'

is the only pragmatically possible subject of 'reserved (a seat)'. Therefore, there will be a

strong tendency to respond 'yes', even though it is structurally dispreferred. In the mild

bias condition, the structural preference favors interpretation of the distant filler 'clerk' as

the subject of 'called', while the pragmatic information weakly favors interpreting the

close filler 'customer' as the subject. Since pragmatics is not so strongly constraining,

fewer 'yes' responses are produced than in the strong bias condition. In the null bias

condition, structural preference favors the distant filler 'wife' as the subject of 'called',

while pragmatic information does not provide any bias to either interpretation. Therefore,

more 'no' responses are predicted.

Overall, the tendency to say 'no' is slightly greater in the object-gap condition

than in the subject-gap condition. This reflects the presence of a mismatch between

structural preference and pragmatic support in the object-gap condition. That is, in the

subject-gap condition, the stronger the pragmatic bias, the more the structural preference

is reinforced. On the other hand, in the object-gap condition, the stronger the pragmatic

bias, the less the structural preference is supported.

Finally, at this point it is not yet clear which information source - structural or

pragmatic - has a stronger influence onjudgments. For example, in object-gap Res in

the mild bias condition, pragmatics favors interpretation of the close filler to be
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interpreted as the subject, while structural preference favors the opposite. If the structural

preference is more influential than pragmatic information, then more 'no' responses will

be obtained than in Figure 5.4 above. Likewise, more 'no' will be found in the object-

gap null bias condition, since pragmatics is assumed to provide no bias. Figure 5.5 below

presents an alternative version to Figure 5.4, assuming a stronger structural preference.

'No' 5

'Yes'l
Strong Mild Null

O-gap

S-gap

Figure 5.5. Experiment 3: Predictions for Q2 - (3).

5.1.1.6.3 Predictions for Q3: Anomalous interpretation of intermediate predicate

Question 3 investigated the probability of misanalyzing the intermediate predicate

as modifying the immediately following NP. Figure 5.6 presents the prediction.

'Yes' 1

O-gap
S-gap

'No' 5
Strong Mild Null

Figure 5.6. Experiment 3: Predictions for Q3.

It has been reported that the parser may permit an ungrammatical analysis when

sentences are structurally complex and/or computationally demanding (Gibson &

149



Thomas 1999, Frazier 1985, Christianson et al. 2001). Taking these insights to the

present study, I interpret the 'perceptual difficulty' of a sentence as an index of

computational cost. That is, more misanalysis will be observed as the perceptual

difficulty of a sentence increases. I assume that 'perceptual difficulty' increases as a

sentence becomes more ambiguous and when the sentence involves more conflicting

information, such as the case where structural information does not coincide with the

pragmatic information. In Q3, 'yes' responses represent an interpretation in which the

intermediate predicate is misanalyzed as modifying the following NP.

Taking these factors into consideration, it is predicted that sentences in the weaker

pragmatic bias conditions should produce more 'yes' responses. A sentence becomes

more ambiguous when the pragmatic bias becomes weaker. Furthermore, sentences in

the object-gap condition are predicted to produce more 'yes' responses than other

sentences. This is because two information sources - pragmatic bias and structural

preference - conflict with each other in these sentences. Since the pragmatic bias

strongly favors the structurally dispreferred interpretation in the strong bias condition,

more 'yes' responses are predicted in this condition than in the mild bias condition. As

for sentences in the null bias condition where the two fillers are equally good as agent or

theme, no conflict should arise. Therefore, no distinction is predicted.

5.1.1.7 Data analysis

The grand mean for each participant was first calculated based on the nineteen

filler sentences that had unambiguous answers for Questions 2 and 3. Then, any

participant whose mean was above or below all participants' <grand mean ± SD> was
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discarded. With this criterion, one participant's data was discarded. The results

presented below, therefore, were based on the data from a total of twenty-four

participants.

For each question, a condition's mean was calculated for each participant (FI) and

for each item (F2). A 3x2 ANOVA with repeated measures on both Pragmatic bias

(strong, mild, and null) and Gap type (subject-gap and object-gap) was performed for

each question, by treating the factors as within-participants (FI) variables. A separate

3x2 ANOVA with repeated measures was carried out for each question, treating

Pragmatic bias and Gap type as within-items (F2) variables. When the interaction of two

factors turned out to be significant, subsequent analyses (e.g., one-way ANOVAs) were

conducted to examine the nature of the interaction.

5.1.2 Results

5.1.2.1 Question 1: Sentence naturalness

Table 5.2 and Figure 5.7 present the results for Ql, addressing the overall

naturalness of each sentence.

Table 5.2. Experiment 3: Mean naturalness scores (Ql)
(l natural ~ 5 unnatural).

Subject-gap Object-gap
Strong bias 2.2917 3.5521
Mild bias 3.3542 3.6563
Null bias 3.5729 3.6771
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Figure 5.7. Experiment 3: Mean naturalness scores (Ql) (1 natural ~ 5 unnatural).

Two-way ANOVA results produced robust effects of Pragmatic bias, Gap type,

and their interaction (Pragmatic bias: F1(2,46)=17.199, P <.001, F2(2,46)=8.502, P =.001;

Gap type: F1(1,23)=34.464, p <.001, F2(1,23)=33.638, p <.001; Interaction:

F1(2,46)=15.845, P <.001, F2(2,46)=7.542, P =.001). As Figure 5.7 shows, the magnitude

of the subject-object gap difference varied across the pragmatic bias conditions. When

the distant filler was strongly biased as agent, the sentences received more 'natural'

responses. When the distant filler was strongly biased as theme, the sentence was judged

as more 'unnatural'. The gap difference was significant in both participant and item

analyses (F1(1,23)=62.37l, p <.001; F2(1,23)=23.04l, p <.001) in this strong bias

condition. A similar but much weaker tendency was found in the mild bias condition

with fillers such as 'customer' and 'clerk'. Sentences with a plausible agent 'customer'

at the distant filler were judged as more 'natural' than those with a plausible theme
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'clerk' at the distant filler. But the difference was significant only in the participant

analysis (Fl(l,23)=4.529, p =.044; F2(l,23)=2.567, p=0.123). In the null bias condition

(i.e., sentences with fillers that were equally good as agent or theme), sentences were

rated as equally unnatural (F1(l,23)=0.328, p=.572; F2(l,23)=0.444, p=.512).

The overall results matched neither of the predictions given in Figures 5.1 and 5.2.

Contrary to the first prediction, there was no evidence that sentence naturalness was

judged solely on how clearly the pragmatic information marked the thematic role of

fillers. The type of gap linked to a distant filler seemed to be an important factor in

determining the naturalness of a sentence. Also, contrary to the second prediction, there

was no gradual decrease or increase in sentence naturalness along with the pragmatic bias

in either the subject gap or the object gap conditions. Rather, the results showed that the

judgment of sentence naturalness splits into two groups - the natural one and the

unnatural one.

The results of Question 1 can be summarized into the following three major

findings. First, sentences were split into two categories, natural and unnatural. When the

distant filler of a sentence was pragmatically disambiguated as the agent of an embedded

verb, the sentence was judged to be natural. The other sentences were judged as almost

equally unnatural, regardless of the pragmatic bias or gap type. These results suggest that

pragmatically 'unambiguous' marking and a distant filler linked to a subject gap are both

necessary for a double-gap RC to be acceptable. Second, sentences in the mild bias

condition received a high percentage of 'unnatural' ratings, regardless of whether the

distant filler was (mildly) biased as an agent or a theme. Although the sentences with a
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mildly agent-biased distant filler were judged to be less unnatural than the sentences with

a mildly theme-biased distant filler, the difference was very small and significant only in

the participant analysis. It seems that sentences in the mild bias condition were treated in

a similar manner to those in the null bias condition. Third, sentences in the object-gap

condition were rated as equally unnatural, as indicated by the flat line across the three

pragmatic bias conditions. Taken together with the second finding, i.e., no distinction

between the mild and null bias conditions, the results suggest that pragmatic bias had

almost no effect as far as the sentence naturalness is concerned. It helped only when the

bias unambiguously indicated that the distant filler was an agent.

To summarize, the results for Q1 showed a preference for linking the distant filler

to a subject gap only when the filler was unambiguously marked as the agent (i.e., the

strong bias condition). All other sentences were rated as equally 'unnatural'. Since

there was no distinction in naturalness ratings between the unambiguous dispreferred

structure (i.e., strong bias object-gap condition) on the one hand and the ambiguous

sentences (i.e., sentences in the mild and null bias conditions) on the other, it seems that

the naturalness judgment draws on both the ambiguity and the structural preference of a

sentence. It will be interesting to examine whether the online processing of these

sentences would show the same interaction of these factors as well.

5.1.2.2 Question 2: Gap assignment preference

Question 2 tested how Japanese native speakers interpreted the two fillers in

relation to the embedded verb. For convenience, Table 5.3, repeated from Table 5.1,

154



provides a summary of the six conditions and the sentences given for judgment. Table

5.4 and Figure 5.8 present the results.

Table 5.3. Experiment 3: Summary of conditions and interpretations for Q2.
Pragmatic Gap Embedded Closer Distant Interpretation presented
bias type predicate filler filler to participants
Strong S-gap reserved seat customer The customer reserved

O-gap reserved customer seat the seat.
Mild S-gap called clerk customer The customer called the

O-gap called customer clerk clerk.
Null S-gap called wife husband The husband called the

O-gap called husband wife wife.

Table 5.4. Experiment 3: Gap assignment preference for fillers (Q2
Subject-gap Object-gap

1. Strong bias 1.8542 1.9063
2. Mild bias 2.0938 2.9896
3. Null bias 2.5938 3.4583
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Figure 5.8. Experiment 3: Gap assignment preference for fillers (Q2).
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The results oftwo-way ANOVAs found significant main effects of Pragmatic bias

and Gap type and their interaction (Pragmatic bias: F j(2,46)=33.604, p <.001,

F2(2,46)=27.278, P <.001; Gap type: F j(1,23)=12.858, p =.002, F2(1,23)=12.429, P

=.002; Interaction: Fj(2,46)=7.047, p =.002, F2(2,46)=4.l69, P =.022). The interaction

was due to the absence of a Gap effect in the strong bias condition, while there was a

clear Gap difference in the mild and null conditions. The results of one-way ANOVAs

confirmed this: a null effect of Gap type in the strong bias condition (F j(1,23)=0.099,

p=0.756; F2(1,23)=0.094, p=0.762), and a significant main effect of Gap type in the other

two conditions (mild bias, F j(1,23)=12.266, p =.002, F2(1,23)=16.042, P =.001; null bias,

F j(1,23)=13.048, p =.001, F2(1,23)=6.288, P =.02).

The null effect of Gap type in the strong bias condition suggests that Japanese

speakers consistently accepted the given interpretation (e.g., 'the customer reserved the

seat'), whether 'customer' appeared at the distant filler or at the close filler in the

sentence they read. Although it was predicted that the strong bias condition would

produce more 'yes' responses than other bias conditions due to the strong pragmatic

constraint, the complete absence of a gap asymmetry in the strong bias condition was

unexpected. If there is a preference for assigning the distant filler to a subject gap,

sentences in the strong bias object-gap condition should produce more 'no' responses

because of the mismatch between structural preference and pragmatic support.

Interestingly, recall that sentences in this condition were rated as 'unnatural' in Ql. It

seems that Japanese speakers were forced to interpret the close filler as linked to the
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subject gap since the pragmatic information was so strong that no alternative

interpretation was possible. But they did not like this (strong bias object-gap) structure.

The absence of gap difference in the strong bias condition clearly contrasted with

the patterns found in the mild and null bias conditions, where both the pragmatic bias

factor and the gap factor seem to be at work. With regard to the gap difference, more

'no' responses were obtained in the object gap conditions than in the subject gap

conditions. Recall that 'yes' response in the subject gap condition corresponded to an

interpretation in which the distant filler is associated with a subject gap. In the object-gap

condition, the 'yes' response corresponded to an interpretation in which the distant filler

is linked to an object gap. The fewer 'yes' responses in the object gap condition than in

the subject gap condition suggests that there is a preference among Japanese native

speakers for assigning the distant filler to a subject gap over to an object gap. It is,

however, important to note that such a preference is manifested only when the pragmatic

information constrains weakly enough for an alternative interpretation to be possible. As

for the pragmatic bias difference, more 'no' responses were produced in the null bias

conditions than in the mild bias conditions. This suggests that the pragmatic bias was

weak as intended in the null bias conditions, thus allowed a greater possibility of

alternative interpretations compared to the mild bias condition. Whether the pragmatic

information supports the preferred structure or the dispreferred structure, interpretation

becomes more unstable as the pragmatic bias becomes weaker.

In summary, the results for Q2 revealed two important findings. First, there was a

preference to associate the distant filler with a subject gap. Second, pragmatic bias
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interacted with gap type. When the bias was so strong that no alternative interpretation

was possible, people accepted the dispreferred structure, even though they did not like it.

When the bias was not so strong, people's responses became less definitive, reflecting the

possibility of alternative interpretations.

5.1.2.3 Question 3

Question 3 examined the possibility of an anomalous association between an

intermediate predicate and the immediately following noun. Recall that sentences given

for judgment were all syntactically incorrect, with the intermediate predicate

anomalously associated with the following noun. Table 5.5 and Figure 5.9 present the

results.

Table 5.5. Experiment 3: Anomalous interpretation of intermediate predicate
(0 3) (l: yes - 5: no).

Subject-gap Object-gap
Strong bias 3.6875 2.5521
Mild bias 3.5417 3.1354
Null bias 3.3958 3.3854
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Figure 5.9. Experiment 3: Anomalous interpretation of intermediate predicate (Q3).

A main effect of Gap type and the interaction of Pragmatic bias and Gap type

were significant (Gap type: F1(l,23)=14.941, p =.001, F2(l,23)=23.684, P <.001;

Interaction: F1(2,46)=6.932, P =.002, F2(2,46)=4.749, P =.013). The main effect of

Pragmatic bias did not reach significance (F1(2,46)=1.628, p=.208, F2(2,46)=0.967,

p=.388). Sentences in the object-gap condition were in general more prone to the

anomalous interpretation than sentences in the subject-gap condition. Moreover, the

interaction shows that the difference between the gap conditions differs across the three

pragmatic bias conditions.

The results of one-way ANOVAs found that Gap type had a significant effect in

the strong bias condition (F1(l,23)=21.324, p <.001; F2(l,23)=16.647, P <.001), a

marginal effect in the mild bias condition (F1(l,23)=4.145, p=.053; F2(l,23)=3.158,

p=.089), and no effect in the null bias condition (F1(l,23)=.002, p=.962; F2(l,23)=.003,
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p=.96). In separate ANOVA analyses, Pragmatic bias was found to be significant in the

object gap condition (Fl(2,46)=7.019, p=.002; F2(2,46)=5.04, p=.02), but not significant

in the subject gap condition (F1(2,46)=.932, p=.401; F2(2,46)=.522, p=.597). Bonferroni

pairwise comparisons showed that in the object gap condition, the strong bias condition

was significantly different from the null bias condition with both the participant analysis

(pl=.003) and the item analysis (p2=.047). None of the other pairs reached significance.

These results suggest that the interaction of Pragmatic bias and Gap type seems to be

primarily due to the higher rate of 'yes' responses in the strong bias object gap condition.

One conclusion drawn from Q3 is that there was only one sentence type that stood

out among the six. The sentence in the strong bias object gap condition was more likely

to lead to anomalous interpretations, while sentences in the other five conditions were not.

This is interesting if we compare these results with those from Question 1 in which

sentence naturalness was examined. Recall that in QI, the sentence in the strong bias

subject gap condition was the one that stood out. That is, it is the only sentence type that

was judged as 'natural'. Sentences in all other conditions were rated as 'unnatural'. If

we assume that anomalous interpretations are associated with sentence difficulty as

indexed by naturalness ratings, all sentences except for those in the strong bias subject

gap condition should have produced an equally high percentage of misinterpretations.

What the results in Q3 indicated, however, is that not all 'difficult' sentences led to

anomalous interpretations. It is the dispreferred structure forced by the strong pragmatic

information that seems to cause anomalous interpretations. That is, people wanted to

analyze the sentence using a preferred structure (distant filler with a subject gap), but this
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was not pragmatically possible. This strong conflict between the pragmatic information

and the desired structure somehow impeded the correct interpretation of a sentence,

resulting in the high frequency of anomalous interpretations. Other difficult sentences

which involved ambiguity did not lead to anomalous interpretations.

5.1.3 Summary

The offline survey reported in this section investigated Japanese native speakers'

intuitions about double-gap RCs. Questions were asked concerning the overall

naturalness of sentences, the argument relationship of the fillers with an embedded verb,

and the possibility of an anomalous association of an intermediate predicate with the

following NP.69

The major conclusions drawn from this study are as follows. First, double-gap

RCs were difficult constructions as demonstrated by a high percentage of 'unnatural'

ratings for those structures. The only sentence type that was rated as 'natural' was the

subject gap sentence in the strong bias condition. This is the type in which two fillers

contrast in animacy and the distant filler corresponds to a subject gap.

Second, there is a preference for interpreting the distant filler as involving a

subject gap. A sentence in the (strong bias) subject gap condition was rated as more

natural than the other types (Ql). More 'yes' responses were obtained for the sentences

whose distant filler was interpreted as the subject of the embedded predicate than the

sentences whose close filler was interpreted as the subject (Q2). Furthermore, sentences

69 In an analysis including List as a between-participants variable in addition to the two within-participant
variables (Pragmatic bias and Gap type), some of the two-way and three-way interactions turned out to be
significant for Question 1 and Question 2. I have no explanation for these results.
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in the subject condition had a lower rate of misanalysis involving an intermediate

predicate (Q3).

This study also found that Gap type and Pragmatic bias interacted with each other

in some interesting ways. When the pragmatic information unambiguously supported the

preferred structure (with the distant filler linked to a subject gap), the sentence was

judged as natural and the interpretation was consistent among participants and items (as

shown in Q1 and Q2). On the other hand, when the pragmatic information strongly

biased toward the dispreferred structure, more disruption occurred. The sentence was

judged as unnatural and more prone to misinterpretation (Q1 and Q3), although people

still seemed to maintain the pragmatically plausible interpretation (Q2). When the

pragmatic information was not so strongly constraining so that an alternative

interpretation was possible, people tended to interpret the distant filler as agent so that the

resultant structure conformed to the preferred structure (Q2). The weaker the pragmatic

bias, the more likely the alternative interpretations were considered (Q2).

Finally, sentences in the mild bias condition require some comment. The overall

results show that this condition patterned more with the null bias condition than with the

strong bias condition. For example, the subject-object gap difference was much smaller

in the mild bias condition than in the strong bias condition, as demonstrated by a

marginal significance both in Q1 (overall naturalness) and Q3 (anomalous association).

For question 2 (argument relationship), however, when the relative strength of the

pragmatic bias was relevant in the evaluation of how much the preferred or dispreferred

structure is supported, there was a distinction between the mild and null bias conditions.
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These results suggest that the plausibility contrast used in the mild bias condition is a

weak cue and useful only to the extent that it provides additional support for a given

structure. In this sense, it differs from the animacy contrast manipulated in the strong

bias condition, which is a strong reliable cue that could be used immediately in

processing.

To conclude, this survey demonstrated that Japanese native speakers preferred a

subject gap to an object gap in interpreting possible gaps for distant fillers of double-gap

RCs. This asymmetry was more apparent in sentences whose fillers differed in animacy

(i.e., the strong bias condition) than sentences whose fillers were both animate but

differed in their plausibility for agency (i.e., the mild bias condition). In the sections that

follow, the results of this survey are further examined in two online experiments to see

how these different types of information sources are used in online processing and where

differences are observed.

5.2 Experiment 4

This study examined the real-time effect of the subject-object gap asymmetry

using a self-paced reading experiment. The offline survey reported in the previous

section found that there is a preference among native Japanese speakers for interpreting

the distant filler as involving a subject gap. If this preference stems from a difference in

computational cost in the process of licensing an RC, i.e., identifying a gap and resolving

a filler-gap dependency, the asymmetry should appear at the head noun of the RC and

should be detectable experimentally. (See Chapter 3 for related findings from previous

studies and chapter 4 for supporting evidence from single-gap RCs.)
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The previous chapter tested two different hypotheses that predict the processing

difficulty of RCs by making reference to distance between gap and filler. The hypotheses

are the Linear Distance Hypothesis and the Structural Distance Hypothesis. The former

hypothesis claims that the longer the linear distance between gap and filler, the more

difficult it is to process. This account measures distance by counting the number of

words (or new discourse referents) intervening between gap and filler (e.g., Gibson 1998,

2000). The latter hypothesis claims that the longer the structural distance, the more

difficult to process, where distance is defined structurally in the syntactic representation

(O'Grady 1997).

As in the case of single-gap RCs, these two hypotheses make different predictions

for the relative difficulty of double-gap RCs. To illustrate them, consider the double-gap

RCs in (8). (Here, I am only concerned with the distance between a gap and the distant

filler. See Section 5.2.1.6 for reasons.)

(8) a. Double-gap RC with distant filler involving a subject gap

[[t ej yoyakushita] sekij-ga totemo kitanakatta] kylui-wa okotteita.
reserved seat-NOM very dirty-was customer-TOP angry-was

,(Lit)The customerj [that the seatj [that ej reserved ej] was very dirty] was angry.'

b. Double-gap RC: with distant filler involving an object gap

[[ei ej yoyakushita] kyakui-ga jikan-ni okureta] sekij-wa katadukerareteita.
reserved customer-NOM time-to late-was seat-TOP put-away-was

'(Lit)The seat [that the customer [that ei reserved ej] was late] was put away.'
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The Linear Distance Hypothesis predicts that sentences (8a) and (8b) will show no

differences since the linear distance, calculated in terms of intervening words between

'customer' and the subject gap in (8a) is the same as the distance between 'seat' and the

object gap in (8b). In both cases, four words (three words if the time adverb is not

included) intervene between the gap and filler. On the other hand, the Structural Distance

Hypothesis predicts that (8a) should be easier to process than (8b) since a subject gap is

higher in the structure and thus closer to the distant filler, as illustrated in (9).

(9) Structure of a double-gap RC

NP

~A NP
/ "'" distant filler

NP l'

~~
IP NPVP I

~
S-gap A

VP I

~
O-gap V

This online study tested double-gap RCs only in the strong bias condition (fillers

such as 'customer' and 'seat' as in (8)). There were two reasons to limit the materials to

this condition. First, it was the condition that showed the greatest subject-object
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asymmetry in the offline study. Therefore, it is likely that an online experiment could

detect a difference. If there is a difference, this would serve as baseline data for a

subsequent online experiment in which the effect of pragmatic bias could be investigated

in more detail. Second, because the two double-gap RCs in (8) contain different lexical

items in the critical region (i.e., distant filler), they had to be compared with a pair of

control sentences which did not involve a long-distance filler-gap dependency. If an

asymmetry is found both in double-gap RCs and control sentences, it is likely that the

difference is not due to the computational cost involving the dependency resolution but to

different lexical items at critical regions. On the other hand, if an asymmetry is found

only in the double-gap RC, it suggests that the difference is a processing effect pertaining

to the resolution of filler-gap dependencies. (A more detailed description of control

sentences is given later.)

5.2.1 Method

5.2.1.1 Participants

Thirty-two graduate students at NAIST and people from the surrounding

community were paid for their participation. All were native speakers of Japanese.

5.2.1.2 Materials

Twenty-four sets of double-gap RCs were prepared for the experiment. Each set

consisted of four sentences that differed in terms of two factors, Sentence type (double­

gap RCs vs. adverbial clause) and Gap type (subject vs. object) of the distant filler. A

sample set of sentences is shown below.
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(10) a. Double-gap RC, distant filler involving a subject gap

[[ei ej yoyakushita] sekij-ga kitsuenseki-no tonariniatta] kyakui-wa
reserved seat-NoM smoking-area-GEN next-to-was customer-TOP

hoka-no seki-ni kaesaseta.
other-GEN seat-to made-changed
'The customer that the seat that (he) reserved was next to the smoking section
made (them) change to another seat.'

b. Double-gap RC, distant filler involving an object gap

[[ei ej yoyakushita] kyakuj-ga jikan-ni okureta] sekirwa hoka-no
reserved customer-NOM time-to late-was seat-ToP other-GEN

kayku-ni mawasareta.
customer-to was-given
'The seat that the customer that reserved (it) was late was given to another
customer.'

c. Adverbial clause, matrix topic involving a subject pro

[prOj ej yoyakushita] sekij-ga kitsuenseki-no tonariniatta-node kyakuj-wa
reserved seat-NoM smoking-area-GEN next-to-because customer-TOP

hoka-no seki-ni kaesaseta.
other-GEN seat-to made-changed
'Because the seat that (pro) reserved was next to the smoking section, the
customer made (them) change to another seat.'

d. Adverbial clause, matrix topic involving an object pro

[ej proj yoyakushita] kyakuj-ga jikan-ni okureta-node sekirwa hoka-no
reserved customer-NOM time-to late-was-because seat-TOP other-GEN

kyaku-ni mawasareta
customer-to was-given
'Because the customer that reserved (pro) was late, the seat was given to another
customer.'

Sentences (a) and (b) are double-gap RCs, and sentences (c) and (d) are control

sentences with adverbial clauses. In sentence (a), the distant filler 'customer' is

associated with a subject gap in the most embedded clause, while in sentence (b), the

distant filler 'seat' is associated with an object gap. For each sentence, the thematic role
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of each filler is pragmatically disambiguated. For example, 'customer' is the only

plausible agent and 'seat' is the only plausible theme for the verb 'reserve'. Furthermore,

the intermediate predicate (words 3 and 4) was constructed so that it was semantically

incompatible with the immediately following NP (word 5). This was to avoid a possible

misanalysis, as was reported in the Experiment 3.

The structural difference between double-gap RCs and control sentences with

adverbial clauses needs some explanation. The control sentences consisted of an

adverbial clause and a matrix clause. The adverbial clause started from the beginning of

the sentence and ended with a conjunction 'because' that was attached to its predicate.

Half of the test sentences contained the conjunction node and the other half contained the

conjunction tameni, both of which mean 'because' in Japanese. This was to prevent

participants from paying attention to sentences with a particular lexical item. The most

important difference between the double-gap RCs and the control sentences was the

function of the critical word (in bold). In double-gap RCs, it was the matrix topic serving

as the second filler of a preceding RC. This filler formed a filler-gap dependency with

one of the gaps. In the control sentences, it was the matrix topic. Because the

immediately preceding clause was not an RC, the matrix topic did not form a filler-gap

dependency. Instead, it formed a coreferential relationship with a null pronoun in the

most embedded RC.

Except for the conjunction 'because' attached to the predicate of the adverbial

clause, the control sentences (c) and (d) were identical to the double-gap RCs (a) and (b)

respectively. A complete set oftest sentences is provided in Appendix G.
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These twenty-four sets of quadruplets were distributed into the four lists for

presentation to participants. Sixty non-experimental sentences with various structures

were inserted into each list in a pseudo-random order so that at least one non­

experimental sentence intervened between any two test sentences.

5.2.1.3 Design

Experiment 4 was designed for a two-way ANOVA with repeated measures on

two factors - Sentence type and Gap type. The first factor, Sentence type, had two levels

(double-gap RC vs. control sentence), and the second factor, Gap type, had two levels

(subject gap vs. object gap). Crossing these two factors, the experiment had a total of

four conditions. There were two dependent variables - response accuracy to the end-of­

sentence comprehension questions (%) and reading times (msec.) of each region of a

sentence. See Section 5.2.1.7 for the procedure to calculate each dependent measure.

5.2.1.4 Pretest norming study 3

Since Experiment 4 used slightly different sets of materials from those used in

Experiment 3, a plausibility norming study was conducted in order to ensure two points­

(1) whether the pragmatic bias manipulated in the fillers had the intended effect, and (2)

whether the intermediate predicate was semantically incompatible with the immediately

following NP. A complete description of the pretest and the results are provided in

Appendix B.
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5.2.1.5 Procedure

The procedure for the main experiment was identical to that described for single-

gap RCs in chapter 4. Participants read sentences silently in a word-by-word self-paced

reading experiment with moving-window presentation. The slashes in (11) show the

segmentation of a test sentence.

(11) a. Double-gap RC, distant filler involving a subject gap

wI w2 w3 w4 w5
Yoyakushita / seki-ga / kitsuenseki-no / tonariniatta / kyaku-wa /
reserved seat-NoM smoking-area-GEN next-to-was customer-TOP

w6 w7
hoka-no seki-ni / kaesaseta.
other-GEN seat-to made-changed

'The customer that the seat that (he) reserved was next to the smoking section
made (them) change to another seat.'

At the end of each sentence, a comprehension question appeared and asked about

the content of the embedded clause, the intermediate clause, or the main clause. The

participant answered by pressing either the 'yes' or 'no' button. The number of correct

'yes' and 'no' answers and question types were counterbalanced across lists. No

feedback was provided for participant's answers.

5.2.1.6 Predictions

This experiment tested the predictions proposed by the two distance metrics. The

Linear Distance Hypothesis counts the number of words (discourse referents) between

gap and filler, and predicts no difference between the subject and the object conditions of
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double-gap RCs. This is because a subject gap and an object gap are adjacent to each

other in the most embedded clause, and consequently equally far from the distant filler.

The Structural Distance Hypothesis, on the other hand, predicts that double-gap RCs with

a distant filler involving a subject gap are easier to process than double-gap RCs with a

distant filler involving an object gap. A subject gap is structurally higher than an object

gap in the structure, and thus closer to the distant filler.

The critical region of comparison was region 5, which contained the distant filler

for a double-gap RC and the matrix topic for a control sentence. There are several

reasons why the distant filler was chosen as the critical region. At the close filler (region

2), the reader has only seen a verb and a filler. Upon seeing a transitive verb, the parser

postulates two gaps. When the close filler is received, a decision has to be made about its

dependency. There are two options - to resolve the dependency with a subject gap or

with an object gap. However, it is possible that this decision can be influenced by

multiple factors, such as an inherent processing cost between different gaps, the relative

frequency of a dropped argument, a preference for filling either one of the positions in an

argument grid, and so forth. At the distant filler, on the other hand, the processing of the

filler is more constrained, since one of the gaps has already been filled (at the close filler).

Recall that in this experiment, the thematic roles of the fillers were pragmatically

disambiguated. It is assumed that regardless ofthe various factors involved, the

resolution of the first dependency is completed at the close filler or soon after that, and so

little ambiguity would be carried over to the distant filler. Since it is pragmatically clear
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which gap the distant filler must be assigned to, it is possible to detect any inherent

processing cost associated with resolving a filler-gap dependency.

The following summarizes the predictions for Experiment 4. The Linear Distant

hypothesis predicts that there should be no difference between sentences in which the

distant filler corresponds to a subject gap and those in which the distant filler corresponds

to an object gap. Thus, reading times of the distant filler in the two gap conditions should

be the same. The Structural Distance Hypothesis predicts that a dependency with a

subject gap should be easier than a dependency with an object gap. Therefore, the

reading time of the distant filler should be shorter when it corresponds to a subject gap

than when it corresponds to an object gap.

As for the control sentences, which do not involve a long-distance filler-gap

dependency, neither hypothesis predicts a difference between the matrix topic coindexed

with a dropped subject argument and the matrix topic coindexed with a dropped object

argument. Therefore, unless there is a difference that stems from different lexical items

at these positions, no processing difference is expected within these control sentences.

Assuming that there is no difference attributed to different lexical items at the

critical region, the Structural Distance Hypothesis predicts a significant effect of Gap

type for the double-gap RC construction, while the Linear Distance Hypothesis predicts a

null effect of Gap type for the double-gap RC construction. On the other hand, neither

hypothesis predicts an effect of Gap type in the control sentences, which do not involve a

filler-gap dependency at the critical region. Therefore, the Structural Distance

Hypothesis also predicts a reliable interaction of Gap type and Sentence type, while the
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Linear Distance Hypothesis predicts no such interaction. Finally, both hypotheses should

predict a main effect of Sentence type. Previous studies including Experiment 1 and 2 of

the present study have shown that the processing of a filler-gap dependency is costly

compared to structures without such a dependency. If this is true, double-gap RCs should

be generally more difficult than the control sentences, regardless of Gap type.

5.2.1.7 Data analysis

All participants' data were used for the data analysis. The mean percentage of

correct response for all test sentences plus the twenty-eight filler sentences was 89.5%,

ranging from 71.2 to 100%.

The experiment had two dependent variables - response accuracy to end-of­

sentence comprehension questions and the reading time for each region of a test sentence.

For the comprehension questions, each condition's mean response accuracy (%) was

calculated for each participant and for each item. For the reading times, each

conditionxregion mean reading time was calculated for each participant and for each item.

For each dependent variable, two-way ANOVAs with repeated measures on both

Sentence type (RC vs. Control) and Gap type (Subject vs. Object) were carried out in

order to examine the effect of each independent variable and an interaction of the two

factors. Separate ANOVAs were performed, one treating the two factors as within­

participant (F1) variables and one treating them as within-item (F2) variables. When the

interaction of the two factors turned out to be significant, subsequent analyses were

conducted in order to examine the nature of the interaction.
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For reading times, no data was removed from analyses and no trimming

procedure was conducted. The results presented below are thus raw reading times for

each region.

5.2.2 Results

5.2.2.1 Comprehension questions

The mean percentage of correct response to end-of-sentence comprehension

questions is given below.

Table 5.6. Ex eriment 4: Mean res onse accurac
Double- a RC

93.2%
87.5%

There was a significant main effect of Gap type (F1(1,31)=7.699, P =.009; F2(1,23)=4.41,

p =.047), as demonstrated by the higher percentage of correct responses to subject gap

conditions than to object gap conditions. The tests of Sentence type and the interaction of

the two factors did not reach significance (p<.I). In sum, subject gap sentences were

comprehended better than object gap sentences regardless of sentence type.

Neither the Structural Distance Hypothesis nor the Linear Distance Hypothesis

predicted a main effect of Gap type without an interaction of Gap and Sentence type.

However, it is too early to draw any conclusion at this point. Overall sentence

comprehension does not necessarily reflect processing difficulty at particular points in a

sentence but could also reflect other factors, such as sentence plausibility and discourse
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integration. What seems important here is that the response accuracy was generally high,

which suggests that the sentences were comprehensible.

5.2.2.2 Reading times

Table 5.7 and Figure 5.10 present the reading time results.

Table 5.7. Experiment 4: Mean reading times (msec.).
WI W2 W3 W4 W5 W6 W7
(V) (NP) (NPIPP) (V) (NPI (NPIPP) (V)

a. RC, S-gap 790 777 739 771 885 593 703

b. RC, O-gap 787 966 902 814 1149 648 774

c. Control, S-gap 727 864 695 903 630 570 741

d. Control, O-gap 768 925 870 965 617 582 705
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Figure 5.10. Experiment 4: Mean reading times (msec.)
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At word 2 (the close filler), sentences in the object gap condition were read

significantly more slowly than sentences in the subject gap condition regardless of the

sentence type (Gap type: F1(1,31)=6.71O, p =.014, F2(1,23)=16.906, p <.001), and this

effect was extended into the next region, word 3 (Gap type: F1(1,31)=13.430, p =.001,

F2(1,23)=8.461, P =.008). Other factors were not significant in any of the regions (p<.1).

(See the discussion section for possible interpretations for these results.)

At word 4 (the verb ofthe intermediate/adverbial clause), there was a significant

main effect of Sentence type (F1(1,31)=9.980, p =.004, F2(1,23)=8.697, P =.007), as

demonstrated by the longer reading time in the control sentences (mean =934) than in the

double-gap RCs (mean = 792.5). This seems to be due to an extra morpheme (-node or ­

tameni 'because') attached to the predicate of an adverbial clause. Other effects were not

significant (p>.1).

At word 5 (the distant filler), there was a reliable effect of Sentence type

(F1(1,31)=40.462, P <.001, F2(1,23)=49.097, P <.001), Gap type (F1(1,31)=5.337, P =.028,

F2(1,23)=6.333, p =.019) and an interaction of the two factors (F1(1,31)=4.734, p =.037,

F2(1,23)=5.258, P =.031). A main effect of Sentence type was due to the fact that

Japanese readers spent significantly longer reading the distant filler of double-gap RCs

than reading the matrix topic of control sentences. This suggests that the processing of

sentences with a long-distance filler-gap dependency is more costly than sentences

without such a dependency. Furthermore, the interaction indicates that the Gap type did

not have a uniform effect across Sentence types. In double-gap RCs, the distant filler

involving a subject gap was read significantly faster than the distant filler involving an
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object gap. (One-way ANOVAs found a reliable effect, F i (l,31)=5.968, p =.02;

F2(l,23)=6.31, P =.019). In the control sentences, by contrast, the reading time did not

differ between the matrix topic linked to a dropped subject in an adverbial clause and the

matrix topic linked to a dropped object. (One-way ANOVAs found a null effect of Gap

type: F i (l,31)=.068, P =.796; F2(l,23)=.128, p =.724). The absence ofa gap asymmetry

in the control sentences suggests that the gap contrast found in the double-gap RCs was

unlikely to be due to the difference in lexical items. If it were, a similar contrast should

have been observed in the control sentences. These results suggest that there is an

inherent processing difference between filler-gap dependencies and antecedent-pronoun

anaphoric processes, and the former process is sensitive to the position of a gap involved.

Overall, a processing advantage for a subject gap in the processing of double-gap RCs is

consistent with the prediction of the Structural Distance Hypothesis.

No other effects were significant in any other regions.

5.2.3 Discussion

Experiment 4 examined the online processing of double-gap RCs.7o The results

of a self-paced reading experiment provided additional support for a subject gap

advantage. A distant filler (of a double-gap RC) associated with a subject gap was read

significantly faster than a distant filler associated with an object gap. Since the

70 A statistical note: ANOVAs including List as a between-participant variable found various two-way and
three-way interactions at each region of a sentence and in comprehension questions. Since some of the
interactions, such as a Sentence typexList interaction, were found in the regions where lexical items were
identical across lists, these interactions seem to be due to a difference in participants who were randomly
assigned to each list. As suggested in the previous chapter, increasing the number of participants for each
list and data trimming may resolve these problems in future studies.
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corresponding regions in the control sentences did not show any asymmetry, the subject­

object asymmetry found at the distant filler of double-gap RCs seems to reflect a

processing consequence of resolving a filler-gap dependency at the filler, as predicted by

the Structural Distance Hypothesis.

Experiment 4 found two major differences between double-gap RCs and the

control sentences. The distant filler of a double-gap RC was generally read more slowly

than the corresponding region of a control sentence. Also, there was a gap asymmetry in

double-gap RCs, while there was no equivalent asymmetry found in control sentences. It

seems that two different processes are taking place at the critical region (region 5). In a

double-gap RC, the recognition of an RC structure and the resolution of a dependency

take place at the head noun position. It is therefore reasonable to assume that greater

processing resources are required at this position. Furthermore, because the resolution of

a filler-gap dependency is a computational operation on syntactic structure for the

purpose of licensing an RC, processing gaps at different structural positions must have an

immediate processing effect. In the control sentences, the matrix topic does not involve a

filler-gap dependency. It only serves as the antecedent of a missing argument that

appears in the most embedded RC. This involves a pronoun-antecedent anaphoric

process. It has been proposed by many researchers that the interpretation of plain

pronouns is resolved pragmatically rather than syntactically (O'Grady 2001, and

references therein). For example, "there is no principled limit on the set of potential

antecedents for a plain pronoun, which can have a more distant antecedent and can even

be used deictically" (p.9). The well-known constraint that a pronoun cannot have a local
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w4 w5 w6....
okureta] sekij-wa hoka-no
late-was seat-ToP other-GEN

antecedent can also be achieved through a general functional principle that a plain

pronoun should not occur in a context whose referential dependency can be fulfilled by a

more restrictive reflexive pronoun (p.9). The structural position of a (null) pronoun

therefore has no relevance for its interpretation. Since it is not computed on structure, the

structural position of a (null) pronoun has no relevance for its interpretative process. It

follows that the greater processing cost and the gap asymmetry found at the distant filler

of a double-gap RC is likely to be a result of the online resolution of a filler-gap

dependency on the basis of structure.

Another finding that needs discussion is the increased processing load observed at

the close filler (word 2) and the following region (word 3) in the double-gap RC, object

gap condition. A sentence example is given below.

(12) Double-gap RC, distant filler involving an object gap (=(lOb))

wI w2 w3
[[ej ej yoyakushita] kyakuj-ga jikan-ni

reserved customer-NOM time-to
kayku-ni mawasareta.
customer-to was-given
'The seat that the customer that reserved (it) was late was given to another
customer.'

As stated earlier, the exact cause of this increased processing load is difficult to

determine because there are multiple possibilities. Whatever the reason is, however, it

appears that when two gaps are being postulated, filling a subject gap with the close filler

is dispreferred over filling an object gap with that filler. The assumption that the parser

recognizes the presence of two gaps is especially important here. Ifit is just a matter of
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resolving a single filler-gap dependency, previous results (including ones from this

thesis) have shown that a subject gap has an advantage over an object gap. In that case,

filling a subject gap with the close filler should be easier. But the results from the current

experiment suggest that when two gaps are presented, filling an object gap with the close

filler was much easier.

There are two likely factors that may account for this reversal - the consideration

of pro-drop frequency and a preference for filling the theme slot over the agent slot on the

theta grid of a transitive predicate. In Japanese, both subject drop and object drop are

permitted. But the former is more common than the latter. If the parser is informed

online by such frequency, it may want to assign the close filler to an object gap since the

resultant configuration conforms to the more frequent structure, i.e., a sentence with a

dropped subject. Alternatively, the parser may prefer to assign the close filler to an

object gap first over a subject gap because ofthematic/argument relations. It has been

argued that there is an asymmetry among verbal arguments and that a direct object has a

closer relationship with its predicate than does a subject (Chomsky 1981, Marantz 1984,

O'Grady 1999, among others). For example, Marantz (1984:27) argues that "choice of

object (or other argument of a verb) affects the semantic role of the logical subject

whereas choice oflogical subject does not affect the semantic role of the object". That is,

the thematic role of a subject can be determined by the choice of a direct object, but the

thematic role of a direct object cannot be determined by the choice of a subject. If one of

the major tasks of sentence processing is to assign thematic roles to verbal arguments,

assigning the filler to an object gap facilitates the thematic role assignment process and as
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a consequence, facilitates the building of a sentence structure. However, further studies

are needed in order to examine what the preference is in assigning a filler to multiple

gaps and what kind of factors affect such a decision-making process.

Finally, one limitation of this experiment should be noted. The grammatical

relation of the head noun was not manipulated. Recall that in the study of single-gap RCs,

it was found that relation mismatch between a filler and a gap makes the processing of

object-gap RCs more difficult. If the same is true for the double-gap RC construction,

the processing difficulty involved in a sentence whose distant filler corresponds to an

object gap may be caused or increased by the relation mismatch between the gap and the

distant filler, which had a topic marker in this study. Whether or not changing the topic

marker to an accusative marker can reduce the processing difficulty at this position is an

empirical question that can be tested independently.

In conclusion, the results of the first online experiment on double-gap RCs found

a preference for double-gap RCs whose distant filler involves a subject gap over those

with an object gap. This is consistent with the results of an offline study which collected

native speakers' intuitive judgments about the construction. A close examination of the

time course of processing revealed that the asymmetry appeared at the predicted distant

filler position. This suggests that the subject-object asymmetry is due to a processing

consequence of resolving a filler-gap dependency on the basis of syntactic structure, as

was found in single-gap RCs in Chapter 4. Furthermore, a clear subject-object

asymmetry observed in double-gap RCs and no equivalent asymmetry in control

sentences suggests that resolving a filler-gap dependency is fundamentally different from
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coreferential process between a (null) pronominal and its antecedent. The former is a

computational operation on syntactic structure, and the structural position of a gap is

crucial in predicting the computational cost required to resolve a dependency. The latter,

on the other hand, is a process resolved by making reference to discourse or pragmatic

knowledge, which does not need to be defined on syntactic structure. Therefore, an

immediate computational effect, the subject-object gap asymmetry, does not need to be

manifested at the point of encountering an antecedent. Rather, its pragmatic or discourse

effect is more likely to appear in the global interpretation process as demonstrated by the

gap asymmetry in response accuracy to comprehension questions.

5.3 Experiment 5

The two experiments on the processing of double-gap RCs (Experiment 3 and 4)

have shown that a general preference for interpreting the distant filler as the subject of the

embedded predicate in fact stems from a computational advantage of a subject gap in the

resolution of a long-distance filler-gap dependency. The distant filler involving a subject

gap was read significantly faster than the distant filler involving an object gap, while

there was no equivalent asymmetry in the control sentences without such a dependency.

Given that double-gap RCs are structurally ambiguous with no morphosyntactic

information specifying the dependencies between gaps and fillers, the results of these

experiments suggest that the Japanese parser actively makes use of plausibility

information of the fillers in the analysis of this construction. Then, a question arises as to

how the manipulation of plausibility information affects the online processing of double­

gap RCs, in particular, the gap asymmetry observed at the distant filler. In Experiment 4,
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the test materials were all pragmatically disambiguated, meaning that for a given pair of

fillers (close filler and distant filler), their thematic roles were uniquely identified

pragmatically. In order to test the effect of manipulating pragmatic information,

Experiment 5 included two additional levels of pragmatic bias, mild bias and null bias.

In the mild bias conditions, one of the fillers was more plausible as an agent than the

other one. In the null bias conditions, the two fillers were equally good as agent and

theme. See Section 5.3.1.6 for specific predictions prepared for Experiment 5.

5.3.1 Method

5.3.1.1 Participants

Twenty-four graduate students at NAIST and people from the surrounding

community were paid for their participation. All were native speakers of Japanese and

naive to the purpose of this study.

5.3.1.2 Materials

Twenty-four sets of sentences related to those used in the offline survey served as

the test sentences for this experiment.71 Each set had the following six conditions,

crossing Pragmatic bias (strong bias vs. mild bias vs. null bias) and Gap type (subject gap

vs. object gap). A sample set of the test sentences is shown below.

71 In the offline survey, all six conditions had an intennediate predicate (Le., word 4) that was semantically
compatible with the immediately following noun (Le., the distant filler). In Experiment 5, the intermediate
predicate of the strong bias sentences (i.e., sentences (11 a) and (lIb)) was semantically incompatible with
the immediately following noun (as in Experiment 4), whereas that of mild bias and null bias sentences (Le.,
sentences (IIc) ~ (lIt)) was semantically compatible.
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(13) a. Strong bias, distant filler involving a subject gap

[[ei ej yoyakushita] sekij-ga kitsuenseki-no tonariniatta] kyakui-wa hoka-no
reserved seat-NoM smoking-area-GEN next-to-was customer-TOP other-GEN

seki-ni kaesaseta.
seat-to made-changed
Plausible interpretation: 'The customer that the seat that (he) reserved was next to the

smoking section made (them) change to another seat.'
Implausible interpretation: 'The customer that the seat that reserved (him) was next to

the smoking section made (them) change to another seat.'

b. Strong bias, distant filler involving an object gap

[[ej ej yoyakushita] kyakui-ga jikan-ni okureta] sekij-wa hoka-no kayku-ni
reserved customer-NOM time-to late-was seat-ToP other-GEN customer-to

mawasareta.
was-gIven
Plausible interpretation: 'The seat that the customer that reserved (it) was late was

given to another customer.'
Implausible interpretation: 'The seat that the customer that (it) reserved was late was

given to another customer. '

c. Mild bias, distant filler involving a subject-gap

[[ei ej yonda] teninj-ga totemo shitsureidatta ] kyakui-wa tenchoo-ni koogishita.
called clerk-NoM very rude-was customer-TOP manager-to complained

More plausible interpretation: 'The customer that the clerk that (he) called was very
rude complained to the manager.'

Less plausible interpretation: 'The customer that the clerk that called (him) was very
rude complained to the manager.'

d. Mild bias, distant filler involving an object-gap

[[ei ej yonda] kyakui-ga totemo shitsureidatta] teninj-wa tenchoo-ni soodanshita.
called customer-NOM very rude-was clerk-TOP manager-to consulted

More plausible interpretation: 'The clerk that the customer that called (him) was
very rude consulted with the manager.'

Less plausible interpretation: 'The clerk that the customer that (he) called was very
rude consulted with the manager.'
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e. Null bias, distant filler involving a subject-gap

[[ej ej yonda] tsumaj-ga terebi-o miteita] ottoj-wa niwa-ni deta.
called wife-NoM TV-ACC watching-was husband-ToP yard-to went

Assigned interpretation: 'The husband that the wife that (he) called was watching TV
went out to the yard.'

Equally possible interpretation: 'The husband that the wife that called (him) was
watching TV went out to the yard.'

f. Null bias, distant filler involving an object-gap

[[ej ej yonda] ottoj-ga terebi-o miteita] tsumaj-wa niwa-ni deta.
called husband-NoM TV-ACC watching-was wife-ToP yard-to went

Assigned interpretation: 'The wife that the husband that called (her) was watching TV
went out to the yard.'

Equally possible interpretation: 'The wife that the husband that (she) called was
watching TV went out to the yard.'

The definition of each factor was the same as in the offline study. Pragmatic bias

refers to the strength of any pragmatic bias (i.e., people's world knowledge or common

sense) that constrained the interpretation of fillers. In the strong bias condition, the

thematic role of fillers was pragmatically unambiguous. In the mild bias condition, one

filler was pragmatically more plausible than the other. In the null bias condition, both

fillers were equally plausible as agent or theme.

The second factor, Gap type, refers to the gap in the most embedded clause with

which the distant filler is associated. In the subject-gap condition, the distant filler was

associated with a subject-gap, while in the object-gap condition, the distant filler was

associated with an object-gap. The assignment of gap type in the null bias condition was

made arbitrarily since the fillers in this condition were biased as neither an agent nor a

theme. A complete list of experimental materials used in Experiment 5 is given in

Appendix H.
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These twenty-four sets of six sentences were distributed into six presentation lists

using a Latin Square procedure. Sixty-one non-experimental sentences were inserted into

each list in a pseudo-random order so that at least one non-experimental sentence

intervened between any two test sentences.

5.3.1.3 Design

Experiment 5 was designed for a two-way ANOVA with repeated measures on

both of the independent variables - Pragmatic bias and Gap type. Pragmatic bias had

three levels (strong vs. mild vs. null) and Gap type had two levels (subject gap vs. object

gap). Crossing these two factors, Experiment 5 had a total of six experimental conditions.

The effect of these independent variables was examined on two types of dependent

measures - interpretation choice and reading time of each region. See Section 5.3.1.7 for

the calculation procedure of these dependent measures.

5.3.1.4 Pretest norming study 4

A plausibility norming study was conducted in order to examine the plausibility

of each filler as an agent or a theme. Unlike the pretest reported for Experiment 3 and 4,

participants judged the plausibility of each filler as an agent or a theme without making

reference to the other filler. The results of this survey were particularly useful for

Experiment 5 in certain respects. Note that in the online processing of double-gap RCs,

the parser has to make a decision about the dependency at the close filler without

knowing the upcoming distant filler. In this sense, the plausibility judgment that was

made on the basis of one filler and a transitive predicate gives us a clue about the
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dependency decision the parser has to make at the close filler. A complete description of

the survey and the results are provided in Appendix C.

5.3.1.5 Procedure

The present experiment used a word-by-word self-paced reading experiment with

moving-window presentation. The basic procedure was identical to the one described for

the other experiments. The only difference was the type of end-of-sentence question. An

interpretation was presented at the end of each sentence, and the participant was asked to

respond by pressing the 'yes' or 'no' button depending whether or not the interpretation

was consistent with the content of the sentence just read. Table 5.8 provides a sample

interpretation for each condition.

h't (. td f tt 5 ST bl 58 Ea e .. xpenmen amp e en -0 -sen ence III erpre a IOn c Olces.
Pragmatic Gap type Embedded Closer Distant Interpretation presented
bias predicate filler filler to participants
Strong S-gap reserved seat customer The customer reserved

a-gap reserved customer seat the seat.
Mild S-gap called clerk customer The customer called the

a-gap called customer clerk clerk.
Null S-gap called wife husband The husband called the

a-gap called husband wife wife.

5.3.1.6 Hypotheses and predictions

Before presenting the predictions for Experiment 5, several assumptions need to

be made clear. First, it is assumed that the Japanese parser conducts a structural analysis

incrementally by making use of available information in a sentence. Second, in the

absence of overt morphosyntactic information, the parser is assumed to utilize other

information sources, such as semantic/pragmatic information, in order to make structural
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decisions. Third, the Japanese parser recognizes an RC structure when the filler is

received. That is, the postulation of a gap does not automatically lead to the postulation

of an RC structure. In the case of double-gap RCs, this means that the parser will not

recognize the second relativization until the distant filler is encountered. Upon

encountering the close filler, the parser assumes that the sentence involves a single-gap

dependency and interprets the unfilled gap as a missing argument. This analysis is

maintained until the distant filler appears.

In Experiment 5, the predictions regarding processing cost at the distant filler are

constructed in relation to the processing decisions that are assumed to be made at the

close filler. This is because the inclusion of the mild and null bias conditions would

introduce ambiguity to the decision making at each filler. In the case of the strong bias

condition, both the close filler and the distant filler are fully pragmatically disambiguated.

Therefore, the resolution of the first dependency is assumed to be completed at the close

filler or soon after that, and little ambiguity would be carried over to the distant filler.

The distant filler would be assigned to an unfilled gap rapidly following the strong

pragmatic bias. In the case of mild bias and null bias conditions, on the other hand, both

fillers are human, animate entities, and thus the thematic roles of fillers are more or less

pragmatically ambiguous. It is likely that processing decisions at the close filler would

exhibit variation, and consequently a certain amount of reanalysis, interference, and

conscious evaluation of the thematic plausibility of two fillers would take place at the

distant filler. It follows that the processing cost at the distant filler depends on the

analysis the parser conducted at the close filler.
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A list of factors that are assumed to playa role at the close filler is presented in

(14). Among the four factors, I assume that animacy/thematic fit of a filler is the most

important factor (e.g., Hirose 1999, MacDonald, Pearlmutter, Seidenberg 1994a,

Trueswell, Tanenhaus, Garnsey 1994, among others that found a role for

semantic/pragmatic information during processing).

(14) Factors at the close filler

a. Animacy/thematic fit of the filler

If animacy is the sole factor that influences a parsing decision, there is a
preference to associate an animate noun to the agent and an inanimate noun to
the theme of a verb. For verbs that take two animate arguments, an animate
noun at the close filler is likely to be interpreted as the agent. This is because
without information from the other argument, it is difficult to evaluate the
plausibility of its thematic role on the basis of the close filler alone.
Alternatively, the parser may use more detailed thematic plausibility of the
close filler even without receiving the distant filler. In this case, the more
plausible agent NP is assigned to the subject gap and the more plausible theme
NP to the object gap.

b. Computational cost associated with gaps

There is a preference for assigning the filler to a subject gap over an object
gap. A subject gap is higher in the structure, thus closer to the filler.
Therefore, a dependency with a subject gap is computationally less costly than
with an object gap.

c. The Argument hierarchy

There may be a preference to fill the theme slot of a verb's argument grid first.
This would fulfill the thematic role requirement of an internal argument,
create a VP node earlier, and/or determine the thematic role of the subject
argument (Chomsky 1981, Marantz 1984, O'Grady 1999, and references
therein,).
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d. Pro-drop frequency

Subject drop is more frequent and natural than object drop. Therefore, there
may be a preference for assigning a filler to an object gap so that the resultant
configuration contains a missing subject argument.

Two different types of predictions are made at the close filler based on the

following two hypotheses.

(15) Hypothesis 1

The assignment of a gap for the close filler is determined based on the thematic fit
of the filler. ['X ~ Y' is interpreted as 'if the filler has the property of X, then it
is assigned to Y']

• Strong bias: animate ~ subject gap; inanimate ~ object gap
• Mild bias: plausible agent ~ subject gap; plausible theme ~ object gap
• Null bias: ambiguous ~ other factors determine the decision

e.g., Follow animacy ~ subject gap
Follow argument hierarchy or pro-drop ~ object gap

Under this hypothesis, the parsing decision is determined on the basis of the

plausibility of the close filler as a possible argument of the embedded verb. The animate

filler in the strong bias condition is assigned to the subject gap, and the inanimate filler to

the object gap. In the mild bias condition, the plausible agent filler will be assigned to a

subject gap and the plausible theme filler will be assigned to an object gap. In the null

bias condition, since the fillers are ambiguous in terms of thematic plausibility, the

decision will be influenced by various factors, such as the animacy of the filler, pro-drop

frequency, and argument hierarchy. As a result, the gap assignment pattern in this

condition will exhibit variation. The following is a summary of the predictions under this

hypothesis.
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Table 5.9. Experiment 5: Predictions for closer filler - Hypothesis 1:
P' d" b d h 'fiarsmg eClSlOn ase on t ematlc It.

Condition WI W2 Cost
Pragmatic Gap Verb Close Assigned Confirming Conflicting
bias type filler gap factors factors
Strong Subject reserved seat Object gap a, c, d b

Object reserved customer Subject gap a, b c,d
Mild Subject called clerk Object gap a,c,d b

Object called customer Subject gap a, b c, d
Null Subject called wife Subject gap b c,d

Object gap c, d b
Object called husband Subject gap b c,d

Object gap c,d b
*Cost factors: a = ammacy/thematic fit of the filler; b = computatIOnal cost associated WIth gaps;

c = argument hierarchy; d = pro-drop frequency

In terms of the processing cost, the strong bias subject-gap and mild bias subject-

gap conditions are likely to be equally easy because of more confirming factors than in

other conditions.

The following presents another hypothesis that determines the processing decision

at the close filler.

(16) Hypothesis 2

The assignment of a gap for the close filler is determined based on its animacy or
plausibility as an agent.

• Strong bias: animate ~ subject; inanimate ~ object
• Mild bias: animate ~ subject
• Null bias: animate ~ subject

In this hypothesis, the parsing decision at the close filler is strongly influenced by the

animacy of the filler. This is based on the assumption that the evaluation of thematic

plausibility requires the presence of a verb and two arguments. Without information
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from the distant filler, the parser may not be able to determine the thematic plausibility of

the close filler. Since animacy is generally associated with agency, this information may

be utilized to make a parsing decision at the close filler. The following table is the

summary of gap assignment patterns (Hypothesis 2).

Table 5.10. Experiment 5: Predictions for closer filler - Hypothesis 2:
P . d .. b d .arsmg eClslOn ase onammacy.

Condition WI W2 Cost
Pragmatic Gap Verb Close Assigned Confirming Conflicting
bias type filler gap factors factors
Strong Subject reserved seat Object gap a,c,d b
Strong Object reserved customer Subject gap a, b c,d
Mild Subject called clerk Subject gap a, b c,d
Mild Object called customer Subject gap a, b c,d
Null Subject called wife Subject gap a, b c,d
Null Object called husband Subject gap a, b c,d
*Cost factors: a = ammacy/thematlc fit of the filler; b = computatlOnal cost associated wlth gaps;

c = argument hierarchy; d = pro-drop frequency

Under this hypothesis, the strong bias subject-gap is more advantaged than other

conditions with respect to the processing cost.

At the distant filler, information from both fillers is available. Therefore, it is

likely that the final parsing decision is made on the basis of the thematic fit of the two

fillers, as specified in the following hypothesis.
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(17) Hypothesis 3

The assignment of a gap for the distant filler is determined based on the thematic
fit of the close and the distant fillers.

• Strong bias: animate ~ subject gap; inanimate ~ object gap
• Mild bias: plausible agent ~ subject gap; plausible theme ~ object gap
• Null bias: ambiguous ~ other factors determine the decision

e.g., Follow animacy ~ subject gap
Follow gap cost ~ subject gap
Avoid reanalysis ~ depends on earlier decisions (S-gap or O-gap)

In both the strong bias and mild bias conditions, the parsing decision follows the

respective pragmatic bias. In the null bias condition, the thematic plausibility of the

distant filler is still ambiguous. Therefore, the decision is subjected to other factors such

as animacy and gap cost. Following either factor, the distant filler is preferably assigned

to a subject gap. Note that only two factors - thematic fit (a) and gap cost (b) - are

assumed to be at play at the distant filler. That is, the argument hierarchy and pro-drop

frequency are not assumed to be applicable here because one of the gaps has already been

filled and there is only one gap left unfilled. The following tables summarize the

predictions that are assumed to takes place at the distant filler. Table 5.11 presents the

prediction based on Hypothesis 1 and 3.
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H th'l&3[, d' ta tfillt 5 P d' fT bl 5 11 Ea e xpenmen re lC IOns or IS n 1 er- LypO eSlS
WI W2 W2 W5 W5
Verb Close Assigned Distant Preferred Cost Difficul

filler gap filler gap -ty

SS reserved seat O-gap customer S-gap
SO reserved customer S-gap seat a-gap Gap *
MS called clerk O-gap customer S-gap (Ambiguity?) (*)
MO called customer S-gap clerk a-gap Gap *

(Ambiguity?) (*)
NS called wife S-gap or husband S-gap Reanalysis **

O-gap Ambiguity
Interference

NO called husband S-gap or wife S-gap Reanalysis **
a-gap Ambiguity

Interference
*SS: strong bias, S-gap; SO: strong bias, O-gap; MS: mild bias, S-gap; MO: mild bias, O-gap;
NS: null bias, S-gap; NO: null bias, O-gap.

*Asterisks in Difficulty indicate the relative processing difficulty of each condition. The more
asterisks, the more difficult the processing of the sentence.

In this hypothesis, a processing advantage is expected for the strong bias subject-

gap (SS) and mild bias subject-gap (MS) conditions, Strong bias object-gap (SO) and

mild bias object-gap (MO) are more costly than the former two conditions in that a long-

distance dependency must be formed with an object gap, which requires additional

computational cost. Sentences with a null bias are assumed to incur the greatest

processing cost. A certain amount of reanalysis is expected depending on the gap

assignment at the close filler. The reanalysis is also predicted to be very difficult because

of non-distinctiveness of the two fillers. Furthermore, some similarity-based interference

may impede a parsing decision from being made. Finally, although the strong bias

subject-gap and mild bias subject-gap conditions were predicted to be equally easy, it is

possible that the mild bias subject-gap condition would be a little more costly than the

strong bias condition because the pragmatic bias is mild and thus may lead to variability
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in interpretation. In sum, a strong interaction between bias type and gap type is predicted,

as indicated by the absence of gap asymmetry in the null bias condition and a processing

preference for a subject gap in both strong and mild bias conditions.

Table 5.12 presents the second prediction at the distant filler that is made based

on Hypothesis 2 and 3 described earlier.

H th' 2&3fI d' ta t fillt 5 P d' fT bl 5 12 Ea e xpenmen re IC Ions or IS n 1 er- typo eSlS
WI W2 W2 W5
Verb Close Assigned Distant Preferred Cost Difficul

filler gap filler gap -ty

SS reserved seat O-gap customer S-gap
SO reserved customer S-gap seat O-gap Gap *
MS called clerk S-gap customer S-gap Reanalysis *

(Ambiguity?) (*)
MO called customer S-gap clerk O-gap Gap *

(Ambiguity?) (*)

NS called wife S-gap husband S-gap Reanalysis **
Ambiguity
Interference

NO called husband S-gap wife S-gap Reanalysis **
Ambiguity
Interference

*SS: strong bias, S-gap; SO: strong bias, O-gap; MS: mild bias, S-gap; MO: mild bias, O-gap;
NS: null bias, S-gap; NO: null bias, O-gap.

In this hypothesis, the strong bias subject-gap (SS) condition has an advantage.

The strong bias object-gap (SO) and sentences in the mild bias condition (MS, MO) are

predicted to be more difficult than the strong bias subject-gap (SS) because of some cost-

inducing factors. It is also possible that sentences in the mild bias conditions (MS, MO)

are overall more difficult than those in the strong bias conditions (SS, SO) because of

ambiguity stemming from the weak pragmatic bias. The null bias conditions should be

the most difficult of all because of possible reanalysis, ambiguity, and interference. Note

195



that the subject gap assignment for the distant filler in the null bias conditions is predicted

based on the assumption that the parser considers either animacy or gap cost (i.e.,

avoiding an object gap). Yet, it is also possible that the parser may avoid reanalysis and

choose to assign an object gap for the distant filler. Without pragmatic bias, there is in

principle nothing to prevent the distant filler from being assigned to an object gap. In this

case, the processing cost is still predicted to increase due to the inherent computational

cost associated with an object gap. At this point, it is not possible to distinguish between

the cost caused by reanalysis and the cost caused by a dependency involving an object

gap. Therefore, the processing cost observed at the distant filler in the null bias condition

can be explained by two possibilities. To summarize the predictions in this scenario, a

strong interaction between bias type and gap type is predicted, as demonstrated by the

absence of gap asymmetry in the mild and null bias conditions, contrasting with the

presence of an asymmetry in the strong bias condition.

5.3.1.7 Data analysis

Data from all participants were used for analysis. The mean response accuracy of

all participants to thirty-five filler sentences with unambiguous answers was 90.8%, with

individual scores ranging from 74.3% to 100%.

This experiment had two types of dependent measures - responses to the end-of­

sentence interpretation and mean reading times. For the interpretation choice, the

probability of choosing the 'yes' response (out of a total of four tokens) in each condition

was calculated for each individual. These scores were subjected to one-sample T-Tests to

examine whether the 'yes' response was chosen above chance. A 3x2 ANOVA with
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repeated measures on both Pragmatic bias and Gap type was also performed to examine

whether the probability of choosing 'yes' responses differed across conditions.

With respect to reading time data, each condition's mean reading time was

calculated for each participant and for each item. Then, a 3x2 ANOVA with repeated

measures was performed for each region, treating Pragmatic bias and Gap type as within­

participants (F1) variables. A separate ANOVA was also conducted by treating the two

factors as within-items (F2) variables. When an interaction of Pragmatic bias and Gap

type turned out to be significant, subsequent analyses were conducted to determine the

nature of the interaction. The critical region of comparison was the distant filler position

(i.e., word 5) at which a double-gap RC structure is recognized and a long-distance filler­

gap dependency is resolved. No data was removed from analyses and no data-trimming

procedure was conducted. The reading time results presented below are thus raw reading

times for each region.

5.3.2 Results

5.3.2.1 Interpretation choice

Table 5.13 presents the mean number (and percentage) of 'yes' responses to end­

of-sentence interpretations. Figure 5.11 shows the mean percentage of 'yes' responses

for each condition. (See Table 5.8 above for sample sentences.)
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Figure 5.11. Experiment 5: Percentage of choosing 'yes' responses (%).

The subject-gap condition produced more 'yes' responses than the object-gap

condition. There was also a relation between the 'yes' response and the strength of

pragmatic bias: the stronger the pragmatic bias, the more the 'yes' responses. ANOVA

results found significant main effects of Pragmatic bias (F i (2,46)=54.952, p <.001;

72 Because of some errors involved in the recording of responses, the participant analysis and the item
analysis yielded different means. The numbers shown in Table 5.13. are those for the participant analysis.
Means for the item analysis are:

Strong bias
Subject gap 91.7%
Object gap 84.4%
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F2(2,46)=29.222, P <.001) and Gap type (F1(l,23)=12.382, p =.002; F2(l,23)=12.665, p

=.002). No interaction was observed (p >.1).73

Table 5.14 presents the results of the one-sample T-tests.74

Table 5.14. Experiment 5: One-sample T-testresults (Ho:J..l=.5).
Pragmatic Gap type % of 'yes' T-value df Significance
bias (2-tailed)
Strong bias Subject 94.8% 17.245 23 .000*

Object 84.4% 8.752 23 .000*
Mild bias Subject 80.2% 6.355 23 .000*

Object 58.3% 1.356 23 .188
Null bias Subject 55.2% .816 23 .423

Object 40.3% -1.909 23 .069
* P <.05

'Yes' responses were chosen above chance in the strong bias (both subject gap and object

gap) sentences and the mild bias subject-gap sentences. For the other conditions, the

choice of 'yes' or 'no' showed no consistency, except for a marginal significance for

more 'no' responses in the null bias object-gap condition.

In sum, the results of end-of-sentence interpretation choices found the predicted

effect of a structural preference and pragmatic information. Japanese speakers preferred

a sentence in which the distant filler of an RC is interpreted as the subject to a sentence in

which the distant filler is interpreted as a direct object, regardless of pragmatic bias.

When structural preference and pragmatic information matched (as in the strong bias S-

gap and mild bias S-gap conditions), judgments were more consistent with the a given

73 ANOVAs including List as a between-participant variable found a GapxList two-way interaction and a
BiasxGapxList three-way interaction.
74 The data from item analysis showed an identical pattern, with significance obtained in strong bias (S-gap
and O-gap) sentences, mild S-gap sentences, and marginal significance in null bias O-gap sentences.
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interpretation than when those information sources mismatched (as in the strong bias 0-

gap and mild bias O-gap conditions). Also, the stronger the pragmatic bias, the more

consistent the judgments with the given interpretation. When pragmatic information

provided little information (as in the null bias conditions), responses exhibited more

variability, resulting in chance or near chance performance.

5.3.2.2 Reading times

Table 5.15 and Figure 5.12 present the mean reading time for each region of a

sentence.

Table 5.15. Experiment 5: Mean reading times (msec.).
WI W2 W3 W4 W5 W6 W7

Verb 1 Close PP/adv Verb 2 Distant NP/PP Verb 3
filler filler

Strong bias, S-gap 788 851 813 734 1000 575 633

Strong bias, O-gap 837 991 855 726 1562 751 876
Mild bias, S-gap 768 970 986 753 2043 663 1045
Mild bias, O-gap 800 929 874 934 2290 713 1239
Null bias, S-gap 816 1272 960 776 2478 790 1225
Null bias, O-gap 744 1096 809 1003 2283 716 1276
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Figure 5.12. Experiment 5: Mean reading times (msec.).

At word 2 (the close filler), there was a significant main effect of Pragmatic bias

(F1(2,46)=6.169, p=.004; F2(2,46)=5.78, p=.006). A main effect of Gap type and a

biasxgap interaction did not reach significance (Gap type: F1(1,23)=.127, p=.725;

F2(1,23)=.276, p=.604; Interaction: F1(2,46)=1.607, p=.212; F2(2,46)=2.848, p=.068).

For the pragmatic bias effect, reading times were the longest in the null bias condition,

followed by the mild, and the strong bias conditions. Bonferroni pairwise comparisons

found a significant difference between the strong and null bias conditions (P1=.023,

P2=.026), but not in other pairs (mildxnull: P1=.052, P2=.092; strongxmild: p=1). The

results seem to suggest that ambiguous thematic roles of the distant filler (in the null bias)

incurred a processing cost at an early point in a sentence.
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At word 4 (the predicate of the intermediate clause), the Gap type revealed a

reliable effect in the item analysis (F2(l,23)=4.488, p=.045), but it was marginally

significant in the participant analysis (F1(l,23)=3.590, p=.071). A main effect of

Pragmatic bias and a biasxgap interaction were not significant (Bias: F1(2,46)=2.55,

p=.089; F2(2,46)=2.005, p=.146; Interaction: F1(2,46)= 1.833, p=.171; F2(2,46)=2.438,

p=.099). The results showed that object-gap sentences were read more slowly than

subject-gap sentences. However, this pattern seems to be only limited to the mild and

null bias conditions. The results of one-way ANOVAs testing the gap effect found no

effect in the strong bias condition (F1(1,23)=.047, P1=.831; F2(1,23)=.016, P2=.899), but

found some effects in the mild bias (F1(l,23)=4.502, P1=.045; F2(l,23)=3.683, P2=.067)

and null bias conditions (F1(l,23)=2.222, P1=.150, F2(l,23)=4.320, P2=.049). It is not

clear why the effect of gap type was found at this position especially in the null bias

condition, where the pragmatic bias should be minimum.

Figure 5.13 presents the reading time at the distant filler (word 5).
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Figure 5.13. Experiment 5: Mean reading times at distant filler (msec.).

A robust main effect of Pragmatic bias was found (F1(2,46)=14.452, P <.001;

F2(2,46)=10.272, P <.001). The results of Bonferroni pairwise comparisons found that

the distant filler in the strong bias condition was read significantly faster than the distant

filler in the mild bias (PI =.002, P2 =.001) and null bias conditions (PI =.003, P2 <.001).

There was no difference between the mild bias and null bias conditions (p = 1). With

respect to the Gap type, no main effect was found (FI(1,23)=1.270, p=.271;

F2(1,23)=2.063, p=.164). The interaction of Pragmatic bias and Gap type was significant,

but only in the participant analysis (F1(2,46)=3.325, p=.045; F2(2,46)=2.319, p=.1lO).

The interaction seemed to be due to the fact that there was a gap asymmetry in the strong

bias condition (i.e., shorter reading times for subject-gap sentences than object-gap

sentences), but there was no such an asymmetry in the mild bias and null bias sentences.

One-way ANOVAs testing the effect of Gap type confirmed this pattern: there was a gap

203



effect in the strong bias condition (F1(1,23)=4.819, p =.039; F2(1,23)=7.078, p =.014),

but not in the mild bias (F1(1,23)=1.223, P =.280; F2(1 ,23)=.811, p =.377) or the null bias

condition (F1(1,23)=.536, p =.472; F2(1,23)=.575, p=.456). Also, Bonferroni pairwise

comparisons testing the bias effect found that within the subject gap sentences, the strong

bias condition was significantly different from other two bias conditions (strongxmild:

p<.OI, strongxnull: p<.OI). Within the object gap sentences, the strong bias condition

was significantly different from the mild bias (P1=.018, P2=.09), and marginally different

from the null bias (P1=.09, p2=.083).

To summarize the results at the critical region, there was a processing advantage

for the strong bias condition over the mild and null bias conditions, suggesting ease of

processing when the thematic roles of fillers were strongly constrained. Furthermore,

within the strong bias condition, there was a preference for the distant filler to be linked

to the subject gap over the object gap. There was no gap asymmetry in the conditions

where pragmatic information provided little or no constraint on the thematic roles of

fillers.

At word 7 (matrix predicate), only a main effect of Pragmatic bias was found to

be significant (F1(2,46)=6.654, p=.003; F2(2,46)=7.46, p=.002). Bonferroni pairwise

comparisons showed that the reading time was significantly shorter in the strong bias

than the two other conditions: strong vs. mild, P1=.008, P2=.007; strong vs. null, P1=.04,

P2=.006; mild vs. null, p=I).
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5.3.3 Discussion

Experiment 5 investigated the role of pragmatic information in the processing of

globally ambiguous structure and its effect on the subject-object asymmetry. In addition

to the conditions tested in Experiment 4 (i.e., the strong bias condition), in which the

thematic role of fillers was pragmatically unambiguous, Experiment 5 included two

additional pragmatic bias conditions - mild and null. In the mild bias condition, the two

fillers were both animate, but one of them was more plausible as agent of the action

denoted by the most embedded verb. In the null bias condition, the two fillers were fully

interchangeable in the sense that they were equally good as agent or theme.

The word-by-word reading times at the distant filler showed two major findings.

First, the sentences in the strong bias condition were read significantly faster than the

sentences in the mild and null conditions. Second, there was a clear gap asymmetry,

favoring a subject gap over an object gap, in the strong bias condition, while no such

asymmetry was found in the mild and null bias conditions. In the both mild and null bias

conditions, the reading times were extremely long, presumably showing processing

overload.

The overall reading time results were more consistent with the prediction under

hypothesis 2 and 3 (as shown in Table 5.12) than the prediction under hypothesis 1 and 3

(as shown in Table 5.11). Recall that the major difference between the two predictions

was that in hypothesis 1, the gap assignment at the close filler was determined on the

basis of the thematic fit of the filler, while in hypothesis 2 it was determined on the basis

of the animacy of the filler. However, caution is needed before drawing a conclusion
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about the processing decision at two fillers. First, the predictions were formulated under

an assumption that each cost factor leads to an equal amount of processing difficulty.

However, whether or not object gap assignment, ambiguity, and reanalysis incurs equal

processing difficulty needs to be investigated independently. Second, the processing

difficulty observed at the distant filler in the mild bias condition could be because the

pragmatic bias in this condition was too weak to be distinguished from the pragmatic bias

in the null bias condition.

The results of end-of-sentence interpretation choices also revealed similar patterns

to those of reading times. Across the three pragmatic bias conditions, there was a

preference for interpreting the distant filler as the subject of the embedded clause over

interpreting the close filler as the subject of the embedded clause. And this preference

was stronger and more consistent as the pragmatic bias becomes stronger. When the

pragmatic bias was not constraining (i.e., the null bias) or when the distant filler was

weakly biased toward the theme (i.e., the mild bias object-gap condition), the preferred

interpretation in which the distant filler is encoded as the subject was not chosen

consistently, showing at chance or near chance probability.

Taken these results together, two conclusions can be drawn from Experiment 5.

Double-gap Res are parsable or easy enough to construct syntactic and semantic

representations online only when the pragmatic information unambiguously indicates the

possible thematic roles of fillers. And, it is only under these circumstances that a subject­

object gap asymmetry is manifested. In the reminder of this section, I will discuss the
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processing difficulty/ease of double-gap RCs from the three approaches in sentence

processing, and the relationship between ambiguity and gap asymmetry.

5.3.3.1 Processing difficulty in the mild and null bias conditions

There are three types of accounts that would predict the processing difficulty

observed at the distant filler of the double-gap RCs in the mild and null bias conditions.

First, it has been reported that the processing load increases from 'similarity-based

interference' between NPs from the same semantic and/or syntactic class (Gordon,

Hendrick, & Johnson 2001 :1412, Lewis & Nakayama 2002). Memory representations of

similar constituents are similar enough to interfere with each other when processing or

retrieving information associated with them. In the case of double-gap RCs in the mild

and null bias conditions, this account would predict that reading time increases at the

distant filler because of interference from the close filler. Both fillers are human, animate,

and plausible agents. Therefore, when the parser encounters the distant filler and makes a

decision about the filler's role in the embedded clause, the information from the close

filler could interfere with this evaluation process.

Alternatively, the increased reading time at the distant filler may reflect the

difficulty involved in revising the initial analysis of a structure. The Garden Path model

assumes that the parser considers only one analysis at a time and corrects it when

subsequent information contradicts the analysis (Frazier 1987a, 1989, Frazier & Rayner

1982). In this model, the initial parsing is assumed to proceed solely on the basis of

structural considerations, such as phrase structure rules and the syntactic categories of

words. When an ambiguity is detected, a processing decision is guided by parsing
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strategies, such as Minimal Attachment and Late Closure. Non-structural information,

such as pragmatic and detailed lexical information, becomes available at a later

evaluation stage, and reanalysis occurs if necessary. Under this account, the increased

reading time found at the distant filler in the mild and null conditions could be accounted

for by the difficulty involved in reanalysis. Suppose the parser detects ambiguity at the

closer filler and assigns it to a subject gap by following some sort of parsing principle,

such as one that prefers a computationally less costly operation to a costly one. When the

distant filler is received, the parser initially assigns it to an object gap since the gap has

not been filled. Soon after this assignment is completed, a strong error signal should

appear due to the mismatch between the object gap and the plausible agent property of

the distant filler. And, this triggers reanalysis.

There are several reasons to assume that such reanalysis may impose substantial

processing demands. First, a double-gap RC is highly complex. It has two filler-gap

dependencies. A large portion of working memory may have been consumed by the time

the distant filler is integrated, and consequently fewer resources would be available for

reanalysis.

Second, reanalysis would also be difficult because both the close filler and the

distant filler are potentially good agents, and this may not be constraining enough to

make a quick decision about the dependencies.

Third, it has been proposed that "revising semantically interpreted decisions is

more costly than revising semantically uninterpreted ones" (Frazier & Clifton 1998:148).

Since reanalysis of the two dependencies will involve the revision of the thematic role
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that has been assigned to the close filler, it is reasonable to assume that reanalysis at the

distant filler would be very difficult.

Fourth, due to the limitation of processing/attentional resources, the revision of a

structure that has been built earlier is assumed to be more difficult than the revision of a

structure that has been built more recently (Frazier & Clifton 1998: 163-4). Again,

reanalysis of the two dependencies requires access to information that appeared earlier in

a sentence - the embedded predicate and the close filler - as well as the distant filler.

Therefore, these revisions would be very difficult.

In sum, although it is not clear whether all these factors combine to make

reanalysis more difficult or whether one is more crucial than another, a great deal of

difficulty is predicted for reanalysis at the distant filler.

In contrast to the model described above, a third view of sentence processing

would claim that the processing difficulty observed at the distant filler reflects the

difficulty of selecting a particular structure, presumably as a result of insufficient

information. In the interactive approach to sentence comprehension (e.g., MacDonald,

Pearlmutter & Seidenberg 1994b, Trueswell, Tanenhaus, & Kello 1993), both syntactic

and non-syntactic factors are assumed to influence simultaneously the activation level of

a particular structure. In the case of double-gap RCs, the syntactic cue is very weak since

the structure is formally ambiguous with respect to the dependencies between gaps and

fillers. The pragmatic cue is also weak in the mild and null bias conditions in that it does

not help activate one structure more strongly than the other. For example, being animate

and a good agent, the close filler in the null bias condition may activate a subject-gap
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analysis. The activation of this analysis may become stronger since assigning a filler to a

subject gap is computationally less costly. When the distant filler is encountered, this

filler would activate a subject-gap analysis for the same reason outlined for the close

filler. Therefore, the two subject analyses that have been activated in the system would

compete with each other. Without sufficient information that would strengthen the

activation of one analysis over the other, dependencies may not be resolved, resulting in

great processing difficulty.

5.3.3.2 Easy processing in the strong bias condition

In contrast to the processing difficulty in the mild and null bias conditions, all

these approaches predict generally easy processing for sentences in the strong bias

condition. In the similarity-based interference account, parsing can proceed without

interference because an animate NP and an inanimate NP at the fillers are semantically

and pragmatically distinct. Then, what makes a difference at the distant filler is the

structural position of the gap. A subject gap is structurally higher, thus easier to form a

dependency with.

Consider the Garden Path model. Recall that in this model, initial parsing is

guided only by structural information such as the phrase structure rules. Without such

information at the closer filler, an ambiguity-resolution parsing strategy will be applied.

Again, suppose that the parsing strategy initially assigns a subject gap to the close filler.

In the case of the subject-gap condition, the close filler is 'seat'. Soon after a subject gap

is assigned to this filler, a strong error signal will appear because of the mismatch

between the subject gap and the thematic plausibility of the filler. Thus, reanalysis must
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be initiated. However, reanalysis will be conducted with relative ease due to the strongly

constraining pragmatic information. As a result, an object gap will be linked to the close

filler. At the distant filler 'customer', only a subject gap is available, and is thus assigned

to the filler. No error signal will be detected because of the feature match between the

gap and the filler. In the case of double-gap Res in the object-gap condition, the close

filler is 'customer'. The parsing strategy initially links the subject gap to this filler. No

feature mismatch will be detected and thus no reanalysis is needed. At the distant filler

'seat', only an object gap is available and it is therefore linked to the filler. No error

signal will appear. However, forming a dependency with an object gap is

computationally more costly. This makes the processing of the distant filler more

difficult in the object-gap condition than in the subject-gap condition. In summary, in the

Garden Path model, the reading times of the distant filler in the strong bias condition

should be relatively short because no reanalysis is involved at this position. A subject­

object asymmetry is expected because there is an inherent computational difference

between the two gaps.

In an interactive model, the relative ease of the strong bias condition is also

predicted. Recall that multiple information sources are assumed to be used

simultaneously in parsing. In the both subject-gap and object-gap conditions, the strong

pragmatic bias unambiguously selects a structure at each filler. For example, 'seat' is

assigned to an object gap and 'customer' to a subject gap. Then, the difference at the

distant filler between 'customer' and 'seat' will be computationally determined. A

subject-gap is easier to compute than an object gap.
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5.3.3.3 Gap asymmetry in the absence of ambiguity

From the above discussion and the finding that a subject-object gap asymmetry

appeared only in the strong bias condition, it seems clear that a gap asymmetry is

manifested when a sentence contains no ambiguity. However, it is not clear how 'the

absence of ambiguity' leads to the emergence of a gap asymmetry.

It seems that there are two necessary conditions for an asymmetry to appear. The

parser needs to recognize that there is a gap in a clause preceding the filler. More

importantly, the parser also needs to know the position of a gap. As for the first

condition, it is likely that for all double-gap RCs, the parser is able to postulate two gaps

in the most embedded clause on the basis of the argument structure of a predicate and the

absence of overt NPs in the clause. It is thus the second condition that seems to separate

the strong bias condition from other bias conditions in terms of the appearance of a gap

asymmetry.

In the strong bias condition, the strongly constraining pragmatic information

uniquely specifies the thematic role of fillers and thus makes clear about the position of a

gap. This enables the parser to assign the filler to a gap rapidly as soon as the filler is

received. Then, what emerges in this process is a difference in computational cost. The

subject gap is higher in the structure, where it can enter into a dependency with the filler

at relative little computational cost.

Consider the mild and null bias conditions where a gap asymmetry was not

observed. Again, it is assumed that the parser recognizes that there are two gaps in the

most embedded clause. What is missing in these conditions seems to be a reliable
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infonnation about the position of a gap that is to be associated with each filler. There is

no morphosyntactic information in this construction that specifies the dependencies

between gaps and fillers. The pragmatic information is also weak. This creates variation

in the interpretation of the role of the fillers (across participants and items) as evidenced

by the results of the end-of-sentence interpretation choice in Experiment 5. Recall that

the response to a given interpretation was inconsistent (i.e., at chance or near chance

performance) in the mild bias object-gap condition and the null bias conditions. Since

the parser is not able to make a rapid and consistent decision about the two dependencies,

a gap asymmetry, a computational consequence of the rapid integration of the filler with

a gap, is less likely to occur.

Clarification is necessary with regard to the considerable processing difficulty

observed at the distant filler of double-gap RCs in the weakly biased conditions.

Although ambiguity may reduce or remove the gap asymmetry, it is less likely that it is

the sole cause of the considerable processing difficulty found at the distant filler in these

conditions. As acknowledged in the sentence processing literature, not all ambiguous

structures are extremely difficult to process. It seems that the involvement of two filler-

gap dependencies together with the presence of ambiguity combine to make the double-

gap RC in the mild and null bias conditions very difficult to process.75 A filler-gap

dependency has been shown to incur processing cost. (See Chapter 3 for previous

75 A double-gap RC contains three clauses. Assuming that the parser needs to construct both syntactic and
semantic representations of a sentence, the processing of double-gap RCs is both syntactically and
semantically complex.
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findings on this issue). The present study also found that the reading time increased at

the filler of a single-gap RC (Experiment 1 and 2). The reading time was also

significantly longer at the distant filler of a double-gap RC than at the corresponding

region of a control sentence without a filler-gap dependency (Experiment 4). When the

thematic roles of the fillers are ambiguous, the parser not only computes a long-distance

dependency involving the distant filler but also reevaluates the dependency involving the

close filler, and if necessary revises the initial analysis. Dealing with two filler-gap

dependencies (one of which is also long distance) must thus tax the memory resources

considerably.

To conclude Experiment 5, the present study found that a subject-object gap

asymmetry emerges only when the pragmatic information strongly constrains the

thematic roles of two fillers. Strong pragmatic information helps the parser uniquely

identify the position of the gaps and thus resolve the dependencies rapidly as soon as the

filler is encountered. Given that the same asymmetry was observed in the processing of

single-gap RCs, where the position of a gap is inferred by the case marking of an overt

NP within the RC and the argument structure of a verb, the results of Experiment 5

suggest that strongly constraining pragmatic information serves a similar function to that

of morphosyntactic information such as case marking, and is used rapidly in the

processing of double-gap RCs in Japanese.

5.4 General discussion

This section will compare and contrast some of the results found in the offline

survey (Experiment 3) and online experiments (Experiment 4 and 5), and will discuss
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some issues involved in this construction. Then, some limitations of the study will be

addressed, and a summary of major findings will conclude the chapter.

5.4.1 Processing difficulty in naturalness ratings and online experiments

The comparison of the offline and online studies revealed that 'processing

difficulty' may tap different aspects of sentence processing and can be teased apart in

different measurements. Recall the results of Question 1 from the offline survey

(Experiment 3). In this question, the participant was asked to rate the naturalness of a

sentence on a 5-point scale. The results found that sentences were split into two groups.

The sentences in the strong bias subject-gap condition were rated as natural, while the

sentences in the other five conditions were rated as unnatural. In Experiment 5, the

reading times ofthe distant filler showed three major groupings. The easiest condition

was the strong bias subject-gap condition. The second easiest one was the strong bias

object-gap condition. The other four conditions belonged to the same group, where the

reading time of the distant filler was extremely long.

One apparent similarity between the two sets of data is the superior performance

of the double-gap RC in the strong bias subject-gap condition. This is the condition in

which the thematic roles of the two fillers were pragmatically unambiguous and the

plausible agent appeared at the distant filler position. That is, when the preferred

structure had strong pragmatic support, native speakers of Japanese found the sentence

relatively easy to comprehend (thus natural), and the effect was manifested as the fastest

reading times at the distant filler in the online experiment.
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However, the two sets of data also had a noticeable difference. In the offline

judgments, the double-gap RC in the strong bias object-gap condition was rated as

unnatural along with other mild and null bias sentences, whereas in the online

measurement, it was read faster than the other four conditions.

Judgment as 'unnatural' in an offline task seems to represent two types of

difficulty. On the one hand, it represents difficulty that stems from a mismatch between

the preferred structure and pragmatic plausibility. For example, in comprehending a

double-gap RC in the strong bias object-gap condition, people were forced to interpret the

sentence with a dispreferred structure because the pragmatic information was so strong

that there was no other way to interpret it. On the other hand, 'unnatural' also seems to

represent difficulty caused by ambiguity. Ambiguity leads to indeterminacy about the

sentence structure, reanalysis, and so forth. Sentences in the mild and null bias

conditions seem to belong to this category.

It appears that the results of the online experiment elucidated these different types

of difficulties. Sentence with a strong mismatch between pragmatic bias and structural

preference were read faster than sentences with ambiguity. This suggests that

constraining information (even if it may contradict a structural preference) has an

advantage over ambiguous information in sentence processing. Strongly constraining

information provides at least a quick clue about a sentence's syntactic representation,

including a signal as to whether the structure is a preferred one or not. On the other hand,

ambiguous information seems to impede or slow down rapid structure building.
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Caution is necessary, however, in interpreting the two sets of data. It is possible

that the predominant 'unnatural' rating for the strong bias object-gap sentence is due to

the semantic compatibility of the intermediate predicate with the immediately following

noun. Recall that the offline study found that sentences in this condition tended to be

misanalyzed more often than the sentences in the other conditions. On the other hand,

sentences in the strong bias condition in Experiment 5 contained an intermediate

predicate that was semantically incompatible with the following noun. Therefore, the

fact that the reading times in this condition are shorter than in mild and null bias

conditions in Experiment 5 may be due to the absence of the potentially error-inducing

factor. Further investigation is necessary to tease apart these possibilities.

5.4.2 Limitations of the study

The present study has several limitations and suggestions for future studies. First,

more careful control may be necessary in order to draw a conclusion about how mild bias

sentences differ from null bias sentences. The results of Experiment 3 and 5 showed that

the mild bias condition patterned with the null bias condition in many respects, such as in

the naturalness ratings, the possibility of misanalysis, reading times, and so forth.

However, this may be due to insufficient difference in bias between the two conditions.

Although what makes the bias difference' sufficient' is an open question, it has been

reported that thematic fit of fillers equivalent to the mild bias condition of the present

study had some effect in the processing of RCs (Traxler et al. 2002, cf. Mak et al. 2002).

Whether or not the absence of the bias difference is limited to the double-gap RC
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construction (perhaps due to its highly complex structure and its structural ambiguity) or

could be found in other constructions in Japanese is also an empirical question.

Second, the effect of intermediate clauses in the processing of double-gap RCs

also needs to be tested. In Experiment 5, the intermediate predicate in the strong bias

condition was semantically incompatible with the following noun, while those in the mild

and null conditions were semantically compatible with it. This incompatibility in the

strong bias may have facilitated structure building by preventing the parser from

incorrectly misassociating the predicate with the following noun. Although the results of

Experiment 3 (the offline survey) indicated that the incidence of anomalous interpretation

was not very high in the mild and null bias conditions, its effect in a word-by-word online

experiment has to be tested independently.

Finally, a study is needed to obtain more detailed information about a parsing

decision at the close filler. For example, in Experiment 4, an increased processing load

was observed at the close filler and the following regions in the strong bias object gap

condition, i.e., in sentences whose close filler was a plausible agent. However, an

equivalent asymmetry was not found in Experiment 5, although there was a numerical

reading time difference suggesting the same tendency. Furthermore, the results of a

pretest norming study (reported in Appendix C) found that sentences with a missing

subject were rated overall as more natural than sentences with a missing object across the

pragmatic bias conditions. These sets of results suggest that there is in fact a preference

to fill an object gap at the close filler, which is opposite to the predictions that were

constructed for Experiment 5 on the basis of animacy and thematic fit of fillers. Since a
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parsing decision at the distant filler largely depends on the decision made at the close

filler especially in the mild and null bias conditions, study of this issue will be a future

priority.

5.5 Conclusion

This chapter investigated the issue of subject-object gap asymmetry in the

processing of double-gap RCs in Japanese. One major finding is that there was an

advantage for a subject gap over an object gap, supporting the predictions proposed by

the Structural Distance Hypothesis. No equivalent asymmetry was found in a control

sentence which involved a pronoun-antecedent referential dependency but did not involve

a long-distance filler-gap dependency. This suggests that the subject-object gap

asymmetry was a computational consequence of resolving a filler-gap dependency in a

hierarchical representation. Another important finding is that this asymmetry emerged

only in the sentences in which the plausible thematic role of the fillers was pragmatically

disambiguated. When pragmatic information only weakly constrained the thematic role

of fillers, the processing became extremely difficult and the asymmetry was no longer

observed. These results suggest that strongly constraining pragmatic information is used

rapidly in the analysis of structurally ambiguous double-gap RCs. Such information

helps the parser identify the position of a gap, which in tum is crucial for the emergence

of a gap asymmetry.
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CHAPTER 6

GENERAL DISCUSSION AND CONCLUSION

The goal of this dissertation was to collect empirical evidence on the issue of a

subject-object gap asymmetry in the processing ofRCs in Japanese, a strict head-final

language. A series of experiments conducted on single-gap and double-gap RCs showed

that native speakers of Japanese found a subject gap easier to process than an object gap.

This chapter reviews major findings from the experiments and discusses them in a wider

perspective.

6.1 Summary of major findings

The central finding of this study is that there is a clear advantage of a subject gap

over an object gap in the processing of both single-gap RCs and double-gap RCs. In

single-gap RCs, the reading time of the filler (in Exp. 1 and 2) was faster and the

response accuracy to end-of-sentence comprehension questions (in Exp. 1 only) was

higher for subject-gap RCs than for object-gap RCs. In double-gap RCs, the asymmetry

was restricted to the conditions in which the thematic roles of fillers are pragmatically

unambiguous. In these conditions, the reading time of the distant filler was faster when it

corresponded to a subject gap than when it corresponded to an object gap (Exp. 4 and 5).

In the end-of-sentence interpretation choice, the preference for linking the distant filler to

a subject gap was stronger in the strong bias condition than in the other conditions (Exp 1

and 5). In contrast, when the pragmatic infonnation was weak, no corresponding

asymmetry was observed. Not only was the distant filler in those conditions read with

great difficulty, the preference for interpreting the distant filler as a subject was very
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weak (Exp. 1 and 5), and there is no indication that such an interpretation was chosen

consistently (Exp. 5).

The presence of a gap asymmetry in the double-gap RCs suggests that strongly

constraining pragmatic information is used rapidly during processing. Assuming that a

gap asymmetry is a computational consequence of the rapid integration of a filler with a

gap in a hierarchical structure, the emergence of an asymmetry largely depends on how

unambiguously and how consistently the parser identifies a type of dependency (subject

gap or object gap). For instance, in the case of single-gap RCs, an overt case-marked NP

and the verb's argument structure in the embedded clause inform the parser of a possible

gap position. This allows the rapid association of the filler with the gap, as soon as the

parser recognizes the filler. As a result, a subject-object gap asymmetry emerges. In the

case of double-gap RCs, the first decision point is at the close filler. No morphosyntactic

information indicates a dependency type. However, since the thematic plausibility ofthe

filler is strongly constrained (as an agent or theme of the embedded predicate), the parser

assigns the filler to one ofthe gaps. The same applies at the distant filler. Since the

thematic plausibility of the distant filler is pragmatically unambiguous and compatible

with a gap that has not been filled, the long-distance dependency is resolved rapidly.

Then, what makes a difference is the computational cost associated with the structural

position of the gap. The gap asymmetry in the absence of morphosyntactic information

suggests that the strongly constraining pragmatic information informs the parser of the

type of dependency in a similar way as the morphosyntactic information does in the

single-gap RC.
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When pragmatic information only weakly constrains the plausible thematic role of

fillers, the type of dependency becomes more ambiguous. As a result, the processing

becomes more difficult and variable because of possible reanalysis and processing costs

associated with an object gap when it is chosen.

6.2 The absence of a subject-gap preference in the weakly biased conditions

Given that the two fillers in the mild and null bias conditions are plausible as

agent or theme, it is still puzzling as to why there was no a strong preference for a subject

interpretation of the distant filler. Recall that the end-of-sentence interpretation choice

showed that the parser did not choose a particular interpretation consistently (Exp.5).

This finding contrasts with previous findings in head-initial languages. For example,

Frazier (1987b) examined globally ambiguous RCs in Dutch and found that native

speakers of Dutch prefer to interpret a sentence as a subject-gap over an object-gap RC.

Mak et al. (2002) reported a similar finding in an investigation of temporarily ambiguous

RCs in Dutch. In Dutch, a sequence of <filler NP + relative pronoun + NP> can be

temporary ambiguous since the primary disambiguating information (i.e., subject-verb

agreement on the verb) comes at the end of the embedded clause. They found that the

auxiliary verb was read more slowly when it disambiguates toward an object gap

interpretation over a subject gap interpretation. This suggests that prior to the

disambiguating region, native speakers of Dutch have already developed a preference for

a subject gap interpretation for the ambiguous string. Note that the filler and the NP in

the RC were pragmatically ambiguous in Frazier's study, and weakly ambiguous in Mak
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et al.' s study, which roughly corresponds to the null bias and mild bias conditions of my

study respectively.

The absence of a strong preference in the pragmatically ambiguous conditions in

Japanese appears to suggest two things. First, it seems to provide additional evidence

against the purely grammar-based account for the subject-object asymmetry in double­

gap RCs. Recall that there is an issue that a double-gap RC with a long-distance

dependency with an object gap is not merely computationally difficult but

'ungrammatical' due to the violation of a parsing constraint (Fodor's (1978) Nested

Dependency Constraint) or the violation ofa movement constraint (e.g., Hasegawa 1984­

5, Huang 1984). If a particular configuration is ungrammatical, which is assumed to be

part of native speakers' grammatical knowledge of the language, there should be a

stronger preference for associating the distant filler with a subject gap whenever possible,

such as in the mild and null bias conditions.

Second, the absence of a strong preference in the mild and null bias conditions in

Japanese and its presence in other languages seem to be related to a processing

consequence due to different typological properties of RCs. As has been discussed in the

literature, in head-initial languages such as English and Dutch, an RC is recognized

earlier in a sentence, thanks to word order or the appearance of a relative pronoun

following the filler. Whichever account one adopts (e.g., an active filler strategy,

memory-based explanation, perspective shift, etc.), this creates an initial preference for

the subject gap interpretation because of its computational, structural, and/or discourse

advantage over the object gap interpretation. When the filler and the NP in the RC have

no bias toward either interpretation, this initial preference remains, resulting in a
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preference for a subject analysis. That is, a preference for the subject interpretation

seems to be a processing consequence originated in an early signal that generates an

expectation for a gap. In contrast, in head-final languages such as Japanese, where the

filler comes after the RC, an RC structure is not recognized until the filler is received.

Without the signal that indicates that an RC structure is being processed, no preference

about the type of dependency needs to be developed prior to the filler. 76 When a filler is

received, the parser resolves a dependency on the basis of the structure built so far and on

available information (such as pragmatic bias) without being influenced by a previously

developed preferences. The strength of pragmatic information therefore directly

influences how rapidly and consistently an integration is conducted.

The interaction of pragmatic/semantic information and the initial preference for a

subject gap structure is found in various studies in head-initial languages. For example,

in the same study reported earlier, Mak et al. (2002) examined a similar set of

temporarily ambiguous RCs with pragmatically unambiguous NPs. No asymmetry was

found at the auxiliary verb (i.e., the disambiguating information), suggesting that

animacy is used to guide an analysis of an ambiguous RC, overriding the preference for a

subject-gap interpretation. Traxler et al. (2002) found that not all object-gap RCs are

equally difficult. They found that the difficulty associated with an object-gap RC was

significantly reduced when the filler (at the matrix subject position) was inanimate and

the NP in the RC was animate. On the other hand, the processing of an object-gap RC

76 Note that it is not entirely impossible that the detection of a gap may lead the parser to expect an
appearance of an RC (Yamashita et al. 1993). However, the results of the present study (Experiment 1 and
2) found no reading time difference in the RC region between subject-gap and object-gap RCs. This at
least suggests that the detection of a subject gap and an object gap does not lead to a particular processing
difference prior to the filler.
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became very difficult when the filler was animate and the NP in the RC was inanimate.

These results suggest that the preference for a subject gap analysis was reinforced when

the filler at the matrix subject is a good agent, while the preference was easier to revise

when the filler is not a good agent.

In summary, in head-initial languages, an expectation of an RC structure appears

early, and the processing of an RC is strongly influenced by how much the initial

preference for a subject gap is reinforced or weakened by other information. In head­

final languages, the incremental analysis of an RC does not need to compete with an

expectation, and thus reflects the pure cost of integration at the filler.

6.3 Implications for sentence processing models

Although testing one parsing theory against another is beyond the scope of this

thesis, various aspects of the processing of Japanese RCs seem to be compatible with a

model which assumes that multiple sources of information simultaneously affect

processing (e.g., Trueswell, Tanenhaus, Garnsey 1994, MacDonald, Pearlmutter,

Seidenberg 1994a,b, MacWhinney & Bates 1989, Spivey-Knowlton, Trueswell, &

Tanenhaus 1993). In this type of model, sentence comprehension is understood as a

process of integrating various types of information and selecting the analysis (out of

multiple possibilities) that most satisfies the constraints of those information sources.

Different types of partial structures are activated and their activation levels change over

time reflecting the strength of each type of information and the availability of alternative

structures. Gibson and Pearlmutter (1998:262), for example, assume five major types of

constraints that apply freely during sentence comprehension - (1) phrase-formation
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constraints, (2) lexical, or word-level, constraints, (3) contextual constraints, (4)

computational resource constraints, and (5) phrase-level contingent frequency constraints.

For example, the present study has shown that case marking information

constrains the possible grammatical role of an NP. The number of gaps and their

structural positions are determined on the basis of case marking information on an overt

NP in the RC and a verb's argument structure. A thematic role is rapidly assigned to an

NP (e.g., a relative head) when the semantic/pragmatic information of the NP strongly

fits one of the verb's thematic roles. Accordingly, the NP's grammatical relation is

determined. Processing becomes very difficult when there is little information that

constrains a possible structure. For example, in the case of double-gap RCs, a pair of

fillers that are animate and good potential agents compete for the subject gap position.

Without further strongly constraining information to help determine the dependencies

between gaps and fillers, the linking of a gap to each filler becomes unstable and takes

longer to be completed. A clear subject-object asymmetry at the distant filler in the

strongly biased double-gap RCs can be accounted for by the application of computational

resource constraints, one of the five constraints assumed by Gibson and Pearlmutter

(1998) above. As a subject gap is structurally higher and thus closer to the filler, it is

easier to compute (i.e., resolve a filler-gap dependency).

These results do not fit neatly with the view that initial parsing decisions proceed

exclusively on the basis of structural information. The Garden Path model proposed by

Frazier and her colleagues (Ferreira & Clifton 1986, Frazier 1987a, 1989, Frazier &

Rayner 1982, Rayner, Carlson, & Frazier 1983) assumes that initial paring decisions are

made strictly on the basis of phrase-structure rules and the syntactic category of the input.
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At a point where the input is compatible with multiple phrase structures, a decision is

made by parsing strategies such as Minimal Attachment (which prefers a syntactically

simpler structure over a more complex one) and Late Closure (which favors an analysis

that continues the phrase currently being built). The parser computes only one analysis at

a time, and when the analysis turns out to be inconsistent with subsequent information, a

reanalysis is initiated. Under this account, non-phrase structure information sources, such

as the argument structure of a verb, the thematic fit of a noun to potential argument

positions, animacy information, pragmatic plausibility, and the relative frequency of two

alternative interpretations, are ignored during initial parsing. They become available only

in a later evaluation stage or in a reanalysis stage if necessary.

One finding that would be problematic for this type of model is the considerable

processing difficulty observed at the distant filler of the weakly biased double-gap RCs.

The model needs to assume that there is a parsing strategy that selects one analysis over

another at each ambiguous point (e.g., at the close filler and also possibly at the distant

filler). The following table illustrates some ofthe possibilities predicted at each filler.
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As the right-most column shows, three types of processing cost are possible. If the

processing proceeds as in prediction 3, null bias double-gap RCs should be as easy as the

sentences in the strong bias subject-gap condition, since no reanalysis is involved and the

S-gap analysis is chosen at the distant filler. This did not match with the actual results.

According to predictions 1 & 4, a certain degree of processing cost is expected

because ofthe O-gap analysis chosen at the distant filler. However, if the O-gap analysis

is the sole reason for the processing difficulty, null bias sentences would be no more

difficult than sentences in the strong bias object-gap condition. The results found that

they were, in fact, more difficult than sentences in the strong bias object-gap condition.

This leads to the two cases (predictions 2 and 5), where the processing cost would

be predicted due to reanalysis. This is not impossible, but a question arises as to why

reanalysis must be initiated when both the close filler and the distant filler are compatible

with the agent and theme roles. An additional condition would be needed, such as that a

human animate NP has to be associated with the subject/agent role.

6.4 Conclusion

This dissertation has presented evidence for a subject gap advantage in the

processing of Japanese RCs. The preference for a subject gap was found not only in RCs

with a single filler-gap dependency but also in RCs with two filler-gap dependencies.

Given that this preference was not observed in sentences without a long-distance filler­

gap dependency (as in the control sentences in Experiment 4), it was suggested that the

asymmetry is a computational consequence of resolving a filler-gap dependency at the

filler. Furthermore, the subject gap advantage in prenominal RCs suggests that the linear
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distance between gap and filler is unlikely to be a key factor in determining the

processing difficulty of filler-gap dependencies across languages. This dissertation

proposes that the distance between gap and filler should be defined in structure-based

terms, such as the number of syntactic nodes intervening between gap and filler. Since a

structure in which the subject is higher than the direct object is assumed to be universal,

crosslinguistic findings in favor of a subject gap can be explained.

The investigation of the two types of RCs also allowed examination of the roles of

different types of information that the Japanese parser could potentially use during

processing. Assuming that the gap asymmetry is a computational consequence of the

rapid integration of a filler with a gap at different structural positions, the asymmetry

observed in strongly biased double-gap RCs suggests that strongly constraining

pragmatic information can be used rapidly to determine the type of dependency, just as

morphosyntactic information is in single-gap RCs. It seems that the absence of

ambiguity in terms of gap position is crucial for an asymmetry to appear.

The results of the present study are tentative, however. In order to draw a firm

conclusion that structural distance can be an alternative to linear distance, it is necessary

to test structural distance in a wider range of structures across languages. Furthermore,

factors that potentially influence gap asymmetry such as the grammatical relation of the

head noun and semantic/pragmatic information need to be investigated independently in

order to gain a better understanding of the processing of filler-gap dependencies in

human languages. Regretfully, I must leave these matters for future research.
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APPENDIX A

PRETEST NORMING STUDY 2 (EXPERIMENT 3)

A paper-and-pencil questionnaire was conducted in order to test whether the

pragmatic factors manipulated in Experiment 3 had the intended bias and whether the

intermediate predic'lte was semantically compatible with not only the preceding NP but

also the immediately following noun.

For each of the six double-gap RCs (as in sentences (5a)~(5f) in section 5.1.1.2 in

Experiment 3), a simple transitive sentence was created by using the two fillers and the

embedded predicate. Sentences (la)~(lf) below are simple sentences corresponding to

original double-gap RCs (5a)~(5f) respectively.

(1) Condition

a. Strong A:

b. Strong B:

c. Mild A:

d. Mild B:

e. Null A:

Sample sentences

Kyaku-ga seki-o yoyakushita.
customer-NOM seat-ACC reserved
'The customer reserved the seat.'

Seki-ga kyaku-o yoyakushita.
seat-NOM customer-ACC reserved
'The seat reserved the customer.'

Kyaku-ga tenin-o yonda.
customer-NOM clerk-Acc called
'The customer called the clerk.'

Tenin-ga kyaku-o yonda
clerk-NOM customer-ACC called
'The clerk called the customer.'

Otto-ga tsuma-o yonda.
husband-NoM wife-Acc called
'The husband called the wife.'
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f. Null B: Tsuma-ga otto-o yonda.
wife-NoM husband-Acc called
'The wife called the husband. '

(from (5t))

If the pragmatic biases were as intended, the following predictions should be borne out.

For a strong bias pair, simple sentences in the Strong A condition should be plausible,

while sentences in the Strong B condition should be implausible. For a mild bias pair,

Mild A should be more plausible than Mild B. For a null bias pair, Null A and Null B

should be equally plausible.

For the test of semantic compatibility of the intermediate predicate, two sentences

were created for each of the three pragmatic bias conditions. In one version (condition

A), the intermediate predicate was associated with the immediately following noun. In

another version (condition B), the intermediate predicate was associated with the

preceding noun. Note that these two versions were constructed from sentences in the

subject-gap condition of each pragmatic bias. This is because the lexical items at the

close filler and the distant filler in object-gap sentences were identical differing only in

their positions, the same set of sentence versions would be produced. Sentences (2)

below illustrate these.

(2) a. Strong bias
Condition A: Kyaku-ga kitanakatta.

customer-NOM dirty-was
'The customer was very dirty.'

Condition B: Seki-ga kitanakatta.
seat-NoM dirty-was
'The seat was very dirty.'
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b. Mild bias
Condition A: Kyaku-ga totemo shitsureidatta.

customer-NOM very rude-was
'The customer was very rude.'

Condition B: Tenin-ga totemo shitsureidatta.
clerk-NoM very rude-was
'The shop assistant was very rude.'

c. Null bias
Condition A: Otto-ga terebi-o miteita.

husband-NoM TV-ACC watching-was
'The husband was watching TV.'

Condition B: Tsuma-ga terebi-o miteita.
wife-NOM TV-ACC watching-was
'The wife was watching TV.'

(from (5c»

(from (5c»

(from (5e»

(from (5e»

Since the test materials were constructed so that the intermediate predicate of a

double-gap RC was semantically compatible not only with the preceding NP but also

with the immediately following NP, it was predicted that the two conditions (Condition A

and Condition B) would be equally plausible for each pragmatic bias pair.

A total of 288 sentences - 144 sentences for the pragmatic bias test and 144

sentences for the intermediate predicate test - were distributed into four presentation lists

using a Latin Square design.77 Twenty-eight undergraduate students at the Kyoto Sangyo

University in Japan rated the naturalness of each sentence on a 5-point scale from 1

(natural) to 5 (unnatural). Data analyses were conducted by calculating each condition's

mean naturalness score for each participant (F1) and item (F2). A series of ANOVAs with

repeated measures was carried out to test the significance of an effect.

77 Only four presentation lists were necessary because lexical items at the critical regions (the two fillers
and the intermediate predicate) were very similar only in the mild and null bias conditions. Items in the
strong bias condition were inserted into each list later.
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The results of the pragmatic bias test are presented in Table A.l and Figure A. 1.

t' b' t t (1 t I 5 unnatural).It fre es e resu so pragma IC las es : na ura -
Strong Mild Null

Condition A 1.554 1.583 2.232
Condition B 4.851 3.095 1.923
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Figure A.l. Pretest 2: The results of pragmatic bias test.

As predicted, the largest difference was found in the strong bias pair. The

thematic roles of the two fillers in this condition were so strongly constrained that only

one interpretation (i.e., 'the customer reserved the seat') was pragmatically possible,

while the other interpretation (i.e., 'the seat reserved the customer') was pragmatically

impossible. In the mild bias pair, although the gap difference was smaller, one

interpretation of the fillers (i.e., 'the customer called the clerk') was judged as more

natural than the other (i.e., 'the clerk called the customer'). In the null bias pair, the gap

difference was the smallest.
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The results of 3x 2 ANOVAs with repeated measures found the predicted

interaction of the two factors (F1(2,54)=191.216, p <.001; F2(2,46)=81.081; p <.001) as

well as the robust two main effects of Pragmatic bias (F1(2,54)=78.678; p <.001,

F2(2,46)=55.851, P <.001) and Condition (F1(1,27)=608.305, p <.001; F2(1,23)=154.636,

p <.001). In order to examine the effect of Condition in more detail, one-way ANOVAs

were carried out for each pragmatic bias pair. The difference in condition was significant

both in the strong bias pair (F1(1,27)=900.34, p <.001; F2(1,23)=458.262, p <.001) and in

the mild bias pair (F1(1,27)=129.647, p <.001; F2(1,23)=30.4, p <.001). The difference

was also found to be significant in the null bias pair, but only in the participant analysis

(F1(1,27)=6.217, P =.019). It was marginally significant in the item analysis

(F2(1,23)=3.837, P =.062).

In sum, the overall pattern across pragmatic bias conditions was consistent with

the predictions. The only unpredicted result was the presence of a condition difference in

the null bias pair where the two fillers were supposed to be equally good as agent or

theme. Although the difference was the smallest among the three biases, this needs to be

taken into consideration when the results of the main studies are interpreted.

Table A.2 below shows the results of the semantic compatibility test of the

intermediate predicate.

unnatural).retest 2: The results of semantic compatibility test (l: natural- 5:
Strong bias Mild bias Null bias

Condition A 2.065 1.554 1.72
Condition B 2.268 1.702 1.732

Table A.2. P
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A series of one-way ANOVAs with repeated measures was performed to examine

a difference between the two conditions (condition A and condition B) for each

pragmatic bias. None of the pragmatic biases revealed the difference (Strong bias:

F1(l,27)=2.253, p =.145, F2(l,23)=.622, p =.438; Mild bias: Fl(l,27)=3.263, p =.082,

F2(l,23)=1.068, P =.312; Null bias: F1(l,27)=.020, p =.888, F2(l,23)=.010, P =.923).

This suggests that regardless of the pragmatic bias, the intermediate predicate was

equally compatible with the preceding noun and the following noun in a sentence.

In order to examine whether the magnitude of the condition difference varied

across the three pragmatic biases, two-way ANOVAs with repeated measures were

carried out. Only a main effect of Pragmatic bias showed significance (F1(2,54)=27.308,

P <.001, F2(2,46)=7.705, p =.001). Neither a main effect of Condition nor the

BiasxCondition interaction was significant (Condition: Fl(l,27)=3.631, p =.067,

F2(l,23)=1.050, P =.316; Interaction: Fl(2,54)=.969, p =.386, F2(2,46)=.324, P =.725).

The absence of an interaction suggests that the size of the condition difference was equal

across the three pragmatic conditions.
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APPENDIXB

PRETEST NORMING STUDY 3 (EXPERIMENT 4)

Experiment 4 used slightly different sets of materials from those used in

Experiment 3. A plausibility norming study was conducted to ensure that the pragmatic

factors manipulated in Experiment 4 had the intended bias and that the intermediate

predicate was semantically compatible with both the preceding NP and the following NP.

Note that in Experiment 4, the intermediate predicate in this experiment was constructed

so that it was 'incompatible' with the following NP.

For the test of pragmatic bias, two versions of a simple transitive sentence were

created from each pair of double-gap RCs as in sentences (lOa) and (lOb) in section

5.2.1.2. In one version (Condition A), the plausible theme of the double-gap RC served

as the subject and the plausible agent as the object of the embedded predicate ('the seat

reserved the customer'). In the second version (Condition B), the plausible theme served

as the subject and the plausible agent as the object ('the customer reserved the seat').

Since Experiment 4 examined double-gap RCs only in the strong bias condition, it was

predicted that Condition A should be implausible, while Condition B should be plausible.

For the test of semantic incompatibility, a simple sentence was constructed from

each double-gap RC by combining a distant filler with the intermediate predicate. For

example, 'the customer was next to the smoking section' was made from the original

double-gap RC (lOa) (Condition C), and 'the seat was late (for the reservation time)' was

made from sentence (lOb) (Condition D). Since the intermediate predicate was designed
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to be incompatible with the following NP, both Condition C and D should be equally

implausible.

Forty-eight sets of sentences (24 sets for argument relation and 24 for semantic

incompatibility) were distributed into two presentation lists. Twenty-eight graduate

students at Nara Institute of Science and Technology, who were the participants for other

unrelated experiments, rated the naturalness of each sentence on a 5-point scale from I

(natural) to 5 (unnatural).

The results ofthe pretest are shown in Table B.1.

Table B.1. Pretest 3: Mean naturalness scores (l: natural- 5: unnatural).
Pragmatic bias test Semantic compatibility test
Condition A Condition B Condition C Condition D

Mean 4.738 1.164 4.113 4.226

One-way ANOVAs with repeated measures revealed a significant pragmatic bias

difference between Condition A and Condition B (Fl(l,27)=2276.384, p <.001;

F2(l,23)=4714.01, P <.001). Sentences in which the plausible theme served as the

subject and the plausible agent as the direct object (i.e., Condition A) were consistently

rated as unnatural, while sentences in which the plausible agent served as the subject and

the plausible theme as the direct object (i.e., Condition B) were consistently rated as

natural. The comparison between Condition C and Condition D produced no significant

difference (F1(l,27)=2.102, p =.159; F2(l,23)=0.217, p =.646). This suggests that the

intermediate predicate associated with the following NP was equally unnatural in the two

gap configurations.
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These results confirmed the following two things. First, the double-gap RCs used

in this online experiment had the intended (strong) pragmatic bias. Second, the

intermediate predicate was semantically incompatible with the immediately following NP,

and a pair of double-gap RCs (i.e., sentence (1 Oa) and (lOb) in Section 5.2.1.2) was alike

with regard to this point.
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APPENDIXC

PRETEST NORMING STUDY 4 (EXPERIMENT 5)

A paper-and-pencil questionnaire was conducted in order to examine the

plausibility of each filler as an agent or a theme. Unlike the pretest 2 reported for

Experiment 3 (in Appendix A), this survey examined the plausibility of each filler as an

agent or a theme without making reference to the other filler. This was another way to

check if the pragmatic bias (strong, mild, and null) manipulated in the experiments had

the intended effect.

For each pragmatic bias of double-gap RCs (as in sentences (13a)~(13f) in section

5.3.1.2 in Experiment 5), four versions of simple sentences were created. Conditions A,

B, C and D shown in sentences (1) ~ (3) below illustrate these.

(1) Strong bias condition

Condition A: Distant filler of the subject-gap sentence as agent (from 13a)
Kyaku-ga yoyakushita.
customer-NOM reserved
'The customer reserved.'

Condition B: Distant filler of the object-gap sentence as agent (from 13b)
Seki-ga yoyakushita.
seat-NoM reserved
'The seat reserved. '

Condition C: Close filler (of the subject-gap sentence) as theme (from 13a)
Seki-o yoyakushita.
seat-Acc reserved
'reserved the seat.'

Condition D: Close filler (of the object-gap sentence) as theme (from 13b)
Kyaku-o yoyakushita.
customer-ACC reserved
'reserved the customer.'
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(2) Mild bias condition

Condition A: Kyaku-ga yonda.
customer-NOM called
'The customer called. '

Condition B: Tenin-ga yonda.
clerk-NoM called
'The shop assistant called.'

Condition C: Tenin-o yonda.
clerk-AcC called
'called the shop assistant.'

Condition D: Kyaku-o yonda.
customer-ACC called
'called the customer.'

(3) Null bias condition

Condition A: Otto-ga yonda.
husband-NOM called
'The husband called.'

Condition B: Tsuma-ga yonda.
wife-NoM called
'The wife called.'

Condition C: Tsuma-o yonda.
wife-Acc called
'called the wife.'

Condition D: Otto-o yonda.
husband-Acc called
'called the husband.'

(from 13c)

(from 13d)

(from 13c)

(from 13d)

(from 13e)

(from 13f)

(from 13e)

(from 13f)

In condition A, the distant filler of the subject-gap sentence bears the agent role, and in

condition B, the distant filler of the object-gap sentence bears the agent role. The

comparison of Condition A and B will test how plausible the distant filler of each

sentence is as an agent (i.e., agenthood test). In condition C, the close filler of the
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subject-gap sentence carries the theme role, while in condition D, the close filler of the

object-gap sentence carries the theme role. The comparison of Condition C and D will

test how plausible the close filler of each sentence is as a theme. The following table

presents the predictions for each condition.

Table C.1. Pretest 4: Predictions.
Strong Mild Null

Test of agenthood Condition A Plausible More plausible Equally
Condition B Implausible Less plausible plausible

Test ofthemehood Condition C Plausible More plausible Equally
Condition D Implausible Less plausible plausible

A total of288 sentences (3 biases x 4 conditions x 24 sets) were distributed into

four presentation lists (72 sentences per list) using a Latin Square design. Thirty-two

undergraduate students at Yamanashi Junior College of Nursing participated in the

survey for non-monetary compensation. They were asked to rate the naturalness of each

sentence presented in a booklet on a 5-point scale from 1 (natural) to 5 (unnatural).

Table C.2 presents the results of the survey.

Table C.2. Pretest 4: Mean naturalness scores (l natural- 5 unnatural).
Strong Mild Null

Agenthood test Condition A 2.0417 2.0156 2.2552
Condition B 4.8542 2.8854 2.3177

Themehood test Condition C 1.2292 1.375 1.7656
Condition D 4.2865 1.849 1.75

Consistent with the predictions given in Table C.1, the magnitude of the agenthood

difference between Condition A and Condition B varied across pragmatic bias conditions.

The largest difference (favoring Condition A over Condition B) was found in the strong

bias condition. There was almost no difference in the null bias condition, and a moderate
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difference (favoring Condition A over Condition B) in the mild bias condition. Two-way

ANOVAs with repeated measures found the expected interaction of Pragmatic bias and

Condition (F i(2, 62)=140.120, p <.001; F2(2, 46)=71.785, P <.001). The subsequent

analyses with one-way ANOVAs also found a significant effect of Condition in the

strong bias condition (Fi(1,31)=499.536, p <.001; F2(1,23)=342.463, P <.001) and in the

mild bias condition (F i(1,31)=43.755, P <.001; F2(1,23)=16.347,p =.001), but no

difference was found in the null bias condition (Fi(1,31)=.271, p =.607; F2(1,23)=.279, P

=.602).

The results of the themehood test showed a parallel pattern - the largest

difference in the strong bias condition, no difference in the null bias condition, and an

intermediate difference in the mild bias condition. Two-way ANOVAs produced a

reliable interaction (F i(2,62)=218.135, P <.001; F2(2,46)=11O.210, p <.001), and one-way

ANOVAs found a significant difference in the strong bias and mild bias conditions

(strong bias: Fi(1,31)=564.598, p <.001; F2(1,23)=216.396, p <.001; mild bias:

Fi(1,31)=16.499, p <.001; F2(1,23)=8.098, P =.009) but not in the null bias condition

(Fi(1,31)=.019, p =.892, F2(1,23)=.027, p =.827).

In order to examine if there is a plausibility difference between sentences with a

missing object argument (i.e., sentences in the agenthood test) and those with a missing

subject argument (i.e., sentences in the themehood test), three-way ANOVAs with

repeated measures were conducted by including Test type in addition to Condition and

Pragmatic bias factors. Other than the effects found in two-way ANOVAs conducted

earlier, a robust main effect of Test type (Fi(1,31)=1 00.25, p<.OOl; F2(1,23)=62.563,
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p<.OOl;) was found. Sentences in the themehood test were significantly rated as more

natural than sentences in the agenthood test.

Overall, the results of Pretest 4 showed that the strength of pragmatic bias had the

intended effect. That is, in the strong bias sentences, one of the two fillers was

predominantly interpreted as the agent and the other filler as the theme. In the mild bias

sentences, one of the fillers was a better agent and the other filler was a better theme. In

the null bias sentences, the two fillers were equally good agent or theme. Furthermore,

an additional ANOVA analyses found that. sentences with a missing subject are in general

more plausible than sentences with a missing object.
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APPENDIXD

TEST SENTENCES FOR EXPERIMENT 1

The following list shows the subject-gap RC condition for each set. An object-gap RC
can be created by replacing the (underlined) accusative marker -0 with the nominative
marker -gao Slashes indicate segmentation as presented to participants in the reading task.

I.fF'i~'f IJ o)s ~;f® 2" Iu~!\A1¥ ~'"C' ~j!-:::> t~rf;zO)r~'i/'dd. v~ <'.Q Jj.~/m WLv~t~o

2. f*r0)~ tJ!13 'f'i:l:~ Jm IJ '"C'~J fJ) t~/:t( '11: ~'i/fAlI:* "¥0)1Mf!Zf)'t ti0
3. ~-:::> fAv~ 0)*-A VA ~!\y ::<:1 ~'"C' ctJ -:::> lv~t~/S c: 2" 1u~'i15 !\::J ~IJ: <'-!& "50
4. B.':1f3O)si,)\Jj. 2" Iu ~ Cl 'b{~UJ[ Glv~t~1:nA~~'i1 B*~:=/l 0 '¥{11u '"C'V~.Q 0
5. mi[li1J I±l,liJrO)t±j"t ~~j)~:=~-:::> lv~t~/IPJ~~'i1 11b~'"C' I 1:~:ht~o
6. J*rO)r{~~JQf~tt£'"C'~G lv~t~/s-et2" 1u~'i/2 0 =1'0)1-\7 '/'7'7tc.o
7. ~~0)j>,¥~.I v/'(-5 -0) rp'"C'~:= Glu'"C'v~t~/s ~;f2" Iu~'il Cl 'b IJ!J{l::m:ti -:::> t~o
8. '6v~f**~Mi,)\ G~:hlv~t~/Min'i/31U3 II±lJi:9.Qo
9. ~t~~ O)$*~-S'F BM:td.t~nm IJ r~'il=:ll~UJR~ Is G;t lV~.Qo
1O. 1±l*0)~v~~~~iI!'§'"C'1'if-:::> lv~t~/sJC 2" 1u~'i/~W:*"¥~:=/Jm -:::> lV~.Q 0
11. ~$iO)mv~ r 7-1 !\-~(\'ijt£J1!~'"C'~J ftt~/E3!\-1 ~'i/.*JR~ I~;tt~o

12. ~.Q~O)tJ v~JJ5 j"t ~*v~r~~~tj Glv~t~I:5'Ui5*~'i/® C-7 j=] '"C'lill~~9.Q 0
13. f~f4O)MUiji~~,~~'"C''¥{i-:::> lv~t~/"¥1:~'i1 );/7 A~ lric Gt~o

14. !to/J~i,)\tJ.:c:T )v~- § '"C'~f:=A -:::> t~/T-tJ-1 T-~'ill*'¥tJ1:ti5~ IG lV~.Qo

15. ~~~HdJ:K~9'-:::> c-n!Z-:::> lsv~t~/~~'i/jJ 7T'i"~:=;;,:rptc.o

16. ~~tJW"¥1:~!\-T 4 -'"C'i,)\ Gi,)\-:::> lv~t~/:*"¥~JG1:~'i/~ ~'"C' 1fK.1u'"C'v~t~o

17. ~tx:rpO)IJ\"¥1:~:*Fi'"C'D¥lutc.IRBH'i/A~ I~W Glv~t~o

18. 1:t~tJ*±~9'-:::> cJlftlv~t~/7fIJJJi:~i,)!/$mpJT~/~Jf~Gt~o

19. ~JfA~'¥~T V t:'~'"C'~G lv~t~/jJ;). 7'7 '/~'i/~til~T&v~tio

20. ~:= ~~i,)\tJi!7t~~T:;/jJ ;). '"C''f!. Gt~/jj -1 r 2" Iu~'il (\'ijtx:~ I$~ Gtd;fi,)\ IJ tic
21. ~$~tJr{~~ t:'-y'"C'J!\! v~i,)\ ftlv~t~/s)( 2" Iu~'il IJ\"¥tx:O) I )lG1:tc.o
22. ~~ rp 0):*"¥1: ~~~I5'"C'~* -:::> l v~ t~/'JjjtJ c: Jj.~'il ~lHT'"C' I {1iJ v~ l v~.Q 0
23. 7t~mO),~::g-~ Cl'b'tmi,)!-:::> lv~t~/~~~~'i/A~-'Y 7 77-~:=1 J: <Jm-:::> lV~.Qo
24. ~-:::> fA -:::> t~)( ~ 5 7 ~-O) rp'"C'rlt -:::> lv~t~/~lH'i/*j=]!\ l] -1 '"C'I*S~~9.Q 0

25. ? ;). 1) jJ AO)~'¥~~;t~'"C',~~~:=Glv~t~/::J -y~'i/i3'l~f:=I{1Iuti:: ci,)!®.Qo
26. 1!f0)? -1 r )v~~~'"C'tJ <'2" fJ)lv~t~/'7 *-:;/'" -~'i/::J -I::-~ I A:ht~o
27. 9' "59' "5 Gv~±~~~j"t~.O) rp '"C'tlf' Gt~/'!T 7 1) -'7 '/~'i/tij:Ef:=1{11u '"C'V~.Qo

28. ~blIitJ1J;t::g-~T V t:''"C'1tfJ)lv~t~/~tH'i1 Cl 'b/bMtJAtio
29. a 1:7 Bfl 0)~$~~~'"C'1'if~{7titlv~t~/!13 ~'iI'!T '/7-7 A~ Ii,)\ftl v~t~o
30. 1Xi!JWHtO)~::g-~ JM~'"C'u¥V\11:fJ)t~1 }'JJGf!::g-~'i/~ G1±l9 C I 11:~ GtJ V~o

31. illfttl-r-"5 tJJ&~*~*v~:: ctJi,)!fJ)lv~t~/jj- r'7 '/~'ilt~<~ Gv~{*~/GlV~.Qo

32. :*{E:~O)*I-g::g-~Mi,)\ G~~-:::> lv~t~/g~~'i1 cl'b/~D tio
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APPENDIXE

TEST SENTENCES FOR EXPERIMENT 2

The following list only shows the subject-gap RC condition in each set. Sentence (a)
represents a subject-gap RC with topic-marked head noun, (b) a subject-gap RC with
nominative-marked head noun, and (c) a subject-gap RC with accusative-marked head
noun. An object-gap RC can be created for each sentence by replacing the accusative
case marker -0 on word 2 with the nominative case marker -gao Slashes indicate the
segmentation of a sentence.

la. iF~ fJ 0) It:3 Ll36 ~ !vii: I )\AW2t'1:'I ~j!J t~l!;(O)T+i/'dd. v) <"Q J7.ii: It@v) '""(v)t~o

Ib. iF~ fJ 0) It::J ~;f36 ~ !vii: I )\AW2t'1:' I ~j!J t~/-.f;zO)Tt/'I'dd. v) <"Q J7.ii:1m v) '""( v)t~o
lc. iF~ fJ 0) 1.t::J ~;f36 ~ !v ii: I )\AW 2t'1:' I ~j!J t~/-.f;zO)Tii: l.t::JjN fJ ~ !v7'J~/O-¥lf l1:lJ6t~o

2a. t~TO)W2tJI ~'I'1ii: 11m fJ '1:' I~JlJ6t~/-.f;z'I'1~d:/f.&li*~O) Iijj]f)(~t;::o

2b. t~TO)W2tJI ~'I'1ii: 11m fJ '1:' I~J66t~/-.f;z'1'17'J~/f.&li*~0)1ijj]f)(~t;::o

2c. t~TO)W2tJI ~'I'1ii: 11m fJ '1:' I~J66t~/-.f;z'I'1ii: /f~U~~ !v7'J~/O-¥lfl1:66t~o

3a. ~J tAl,) 0)1*-L VA ii:1)\7/::1 ~'1:'I etJ J '""(v)t~/.t::J G~ !v~d:/:$' )\::1 ii: I J:: <f9k '50
3b. ~ J tA v)0)1*-L V A ii: I) \ 7 / ::1~ '1:'I e tJ J '""( v)t~ 1.t::J G~ !v 7'J~ I:$' ) \ ::1 ii: I J:: <f9k '5 0
3c. ~J tAv)O)I*-L VA ii:1)\7 /::1 ~'1:'I etJ J '""(v)t~/.t::J G~!vii: I~~ !v7'J~/Jm.:t ~:fTJ

t~o

4a. J3.:n!0)1.t::J7'J)J7.~ !vii:I c:'""(:t/f~~Ji:G'""(v)t~/9i-A~~d:/~~JII!JfU:/l0 iFft!v'1:'v)Qo
4b. J3.:n!0) 1.t::J7'J~J7. ~ !v ii: I C: '""(:tlf~~Ji:G '""( v)t~1 9i-A~7'J~/~~JIIj,!fU:/l 0 iFft !v '1:' v) Q 0

4c. J3.:n!0) 1.t::J7'J~J7. ~ !vii: I C: '""(:t I f~~Ji: G'""(v)t~19i-A~ii: lillpJTO) A7'J~/~Jm Gt~o

5a. -F:t~J:P 0) I IJ\~!± ii: 1*%'1:'IO-¥!vt;::liZBHd:/7t ii: 1~tP- G'""( v) t~o
5b. rtxJ:P 0) I IJ\~!± ii: 1*%'1:' IO-¥!vt;::liZJl7'J~/7tii: 1~tP- G'""(v)t~o

5c. rtxJ:P 0) I IJ\~!± ii: 1*%'1:' IO-¥ !v t;:: liZJI ii: 17t7'J~ IJ!l\ v) 7'J~ ~tt~o

6a. !±;i:~tJ/*± ii: I'fJ C: /jMHt'""(v)t~/::fIfJJi:~~d:/¥f95pJTii: I*JT~ Gt~o

6b. !±;i:~tJ/*± ii: I'fJ C: IjMHt'""(v)t~/::fIfJJi:~7'J~/¥f95fflii: Im~ Gt~o

6c. !±;i:~tJ/*± ii: I'fJ C: liI~t'""(v)t~/::fIfJJi:~ ii: Imf95~7'J~nJJ~ Gt~o

7a. mA/~~ii: IT V t:fiD'1:'I~G '""(v)t~/:JJ;J, 7? /~d:/2tt;::1~~v)t;::o

7b. *JTA/~~ii: IT V t:fiD'1:'I~G '""(v)t~/:JJ;J, 7? /7'J!/2tt;::1~~v)t;::o

7c. mA/~~ii: IT V t: fiD'1:'I~G'""(v)t~/:JJ ;J, 7? / ii: 1fr*7'J~/f~J '""(v)t~o

8a. milU1J I±l,!ito)If±~ ii: IrY ~:/t!lJ '""( v) t~/[PJfJJHd:/lfJ';jH:/ItEJ '""( v) Q 0

8b. milU1J I±l,!ito)If±~ ii: IrY~:/t!lJ '""( v)t~/[PJfif7'J~ IIfJ';jH: lltEJ '""( v) Q 0

8c. milU1J I±l,!ito)If±~ ii: IrY~:/t!lJ '""(v)t~/[PJ~ii: 1±{f7'J~/o-¥lfl±l G t~o
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9a. ~-=f0) l-=ff~~ 1~lIIt-!Jn:' I~G'("v,t.:/-i3ffi:'E 1v~d:/2 O::tO)1-\7 /'7'7tc.o
9b. ~-=f0) I -=ff~~ 1~lIIt1!!l:'I~G'(" v' t.:1 -i3ffi: 'E lviJ1120 ::to)1-\7 /'7'7 tc.o
ge. ~-=f0) I -=ff~~ 1~lIIt1!!l:'I~G'(" v' t.:1 -i3ffi: 'E Iv~ I'Hl1H~.iJ1 I J!iJ, ~tt.:o

1Oa. ~~O) I j>1f~ I I. 1/"'-5-0) r:f1l:' I~:: Glvl:'v,t.:/-i3 ~t'E 1v~d:1 c'(" 'bI~A l:'9" 0

lOb. ~~O) I j>1f~ II. 1/"'-5-0) r:f1l:' I~:: Glvl:'v,t.:1 -i3 ~t'E lviJ11c '(" 'b/~A l:'9" 0

1Oe. ~~O) I j>1f~ II. 1/"'-5-0) r:f1l:' I~:: GIv l:'v,t.:/-i3 ~t'E Iv~ 1115ffiiiJ11§.Gt.:o

11a. ~v,1f*~~ IMiJ~ Gl~tL'{"v,t.:/¥Eii~d:/;:: O)fj{~::1 l±\£9"~ 0

11b. ~v,/f*~~ IMiJ~ Gl~tL '{"v,t.:nEiiiJ1/;:: O)fJ{f::/l±\£9"~o
lIe. ~v,/f*~~IMiJ~ Gl~tL'("v,t.:nEii~ l~jfflffiiiJ1/~Gt.:o

12a. ~$~t~/-=ff~~ I l::-'Tl:'I~v,iJ~ ~t'{"v,t.:/-i3)('E 1v~d:1 ~;f20) I :7t~tc.o

12b. ~$~t~/-=ff~~ I l::-'Tl:'I~ v,iJ~ ~t'{"v,t.:/-i3)('E lviJ11~;f20) I :7t~tc.o

12e. ~$~t~/-=ff~~ I l::-'Tl:'I~v'iJ~~t'{"v,t.:/-i3)('E Iv~ I !\'TiJ1/WU Gt.:o

l3a. ~i~ r:f1 0) I*"¥=~~ 1~1ffil:'13*':) '{" v' t.:/Yjjt~ GJj.~d:/~~Ji0)*R1Tl:'I 1lIJ v' '(" v' ~ 0

l3b. ~i~r:f1 0) I*"¥=~~ 1~1ffil:'13*':) '{"v,t.:/Yjjt~ GJj.iJ1lfl~JiO)~lHTl:' Iflbv' '("v' ~o
l3e. ~i~r:f1 0) I*"¥=~~ 1~1ffil:'13*':) '("v,t.:/Yjjt~ GJj.~ I~- )VA '7 /iJ1/$~G t.:o

14a. ~~':) tA':) t.:/)(~ I 5 J;7 ~-O) r:f1 l:'I~t ':) '(" v' t.:/~lHd:I!\ 7 4l:' 1;f,6~Jf9"~ 0

14b. ~~':) tA':) t.:/)(~ I 5 J;7 ~-O) r:f1 l:'I~t ':) '(" v' t.:/~l1!iJ1 I!\ 7 4l:' I *MJf9"~ 0

14e. ~~':) tA,:) t.:/)(~ I 5 J;7 ~-0)r:f1l:' I~t':) '{"v,t.:/~l1!~/~E~iJ11 J!'("v,t.:o

15a. ~t~fr~ 0)Ig~~~I -Sf B IB15:tdt.:/£iIHJ -=f~d:/~r;K*~ ~1-i3 G;z '("v' ~o
15b. ~t~t) 0)I$~~I -Sf B IB15:tdt.:/£ifi lJ -=fiJ1/=r;K*~~ 1-i3 G;z '("v' ~o
15e. ~t~t) O)I$~~ I-Sf B IB15:tdt.:/£ifi lJ -=f~ llii~~iJ1/~~Gt.:o

16a. l±\*O)~v,/~~ I~ii!gl:' 11~,:) '("v,t.:/-i35C 'E 1v~d:/J?:$*"¥=~::/Jm ':) '("v'~ 0

16b. l±\*O)~v,/~~ I~ii!gl:' 11~,:) '("v,t.:/-i35C 'E lviJ1/J?:$*"¥=~::/Jm ':) '("v'~ 0

16e. l±\*O)~v,/~~ I~ii!gl:' 11~,:) '{"v,t.:/-i35C 'E Iv~ 1"¥=*lkt!HfiJ1IB15r",~ LJ.:o

17a. ~EO)mv,1 ~ 74 !\-~1i%'iJ*i1t~l:'I J!J~tt.:/E3!\4 ~d:/$*~~I~;zt.:o
17b. ~EO)mv,1 ~ 74 !\-~I ~J*i1t~l:' I J!J~tt.:/E3!\4iJ1/$*~~I~;zt.:o
17e. ~EO)mv,1 ~74 !\-~/~J*i1t~l:'/J!J~tt.:/E3!\4 ~/!\AiJ1/~v';:: Gt.:o

18a. ~~~O)t~ v,IJi5ffii ~I~V,ri'1V~tJl G'("v't.:/3ZJi5~~d:/c!) c¥1fl:'1]13119"~o
18b. ~~~O)t~ v,IJi5ffii ~I~V,ri'1V~tJl G'("v't.:/3ZJi5~iJ1/c!) c¥1fl:'1]13119"~o
18e. ~~~O)t~ v,IJi5ffii ~l~v,ri'1~/~tJl G'("v,t.:/3ZJi5~~ 1-i3~'E lviJ1/~m~ Gt.:o

19a. '7 ;A 1) fJ AO)I~~ ~I~;z~l:' I}~!§~~:: G'("v,t.:/:J -'T~d:/ttii!i;~::1f1Ivtc.;:: c iJ1C!) ~o
19b. '7 ;A 1) fJ AO)I~~ ~I~;z~l:' I}~!§~~:: G'(" v,t.:/:J -'TiJ1/ttii!i;~::1f1 Iv tc. ;:: c iJ1C!) ~o
1ge. '7 ;A 1) fJ AO)/~~~ I~;z~l:' I,~~~:: G'{"v,t.:/:J -'T~1,~,-=fiJ1/~bitt.:o

246



20a. 11tllJE!JHt0)I~;g~ loorT-c' I Ulf cJ{tl: 66 t-: I ).JJU:r.'\;gf;t1 c'"( 'b 1.t:31l~IP) tio
20b. 11tllJE!JHt0)I~;g~ loorr'C' I UlfcFll: 66 t-: I )'J%J'!;g;O~1 c'"( 'b 1.t:3Il~H) tio
20e. 11tllJE!JHtO)/~;g~ loorr'C' IUlfcJ{tl:66t-:1)'J%,~;g~ I*~;O~I ~~-::; t-:o

2Ia. 11f0)171' r: }(,t~ I~~'C' ItJ. <~ 66'"(v)t-:/7*-~y -f;t/::J -1::-~ I Ant-:o
21b. 11f0)171' r: }(,t~ I~~'C' ItJ. <~ 66'"(v)t-:/7*-~y-;O~/::J-1::-~ I Ant-:o
2Ie. 11f0)171' r: }(,t~ I~~'C' ItJ. <~ 66'"(v)t-:/7*-~y-~1:tz-Tr'i'Il~;O~1l' :/:$' l::.::z. - L,1-:o

22a. ~hllitJ./11i;g~ IT V l::'C'1~66 '"(v)t-:/lMi'!~H;t/~±~ E3 'C'I~og tio
22b. ~hllitJ./11i;g~ IT V l::'C'I~&) '"(v)t-:/lMi~;O~1 ¥±~ E3 'C'I~og tio
22e. ~hllitJ./11i;g~ IT V l::'C'I~&) '"( v)t-:/lMi~~ IIJ3(@]4i:~;O~/§' ~flZv)t-:o

23a. ~:tJ~0)/~$~ I~~'C' 11~~{j(it'"(v)t-:/~f;t/~ :/ij:y A ~1;O)~t'"(v)t-:o

23b. ~:tJ ~ 0)I~$~ I~~'C' 11~~{j(it'"(v)t-:1 ~;O~/~:/ ij:y A ~1;0) ~t'"(v)t-:o
23e. ~:tJ ~O)/~~g~~ I~~'C' 11~~{j(it'"(v)t-:1 ~ ~ 1~~O)*IJ$;O~/~fr 1.."t-:o

24a. *{i::~O)I*Ut;g~ IM;O) GI~~-::; '"(v)t-:/,§{~H;t1c '"( 'b/~D tio
24b. *{i::~0) 1*I'8;g~ IM;O) GlWE-::; '"(v)t-:/'§~;O~I c '"( 'bI~ 0 tio
24e. *{i::~0)1*I'8;g~ IM;O) GlWE-::; '"(v)t-:/,§~~ na;g;O~/Ir~M1.."t-:o

25a. :flH40)/~~gijj~ I~,~'¥:'C' I=¥{~-::; '"(v)t-:/$~f;tl ij:y A ~ lfi c 1.."t-:o
25b. :f!I1;f40)/~gijj~ I~,~'¥:'C' I=¥{~-::; '"(v)t-:/$~;O~I ij:y A ~ lfi c 1.."t-:o
25e. :f!I1nO)/~gijj~ I~,~'¥:'C' I=¥{~-::; '"(v)t-:/$~~ l'pUbZ~;O~/;O) G;0)-::; t-:o

26a. 4"o/)Mt;O) tJ. l.:c:f}(,t~I-El 'C'I~U=A -::; t-:/:f-tf1' T-f;tll*=¥tJ.~ii5~11.." '"(v) Qo

26b. ~frJMt;O)tJ./.:c:f}(,t~ 1- El 'C'I~U=A -::; t-:/:f-tf1' T-;O~/l*=¥tJ.~ii5~11.." '"(v)Qo

26e. 4"o/)Mt;O)tJ./.:c:f}(,t~ 1- El 'C'I~U=A -::; t-:/:f-tf1' T-~I~O)~~gijj;O~/'O~;O)1.."t-:o

27a. ~~JL\tJ./;1(~ 1'9-::; cl}jJ:-::; '"(.t:3v)t-:/~f;tjjJ :y:;t7f=/~9=ltio

27b. ~~JL\tJ./;1(~ 1'9-::; cl}jJ:-::; '"(.t:3v)t-:/~;O~/jJ :y:;t7f=/~9=ltio

27e. ~~JL\tJ./;1(~ 1'9-::; c l}jJ:-::; '"(.t:3 v)t-:/~~ IlliE~7 :/;O~/~~-::; t-:o

28a. ~~IfJ./ii'$~ ~ I /'\-T -{ -'C'1;0) G;0)-::; '"(v)t-:/*$~%~f;t/!jiJ];t'C' 1f!r..Iv'C'v)t-:o
28b. ~~tJ./ii'$~ ~ I /'\-T -{ -'C'1;0) G;0)-::; '"( v)t-:/*$[\jG~;O~/!jiJ];t'C'1f!r..1v'C'v)t-:o
28e. ~~tJ./ii'$~ ~ I /'\-T -{ -'C'/;O) G;0)-::; '"(v)t-:/*$~%~ ~ 11~¥;O!/~~-::; t-:o

29a. f= ~'~;O)tJ./llB'{;~~ 1:f~jJ j, 'C'1'Ef. 1.."t-:/fll' r: ~ Ivf;t/~ntlj*$~ I$~ 1.."td;J:;O) t:J tio
29b. ~= ~'~;O)tJ./ll!],{;~~ IT'~jJ j, 'C'1'Ef. 1.." t-:/fll' r: ~ 1v;O~/m:WJ*$~ I$~ 1.." td;J:;O) t:J tio
2ge. f= ~~;O)tJ./ll!],{;~~ 1:f~jJ j, 'C'1'Ef. 1.." t-:/fll' r: ~ Iv~ I**~ 1v;O~/;O)b v);O~ -::; t-:o

30a. '9'5 '9 '5 1.." v)/±!Zli~ l~ftm:.O) 9=l'C'/fEII 1.." t-:/~:Y 1) -7 :/f;t/t~ni~=I{i:Iv'C' v) Qo

30b. '9'5'9'5 1.."v)/±!Zli~/~ftm:.O)9=l'C'/ffj31.."t-:/~:Yl)-7:/;O~/t~:Ef=I{i:Iv'C'v)Qo

30e. '9'5 '9'5 1.." v)/±!Zli~ l~ftm:.O)9=l'C' /ffj31.."t-:/~:Y 1) -7:/~ IIRft;O~/~-::; '"(v) Qo
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APPENDIXF

TEST SENTENCES FOR EXPERIMENT 3

The following are the conditions for each set.
a. Strong bias with distant filler involving a subject gap
b. Strong bias with distant filler involving a object gap
c. Mild bias with distant filler involving a subject gap
d. Mild bias with distant filler involving a object gap
e. Null bias with distant filler involving a subject gap
f. Null bias with distant filler involving a object gap

la. "filBGt;:/f,!j';;?\1 cLtJ/~;?'':) t;:/';ff;fJ./r;; x-1 r- VA ~ IO¥lvt~o

lb. "filBGt;:/';ff;;?\1 cLtJli15;?'':)t;:/f,!j';fJ./r;; x-1 r- VA;?\ltffl~~Gt;:o

lc. O¥lvt~/1i5~;?\IC L tJ I ~1Lt~ ':) t;:/';ff;fJ./li5-!H::/m:~ G t;:o
ld. O¥lvt~/';ff;;?\1CL tJ I ~1Lt~ ':) t;:/1i5~fJ./li5!H::/¥~15 Gt;:o
Ie. O¥lvt~/~;?\ITVc~ I~Lv~t;:/7(fJ./JlH:::/l±Jt;:o

If. o¥lvt~/7(;?\ITV C~ I~Lv~t;:/~fJ./JJH::I I±J t;:o

2a. B:X Gt;:/f-J.:fJE;?\/:l:fu5t"C' j:ff;g.t~ ':) t;:1~flfJ.17~~ 9'Ijt«t;: 0

2b. B:X Gt;:1 ~fI;?\/:l:fu5t"C' lif15 t~ ':) t;:/f-J.:fJEfJ./¥f}jIH=1Jtl:i:~ nt;:o
2c. ~*':) t;:/~'11;?\/~ -Q v~/'11t4tt~ ':) t;:1 ~flfJ./t%itlfJ: <I~'BGt;:o
2d. ~':) t;:1~fI;?\/~ -Q v~/'11t4tt~ ':) t;:/~'11fJ./t%itlfJ: <I~'BGt;:o
2e. ~*':) t;:/~~*;?\/~ -Q v~/'\'1ltt~ ':) t;:n~m-±fJ./t%itlfJ: <I~'BGt;:o
2f. ~':) t;:n~m-±;?\/~ -Q v~/'I'H4tt~':) t;:/~~*fJ./t%itlfJ: <1~'BGt;:o

3a. ti'i ':) t;:1r7;.;?\13 B1~ f= 1:9E1v t~ItJlffl:fJ.1 ~ Jj. G;?\ ':) L /ill v~t;:o
3b. ti'i':) t;:/tJiffl:;?\13 B1~ f= 1:9E1v t~/r7;.fJ.I ~ Jj. G;?\ ':) L ItJ. v~ t;:o
3c. 1±JJ!TI3tt;:/f*;?\/r7;.~ 1m v~ Lv~t;:ItJlffl:fJ.1 § ~111 <Gt;:o
3d. 1±JJ!TI~..t;:ItJlffl:;?\jr7;.~ Imv~ Lv~t;:1f7MJ.1 § ~111 <Gt;:o
3e. 1±JJ!TI3tt;:/t$;?\/~A~/~nLv~t;:/ftrlHJ./§ ~/11< Gt;:o
3f. 1±JJ!TI3tt;:/ftrIi;?\/~A~/~nLv~t;:/t$fJ./§ ~/11< Gt;:o

4a. t*,¢,(Gt;:ITA r-;?\/'t J:: ':) c/~~ V9~t;:/:$fG1:JJ./~~~/1L§ Gt;:o
4b. t*,¢,( Gk/:$fG~;?\/'t J:: ':) c/~~ V9~t;:ITA HJ./~~;?\/~lt Gt;:o
4c. ~j!':) t;:/-$~~;?\/txr~ f=/li ':) Lv~t;:1 :$fG~fJ.I=F~ 1,,$,':) t;:o
4d. ~j!':) t;:1 :$fG~;?\/txr~ f=/li ':) Lv~t;:/-$~~fJ.I=F~ 1.:$, ':) t;:o
4e. ~j!':) t;:/:&f±~;?\/IlJ±$:~f=/li ':) Lv~t;:/IPJ{~'HJ.I=F ~ 1.:$, ':) t;:o
4f. ~j!':) t;:/IPJ~;?\/IlJ±$:~f=/li ':) Lv~t;:/:&f±~fJ.I=F ~ 1,,$, ':) t;:o

5a. ~lvt~/.B~;?\1 JII f=lri't t;:/5~~fJ./..:c0);t;t/~Vft;:o

5b. ~lvt~/5~~;?\1 JII f=lri't t;:/.B~fJ./1iiO)J:f=1il!) ':) t;:o
5c. 1,1':) t;:1 0 L ;?\I 13 $i$:"C'1~~jt;:/5~~fJ.I {rpF~~f=/~1ffi Gt;:o
5d. Db t;:/5~~;?\jI3$i$:"C'1~~jt;:10 L fJ./:t<:)d=/~1ffi Gt;:o
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5e. B-::> t~/T:/ t:: :;iJ1/13$i$'C' /jtHft~//F~~iF~;t/{rprl'l'~=/~~5Gt~o
5f. B-::> t~//F~~iFiJ1/13$i$'C' /jtnft~/T:/ t:::; ~;t/{rprl'l'~=/~~5 Gt~o

6a. }!lt~/rrH16iJ1/T v J::~=/1J:-::> t~/~:j!f~;t/!fflJil;)G~=/ 13 'It Gt~o

6b. }!lt~/~:j!fiJ1/T V J::~=/1J:-::> t~/m~16~;t/H'C' nJjZ'j01j ~=td: -::> t~o

6c. ~511~ Gt~/J'it':\:j!fiJ1/ Cl 't /liJl[?iJ t~ -::> t~/~:j!f~;t/m~16*~=/f§~~ Gt~o

6d. ~511~ Gt~/~:j!fiJ1/ Cl 't/liJl[?iJt~-::> t~/!,!:j!f~;t/*~~=/f§~ Gt~o

6e. ~511~ Gt~/f$)(iJ1/ Cl 't /liJl[?iJt~-::> t~/!&BjjH;t/ 3;[J)d=/f§~~ Gt~o

6f. m1~ Gt~/!&BffliJ1/ Cl 't/liJl[?iJt~ -::> t~/f$)(~;t/3;[J)d=/f§~~ Lf~o

7a. JI$i Gt~/ 13 *Jtl$iJ1/ffi~=/6Q:nt~/#~'? :/~;t/ A:$7 :/ r: ~=/[1ijiJ) -::> t~o

7b. JI$i Gt~/#~'?:/iJ1/ffi~=/6Q:nt~/13 *Jtl$~;t/ ~- r iJ1/rmb lV)t~o

7c. ~tJl Gt~/i~¥iJ1/~t¥$J!!0) / I±l~t~ -::> t~/#~'? :/~;t/[P]{tH=/1iiiJ)66t~o

7d. ~tJl Gt~/#~'? :/iJ1/~t¥$J!!0)/I±l~t~ -::> t~/1~¥~;t/[P]{tt~=/1iiiJ)66t~o
7e. ~tJlGt~/jNt±iJ1/~t¥$J!!0) / I±l~t~ -::> t~/f~~'§~;t/[P]{tt~=/1iiiJ)66t~o
7f. ~tJl Gt~/f~~,§iJ1/~t¥$J!!0) / I±l~t~ -::> t~/#iI±~;t/[P]{~H=/1iiiJ)~t~o

8a. if.£# Gt~/~ff:iJ1//FlE'C' JP.~=td: -::> t~/ff:*~;t/~iF1~/13~ Gt~o

8b. if.£# Gt~/ff:*iJ1//FlE'C'/p.~=td: -::> t~/~t±~;t/ ~iF1~/131~Ji: Gt~o

8c. iJ) GiJ)-::> t~/,f15~iJ1/ Cl 't/O)Iv~t~-::> t~/ff:*~;t/wf4H=/~ Gt~o

8d. iJ) GiJ)-::> t~/ff:*iJ1/ Cl 't/ O)Iv~t~-::>t~/,fZ,~~;t/*~~=/~Gt~o
8e. iJ) GiJ)-::> t~/~~t±iJ1/ Cl 't/O)Iv~t~-::>t~1f5iJ!j[±~;t/±{:f:~=/~Gt~o
8f. iJ) GiJ) -::> t~If5i.:Ej±iJ1/ Cl 't / 0) Iv~t~-::>t~/~1ft±~;t/±{:f:~=/~Gt~o

9a. 'fJ.. -::> t~/:; :/ r:'"t}viJ1/iJ)td: l:J /*~iJ) -::> t~/ IJ\"f:1:~;t/;: -::> ~tv) ~=/JLzt~o

9b. 'fJ.. -::> t~/ Ij\"f:1:iJ1/iJ)td: l:J /*~iJ) -::> t~/:; :/ r:'"t}v~;t/~~/{t-(frbtd: v)o
9c. v) C:66t~/$iA1:iJ1/11iffl~ /$:V)lV)t~/ Ij\"f:1:~;t/.V)l n~:nt~o

9d. v) C:66t~/ Ij\"f:1:iJ1/11iffl~ /$:V)lV)t~/$iA1:~;t/.V)l /~~:nt~o

ge. v) c: 66t~/~ilt$iJ1jlliffl~ /$:V) lV)t~/~R!JBffl~;t/.v)l /~~:nt~o

9f. v) C:66t~/~R!JBffliJ1/11iffl~ /$:v) lv)t~/~ilt$~;t/.v)l /~~:nt~o

lOa. Bm Gk/~~,~~~iJ1/lmfi'C' /~:nt~/xm*~;t/,f!~iJ1/~iJ)-::> t~o

lOb. Bm Gt~/xm*iJ1/lmfi'C' /~:nt~/~~,~~~~;t/~rm~iJ1/~iJ)-::> t~o

IDe. 't ltd: Gt~/OO~~~~iJ1/~,Jtl'C'/~ffl~Gt~/xm*~;t/f~~iJ1/~iJ)-::>t~o
IOd. 't ltd: Gt~/xm*iJ1/~Jtl'C'/W1\-~Gt~/OO~~~~~;t/f~~iJ1/~iJ)-::>t~o
IDe. 't ltd: Gt~lj§f§iJ1/~Jtl'C'/W1\-OO Gt~/*~~JH;t/,f!~iJ1/~iJ)-::> t~o

IOf. 't ltd: Gt~/*~~jiJ1/~Jtl'C'/W1\-OO Gt~/l§f§~;t/f~~iJ1/~iJ)-::> t~o

lla. ~IUtGt~/7'::tiJ1/c!!)~ l:J ~=rF &t~-::> t~/I!~~;t/t~lvt~lvl*:n l~t~o

lIb. ~.lJ~/I!~iJ1/c!!)~ l:J ~=/r &t~-::> t~/7'::t~;t/7'::tBffl'tl*:nt~o

lIe. JJt\:m Gt~/~=¥iJ1/~'j01j ~ /~;fiJ)~= Gt~/I!~~;tl*:n l / JtlV)t~o
lId. JJt\:m Gt~/I!~iJ1/~'jOIJ ~ /~;fiJ)~= Gt~/~=¥~;tl*:n l / JtlV)t~o
lIe. JJt\:m Gt~/~=¥§'~~iJ1/~'j01j ~ /~;fiJ)~= Gt~/*J!!$~~;t/ *:nl / JtlV)t~o
1If. JJt\:m Gt~/*J!!$~iJ1/~'j01j ~ /~;fiJ)~= Gt~/~=¥$~~;t/*:n l / JtlV)t~o
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12a. 1lt«t;:/~fpJiJ't/ ~f;: § (J)/f.}ciJ)"J t;:/~)dj:/tRwn=/m Giif;:o
12b. 1lt«t;:/~AiJ't/ J~J;: § 0) /f.} ciJ)"J t;:/~P] fj:/~9"--c '5 f=/~;zt;:o
12e. Ji["J t;:/*ifR~iJ't/ 51' jj-A 1i: /~ttJ-lJ;:/~Afj:/*'IW1i: /~;zt;:o

12d. Jfl."J t;:/~AiJ't/ 51' jj-A 1i: /~ttJ- Gt;:/*ifR~fj:/*'t1i 1i: /~;zt;:o
12e. Jfl."J t;:/7 j.. 1) jJ AiJ't/ t:- r}v ;;(1i: nttJ- Gt;:/l' ::f 1) A Afj:/*'IW1i: /~;zt;:o
12f. Jfl."J t;:/l' ::f 1) A AiJ't/ t:- r}v ;;(1i: /~ttJ- Gt;:/7 j.. 1) jJ Afj:/*'IW1i: /~;zt;:o

13a. ?~Gt;:/zfi5iJ't/7 j.. 1) jJ"T: /9HSJZt::"J t;:/1~1!ffj:nc1!f~~iJ't/~V)t;:0

13b. ?~ Gt;:/1~1!fiJ't/7 j.. 1) jJ "T: /H~SJZt::"J t;:/zfi5fj:/Il11:% l:J ~iJ't/7'G:% Gt;:o
13e. !IDJ~ Gt;:/r1~iJ't/~~iH=/~i5GTv)t;:/1~1!ffj:/--c(J)fmrf=/~JL' Gt;:o
13d. !IDJ~ Gt;:/1~1!fiJ't/~~ljf=/~i5G Tv)t;:/r1~fj:/--cO)fmrf=/~JL' Gt;:o
13e. !IDJ~ Gt;:/:tzBliJ't/~~IH=/~i5 GTv)t;:/ {~FBlfj:/--cO)fmrf=/~JL'Gt;:o
13f. !IDJ~ Gt;:/{~FBliJ't/~~iH=/~i5GTv)t;:/:tzBlfj:/--cO)#Rrf=/~JL' Gt;:o

14a. ~iXGt;:/flJ*~iJ't/:f-l')' I\A "T: / A5fJ..t::"J t;:/:tzr::k:1:fj:/~BH=/¥ai5 Gt;:o
14b. ~rtiX Gt;:/:tzr::k:1:iJ't/:f-l' )'I\A "T: / A5fJ..t::"J t;:/flJ*~fj:/9 <f=/a:~"J t;:o
14e. Mr~~ Gt;:/,~BffiiJ't/tr c/~b"J Tv)t;:/:tzr::k:1:fj:/'t J:: "J C/?~"J t;:o
14d. Mr~~ Gt;:/:tzr::k:1:iJ't/tr C/~b"J TV)t;:/J§tBffifj:/'t J:: "J C/ ?~"J t;:o
14e. Mr~~ Gt;:/ilJ*iJ't/{±¥"T:/~tlTv)t;:/m¥fj:/f;f\SIiZ1i:/99~t;:0
14f. Mr~~ Gt;:/m¥iJ't/{±¥"T:/~tlTv)t;:/ilJ*fj:/f;f\SIiZ1i: /9966t;:0

15a. ?~*Gt;:/t Vj--:fiJ't/l1§ 1i: /~~t;:/\:::7':::A Hj:/:gr~*(J)/~~t::"J t;:o
15b. ~*Gt;:/ \:::7':::A r iJ't/l1§ 1i:/~~t;:/t vj--:ffj:/~ 3 1\ )'(J)/15atlt::"J t;:o
15e. Vl66t;:/ 'P:tziJ't/::J )'ly - }vf=/*Tv)t;:/ \:::7':::A r fj:n="J ::::. l:J /f}&~lut::o
15d. Vl66t;:/\:::7':::A riJ't/::J )'ly-}vf=/*Tv)t;:/'P:tzfj:/f="J::::.l:J /1'!&~lut::o

15e. fl~t;:/~~*iJ't/~~~f=/*Tv)t;:/jj!jj*fj:/f="J ::::.l:J /1'!&~lut::o

15f. fl~t;:/jj!jj*iJ't/~~~f;::/*Tv)t;:/~~*fj:/f="J ::::.l:J /1'!&~lut::o

16a. ~~Gt;:I7IHTf~iJ't/ ~';%1i: /~m Gt;:/f~*fj:/~$lji:ftf=/J!I!~ Gt;:o
16b. ~~Gt;:/f~*iJ't/ ~';%1i: /~m Gt;:I7IH'Tf~fj:/~r{H=/§1 ~jg Gt;:o
16e. l1~ Gt;:/wil**:1:iJ'tI7IH'Tr:p /l\!th Tv)t;:/f~*fj:/:;;::;:;t1i: /'J ~tt;:o

16d. l1~Gt;:/~*iJ'tl7fH'Tr:p /l\!th Tv)t;:/wil**:1:fj:/:;; ::;:;t1i: /'J ~tt;:o

16e. l1~Gt;:/-1j--7 Y-iJ't/t:--r"T:/~Tv)t;:/~l' 1,\-fj:/;jJ{1i: /ii'!ll:J Jl!l~t;:o

16f. l1~Gt;:/ 5°1' j\-iJ't/t:--r"T:/~Tv)t;:/-1j--7Y-fj:/~1i: /ii'!ll:J Jl!l~t;:o

17a. ~~ Gt;:/{~EiJ't/~~f=/~"J t;:/~O)rfj:/$~"T:/fl66 Gtlt;:o
17b. ~~ Gt;:/~(J)riJ't/~~f=/~"J t;:/{~Efj:/~Ii(J)/iift::"J t;:o
17e. ¥fI Gt;:/:tz0) riJ't/l' A f=/'J ~9"v)t;:/~(J)rfj:/::kpr"T:/~"J t;:o
17d. tlj3 Gt;:/~O)riJ't/l' A f;::/'J ~9"v)t;:/:tz(J)rfj:/::kpr"T: /~"J t;:o
17e. tIj3Gt;:/;jJ{WJiJ't/-~/b~ ~ Gt;:/::k~fj:/ '5 bT1i: /iNtt;:o
17f. ¥fIGt;:/::k~iJ't/-~/b~~ Gt;:/t_WJfj:/'5 bT1i:/iNtt;:o

18a. t1H!t Gt;:/¥{tj:iJ't/~1J El:l C/~Iu"T:v)t;:/fflj¥fj:/3 Br~~/~T1( Gt;:o
18b. t1l1i Gt;:/fflJ¥iJ't / ~1J El:l C/~ Iu "T:v)t;:/¥{tj:fj:/1itr~~ 1i: /liiJ'ti±f;:o
18e. ~v)iJ) ~tt;:/~BAiJ't/~t 1u~1i: /t-f"J Tv)t;:/ffIJ¥fj:/(~~f=/~ ;zt;:o
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18d. ~v)i?)~tt;:/*IJ~i?!nt IuME~ It~-:) lv)t;:/3H)dd:/{~Mt~:/~ 7..1;:0
18e. ~v)i?)~tt;:/JX-rO) 5t.i?!/7EUIu~ I~ L1;:!JXTO)~fd:/f:I '5 ~ ~ IJf~-:) l~t;:o

18f. ~v)i?)~tt;:!JX-rO)~i?!/7EUIu~ I~ lJ;:!JX-rO) 5t.fd:/f:I '5 ~ ~ IJf~-:) l~t;:o

19a. fd:66t;:/~I~m,IfBi?!/-s .t -:) C 1t-t!!~t2 -:) t;:/~~Vdd:nIJO) 't 0) C IJf~ lJ~ ;tt;:o
19b. fd:66t;:/~~~Ai?!/-s.t -:) c 1:!:-t!!Q,U2 -:) t;:/~I~t~,lfBfd:/1 {tF9 ~:I~;ttJ: V)o

19c. fB v)t;:1 VJF-:$' -iJ!1 -1'\ '/'/ ~:/*-:)lv)t;:/~~~Afd:/rp~100:Cv)t;:0
19d. mv)t;:/~~~AiJ!1 -1'\ '/'/ ~:/*-:) l v)t;:1 VJF-:$' -fd:/rp ~ I O):Cv)t;:o
1ge. mv)t;:1 0 Y7*~i?!1 -1'\ '/'/ ~:/*-:) lv)t;:1 ~ l' '/*~fd:/rp~100:Cv)t;:0
19f. fB v)t;:1 ~ l' '/*~i?!1-1'\ '/'/ ~:/*-:) l v)t;:1 0 Y7*~fd:/rp ~100:Cv)t;:0

20a. BIV, lJ;:/~OOiiJ!/7:;; '/Ai?) G/{o-:) l*t;:/~1r\ijjtHHd:/JI€~~~ /BtOOiL1;:0
20b. mA Gk/~*jg:Ri?1/7:;;'/Ai?) G1{O-:) l*t;:/~OOifd:/tltl~OOiiJ1/~:Iclu ct20
20c. ~r*J Gt;:/*~i?11 1::: jJ '} 0)177 '/t2 -:) t;:/~1r\ijjg:Rfd:1 E!i£~:ItBv)t;:o

20d. ~r*J Gt;:/~1itljjg:RiJ11 1:::jJ '} 0)177 '/t2 -:) t;:/*~fd:1 E! i£~:ItB v)t;:o
20e. ~r*J G t;:/t~~mjg:Ri?11 1::: jJ '} 0)177 '/t2 -:) t;:/~*jg:Rfd:1 E! i£~:ItB v)t;:o
20f. ~r*J Gt;:/~1r\ijjg:Ri?!1 1::: jJ '} 0)177 '/t2 -:) t;:/t~~mjg:Rfd:1 E! i£~:ItBv)t;:o

21 a. JE* G t;:/rnli::X:i?! I i10 ~ lJ 1001 E3 <tJ:i?) -:) t;:/~~fd:/;@ v) l:'I~-:) t;:o
21b. JE* Gt;:/~~i?1 I i10 ~ lJ 1001 E3 <tJ:i?) -:) t;:/rnli::X:fd:lt2h 't!§JE~ tJ:i?) -:) t;:o
21c. flUi Gt;:/'¥1:i?11i10 ~ lJ I{oQ~O)tJ: v)/~~fd:/~~: 't I c {j)tJ:i?) -:) t;:o
21d. fltl.i Gt;:/~~iJ11 i10 ~ lJ 1{O Q~O)tJ: v)/'¥1:fd:/~~: 't I c 66tJ:i?)-:) t;:o
21e. ftf.i Gt;:/*,~f15~:Ri?!/i10 ~ lJ 1{O Q~O)tJ: v)/{f.I}-'~:Rfd:/~~: 't I c 66 tJ: i?) -:) t;:o
21f. ftf.iGt;:/{f.I:Ef~:Ri?1/i10 ~ lJ I{oQ~O)tJ:v)/~f15~:Rfd:/~~: 'tl c66tJ:i?)-:) t;:o

22a. m-00i Gt;:/~~i?!1dj-lutJ: ~:/f$2bht;:/g~:Rfd:1 Y:3 'Y IJ l:'1'if~lut20
22b. 1:ltOOi Gt;:/g~:Ri?!1dj-lutJ: ~:/f$2bht;:/~~fd:/~rpl:' Irp lU:tJ: -:) t;:o
22c. • 66t;:/g~riJ11 ~ -:;- -1 '/ :~n:/t±lJmGt;:/$:Rfd:1{PJt2i?)/~~:tJ: -:) t;:o
22d. • 66 t;:/g~:RiJ1 I ~ -:;- -1 '/ IJ·~: I t±l Jm Gt;:/$rfd:1{i1Jt2i?) I~ ~:tJ: -:) t;:o
22e. • 66t;:1 !H'C.f-'j.~i?!j ~ -7 -1 '/1J·~:/t±lJm Gt;:/r*Jf4~fd:1{PJt2i?)/~~:tJ: -:) t;:o
22f. .66 t;:/r*J*1j.~iJ1I ~ -:;- -1 '/ lj'~:1t±l Jm Gt;:1 !J\~'C.f4~fd:1 {PJt2i?) I ~~: tJ: -:) t;:o

23a. ~ft Gt;:/~00ii?1/7jJT ~ -.~ Ie -:) t;:/~fffd:/~.Jtl:' hllv)t;:o
23b. ~ft Gt;:/~ffiJ1/7 jJT'~ -.~ Ie -:) t;:/~OOifd:/~mJi?1/1f!.~ -:) t;:o
23c. ~-:) t;:/~-¥i?!/~-€J1~'tlt&b lv)t;:/~fffd:/~ -:) ~ c/~m-:) t;:o
23d. ~-:) t;:/~ffi?1/~-€J1~'t/?&b lv)t;:/~-¥fd:/~ -:) ~ c/~m-:) t;:o
23e. ~-:) t;:/E! ~3U'ti?1/D c:-~:IA -:) l~t;:/ft~Yt~fd:/$~~ It±lt;:o
23f. ~-:) k/ft~Yt~i?1/D c:-~:IA -:) l~t;:1 E! ~Yt~fd:/g~~~ It±lt;:o

24a. • v)t;:/m~~c~i?!j'ij[m~:;'I1t~Ji¥Jt2 -:) t;:/:tz:'11~N~fd:/OO~l:' IFb~18H: ~ ht;:o
24b. • v)t;:/:tz:'tHN~i?!/'ij[m~:lm*IJi¥Jt2-:) t;:/m~~c~fd:/OO~l:'Ir,,~~~: ~ ht;:o
24c. ~.-:) t;:/fJ1(~:tfi?! Iffi0) rp I 1l!J v) l v) t;:/:tz:'11~N~ fd:1 jJ -if~ I ~ G t±l G t;:o
24d. ~.-:) t;:/:tz:'t1~N~i?1 Iffi0) rp I {lJJ v) l v) t;:/fJ1(~:tffd:/jJ -if~ I ~ Gt±l Gt;:o
24e. ~.-:) t;:/ft*i?11c l 't/:J3pWi lJ t2 -:) t;:/m~:Rfd:/~-:) l I~V)lV)t;:o

24f. ~.-:) t;:/~j~:Ri?11 c l 't l:J3pWi lJ t2 -:) t;:1ft*fd:/~-:) l I~v) l v)t;:o
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APPENDIXG

TEST SENTENCES FOR EXPERIMENT 4

The following are the conditions for each set.
a. Double-gap RC with distant filler involving a subject gap
b. Double-gap RC with distant filler involving an object gap
c. Control sentence with the matrix topic coindexed with a dropped subject
d. Control sentence with the matrix topic coindexed with a dropped object

lao 'Yi'fJ Gt;:/frt;Q!/P3@~Jij';O) /~$jH: 25 -:J t;:/~~d:/ {t!10)frt~:/~~ ~ itt;: 0

lb. 'Yi'fJ Gt;:/~;Q!/p~rim:/J!!nt;:/ frt~d:/{t!1O)~~:/*b ~ nt;:o
Ic. 'Yi'fJ Gt;:/ Jij';;Q!/P9@~Jij';0)/1~H:25 -:J t;:t;:~ ~:/~~d:/ {t!10)frt~:/~~ ~ itt;: 0

Id. 'Yi'fJ Gt;:/~;Q!/~ra~ ~:/J!!nt;:t;:&) ~:/frt~d:/{lliO)~~:/*b ~ nt;:o

2a. 7'±XGt;:/f-H!I!;Q!/foLto)/AT-;:}t~-:J t;:/~'Ij:~d:/~I]l' /'~/~;!JDGt;:o
2b. 7'±XGt;:/~'Ij:;Q!/mO)/~~t~-:J t;:/f-HIIUd:/~ l:J ;Q!/ J:;Qi-:J t;:o
2c. 7'±X Gt;:/f-J.:f][;Q!/foLto) / AT-;:} t~-:J t;:O)-c' / ~'Ij:~d:/~ I] l' /'~ /~;!JDGt;:o
2d. 7'±X Gt;:/~'Ij:;Q!/mO)/~~t~-:J t;:O)-c' /f-J.fJlUd:/~ l:J ;Q!/ J:;Qi -:J t;:o

3a. tft-:J t;:/~~;Q! / * t~nJT G;Qi -:J t;:/tll.-BJ:~d:/3<:iIH: /rRJ;Qi -:J t;:o
3b. tft-:J t;:ltll.-BJ:;Q!/:J3~~:/~h LVit;:/P~~~d:/Jl:~~:/n Gnt;:o
3c. :J1!i-:J t;:/~~;Q! / * ti/~JT G;Qi -:J t;: 0) -c' /tll.-BJ:~d:/3<:ilH:/rRJ;Qi -:J t;:o
3d. :J1!i-:J t;:/tll.-BJ:;Q!/:J3~~:/~h Lvit;:O)-c'/P~Bt~d:/Jl:~~:/n Gnt;:o

4a. ~1f Gt;:/¥$ij~;Q!/iffi~O) /~~t~ -:J t;:/:J3~t~ 1u~d:/21f 't/~vi~lut~o

4b. ~1fGt;:/:J3~t~ 1u;Q!/;QitJ.l:J /~-:J LVit;:/7$ij~~d:/~5 /,;Q!/Ir:xnt;:o
4c. 3Jt1f Gt;:/7$ij~;Q!/iffi~O)/~~t~ -:J t;:O)-c' /:J3~t~ 1u~d:/21f't/~vi~lut~o

4d. 3Jt1f Gt;:/:J3 ~t~ 1u;Q!/;QitJ.l:J /~-:J Lvit;:O)-c'/7$ij~~d:/~5 /,;Q!/Ir:xnt;:o

5a. t*l~ Gt;:/TA r ;Q!/~j'tlB}~t~ -:J t;:/ :$'G~~d:/~It;Q!/~;Qi-:J t;:o
5b. t*}i~ Gt;:/ :$'G~;Q!/CL 't /1l*t~-:Jt;:/TA Hd:/~j't;Q!/-@j:mGt;:o
5c. f~t~ Gt;:/TA r ;Q!/~j't/E~L~t~-:J t;:t;:&) ~:/ :$'G~~d:/~It;Q!/ ~;Qi -:J t;:o
5d. f~t~ Gt;:/:$'G~;Q!/CL 't/1l*t~ -:J t;:t;:&) ~:/TA Hd:/~j't;Q!/-@jt~ Gt;:o

6a. mlut~/:J3~;Q!/~gB/{~tLt~-:J t;:/5!lm~d:/ §~~ /~-:J t;:o
6b. mlut~/5!lm;Q!/ cL't/iJUIU~-:J t;:/:J3~~d:/2 iFra~/-&!bntJ.;Qi-:J t;:o
6c. mlut~/:J3~;Q!/~$/~tLt~-:J t;:t;:&)~:/5!lm~d:/§~~/~-:J t;:o
6d. mlut~/5!lm;Q!/ cL't/i~m:ti -:J t;:t;:&)~:/:J3~~d:/2 iFraV-&!bntJ.;Qi-:J t;:o

7a. JlLt;:/1P'J~JG;Q!/!1!t~-c' /tfnt;:/~;jlf~d:/;Q!-:J <l:J / '5 tJ.t~nt;:o

7b. JlLt;:/~;jlf;Q!/ ~iffi¥I'i~-c' /JElut~/1P'J~JG~d:/,~,-T;Q!/§1 ~mvit~o

7c. JlLt;:/1P'JIl7t;Q!/!1h!i-c' /tfnt;:t;: ~~:/~;jlf~d:/;Q!-:J <l:J / '5 tJ. t~nt;:o
7d. JlLt;:/~;jlf;Q!/3<:iffi¥8Z-c' /JElut~t;:&) ~:/1P'J~JG~d:/,~,-T;Q!/§1 ~m vit~o
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8a. JI~ l.1;:/ Elli]11[n'r/~J:'"C'/$:Il!i! L.1;:/.g~~ /~;t/ifija~ ~ / (J)n'r L.1;:o
8b. JI~ l.1;:/.g~~ /n'r/~n '""C /J5B1.\;!J l.1;:/ElIiJ$~;t/~fH=/ ;S~Jn)"J t;:o
8c. JI~ Gt;:/ ElIiJ$n'r/~J:'"C'/j1jJ<:~!jiGt;:t;:~ ~=/.g~~ /~;t/ifija~ ~ / (J)n'r Gt;:o
8d. JI~ Gk/.g~~ /n'r/~n '""C /J5B1.\;!J Gt;:t;:&) ~=/ ElIiJ$~;t/~t±~=/ ;S~Jn)"J t;:o

9a. ff.£.g Gt;:/~f±n'r/::f¥5t'"C' /{$UJi: Gt;:/f±!H;t/-1F1~/El~Gt;:o
9b. ff.£.g Gt;:/f±*n'r/~;Z~1J'"C' /tJfl~"J t;:/~f±~;t/-1=f1~/fUJi: Gt;:o
9c. ff.£.g Gt;:/~f±nV::fy5t'"C' / fUJi: Gt;:t;:~ ~=/f±*~;t/-1F1~/ El~Gt;:o
9d. ff.£.g Gt;:/f±*n'r/~m'"C' /tJfl~"J t;:t;:~ ~=/~f±~;t/-1F1~/ fUJi: Gt;:o

lOa. tJ. <Gt;:/~:t;{ffn'r /~(J) B/~In)"J t;:/IJ\~~~;t/m{f:~=/9;[J GiiI;: 0

lOb. tJ. <Gt;:/ IJ\~~n'r/~(J) Bl:gdl~ !J tfj t;:/~:t;{ff~;tltl:l.{f:n'r/jg Gt;:o
IOc. tJ. <G t;:/M;{ffn'r/~(J) B /~In)"J t;:t;:~~=/IJ\~~~;t/m{f:~=/9;[J GiiI;: 0

10d. tJ. <Gt;:/ IJ\~~n'r/~(J)B/15*!J tfjt;:t;:~~=/M;{ff~;t/m{f:n'r/jgGt;:o

11a. ~v~t;:/~~n'r/TJEJ:!J /*5Iv~t;:/xJi5*~;t/~tlln'r/~n)"J t;:o
lIb. ~ v~t;:/xJi5*n'r/;§JtJ'"C'/~~Gt;:/~~N~;t/9<~=/~tJ"J t;:o
11c. ~ v~t;:/~~Nn'r/TJEJ: !J / *51 v~t;:t;:&)~=/xJi5*~;t/t:ltlln'r/~n)"Jt;:o
lId. jjlH~t;:/xJi5*n'r/;@ffl'"C'/~~Gt;:t;:&) ~=/~~N~;t/9 <~=/~tJ"J t;:o

12a. m~Gt;:/aJti'!n'r/*m'"C'/~~Gt;:/m~~;t/~ntJ.n'rG/m"J '""Cv~t;:o

12b. m~ Gt;:/m~n'r/ff€lj!~'"C' /JHf Gt;:/~i'!~;t/2@Jt>/~~Gt;:o
12c. m~ Gt;:/~i'!n'r/*m'"C' /~~ Gt;:t;:~ ~=/m~~;t/~ntJ.n'r G/m"J '""Cv~t;:o

12d. m~Gt;:/m~n'r/ff€lj!~'"C' /~.Gt;:t;:~ ~=/aJti'!~;t/2 @Jt>/~~ Gt;:o

13a. ~Jij: CJ;:/2:J5n'r/:/:r. -77.. t: 7 (J) /gjUti"J t;:/1~~~;t/l' :¥ 1) 7.. ~=/1*1T Gt;:o
13b. ~Jij: Gt;:/1~~n'r/%n"JT(J)/ 5 v / }- ti"J t;:/2:J5~;t/lW%!J*n'r/7'G% Gt;:o
13c. ~Jij: Gt;:/2:J5n'r/:/:r. -77.. t: 7 (J) /gjlJti"J t;:(J)'"C'/1~~~;t/ l' :¥ 1) 7.. ~=/1*1T Gt;:o
13d. ~Jij: Gt;:/1~~n'r/%n"JT(J) / 5 V / }- ti"J t;: (J)'"C' /2:J5~;t/lW%!J *n'r/7'G% Gt;:o

14a. ~~Gt;:/{M!~~n'r/ 5·1' I. 'Y }- ~=/J}]v~t;:/~T*~~;t/btJl~=/:J3 G;tt;:o
14b. ~~Gt;:/~T*~n'r/ 5·1' I. 'Y }- ~=/px:~ Gt;:/{M!~~~;t/~~~=/J!~"J t;:o
14c. ~~G t;:/{M!~~n'r/ 5·1' I. 'Y }- ~=/~JJv~t;: (J)'"C'/~T*~~;t/btJl~=/:J3 G;tt;:o
14d. ~~Gt;:/~T*~n'r / 5·1' I. 'Y }- ~=/ px:~ Gt;: (J)'"C' / {M!~~~;t/~~ ~=/J! ~"J t;:o

15a. ~Jij:* Gt;:/'t VT-Tn'r/:/ 3 J\:/(J) /jfaati"J t;:/ t: 7 =7.. }- ~;t/ JJ..futJ.n'r/7't EI Gt;:o
15b. ~Jij:* L.1;:/t:7 =7.. }- n'r/~::tif~*(J)/~iti"J t;:/'t VT-T~;t/JJ..futJ.n'r/7't EI Gt;:o
15c. ~Jij:* Gt;:/'t VT-Tn'r/:/ 3 J\ /(J) /jfaati"J t;:(J)'"C' / t:7=7.. H;t/JJ..futJ.n'r/7't § Gt;:o
15d. ~Jij:* Gt;:/ t:7 =7.. }- n'r/~::tif~*(J) /~iti"J t;:(J)'"C'/'t VT-T~;t/JJ..futJ.n'r/7't § Gko

16a. ~~Gt;:/m:1T~n'r/I./:; /n) G/~kGt;:/~*~;t/>gfljlJm~=/~~Gt;:o
16b. ~~Gt;:/t:l*n'r/JL\iji~{"F'"C'/~Jnt;:/m:1T~~;t/~m~=/51 ~jgGt;:o
16c. ~~Gt;:/m:1T~n'r/I./:; /n) G/~k Gt;:t;:~ ~=/~*~;t/>gfljlJm~=/~~Gt;:o
16d. ~~G t;:/t:l*n'r/JL\iji~{"F'"C' /~Jnt;:t;:&) ~=/m:1Tt:l~;t/~m~=/51 ~jg Gt;:o
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17a. §E~ Gt;:/{~E;Q1/~iiO)I1ft2:":) t;:/s G 'E Iufd:/tw!to/JftlH:::/mim Gt;:o
17b. §E~Gt;:/s G 'E 1u;Q1/~iif:::/~ G;Q)":) t;:/{~Efd:/tw!to/JftlH:::/FaHt Ght;:o
17c. §E~ Gt;:/{~E;Q1/~iiO)I1ft2:":) t;:O)'7:Is G 'E Iufd:/tw!to/Jt§f:::/m~5 Gt;:o
17d. §E~Gt;:/s G 'E 1u;Q1/~iif:::/~ G;Q)":) t;:O)'7: 1{~Efd:/tw~mt§f:::/FaHt Ght;:o

18a. ~]tG t;:/4J{lf:;Q1/T1ltJ;AJ::f:::/1~Jl!tt2:":) t;:/jflJ4Jfd:/~]t~ ~ Iffi~ G t;:o
18b. ~]tGt;:/jflJ4J;Q1/*Uft'=litJ:I«77 "/t2:":) t;:/4Jflf:fd:/~~F~~'7: Imr* Gt;:o
18c. ~]t Gt;:/4Jflf:;Q1/T1ltJ;AJ::f:::/fj[~t2:":) t;: 0) '7:IjfIJ4Jfd:/~]t~ ~ Iffi~ G t;:o
18d. ~]t G t;:/jflj4J;Q1/*U~':'litJ:1«77 "/t2:":) t;:O)'7:14Jflf:fd:1~~F~~'7: Ifg~I* G t;:o

19a. ffit":) t;:/~1\M1/~~ :W:f:::1A Ght;:/~f3Vdd:/W{im~f±:~nlf3tJ;: 0

19b. ffit":) t;:/~f3~A;Q1/)fGfj I~f~~ Gt;:/~g~fd:/% l:J f:::/1±l 'E ht;:o
19c. ffit":) t;:/~gM1/~~ :W:f:::1A Ght;:t;:~ f:::/~f3~Afd:/~{im~f±:~nlf3tJ;:o
19d. ffit":) t;:/~f3~A;Q1/)fGfj llin~~ Gt;:t;:~ f:::/~g~fd:/ft l:J f:::/1±l 'E ht;:o

20a. MA Gt;:/~UID;Q11 1:: jJ '} 0) I fFd'bt2:":) t;:/~:pfijftlHHd:1 Ji7F~~ INtUID Gt;:o
20b. MA Gt;:/~fij,Jt§*;Q11 1:: jJ '} 0)17 y "/t2:":) t;:/~UIDfd:/tIH~UID;Q1/f~U::: Iu 2::t2:o
20c. MA Gt;:/~UID;Q11 1:: jJ '} 0) I f'Fd'bt2:":) t;:O)'7: 1~fij,Jftg*fd:1 Ji7F~~ ntUID Gt;:o
20d. MA Gt;:/~fij,Jt§*;Q11 1:: jJ '} 0)17 y "/t2:":) t;:O)'7: I~UIDfd:/tIH~UID;Q1/kI C: Iu 2::t2:o

21 a. §EtR G t;:/'fRa)(;Q1/f)J~ '"(l* f::: tJ:":) t;:/¥~f3'lfd:1 JJ-lutJ: f::: lEI'''' G t;:o
21 b. §EtR Gt;:/fzf3'l;Q1j C: '"(:t I '.lit I-< C: G'"(v) t;:/'fRa)(fd:1 JJ-lutJ:;Q1 l*fl1~ G t;:o
21c. §EtR Gt;:/'fRa)(;Q1/f)J~ '"(1* f::: tJ: ":) t;:O)'7: Ifzf3'lfd:1JJ-lutJ: f:::1 EI 'I' G t;:o
21 d. §EtR Gt;:/fzf3'l;Q1I C: '"(:t I '.lit I-< C: G'"(v) t;: 0) '7:1'fRa)(fd:1JJ-lutJ:;Q1 1*P31~ G t;:o

22a. ~tUID Gt;:/4J~;Q1 I TJ'f1~JE '7: Irp ll: f:::tJ:":) t;:/g~*fd:/:/:3 ':J lJ '7: I<JiJbIu t2:o
22b. NtUID Gt;:/g~*;Q1/t lJ J\ 7'7: I lJ cf:::tJ:":) t;:/4J~fd:/~rp'7: Irp ll:f:::tJ:":) t;:o
22c. NtUID Gt;:/4J~;Q1/T;jf::fJE '7: Irp ll:f:::tJ:":) t;:t;:~ f:::/$*fd:/:/:3 ':J lJ '7: 1<Ji~lut2:o
22d. NtUID Gt;:/$*;Q1/t lJ J\ 7'7: I lJ cf:::tJ:":) t;:t;:~ f:::/4J~fd:/~rp'7: Irp ll:f:::tJ:":) t;:o

23a. ~f'F Gt;:/~UID;Q11 B*0) I -@lftt2:":) t;:/~'/i!Hd:/ft9#Jjf¥~ IfT~* G t;:o
23b. ~ft Gt;:/~fi;Q1IJ!£0) I I±l ~t2:":) t;:/~UIDfd:/flI{1'jJ:/- "/;Q1I 1:1-< G;Q)":) t;:o
23c. ~ft Gt;:/~UID;Q1j B*0) I -@lftt2:":) t;: 0) '7:l~fifd:/ft9#Jjf¥~ I1T~* Gt;:o
23d. ~{t Gt;:/~fi;Q11J!£O) I I±l ~t2:":) t;: 0) '7:la;k:UIDfd:/f~1'jJ:/- "/;Q1I 1:1-< G;Q)":) 1;:0

24a. ~v)t;:1 I. ':J t-;Q1/1 0 7Jffit:t l%ht;:/:tz:'11~N~fd:/7 V c I±lf~;Q1/ffi xt;:o
24b. ~v)t;:/:tz:'11~Njl;Q1/**)($g~~ I$~ Gt;:/I. ':J t-fd:/WEJJ- 'C:.'t;:x;Q11'JiJ":) t;:o
24c. ~v)t;:1 I. ':J t-;Q1/1 0 7Jffit :t Iftht;:0)'7: 1:tz:'t1~N~fd:/7v c 1±l?~;Q1jffi xt;:o
24d. ~v)t;:/:tz:'11~N~;Q1/**)($$~ 1$~Gt;:O)'7: II. ':J t-fd:/~JJ- 'C:.'t;:x;Q11'JiJ":) t;:o
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APPENDIXH

TEST SENTENCES FOR EXPERIMENT 5

The following are the conditions for each set.
a. Strong bias with distant filler involving a subject gap
b. Strong bias with distant filler involving an object gap
c. Mild bias with distant filler involving a subject gap
d. Mild bias with distant filler involving an object gap
e. Null bias with distant filler involving a subject gap
f. Null bias with distant filler involving an object gap

Ia. 2fifJl.J~/Jmi?'f/~~JmO)/ll~H:d) 'J t~/~fd:/{illO)Jmf:/~?t. ~iif~o

lb. 2fifJ Gt~/~i?'f/IF.fF~~ f:/~nt~/Jmfd:/{illO)~f:/;tb ~ nt~o

I c. OfIv t~ / Ji5 j'! i?'f / CL tJ / ~tLt~ 'J t~ /~fd:/ Ji5!§d: /tJUi Gt~o

Id. oflvt~/~i?'f/ CL tJ/~tLt~'Jt~/Ji5j'!fd:/Ji5:1H:/¥&i5-L1~o

Ie. oflvt~/~i?'f/T v l::~ / JtLv)t~/;Kfd:/JJ!f:/t±lt~o
If. oflvt~/;Ki?'f/Tv l::~ / JtLv)t~/~fd:/JJ!f:/t±lt~o

2a. it::X:Gt~/f-J.l1l!i?'fIfIJLt-O)/ 7. T-:f-t~ 'J t~/ ::'15'I1:fd:/~17 -1 /~ /~1JO Gt~o

2b. it::X: Gt~/ ::'15 '11: i?'f/Ji50) /'i%~t~ 'J t~/f4l1l!fd:/~ lJ i?'f/ J::i?'l 'J t~o

2c. ~~'J t~/~'1'1i?'f/Wl Q v)/'t1f~t~ 'J t~/ ::'15't1fd:/ty,IMlJ:: </ljli"tGt~o

2d. ~~'J t~/ ::'15'1'1i?'f/BJi Q v)/'I1:f~t~'J t~/~'1'1fd:/tJ,\t!llJ:: </ljli"t Gt~o

2e. ~'J t~/:m~H*i?'f/BJiQ v)/'1'1f~t~ 'J t~n~~t±fd:/tJ,\t!llJ:: </ljli"tGt~o

2f. ~'J kn~Bt±i?'f/WlQ v)/'I1::mt~'J t~/:m~*fd:/~!llJ:: </~"tGt~o

3a. ~'J t~/a#~ti?'f/;tt~/*JT Gi?'l'J t~/~)dd:/5<:*f:/rPJi?'l'J t~o

3b. ~'J t~/~Ai?'f/.t3:&f:/~h Lv)t~/a#~tfd:/J.l:§H:/% Gnt~o

3c. Jib t~/*J&lzmi?'f/Y'-1 jj-7. ~ /ftt~ Gt~/~Afd:/ CLtJ/~V)t~o

3d. !fl.'J t~/~Ai?'f/ Y' -1 jj-7. ~ /ftts, Gt~/*J&lzmfd:/CL tJ/~v)t~o

3e. !fl. 'J t~/7 j, 1) tJ Ai?'f/l::- r- )v;(~ /ftt~ Gt~l1::¥ 1) 7. Afd:/ CL tJ/~v)t~o

3f. !fl.'J t~/ -1::¥ 1) 7. Ai?'f/ l::- r- )VA~ ntt~ Gt~/7 j, 1) tJ Afd:/ CL tJ/~v)t~o

4a. ~~ Gt~/7$ij~i?1/Jm'i%0)/¥-~t~'J t~/.t3f;f~ Ivfd:/2 ~tJ/~v)~lvt~o

4b. ~~ Gt~/.t3ft~ Ivi?'f/i?'lt~ lJ l*'J Lv)t~/7$ij~fd:/~Y'/i?'f/IfJ(nt~o

4c. f: GIvt~/-T{~i?'f/~!R lJ § ~ / § 'J LV)t~/.t3 f;f~ Ivfd:/Ii5~ /t±lt~o

4d. f: GIvt~/.t3f;f~ Ivi?V~!R lJ § ~ /-g'J Lv)t~/-T{~fd:/Ji5~/t±lt~o

4e. f: GIvt~/Mn'f/~!R lJ § ~ /-g'J Lv)t~/~fd:/~v)tto/Jf:/17'J t~o

4f. f: GIvt~/~i?'f/~!R lJ § ~ / § 'J Lv)t~/PrIifd:/~ V)tto/Jf:/17'J t~o

5a. 1*,~ Gt~/T7. r- i?'f/~j'!/l~L~t~ 'J t~/*1:fd:/~!lli?'f/ ,B!;i?'l'J t~o

5b. 1*,~ Gt~/*1:i?'f/ CLtJ/1l*t~ 'J t~/T7. Hd:/~j'!i?'f/-@I:m Gt~o

5c. JtJ2S'J t~/$~1:i?'f/i3<:r~f:/lI'J Lv)t~/*1:fd:/=¥~ / vS"'J t~o

5d. JtJ2S'J t~/*1:i?'f/i3<:r~f:/ll 'J Lv)t~/$~1:fd:/=¥~ / vS"'J t~o
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5e. J!j!-:J t;:/~f±~iJ~/n.~t:/lr-:J Tv)t;:/IPJ{tn1/~~ / .$, -:J t;:o
5f. J!j!-:J t;:/IPJft'fiJ~/n.~t:/lr-:J Tv)t;:/~f±~td:/~~ / .$, -:J t;:o

6a. fJJ.lvt:./ :t31tl.iJ~ /~$/{~tLt:' -:J t;:/5~fJJ.td:/ § ~~ / ~-:J t;:o
6b. fJJ.1v t:'/5~fJJ.iJ~ / c T 'b /'110It:' -:J t;:/ :t31tl.td:/2 iFFaV~:bntJiJ) -:J t;:o
6c. II-:J t;:/ 0 L iJ~/ El ~.'"C' /j~Hft;:/5~fJJ.~d:/ {$Fa' t:/~lRi l,1;:o
6d. II-:J t;:/5~fJJ.iJ~/ El ~.'"C' /~tft;:/ 0 L ~d:/R)d:/~lRi LJ;:o
6e. II-:J t;:/'7-:/ 1::: '7 iJ~/ El ~.'"C' /~~ft;:/:.fli1c1>iF~d:/ {$Fa' t:/~lRi lJ;:o
6f. II-:J t;:/:.fli1c1>iFiJ~/ El~.'"C' /~~ft;:/'7-:/ 1::: '7 ~d:/ {$Fa' t:/~~15 LJ;:o

7a. ~Tt;:/1N~%iJ!jt{/!~'"C' /.nt;:/~:j!f~d:/iJ~ -:J <'0/5 tJt:.nt;:o
7b. ~Tt;:/~:j!fiJ~/~Jm~i'&'"C' /fElvt:'/1NlliEtd:/,\~FfiJ~/ijl ~;fIv)tL

7c. m1~ Gt;:/J!:j!fiJ~/ cT 'bnJH!!!It:' -:J t;:/~:j!f~d:/1N~%*~:/t§~~ Gt;:o
7d. m1~Gt;:/~:j!fiJ~/ cT 'b /jij,jl!!!lt:. -:J t;:/,I!:j!f~d:/*1ffiH:/t§~ Gt;:o
7e. ~~1~ Gt;:/f$)(iJ~/c T 'b /jij,jl!!!lt:. -:J t;:/!f)cBifHd:/m)d:/t§~~ Gt;:o
7f. ~~1~ Gt;:/!f)cBjjiiJ~/ c T 'b /jij,jl!!!lt:'-:J t;:/f$)(~d:/m}d:It§~~ Gt;:o

8a. ~~Gt;:/ ElIiJ.iJ~/jMLI::'"C' /1'iJ(~' Gt;:/'8'~'7 :/~d:/F€fj~~ ~ / (J)iJ~ Gt;:o
8b. ~~Gt;:/'8'~'7 :/iJ~/t&:nT /Ji5~~ '0 Gt;:/ ElIiJ.~d:/~t±~:/~~-::JiJ) -:J t;:o
8c. ~tJ! Gt;:/1~WiJ~/~t#Jj~(J) /I±l~t-:-:J t;:/'8'~'7 :/~d:/IPJ{t't~:/~iJ)&)t;:o

8d. ~tJ! Gt;:/'8'~'7 :/iJ~/~t#Jj~(J)/I±l~t:' -:J t;:/1~W~d:/IPJft'f~:/~iJ)&)t;:0

8e. ~tJ! Gt;:/#iI±iJ~/~t#Jj~ (J) / I±l~t:' -:J t;:/;fj:~~d:/IPJ{t't~: /~iJ)&) t;:o
8f. ~tJ! Gt;:lt~~iJ~/~t#Jj~(J) / I±l~t:' -:J t;:/#iI±~d:/IPJft'ft:/~iJ)&)t;:o

9a. *£'8' Gt;:/~f±iJ~/:.frJl'"C' /{¥JJ£ Gt;:/f±*~d:/-iF1~/ El~ Gt;:o
9b. *£'8' Gt;:/f±*iJ~/~)(~fj'"C' /tm~ -:J t;:/~f±~d:/ -iF1~/ llU£ Gt;:o
9c. iJ) GiJ) -:J t;:/:f~iiiJ~ / c T 'b / (J) Iv~ t:. -:J t;:/f±*~d:l~1J5~: /lRi Gt;:o
9d. iJ) GiJ) -:J t;:/f±*iJ~/ cT 'b / (J) Iv~ t:'-:J t;:/:f~ii~d:/*~~:nl5 Gt;:o
ge. iJ) GiJ) -:J t;:/~~t±iJ~/ c T 'b/ (J) Iv~ t-:-:J t;:/f5~J-'±~d:/±{f~:/lRi Gt;:o
9f. iJ) GiJ) -:J t;:If5?:f1I[±iJ~/ c T 'b/ (J) Iv~ t-:-:J t;:/~~±~d:/±{f~:/lRi Gt;:o

lOa. tJ <Gt;:/Jlt:ffliJ~/~(J) B/ J!-::JiJ)-:J t;:/r:p~1::~d:If!J.{ft:/m GiiI;:o
lOb. tJ <Gt;:/r:p~1::iJ~/~(J) B/~* '0 I±lt;:/~t1fJfd:If!J.{fiJ~/jgGt;:0

lOc. v) G&)t;:/~A1::iJ~/jfiFJT~ /~v) Tv)t;:/r:p~1::~d:/.v) T /~~nt;:o

lOd. v) G&)t;:/r:p~1::iJ~/jfiFJT~ /~v) Tv)t;:/~A1::~d:/.v)T /~~nt;:o

lOe. v) G&)t;:/;gil~iJ~/jfiFJT~ /~v) Tv)t;:/~RJJBjji~d:/.v)T /~~nt;:o

IOf. v) G&)t;:/~RJJBjjiiJ!jjfiFJT~ /~v)T v)t;:/;gil~~d:/.v)T /~~nt;:o

Ila. 1m v)t;:/~~iJ~/.:yJEJ: '0/*ijl v)t;:/XJi5:1Hd:/1~\MMtiJ~/~iJ)-:Jt;:o
11b. 1m v)t;:/xJi5*iJ~/~r:p'"C' /~~ Gt;:/~~*~d:/9 <~:/~:b -:J t;:o
Ilc. 'bTtJ Gt;:/OO~~*~iJ~/~m'"C'/~ffl~ Gt;:/xJi5*~d:/mt!MtiJ~/~iJ) -:J t;:o
lId. 'bTtJ Gt;:/xJi5*iJ~/;E,m'"C' /~ffl~ Gt;:/OO~~*~~d:/mt!MtiJ~/~iJ) -:J t;:o
lIe. 'bTtJ Gt;:/i§t§iJ~/~,m'"C'/~OO Gt;:/*ME~JHd:/mt!MtiJ~/~iJ)-:Jt;:o
Ilf. 'bTtJ Gt;:/*ME~iJ~/~m'"C'/~OO Gt;:/i§t§~d:/mt!MtiJ~/~iJ) -:J t;:o
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12a. Il~ Gt~/~J\i?J;6~/*m'C'1r:p1tFf Gt~/ll~fd:/::>t/pJ ~ I § v)fr.a/7)t~o

12b. Il~ Gt~/Il~;6~Itf€~'C' IJHiGt~nJ\i?Jfd:/2 @]'b/r:p1tFf Gt~o
12c. JJt~ Gt~/t)!:¥;6~/3'*1j ~ If:!;6)f= Gt~/ll~fd:1 *nT I~Tv)t~o

12d. JJt~ Gt~/Il~;6~/3'*1j ~ n:!;6'f= Gt~/t)!:¥fd:1*nT I~Tv)t~o

12e. JJt~ Gt~/~¥gl~;6~/3'*1j~ If:!;6'f= Gt~/*~fflH'Hd:/*nT I~Tv)t~o

12f. JJt~ Gt~/*~g:~~;6~/3'*1j~ n:!;6'f= Gt~/~¥$~fd:/*nT I~Tv)t~o

13a. y~ Ct~/z:m;6~/:/ x -:7 7- t'70)/:g:~ljt~ -:J t~/1~1!ffd:1 1':¥ 1) 7- f=/1i~1T Gt~o

13b. ?Jil: Ct~/1~1!f;6~/JEnTT-O) 1:$7 V / r t~ -:J t~/z:mfd:/Il1IJE tJ ~;6~/7'GJE Gt~o

13c. WJ;:j;; Gt~/r1~;6~/~~IH=/fSr=tJG Tv)t~/1~1!ffd:1 c T 'b/~)L\ Gt~o

13d. WJ;:j;; Gt~/1~1!f;6~/~~iH=/fSr=tJG Tv)t~/r1~fd:1 c T'b/~)L\ Gt~o

Be. WJ;:j;; Gt~/~{I;6~/~~iH=/fSr=tJG Tv)t~/{~F{lfd:1 cT 'b/~)L\ Gt~o

13f. WJ;:j;; Gt~/{~F{I;6~/~~iH=/fSr=tJG Tv)t~/~{lfd:1 cT 'b/~)L\ Gt~o

14a. ~~Gt~/fJ!J**;6~1 :$7'1' I. 'Y r f=/~JJv)t~/~r*1:fd:/;&J¥f=/:J3 G ;zt~o

14b. ~J\~Gt~/~r*1:;6~1 :$7'1' I. 'Y r f=lpt:£1JGt~/fJ!J**fd:/$1:f=IJt;:j;; -:J t~o

14c. gjjr~, Gt~/}~tgijl;6~/1t c/~b-:J Tv)t~/~r*1:fd:/!>.t -:J c/pp,!Zb t~o

14d. gjjr~, Gt~/~r*1:;6~/1t c/~b-:J Tv)t~/}gJJijlfd:/!>.t -:J clP~-:J t~o

14e. ~JJr~, Gt~/m~;6~/{±JJ'C' l:JElnTv)t~/~JJfd:/f*a~~ 199/7)t~o

14f. ~JJr~' Gt~/~JJ;6~/{±JJ'C' l:JElnTv)t~/m~fd:/{*a~~ 199/7)t~o

15a. ?Jil:* Gt~/1z vT-T';6~/:/ 3!'\ /O)/~tEl:llt~-:J t~/t'7:::7- Hd:/i'±E1 ~ I~&jt~o

15b. ?Jil:*Gk/t'7:::7- r ;6~/7(::t1§'~*O)/~f!t~ -:J t~/1z vT-T'fd:/i'± EI ~ I~&jt~o

15c. f;I/7)t~1 1>~;6~/:J /:7 - }vf=I*Tv)t~1 t' 7:::7- r fd:/f= -:J :: tJ If!&~lut~o
15d. f;I/7)t~/t'7:::7- r;6~/:J /:7-}vf=I*Tv)t~/1>~fd:/f=-:J:: tJ If!&~lut~o
15e. f;I/7)t~/~~*;6~/)I~~f=I*Tv)t~/j@*fd:/f=-:J:: tJ 11'!&~lut~o

15f. f;I&jt~/j@*;6~/)I~~f=I*Tv)t~/~~*fd:/f= -:J :: tJ If!&~lut~o

16a. itKlGt~I7IHTt:l;6~/I./~ /;6, GlJE1< Gt~/t:l~fd:/>gfljljtiH=/~*& Gt~o

16b. itKlGt~/~~;6~/)L\HiJEfF'C' I{fJJnt~/m:1T~fd:/~mf=/ijl ~jgGt~o

16c. i'±il: Gt~/ID"**1:;6~/m:1Tr:p I~-:J Tv)t~/t:l~fd:1 7~:;t~ I'J ~tt~o

16d. i'±il: Gt~/~~;6~/m:1Tr:p I~-:J Tv)t~/ID"**1:fd:1 7~:;t~ I'J ~tt~o

16e. i'±il: Gt~/-lj--7 7 -;6~1 l::-T'C'I~Tv)t~1>'l' !\-fd:/tl~lim tJ Jfffl'fi't~o

16f. i'±il: Gt~1 :$7'1' 1\-;6~1 l::-T'C'I~Tv)t~/-lj--77 -fd:/tl~ lim tJ Jfffl'fi't~o

17a. JE~ Gt~/{~E;6V~iiO)litt~ -:J t~/:J3 C~ Iufd:/tf~ff8f=/~~I5Gt~o

17b. JE~ Gt~/:J3 C~ 1u;6~/~iif=/~G;6'-:J t~/{~Efd:/tf~ff8f=IFaHt Gnt~o

17c. fEflGt~/~O)r;6~/Ef=I'J ;:j;;-rv)t~/:J3 C~ Iufd:/*Pf'C' I~-:J t~o

17d. ~ff1Gt~/:J3 C~ 1u;6~/Ef=I'J ;:j;;-rv)t~/~O)rfd:/*Pf'C' I~-:J t~o

17e. ~ff1GklflilJ;6~/-G~/b~~ Gt~/*~fd:/'5 bT~/;6'~tt~o

17f. ~ff1Gt~/*~;6~/-G~/b~~ Gt~/tlilJfd:/'5 bT~/;6'~tt~o

18a. ~1t Gt~/JJ{lf:;6~/T~J2J,J:f=lfjr~t~ -:J t~/ffIJJJfd:/~1t~ ~Im~ Gt~o

18b. ~1t Gt~/ffIjJJ;6~1 c T 'b 1$f§5~;6'-:J t~/JJ{lf:fd:1 J: '5~<I/w¥;k: Gt~o

18c. ~v);6'~tt~/38A;6~/~t 1u&JE~ It-f-:J Tv)t~/ffIjJJfd:/{~Mtf=/~ ;zt~o
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18d. ~ v)iQ, ~tt.:/fflJ~iQ~/~t AAJE7i: 1t~'J --Cv)t.:/3B)dd:/(~~H=/~ ftt.:o
18e. ~ v)iQ, ~tt.:nXrO) 5tiQ~/:mltlv7i: 1:I;£P..J.:nXTO)5fj~d:/~;:J: '5 ~ 7i: IJf:x 'J --C~ t.:o
18f. ~v)iQ,~tt.:nXrO)5fjiQ~/:mltlv7i: I~Gt.:nXrO) 5t~d:/~;:J: '5 ~ 7i: IJf:x'J --c~t.:o

19a. ~ 'J t.:/~ttM~/~~fjffi/+(lfIJGt.:/~~Vdd:/~M'"C'1f,:Jl, Gt.:o
19b. ~ 'J t.:/~~~AiQ~/)fG~1~~tGt.:/~tt~~d:/%t] f:::/1±J ~ nt.:o
19c. fBv)t.:1 v~-~ -iQ~/« '/'Y ~:::/*'J--cv)t.:/~~~A~d:/rp7i: 1!}):Cv)t.:o
19d. fBv)t.:/~~~AiQ~/« '/'Y f:::/*'J --C v)t.:1v~-~ -~d:/rp 7i: 100:Cv)t.:o
1ge. fB v)t.:1 0 ~7*{~iQ~1« '/ 'Y f:::/*'J --C v) t.:1 t' l' 'Y*f9!~d:/rp7i:1!}):Cv) t.:o
19f. fB v) t.:1 t' l' 'Y*f9!iQ~1« '/'Y ~:::/*'J --C v) t.:1 0 ~7*f9!~d:/rp 7i: 1!}):Cv) t.:o

20a. mv, Gt.:/~iOOiQ~1 1:::JJ '}!})1W£t-=: 'J t.:/~Ujjg-lHd:1m~f,:7i:ntiOO G t.:o
20b. mA Gt.:/~1ifijjg~iQ~1 1:::JJ '} 0)177 '/t-=: 'J t.:/~iOO~d:/fltJ~iOOiQ~/f;:J: civet-=:o
20c. ~r*J Gt.:/*WiQ~1 1:::JJ '} 0)177 '/t-=: 'J t.:/~1ifijjg~~d:1 ::57ftf:::lfB v)t.:o
20d. ~r*J Gt.:/~1ifijjg~iQ~1 1:::JJ '}!})177 '/t-=: 'J t.:/*!J:~d:1 ::57ft~:::ItBv)t.:o

20e. ~r*J Gt.:/twtt&Jjg~iQ~1 1:::JJ '}!})177 '/t-=: 'J t.:/~Ujjg~~d:1 ::57ftf:::lfBv)t.:o
20f. ~r*J Gt.:/~1ifijjg~iQ~11:::JJ '}!})177 '/t-=: 'J t.:/twtt&Jjg~~d:1 ::57ft~:::/tB v) t.:o

21a. ~~Gt.:/fHlj)(iQ~/fn&) --C l;zfs:f:::tJ: 'J t.:/~~~d:1JJ.lvtJ: ~:::I EHI Gt.:o
21 b. ~~Gt.:n!(~iQ~1c --C tJ I!f! D t-=: 'J t.:/fHlj)(~d:1 JJ.lvtJ:15-JiQ' GtJ:iQ, 'J t.:o
21c. mli G t.:/'¥:1:iQ~1 il5~ t] I~ -Q~!})tJ: v)/~~~d:/~f::: tJ 1c &)tJ:iQ, 'J t.:o
21d. mli Gt.:/~~iQ~/il5 ~ t] I~ -Q~!})tJ: v)/'¥:1:~d:/~f::: tJI c ~tJ:iQ) 'J t.:o
21e. mliGt.:/~~~~iQ~/il5 ~ t] 1~-Q~!})tJ: v)/~J!I!~~~d:/~~::: tJI c~tJ:iQ''Jt.:o
2If. mliGt.:/~J!I!~~iQ~/il5~ t] 1~-Q~!})tJ:v)/*,~f15~~~d:/~f::: tJI c~tJ:iQ''Jt.:o

22a. m-iOO Gt.:/~~iJ~/T~/fJE '"C' Irp rrJ:::tJ: 'J t.:/Jm~fd:1 ~:3 'Y ly '"C'I~~lvt-=:o
22b. m-iOO Gt.:/Jm~iQ~/-t ly J\ 7'"C'1ly t: f:::tJ: 'J t.:/~~~d:/~rp'"C' Irp11: f:::tJ: 'J t.:o
22c. Jf&)t.:/g~~iQ!j ~ -7" '/ ly-f:::II±J1m Gt.:/g~~~d:1{il1t-=:iQ,/~f:::tJ: 'J t.:o
22d. Jf~t.:/Jm~iQ~1 ~ -7" ,/ly-f:::/I±JImGt.:/g~~~d:/{il1t-=:iQ)/~f:::tJ:'J t.:o
22e. Jf&) t.:1!Ht'.~4~iQ~1 ~ -7" '/ J;ff:::/1±J1m Gt.:/r*Jn~fd:1{il1t-=:iQ)/~f:::tJ: 'J t.:o
22f. Jf&)t.:/r*J~4~iJ~1 ~ -7" '/ J;ff:::1 I±JIm Gt.:1!Ht'.~4~fd:1 {il1t-=:iQ)/~f:::tJ: 'J t.:o

23a. ~HF Gt.:/a~iOOiJ~1 B*0)1f1ftt-=:'J t.:/iiif,Hd:/j§#lji¥7i:I1T~*Gt.:o
23b. ~{t Gt.:/iiifiiJ~/Jt£O) II±J~t-=: 'J t.:/~iOO~d:/f~lI~- /iQ~1 1:J:z GiQ)'J t.:o
23c. ~'J t.:/~~iQ~/~f113ttJ/~'J --Cv)t.:/iiifi~d:/~ 'J ~ C/~fff'J t.:o
23d. ~'J t.:liiifiiQ~/~f113ttJ/~'J --Cv)t.:/~~~d:/~ 'J ~ C/~fff'J t.:o
23e. ~'J t.:1 E:J B.':~JitiQ~1 0 t:-f:::1A 'J --c~t.:/ft~~Jit~d:/Jmm7i: Il±Jt.:o
23f. ~'J t.:/ftf,:~JitiQ~1 0 t:-f:::1A 'J --c~t.:1 E:J B.':~Jit~d:/Jmm7i: Il±Jt.:o

24a. ~v)t.:1 I. 'Y -t-iQ~/l 0 7Jfffi tJ 17Cnt.:/~'I'!t:~~Jit~d:/7 v t:l±Jf~iQ~/~ ftt.:o
24b. ~v)t.:/~'I'!t:~~JitiQ~/**)('¥:Jm7i: I$~ Gt.:1I. 'Y -t-~d:/~JEJJ. :::.'t.:ftiQ~/il5 'J t.:o
24c. Jl,~'J t.:/*JJUj~:1fiQ~/~!}) rp 1f~v) --C v) t.:/~'t!t:~~Jit ~d:/:JJ '!T 7i: 1~ G I±J Gt.:o
24d. Jl,~'J t.:/~'t!t:~~JitiQ~/~ 0) rp 11l!Jv) --C v) t.:/f~N:1f~d:/:JJ '!T 7i: 1~ G I±J Gt.:o
24e. Jl,~'J t.:/ft*iQ~1 c--ctJ/:5~ t] t-=: 'J t.:/m~~~d:/~'J --C I~v)--Cv)t.:o

24f. Jl,~'J t.:/m~~iQ~1 c --C tJ/:5~ t] t-=:'J t.:1ft*~d:/~'J --CI~v) --Cv)t.:o
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