
CSP Conundrums

Right-sizing the Infrastructure

The server needs of Cloud Service 
Providers (CSPs) vary with the require-
ments of their Service Level Agreements 
(SLAs). Much of a growing CSP business 
revolves around enabling Infrastructure as 
a Service (IaaS) for lightweight, scale-out 
workloads (e.g., web sites) with SLAs that 
differ greatly from the demands of more 
stringent, enterprise-class workloads. 
Microservers have enabled growing 
deployments of these smaller IaaS 
offerings at savings of space and power—
both big concerns in CSP operations.

Executive Summary
As an OpenStack* software user, contributor and service provider, Intel investigates  
and shares best practices with numerous organizations, helping them deliver Infrastruc-
ture as a Service (IaaS) in a safe, reliable, and affordable manner. In those engagements 
we’ve learned that optimizing infrastructure for various customer needs requires a 
wider range of systems than the single, high-end, virtualized servers typically deployed. 
2QH�VL]H�GRHV�QRW�ÀW�DOO��7KLV�LV�SDUWLFXODUO\�WUXH�ZKHQ�LW�FRPHV�WR�WKH�GLIIHULQJ�EXVLQHVV�
requirements and Service Level Agreements (SLAs) of Cloud Service Providers (CSPs) 
running open source OpenStack software. 

This paper examines how CSP business needs translate to infrastructure considerations 
for IaaS when building out or enhancing an OpenStack cloud environment. The paper ex-
amines these requirements and the foundational platform technologies that can support 
such a wide range of SLA requirements.

But as CSPs compete more aggressively  
for enterprise-class workloads of private, 
traditionally on-premise cloud deployments, 
CSPs will need to deploy servers that offer 
greater capabilities. These systems must 
provide more compute and I/O perfor-
mance, support more virtual machines 
(VMs), and be more robust, secure, and 
manageable. Such requirements are clearly 
out of the scope of today’s microservers. 
And they impact the CSP with greater 
equipment cost, more power and cooling 
demand, and larger space requirements. 
The choice of processor architecture can 
also impact the code-base for which CSPs 
already have built their applications, 
infrastructure, and operations. 
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Figure 1. Typical Microserver Workloads.

Optimizing Costs

Balanced against server needs is a CSP’s 
ongoing battle to remain cost-competitive 
in the market by minimizing operation-
al expenses while delivering on SLAs. 
Operationally, power related costs (power, 
power distribution, and cooling) comprise 
about 31 percent of data center costs.1 
Thus, CSPs are motivated to continue to 
keep these costs down. Power/perfor-
mance, along with price/performance, 
of deployed systems is important when 
determining what will be deployed to 
 meet the customer’s need. 

Cost is another reason so many CSPs 
build their infrastructure on OpenStack 
software, the leading open source cloud 
operating environment. It is widely de-
ployed and used across industry-standard 
x86-based machines for virtualized envi-
ronments. New projects for future Open-
Stack releases will enable deployments of 

OpenStack on bare-metal—opening  
whole new types of deployments for  
&63V�WKDW�SRWHQWLDOO\�ZLOO�LQFUHDVH�HIÀ-
ciency of operations, while offering new 
levels of IaaS on lower cost, more energy 
HIÀFLHQW�PLFURVHUYHUV��

Intel is committed to the OpenStack proj-
ect and community. Intel IT uses Open-
Stack in private cloud deployments and 
contributes code upstream, enabling cloud 
enhancements on Intel® technologies. 

With OpenStack as the core of their 
operating environment, a key challenge 
for CSPs remains. CSPs will need to 
identify where their server requirements 
ÀW�DORQJ�WKH�VSHFWUXP�RI�PLFURVHUYHUV�WR�
multi-socket, high-end systems that will 
meet various SLAs, take advantage of 
optimized code, and keep operating costs 
under control. 
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Microservers Enable  
Hyperscale Workloads

Microservers are relatively new to the 
data center. But they have had an enor-
mous impact on CSPs. Microservers in 
KLJK�GHQVLW\�V\VWHPV�ÀW�ZHOO�IRU�VHUYLQJ�
many of the lightweight, highly scaled-out 
(or “hyperscale”) workloads running in CSP 
data centers. 

Distributed, highly parallel workloads with 
relatively low compute requirements per 
node tend to scale better by adding more 
physical servers, because of their lower 
memory, I/O, and storage requirements 
per server. A CSP customer’s hosting en-
vironment, where there are fully indepen-
dent tasks, or a need to execute very large 
numbers of independent and computation-
ally light tasks, such as serving up many 
static web pages, could be easily scaled 
out. Other examples include: 

��2IÁLQH�RU�EDWFK�DQDO\WLFV�WKDW�FDQ�VFDOH�
out to many systems without critical 
latency demands.

• Low-end dedicated hosting for low  
cost services.

• OpenStack Swift object storage services.

A large number of microserver nodes can 
be ideal for such jobs, as the software is 
highly parallel and large numbers of fully 
independent transactions are easily dis-
tributed into smaller computational tasks.

Because of a microserver’s small size and 
HQHUJ\�HIÀFLHQW�GHVLJQ��LWV�LQIUDVWUXFWXUH�
(including the fan and power supply) can 
be shared by tens or even hundreds of 
physical server nodes, eliminating the 
space and power consumption demands 
of duplicate infrastructure components. 
The Intel reference system board area 
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footprints and peak active power of an 
Intel® Atom™ processor C-2750-based mi-
croserver node are less than a tenth that 
of a contemporary Intel® Xeon® processor 
E5-265x-class node. Thus, microservers 
are very attractive to CSPs for their  
energy cost and space savings. 

Traditional Virtualized  
Computing is Still Needed

Where workloads require greater com-
pute capabilities, support for more virtual 
machines, and more robust security and 
management, CSPs will look beyond micro-
servers. They will need the capabilities  
of the traditional multi-socket servers  
that enterprise IT data centers have  
employed to meet the SLAs of more  
mission-critical applications. 

Based on Intel research, an Intel® Xeon® 
processor E5-2660 v2-based node could 
support ten virtual machine instances at 
four virtual CPUs each, or four virtual ma-
chine instances at ten virtual CPUs each. 
While an Intel Atom processor C-2750-
based node could only support two of the 
four virtual CPU instances, but it could 
not support a ten virtual CPU instance at 
all. It is also fair to note that the relative 
performance of a four virtual CPU virtual 
machine instance would be considerably 
higher on the Intel Xeon processor  
E5-2660 v2-based node, particularly if 
the virtual machine workload utilized the 
VXSHULRU�ÁRDWLQJ�SRLQW�RU�,QWHO��$GYDQFHG�
Vector Extensions (Intel® AVX) hardware 
of that node class.

Such systems also support trusted com-
pute pools, using Intel® Trusted Execution 
technology (Intel® TXT) integrated in Intel® 
Xeon® processors, in conjunction with 
Open Attestation. Trusted compute pools 
on Intel Xeon processor-based platforms, 
YHULÀHG�XVLQJ�2SHQ�$WWHVWDWLRQ��KHOS� 
ensure secure trusted launches of VMs 
and safe migration of workloads to them. 

Optimizing the Enterprise Data Center  
Infrastructure with Intel Servers
Enterprise data center workloads are 
typically reversed from the needs of  
today’s CSP customers. In the enter-
prise, the more computationally intense 
tasks make up the majority of jobs. 
They are likely to overwhelm small-
scale microserver nodes’ resources, 
such as compute power, memory foot-
print, networking, and storage. Intel® 
Xeon® processor E5 v2 family-based 
high-performance servers are more 
effective in these cases, and thus,  
we see these higher end servers  
deployed in the enterprise. 

But, as data center workloads expand 
and become more varied, enterprise 
,7�FDQ�EHQHÀW�IURP�PLFURVHUYHUV�WR�
support more lightweight, scale-out 
workloads. Here, the continuum of Intel 
server processor-based platforms of-
IHUV�WKH�VDPH�EHQHÀWV�DQG�FDSDELOLWLHV��
but essentially in reverse. Data centers 
traditionally deploying larger systems 
can add Intel® Xeon® processor E3 v3 
family- and Intel Atom processor C2000 
family-based microservers to meet 
their corporate SLAs driven by lighter 
ZRUNORDGV��ZLWKRXW�VDFULÀFLQJ�WKH�FRGH�
EHQHÀWV�RIIHUHG�RQ�,QWHO��DUFKLWHFWXUH��
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Intel® Server Processor Continuum
Customers have consistently indicated 
they need the same kinds of features and 
capabilities in microservers that they have 
come to expect from traditional rack-and-
blade servers. In particular, they need 
support for 64-bit software, virtualiza-
tion support, error-correcting code (ECC) 
memory, a full range of power options, 
encryption acceleration, and broad soft-
ware compatibility. These capabilities are 
available to CSPs in the full range of Intel 
processor-based servers. 

To meet the full breadth of CSP SLA re-
quirements from lightweight, scale-out to 
enterprise-class workloads, Intel provides 
a range of server processor options, so 
CSPs can select what is appropriate to 
meet their customers’ needs. 

• The Intel® Atom™ processor C2000  
product family provides extreme low 
power and higher density compared to 
Intel Xeon processor E3 family-based 
microservers.

• The Intel® Xeon® processor E3 v3 family 
offers a choice of node performance, 
SHUIRUPDQFH�SHU�ZDWW��DQG�ÁH[LELOLW\� 
to meet more demanding SLAs.

• The Intel® Xeon® processor E5 v2 family 
delivers a high level of compute and  
I/O performance, with hardware-enhanced 
technologies to meet stringent enter-
prise-class workloads and demanding SLAs. 

• The Intel® Xeon® processor E7 family 
offers the highest computing capabili-
ties for the most demanding SLAs and 
mission-critical applications.

• Intel’s many source code contributions to 
the OpenStack project help enable Intel 
hardware-enhanced technologies in the 
OpenStack environment.

A Common Foundation of Features

Intel server processors deliver the capabil-
ities to meet technology requirements for 
a wide range of CSP SLAs. Furthermore, 
because all these Intel-based platforms 
share a common x86 instruction set archi-
tecture (ISA), optimized application code 
can run across the full range.  

In addition to a common ISA, the Intel 
Atom processor C2000 family and Intel 
Xeon processors support the following, 
KHOSLQJ�PDLQWDLQ�ORZ�7&2�DQG�KLJK�ÁH[LELOL-
ty of solutions within the CSP data center:

• In-common power management  
capabilities (e.g., thermal-trip).

• In-common RAS capabilities  
(e.g., machine-check architecture).

• In-common security features (e.g.,  
encryption acceleration with AES-NI).

• In-common virtualization features  
(e.g., Intel® Virtualization Technology (VTx)).

Microserver Processors

Intel® Atom™ processor C2000  
family—extreme low power for 
high-density microservers
The Intel Atom processor C2000 prod-
uct family allows CSPs to maximize rack 
space utilization and reduce energy costs 
when running certain lightweight scale-
out workloads.2 The Intel Atom processor 
C2000 family is Intel’s second generation 
8-core, 64-bit Intel® Atom SoC. It provides 
up to 7x higher performance2,3,4 and 8x 
more memory capacity, plus up to 6x2,5,6 

EHWWHU�SRZHU�HIÀFLHQF\��HQDEOLQJ�JUHDWHU�
density, compared to the Intel® Atom™ 
processor S1200 family.

Intel® Xeon® processor E3 1200 v3  
family—optimized performance per 
watt for microservers2,7 
With up to 52 percent2,8 better perfor-
mance per watt and up to 24 percent2,9 
lower power than the previous generation, 
the Intel® Xeon® processor E3-1200 v3 
family for microservers lets CSPs meet 
more demanding SLAs, while keeping 
power consumption low. At just 13W,  
the Intel Xeon processor E3-1220L v3 is 
ideal for microservers in the CSP data 
center. In addition to the data center-class 
capabilities listed above, this family of 
processors includes:

• Up to 38 percent2,10 increase in graphics 
performance, hardware-accelerated 
media encode and decode for server 
graphics workloads.

• Improved I/O performance with additional 
USB3.0 and SATA 6G ports.

• Integrated security delivers built-in 
encryption acceleration and better 
protects against malware and denial  
of service (DoS) attacks.11 

Right-sizing microservers  
in the CSP data center
When it comes to Intel processor-based 
microservers, CSPs have several choic-
es. Which is most applicable depends on 
many factors, including the usage model, 
the data center power envelope, and the 
system type. For example, Intel Xeon pro-
cessor E3 v3 family-based platforms may 
be better suited for web-scale workloads, 
where a highly-dense infrastructure that 
doesn’t compromise on performance is 



Optimizing Infrastructure for Workloads in OpenStack-Based Public Cloud Services

5

needed. These platforms may also better 
suit usages that require professional 
graphics performance, such as media, 
online gaming, and desktop virtualization. 
Alternatively, Intel Atom processor C2000 
product family-based platforms could be 
well suited for lightweight, scale-out work-
loads that require extreme high density 
DQG�HQHUJ\�HIÀFLHQF\��VXFK�DV�HQWU\�OHYHO��
dedicated hosting, low-end front-end web 
KRVWLQJ��RIÁLQH�RU�EDWFK�DQDO\WLFV��DQG�
OpenStack Swift object storage.

Intel® Xeon® Processor E5 v2 Family—
high-performance capabilities  
for stringent SLAs
As CSPs support more enterprise-class 
workloads, they face the same concerns 
and issues in-house IT departments are 
looking at with respect to the cloud.  
Some include the following:

• Supporting security technologies that 
protect data/server infrastructure and 
allow a trusted computing environment.

• Improved virtualization performance, 
including live migration.

• Improved I/O performance.

The Intel Xeon processors E5 v2 family 
was designed for large workloads and 
to address these and other concerns in 
data centers. Along with higher levels of 
processor scalability and memory capacity, 
Intel Xeon processors offer more features 
designed to provide extreme reliability, 
availability, and serviceability (RAS). 

Intel® Xeon® Processor E7—ultimate  
computing for the most demanding SLAs
Intel® Xeon® processor E7 family expands 
on the reliability features IT managers 
trust in Intel Xeon processors and expect  
in mission-critical solutions, such as Machine 
Check Architecture Recovery (MCA-R),  
with more advanced enhancements.

• Double Data Device Correction (DDDC)—
extends reliability by recovering from 
two DRAM device failures, instead  
of a single failure of SDDC, helping 
maximize uptime.

• Partial Memory Mirroring—enables more 
ÁH[LEOH��HIIHFWLYH��DQG�FRVW�HIÀFLHQW�
memory mirroring of critical areas 
instead of all memory, reducing server 
energy demands while protecting your 
most important data.

Beyond Virtualization  
with Bare-Metal Cloud 
Virtualization is often assumed to be 
synonymous with the cloud. But, virtu-
alization is merely a method to achieve 
the objectives of the cloud. A CSP does 
not have to virtualize all servers. And, 
with the resources that virtualization 
demands from each server, virtualiza-
tion in lower-end servers might not  
help meet particular SLAs.

With the introduction of high-density 
microservers, the performance of a 
single virtual machine in a virtualized 
high-end server can be available in a 
single physical microserver—without 
the performance overhead of a hyper-
visor, or the resulting dependence on 
orchestration through VMM-supported 
interfaces. Microservers introduce a 
cost- and power-effective vehicle for 
CSPs to offer dedicated independent 
server node instances down to the 
granularity of 2 or 4 Intel Atom proces-
sor-class cores. In a homogeneous Intel 
Xeon processor E5-class server deploy-
ment, the minimum cost and power  
for a dedicated hardware instance  
is a full Intel Xeon processor-based 
system footprint.

By deploying OpenStack directly on 
bare-metal microservers, CSPs have not 
lost their ability to quickly deploy new 
services using the OpenStack cloud 
environment, because that capability 
lies with OpenStack, not the hardware. 
If the server is available, OpenStack can 
deploy to it. 

What CSPs have gained is greater 
control over right-sizing their infrastruc-
ture by not having to deploy high-end 
systems that are under-utilized, even 
with multiple virtual machines. They 
also can offer IaaS on systems physical-
ly independent from one another, rather 
than on being isolated using silicon and 
software technologies. For customers 
with sensitivities about hosting on 
non-physically isolated systems, this 
immediately removes a barrier to a  
new market. 

Intel® Atom™ processor C2000 family-  
and Intel® Xeon® processor E3 v3 family- 
based microservers are ideal for bare- 
metal cloud deployments. They offer 
security features, such as encryption 
acceleration, needed to maintain high 
performance with encrypted data and 
other enterprise-class capabilities many 
customers seek. 
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Conclusion
CSPs have a wide range of systems they 
can draw on to support their expanding 
workloads and SLAs. From different 
capabilities of microservers to traditional 
multi-socket data center systems, they 
have more choices to populate their Open-
Stack-based infrastructure. But choosing 
a variety of processor architectures can 
PHDQ�ORVV�RI�VRPH�RI�WKH�EHQHÀWV�DQG�
optimizations designed into the software. 
That loss could result in an inability to 
meet particular SLAs, as well as increased 
operating costs.

By taking advantage of the range of Intel 
processor-based servers, CSPs can right-
VL]H�WKHLU�LQIUDVWUXFWXUHV�ZLWKRXW�VDFULÀF-
ing capabilities or optimizations. With the 
Intel Atom processor C2000 family, with 
as little as 6W TDP, and the Intel Xeon 

processor E3 v3 family, ranging from 13 to 
��:�7'3��&63V�FDQ�EHQHÀW�IURP�ORZ�SRZ-
er and a range of performance options, 
plus enterprise-class features that some 
workloads and customers demand. For 
more demanding requirements, Intel Xeon 
processor E5 v2 family-based servers 
enable support for greater virtualization 
and more intensive workloads, while Intel 
Xeon E7 processor-based servers offer 
the ultimate computing platform. These 
FDSDELOLWLHV�FRPH�ZLWK�WKH�DGGHG�EHQHÀWV�
of consistencies from platform to platform, 
allowing CSPs to continue to take advan-
tage of the code they work hard to deploy. 

Intel’s range of server processors and 
Intel’s commitment to OpenStack create 
a strong foundation for Cloud Service 
Providers today and into the future.
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