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Foreword 
 

Humankind tends to adopt a negative vision of its reality; this is a defense and adaptation 

mechanism. We are living in a very dynamic world, constantly bombarded by the news media that daily 

reminds us how bad we are to the environment, to our overpopulated earth, how we have produced mass 

extinctions, global warming, deforestation… you name it! We are milking the earth. How we deal with nature 

is probably the cause of the 2020 pandemic. No doubt this has been a very dark year for humanity. Based on 

this logic, the Armageddon should be right at the corner. But this is not new, more than 200 years ago the 

demographer Thomas Robert Malthus stated human needs would soon outweigh the world’s resources. 

Covid-19 may has struck us, nevertheless in 2021 the life expectancy almost doubles the one from Malthus’ 

times. Science and technology made this possible, we have altered nature up to the point that we have called 

our period the Anthropocene. Yet, there is plenty of room for life in the Anthropocene and its quality highly 

depends on us, on how we address and how we deploy science and technology. These proceedings are just 

a sample of the world’s youth caring and working for a better hydro-environment. 

 

The context of 2020 has brought us the chance to develop and foster our skills on remote working. Many 

events have been postponed, others have gone online, and new initiatives have emerged. One of them has 

been the 1st IAHR Online Congress for Young Professionals, where 109 research contributions have been 

presented to an audience of 924 young researchers and practitioners connected from 88 different countries. 

Without the physical travelling constraints of the face-to-face congresses, the virtual congress enabled the 

exchange of scientific advance among the IAHR youth community at an unprecedented scale. Modern world 

problems related with the UN Sustainable Development Goals have been tackled in special sessions such as 

the one on Climate Change Adaptation, Water Resources Management and Global Water Security. A keynote 

lecture on the topic was also provided by Angelos Findikakis (IAHR Liaison to UN Water). The congress has 

also brought to light scientific contributions on the classic fields of hydraulics research, such as the ones 

presented in the special sessions on Fluid Mechanics, Fluvial Hydraulics or Hydraulic Structures. Even the 

newly created working group on Transient Flows has had a special session with great participation. Moreover, 

emergent disciplines like the ones on Ecohydraulics or Hydroinformatics have proved consolidation among 

the IAHR youth. 

 
An International Scientific Committee (ISC) formed by 45 prestigious researchers representing the 19 IAHR 

Technical Committees have supported the congress with a high-quality peer-review process. The ISC 

members have been also involved as chairs moderating the congress sessions. Their role has been crucial to 

make lively discussions with authors and attendees, bringing added value to the extended abstracts and 

presented posters. Fostering mentoring by means of connecting IAHR senior researchers to young
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professionals has been as well one of the aims of the congress. The benevolent willingness of the ISC 

members to help young professionals made this possible. The role of IAHR Madrid secretariat has been also 

decisive. They have provided the framework, as they always do, but this time the challenge was especial, the 

conference venue was virtual. From the conceptualization of the online congress idea until its final execution, 

passing by the peer-review platform, communications, venue and the present proceedings. The support from 

IAHR Madrid secretariat has been incalculable. 

 

Hydro-environmental research and engineering does not understand of nationality nor age or gender, but 

unfortunately its development and deployment does depend on them. The organizers hope to have 

contributed on bringing these constraints down. We are taking a long list of takeaways out from this enriching 

first experience. We wish the proceedings readers to have a joyful read and hope to (e)meet you again in the 

next 2nd IAHR Online Congress for Young Professionals. 

 
 
 

José María Carrillo, Eva Fenrich, David Ferràs and Silke Wieprecht 

Editors 
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DATA FUSION OF PRECIPITATION PRODUCTS BASED ON TRIPLE COLLOCATION 
METHOD 

 

Chen Cheng 1,2 

 
1 
Center for Eco-Environmental Research, Nanjing Hydraulic Research Institute, Nanjing, China, e-mail (chencheng@nhri.cn) 
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College of Water Conservancy and Hydroelectric Power, Hohai University, Nanjing, China 

 

 
ABSTRACT 

 
This study proposed a triple collocation (TC) method for data fusion of daily precipitation products (GPM IMERG, 

SM2RAIN and ERA) over Yangtze River basin from 2015 to 2018. The original precipitation products and data 

fusion result were validated using the rain gauge data. Results showed that the data fusion results by TC 

method had better performance compared to the original three collocated inputs, with large correlation 

coefficient (CC) and small root mean square error (RMSE). This study demonstrates the effectiveness and great 

application potential of TC method for data fusion to improve precipitation accuracy. 

 
Keywords: triple collocation, data fusion, precipitation, Yangtze River basin. 

 
 

1 INTRODUCTION 

Accurate precipitation estimates are crucial for agricultural irrigation and flood prevention. Data fusion is 
critical to improving the accuracy of multiple precipitation observations for practical applications, however, it 
faces the challenge of poor ground-based observations, especially over the regions where reliable and dense 
rain gauge data is absent or unavailable. Triple collocation (TC) was originally proposed by Stoffelen (1998) to 
assess the error of ocean wind speed products, which provides an efficient way for error estimation without 
knowing the true value and thus has a potential for multiple-source data fusion, while it has not been well 
investigated. Compared to the traditional method (the rain gauge data was used as the ground reference to 
assess the error), TC method can quantify the errors in three independent products without knowing the true 
value (Alemohammad et al., 2015). Since TC method can solve the error statistics of three independent 
measurements without the reliance of gauge observations, it has the potential to be incorporated into data 
fusion/merging algorithms. However, there are very few studies on TC-based precipitation data fusion method 
(Lyu et al., 2020). To fill the aforementioned knowledge gap, this study conducted a comprehensive study on 
data fusion of three precipitation products based on TC method over Yangtze River basin. 

 
2 MATERIAL AND METHODS 

 

2.1 Study area and datasets 

The Yangtze River basin was selected as the study area of this study. The Yangtze River basin is the largest 
river basin in China with a latitude of 24°30' -35°45' N and a longitude of 90°30'-124°30' E. The average 
annual precipitation is approximately 1100 mm. Three independent precipitation products at daily scale over 
Yangtze River basin from 2015 to 2018 were used in this study, including satellite-based 0.1° IMERG 
(Integrated Multisatellite Retrievals for Global Precipitation Measurement), reanalysis-based 0.25° ERA (the 
interim-European Centre for Medium-Range Weather Forecasts ReAnalysis), and soil moisture-based 10 km 
(~0.1°) SM2RAIN (Soil Moisture to Rain-Advanced SCATterometer) precipitation products. The 0.25° ERA 
data was resampled into 0.1° spatial grids to make it comparable. In addition, 737 rain gauge stations with 
daily precipitation measurements from 2015 to 2018 was also obtained and interpolated to 0.1° resolution for 
validation. 

 
2.2 Methods 

TC can be used to quantify the error variance of geophysical variables using three independent 
measurements without the requirement of ground references or “true values” (Lyu et al., 2020). TC method is 
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established based on the mathematical assumptions that three collocated variables have zero mean residual 
errors and are uncorrelated with each other and with the true values. More details can be found in 
Alemohammad et al. (2015). 

A least squares based data fusion method was utilized to calculate the weight of each collocated estimate in 
this study. Based on the TC estimates, the basic function of data fusion is shown as follows: 

 

Pf     = 1P1    + 2P2 + 3P3 s.t. 1 +2 +3 = 1 [1] 
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where, Pi and i (i=1, 2, 3) represent the ith precipitation estimate and weight of each collocated estimate, 

respectively; Pf 

by TC. 

is the desired fused precipitation estimation;  represents the standard variance estimated 
i 

 

3 Results and discussion 

 
Compared to IMERG data (Table 1), ERA and SM2RAIN had better performances. ERA had the largest CC 
and SM2RAIN had the smallest RMSE. It is because that the SM2RAIN approach is very good in obtaining 
low RMSE values owe to its capacity to accurately reproduce accumulated rainfall consistently over time. Data 
fusion results by TC method had better performance (CC=0.61, RMSE=6.11 mm) when compared to the 
original three collocated inputs. It indicates the effectiveness of the TC-based data fusion method. 

Table 1. Validation results of original three collocated inputs and data fusion results obtained by TC. 
 

Precipitation data CC RMSE (MM) 

GPM IMERG 0.48 8.70 

SM2RAIN 0.50 6.73 

ERA 0.59 6.95 

DATA FUSION BY TC 0.61 6.11 

 

4 CONCLUSIONS 

A comprehensive study on data fusion of multiple source precipitation products by TC method was carried out 
over Yangtze River basin from 2015 to 2018. ERA and SM2RAIN had better performances when compared to 
the GPM IMERG precipitation product. Data fusion results by TC method showed consistency with rain gauge 
data and had obvious improvement than the original three collocated inputs, demonstrating the effectiveness 
of TC method for data fusion of multiple precipitation products. 
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ABSTRACT 

 

Data from climate projections were used to analyze the possible climate change effects on the water level of a 
Brazilian multipurpose reservoir for the 2050s. Two scenarios based on optimistic (RCP 4.5) and pessimistic (RCP 
8.5) climate change projections concerning greenhouse gas emissions were simulated using a one-dimensional 
hydrodynamic model. In comparison with the baseline simulation (2009-2018), it was identified water level 
decrease trends, especially regarding the rainfall reduction. Such behavior may affect water availability and impair 
the reservoir uses, which may also demand adaptive management strategies for the reservoir operation. 

 
Keywords: Hydrodynamic modeling, climate change assessment, Itupararanga Reservoir, water resources management. 

 
 

1 INTRODUCTION 

Climatic extremes are already being reported worldwide (Reichstein et al., 2013). Data generated by 
regionalized climate models (RCM) have been used to assess likely impacts on local ecosystems and decision- 
making. In the present study, data from an RCM were used as input to a one-dimensional hydrodynamic model 
to compare probable water level fluctuations in a Brazilian multipurpose reservoir. 

 
2 METHODS 

 
2.1 Study site 

Itupararanga Reservoir is located in an urbanized region in São Paulo State, Brazil, built for many purposes, 
mainly to drinking water supply and power generation. The reservoir surface area is 29.9 km² and the basin 
drainage area is 936.5 km². The regional climate is warm temperate with dry winter and hot summer (Cwa, 
Kottek et al., 2006). 

 
 

2.2 Modeling procedure 

The one-dimensional General Lake Model (GLM) (Hipsey et al., 2019) was used to simulate the water level of 
Itupararanga Reservoir. The model requires hydrological and meteorological data, reservoir’s bathymetry and 
the water temperature and salinity in the reservoir and in its tributaries. Those data were provided by the energy 
company, and governmental agencies (INMET, 2019; CETESB, 2019). 

The model was calibrated from 2009 to 2013 and validated from January 2014 to March 2019. A performance 
assessment was applied using the Root Mean Squared Error (RMSE) and the Pearson correlation coefficient(r). 

Climate change projections from The Hadley Centre Global Environmental Model (HadGEM2-ES) regionalized 
by the ETA model (Chou et al., 2014) were coupled to GLM for generating scenarios from January 2050 to 
December 2059 for two representative concentration pathways (RCPs) of the greenhouse gases emissions 
(GHG): RCP 4.5 and RCP 8.5. Those data included: short-wave radiation (SW), air temperature (AT), air relative 
humidity (RH), wind speed (WS) and rainfall (rain). The baseline simulation (2009-2018) of water level was 
compared with the simulated projection (2050s decade) considering the alterations in all meteorological forcing 
variables and in each meteorological variable individually. 

 
 

3 RESULTS AND DISCUSSION 

mailto:carolina.cbarbosa@usp.br
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The model was able to accurately represent the water level (RMSE<0.7m, r=0.8). Climate change projections 
revealed an increase in AT and SW and a rain decrease for the 2050s (Table 1). 

In this way, the climatic trends influenced the reservoir’s water level. The simulated water level would drop in 
both rain scenarios and for the set of all predicted climatic variables (Figure 1a). Such a decrease in the average 
water level (falling to the dead storage in the middle and the end of 2050s decade) (Figure 1b) could generate 
serious damage to the water supply and power generation. Uncertainties remain regarding lake levels 
fluctuations in the future, however it is certain that more climatic extremes will arise around the world (Woolway 
et al., 2020). 

 
Table 1: Climate variables daily average and standard deviation for the baseline and future projections. 

 
Meteorological Data Baseline RCP 4.5 RCP 8.5 

SW (W m-2) 213.9 (61.2) 217.2 (59) 223.6 (51) 

AT (°C) 20.6 (2.7) 22.3 (4.2) 23.6 (3.1) 
RH (%) 75.2 (7.2) 85.3 (11.5) 73.3 (13.8) 

WS (m s-1) 2.2 (0.8) 2.3 (0.8) 2.4 (0.6) 

Rain (mm d-1) 3.2 (5.0) 2.5 (6.0) 1.9 (3.1) 

 

Figure 1: Simulated water level (m): a. Average value and outliers for each scenario; b. Minimum water level 
for climate change scenarios. 

 
4 CONCLUSIONS 

Data from climate change projection for the 2050s were coupled to the GLM model to compare water level 
simulations with a baseline. The projections indicate water level drop, which might require adaptive 
management strategies for reservoir operation to avoid possibility of water rationing in the near future. 
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ABSTRACT 

 

The climate change effects have been evolving as a global phenomenon with a major hurdle in 

accomplishing the sustainable management of resources and development. These require to be dealt 

with an integrated nexus approach rather than in silos. As the quantitative and policy analysis of climate 

change effects have often been discreetly handled in food-water-energy (FWE) sectors, this paper 

examines the climate change impacts on the nexus of FEW for suggesting viable solutions to mitigate 

the effects. The temporal and graphical data, stakeholder and policy analysis were utilized to make the 

comparison between the Global and Indian context mainly to provide a broader framework of solutions 

and also to establish the “global to local” connection. 

 
Keywords: climate change, water-energy-food nexus, drought, biofuels 

 
 

1 INTRODUCTION 
The water, energy, and food (WEF) sectors are dynamically 
intertwined (Albrecht et al., 2018) with one another, where a rise or 
decline in consumption of one sector, impacts the other sectors 
simultaneously. They operate as the motor wheels of an engine and 
the “drivers” create friction posing serious challenges to the nexus 
goals fulfillment (Hoff, 2011). 
Climate Change, is one of the most inevitable “drivers”, that triggers 
major trade-offs within the WEF nexus dynamics subsiding the 
synergies of the system. The expanding population and rising 
demand for energy, water and food add to the menace. (Andrews- 
Speed et al., 2019). The work, thus, highlights on interlinking the 
understanding of water energy and food nexus with climate change, 
that will ensure better adaptation and water-energy-food resource 
security in India. 
It focuses on the complexities that arise on isolated approach to manage the challenges induced by climate 
change impacts on WEF nexus. There are multiple practices in India with regard to agriculture, drought 
mitigation methods or even ways of cutting down carbon emissions that are dealt in silos, thereby, aggravating 
trade-offs over synergies. 

 
2 METHODOLOGY 

The information obtained from reports, published articles, policy documents and literature on existing 
infrastructures were used to develop a comparative study on the nexus discourse between India and other 
nations. These components also aided in identifying the gaps of sectoral approach to resource management. 
The study distinctly highlights the extent of interconnectedness among the sectors of food,water and energy 
which is otherwise overlooked while managing losses or mitigating climate change impacts in India. 

Figure 1. The water-energy-food 

nexus 

mailto:chandrapurnanjali11@gmail.com
mailto:k.kasiviswanathan@wr.iitr.ac.in
mailto:bsoundharajan@gmail.com
mailto:claudia.teutschbein@geo.uu.se


Proceedings of the 1st IAHR 
Young Professionals Congress 

17-18 November 2020 

ISBN: 978-90-824846-6-3  |  PAGE: 16 

 

 

 

 
 
 

CLIMATE 
 
 

 

WATER 
-Changed rainfall 
patterns and river 
flow regimes that 
impact large dam 
infrastructures. 
-Affects the ground 
and surface water 
sources 

 

FOOD 
-Drought is one of the 
worst predicted 
consequence of the 
food security of a 
region. 
-Trade off between 
energy and food crops 
to shift to biofuels is an 
alarming move 

ENERGY 
-The implication of climate felt 
on food loss and reducing 
water reserves is often 
managed in India through 
energy subsidies to extract 
water from greater depth. This 
triggers trade offs. 
-The shift to biofuels is a cause 
of worry for both the food and 
energy sectors. 

 
 

 
 

3 DISCUSSION 

The work identifies some major gaps in the nexus approach for resource management in India. The policies 
such as the National Biofuel Policy, 2009, has a discrete approach to cut down on GHG emissions with a shift 
to first generation biofuels. However, in the Indian cotext, the introduction of flex crops like maize, used in other 
nations, can be a serious threat to the food and water security of a region. It, therefore, highlights the need for 
a cross-sectoral approach to sustainably utilize the huge river potential in India. With diverse geographic 
conditions and altered rainfall patterns, dams require an integrated management approach such that it  caters 
to multiple needs for food,water, and energy, efficiently. It also reflects upon the importance of making the 
discourse of nexus more inclusive by enabling the stakeholders at the grassroots come up with their 
understandings. In India, such an approach to incorporate nexus idea, not just at the bureaucracy but also on 
ground, can enable its true implementation in WEF resource management and security. 

 
4 SUMMARY 

The work comments on mechanisms to strengthen cross-sectoral interactions in India and highlights policy 
modifications. It suggests a potential improvisation of ideas on green economy and infrastructures as well as 
stakeholder participation among other measures to adapt to climate change impacts on WEF nexus security. 
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ABSTRACT 
 

The study analyzed the impacts of climate change on future water availability in the Mapacho river 
sub-basin, Cuzco - Perú; evaluating three different global climate models (GCM) CSIRO.Mk3.6.0, 
GFDL-ESM2M and MIROC5 under emission scenarios RCP4.5 and RCP8.5. This approach used  
the Soil and Water Assessment Tool (SWAT), simulating the daily discharge in two scenarios: near 
future (2020-2050) and far future (2070-2100). The statistics show an acceptable performance in the 
calibration period (NSE = 0.68, RMSE = 13.5 and PBIAS = 1.5%) and validation (NSE = 0.64, RMSE 
= 27.44 and PBIAS = -18.3%). It is concluded that the annual discharges, for the near future period, 
present a variation from -14.4 % to 14.30% and from -7.55% to 19.89%, for RCP4.5 and 8.5, 
respectively. 

 

Keywords: Water availability, Climate change, PISCO v.2.1, Flows, SWAT. 

 
 

1 INTRODUCTION 

Climate change proves to be the most complex problem for societies in the next years, due to the significant 
impacts on flow regimes. Its incidence would exacerbate the current water availability problem that affects 
different exploitation activities. Soto et al. (2010), shows that during the years 2000 and 2010, 163 drought 
events were recorded in Peru, of which 78% occurred on the coast, 15% in the highlands and 7% in the 
jungle, reflecting the first impact of climate change. 

 

2 OBJECTIVE 

Evaluate the impact of climate change on the future water availability of the Mapacho River Sub-basin, using 
SWAT modeling considering two scenarios: near future (2020-2050) and far future (2070-2100). 

 

3 MATERIALS AND METHODS 
3.1 Study area 

The Mapacho River Sub-Basin is a tributary of the Urubamba River with an extension of 5496.6 km², it is 
located between an altitude from 494 to 5988 masl and located between 12.32⁰ and 13.85⁰ of South latitude 
and 71.06⁰ and 72.87⁰ of West longitude. The average annual discharge (2007-2018) in the headwater of the 
sub-basin (Paucartambo hydrological station) is 35.98 m3/s, a high water period between the months of 
December to April, with an average flow of 64.67 m3/s and a low water period in the months of May to 
November, with an average flow of 15.49 m3/s. 

 

3.2 Data 
3.2.1 Observed , gridded climatological information and Hydrometric 

There were a total of 21 meteorological stations distributed in the Mapacho River Sub-Basin. Likewise, were 
used the monthly gridded information PISCO-Precipitation v2.1 and maximum and minimum temperature 
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v1.1, with a spatial resolution of 0.1 ° (10km).(Aybar et al., 2019). 

GCM data download (P, T.max, T.min) was performed from NASA's NEX database. Of the 21 CMIP5 models 

downloaded, 3 of them were selected considering the representativeness of precipitation and temperature 

with respect to the historical PISCO data; for two scenarios (RCP 4.5 and RCP 8.5), with a resolution of 0.25º 

(25km - 25km). Spatial scaling of the GCM using IDW interpolation, selection of the GCM based on the RMSE 

and R2 indicators, and correction of the bias of the selected GCMs (Shrestha M. 2015). Hydrometric 

information for the calibration and validation process covers the period 2008 -2018. 

 

3.2.2 DEM, Land Use and Soil Type 

The DEM was downloaded from the Geoserver of the Ministry of Environment of Peru. The vegetation cover 

was downloaded from GlobeLand30 (Chen et al., 2015), 30 meter resolution and the soil map used was from 

FAO (Food and Agriculture Organization of the United Nations), year 1995 at a scale of 1:5 000 000. 
 

3.3 Methodology 

SWAT Hydrological Model 
SWAT (Neitsch, Arnold, Kiniry, & Williams, 2011) or Soil and Water Assessment Tool. It is a model of a river 
basin in continuous and semi-distributed time. The process of uncertainty analysis, automatic calibration and 
validation of the model was used SWATcup (Abbaspour et al., 2015). 
The efficiency of the model will be evaluated considering statistics such as the Nash-Sutclife efficiency  
method (NSE), the percentage bias method (PBIAS) and the RSR method by RMSE-Observations Standard 
Deviation. According (D.N. Moriasi et al. 2007) estimated as satisfactory if NSE> 0.5, RSR≤0.70 and PBIAS = 
± 25% for flow and NSE> 0.5, RSR≤0.70 and PBIAS = ± 55% for sediment. 

 

4 RESULTS 

For the months of December to March (high water period), discharges were obtained for RCP 4.5 in the near 

and far future, variations ranging from -12.3% to 7.1% and from 7.4% to 10.8%, respectively; while for the 

months of April to November (low water period), discharges were obtained in the near and distant future, 

variations from -17.5% to 54.7% and from -16.4 to 18.9%. 

On the other hand, in RCP8.5 in the wet season, discharges were obtained in the near and fur future, 
variations ranging from -6.7% to 19.9% and from -24.1% to 90.9%, respectively; while for the dry season the 
variations in the near and distant future were from -5.8% to 25% and from -5.7 to 132.1%. 

 

5 CONCLUSIONS 
The projections of annual discharges in the far future for RCP 8.5 indicate a probable increase of 15.58% to 
99.2% in the water supply, while in the wet season variations from 24.1% to 90.9% could be obtained, which it 
could cause possible floods. However, for RCP 4.5 the annual discharges in the near and far future are very 
varied, that is, there would be variations that could generate underestimations or overestimations with respect 
to the historical flow period (2008-2018), in the order of -14.14 to 14.30% and -11 to 11.43, for the near and 
distant future, respectively. 
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ABSTRACT 

 

The need of the Panama Canal Authority, to guarantee the existence of water resources for the operation of 
this global business, makes it necessary to deepen hydrological studies so that they allow a more precise 
knowledge of the contributions of all water sources available, for this reason the characterization of flow 
variability was carried out, which is a tool that allows, through a set of analysis of its daily, monthly or annual 
flows. 
For this hydrological study, methodologies recommended by the Department of Hydrometereology of ACP were 
followed, which included aspects of the geomorphological part of the study area, to be able to characterize the 
different general parameters of the basin. 
As results we can point out that for the 1988-2017 study period, the forest cover has been improved (%), and it 
was possible to verify that the existing data on the water contributions is reliable, therefore the water 
performance of the sub-basin of Cirí Grande is stable. 

 

Keywords: Hydrology, Panama Canal Basin, Cirí Grande Sub-basin, Flow variability, Geomorphology. 

 
 

1 INTRODUCTION 

One of the various changes in water behavior that occur in a basin or sub-basin are the variabilities of the 

different flows, for that the Los Cañones Hydrometric Station has been selected, belonging to the sub-basin of 

the Cirí Grande River, to which the will carry out a hydrological study in a period of 30 years (1988-2017). In 

Panama, there are various problems related to the availability of water resources due to climate-related factors 

(Climate Change, Climate Variability such as ENSO, Deforestation and Burning), all this has been caused by 

anthropogenic problems in a higher percentage, which brings with it climate change that is reflected over the 

years, in such a way that we are affected as human beings, and most of the hydrological processes, fauna and 

flora are also being affected. 

The increases in river flows can be due to extreme events (La Purísima-2010 and Huracán Otto-2016), which 

have consequences in the morphometric part of the riverbed. 

It was established that in order to classify the wet, average and dry years, the average flow of the multi-year 

flow group must be taken into account, and then proceed to calculate the standard deviation, and through the 

ranges that result from these, the can say that if the flows exceed the deviation (+) they are wet years, if they 

are below the standard deviation (-) they are considered to be dry years, but if the flows remain within the range 

of the deviations (±), they are average years (Castañeda, O. 1984). 

In the Cirí Grande-Los Cañones Hydrometric Station sub-basin, it was determined that there are three wet years 
(1996, 2016, 2017), and only two dry years resulted (1997, 2015), and the rest were average years. 

 
 

2 MATERIALS AND METHODS 

The compilation of hydrometerological information to carry out this work was obtained from the database of the 
Operational Hydrology Unit, Water Resources Section, Vice Presidency of Water and Environment, Panama 
Canal Authority, which is based on the methodology of the Practical Guide of the World Meteorological 
Organization No. 168, and that of the United States Geological Survey. 
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3 PARAMETERS AND VARIABLES TO ANALYSE IN THE HYDROLOGICAL STUDY 

 
3.1 Basin morphometry 

i. General parameters of the Basin. 

ii. Basin shape parameters. 

iii. Relief parameters. 

iv. Drainage parameters 

v. Flow analysis 

vi. Rainfall analysis 

 
 

3.2 Hypsometric curve 

 
4 CONCLUSIONS 
According to the analyzed flow and rainfall data, they show that the Cirí Grande sub-basin is very stable in the 
hydrological part from the year 1988-2017. 
It is a sub-basin with an elongated shape, where its concentration times are fast, which indicates that the water 
quickly infiltrates the subsoil, and the runoff occurs in the same fast way, continuing the entire process of the 
hydrological cycle. 
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ABSTRACT 

 

With a significant role of uncertainty in future climate change projection, the results may vary according 

to the choice of General Circulation Models (GCMs), Regional Circulation Models (RCMs) and 

downscaling methods. Thus, analyzing the ensemble of climate change simulation results is essential 

to make an inclusive decision-making. In this study, by filtering 13 Korean domestic journals and 

reports according to keywords and titles from 2014 to 2019, total of 161 pieces of research are chosen. 

Keywords treated in the research are classified into 3 groups: atmospheric variables, hydrologic 

variables, and environmental groups. Afterwards, the results were sorted into 4 chapters: (1) Observed 

Changes and their Causes, (2) Future Climate Change, Risks and Impacts, (3) Primary Causes of 

Future Vulnerability, and (4) Adaptation Options. Agreement on the results were derived into 3 scales: 

Substantial Agreement (SA), Moderate Agreement (MA), and Restricted Agreement (RA). Research 

trends of each chapters are also presented. 

 
Keywords: climate change, flood, drought, uncertainty, adaptation, Korea climate change assessment report 

 
 

1 INTRODUCTION 

The role of uncertainty concept is significant in climate change science (Wilby and Harris,2006; Kay et al., 2009). 
For instance, future projection results vary by the choice of General Circulation Models (GCMs), Regional 
Circulation Models (RCMs) and the downscaling methods. Hence, gathering and analyzing the ensemble of 
climate change research results in the Korean peninsula is crucial for inclusive decision-making. Korea Ministry 
of Environment (ME) and Korea National Institute of Environmental Sciences (NIER) have organized expert 
groups, gathered climate change research in various fields. Consequently, the outcomes were published under 
the name of ‘Korea Climate Change Report’ in 2010, 2014 (ME and NIER, 2010; ME and NIER, 2014). To 
summarize the latest research results, a total of 161 pieces of recent studies published from January 2014 to 
June 2019 were used in this study. The objective of this study is to analyze the results, provide the research 
trends and the agreement of the results. 

 
2 METHODS 

To filter the appropriate research of 13 Korean domestic journals and numerous reports published from January 
2014 to June 2019, keywords and titles were used. Then the variables dealt within the research are classified 
into three groups: atmospheric variables, hydrologic variables, and environmental variables. Results of these 
variables were then classified into four chapters: (1) Observed Changes and their Causes, (2) Future Climate 
Change, Risks and Impacts, (3) Primary Causes of Future Vulnerability, and (4) Adaptation Options. To evaluate 
the agreement level of the results, three criteria are used: Substantial Agreement (SA), Moderate Agreement 
(MA), and Restricted Agreement (RA). 

 
 
 
 

3 Result 
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3.1 Research trends 

The overall research trends are as follows. In ‘Observed Changes and their Causes’, rainfall data were analyzed 
with statistical trends, spatial-temporal variability of evapotranspiration was analyzed with remote sensing and 
flux-tower data. Verifying new drought indicators or to combine numerous hydrological and meteorological 
drought indicators were mainly proceeded in drought studies. Stochastic modeling was used to assess the 
increase in probable rainfall, design flood. The expected damage of flood was estimated by using occurrence 
scale and flood frequency concepts. 
In the ‘Future Climate Change, Risks and Impacts’ chapter, almost all the studies have applied the 
Representative Concentration Pathways (RCP) instead of Special Report on Emission Scenario (SRES) 
according to the Intergovernmental Panel on Climate Change (IPCC) 5th Assessment. The number of drought 
research has surpassed that of the flood, uncertainty assessment research has grown rapidly. In the ‘Primary 
Causes of Future Vulnerability’ section, flood vulnerability research has been widened to include regional 
vulnerability due to sudden floods in creeks, mountain areas, and urban flooding. Decision-making research has 
occupied most of the portion in ‘Adaptation Options’, still more active research and meaningful information were 
required. 

 
3.2 Agreements on the results 

Annual precipitation has generally increased; summer rainfall has clearly increased, along with the frequency 
of extreme rainfall over the past thirty years (SA). The maximum rainfall, probable rainfall, design rainfall, and 
extreme rainfall were projected to increase (SA). Future discharge tends to increase in general particularly in 
summer (MA) where evaporation also expected to increase (MA). Also, both the frequency and intensity of the 
future flooding were likely to grow (MA). The frequency and scale of drought will generally increase in the future, 
in particular, drought damage was projected to exacerbate in the Han River and the southern part of the country 
(MA). Research on river water pollution has been conducted in some areas, showing that the water pollution 
will increase in general (RA). However, the uncertainty increased as the projection time period increased, hence 
the result varied (SA). 

 

4 Conclusion 
By gathering the climate change water resource studies from 2014 to 2019 in the Korean peninsula, common 
results of the research are presented in three agreement scales. Furthermore, research trends are also given. 
Precipitation continues to increase and the risk of flooding and drought continues to rise on the Korean peninsula. 
Compare to the prior two climate change reports which are limited to projecting the future possible flood and 
drought, research topics have become more various and the amount of vulnerability, risk assessment studies 
have increased. As the series of ‘vulnerability analysis-vulnerability projection-decision making’ process settled 
down in water resource fields recently, more balanced studies are encouraged. 
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ABSTRACT 

 
Drought indices for the assessment of the potential hazard have been developed focusing on meteorological 

drought. However, these indices do not reflect the social aspects parting of socio-economic drought. To deal with 

this problem, we considered the factor of society and recommended the Drought Risk Index (DRI). DRI is 

comprised of three components, which are hazard, exposure, and capacity. Hazard is computed by climate 

characteristics (e.g. monthly precipitation), while Exposure depends on the water demand of agricultural, industrial, 

and municipal sectors. Capacity is divided into adaptive and coping capacities. DRI was conducted for regional 

comparison and projection for future DRI performed using HadGEM3-RA under RCP 4.5 and 8.5. In conclusion, 

the highest drought risk appears near the metropolitan area in the entire 21st century. 

 
Keywords: drought, drought risk assessment, hazard, exposure, capacity 

 
 
 

1 INTRODUCTION 

Since drought risk is difficult to evaluate quantitatively, the conceptual model has applied for drought risk 
assessment. The relative comparison of risk is essential to determine the priorities of the region for disaster 
management. Drought damage caused by climate change is increasing worldwide. The frequency of droughts, 
in South Korea, increased from 0.36 times per year (1904~2000) to 0.72 times per year (2001~2018). In 2015, 
the Boryeong dam recorded the lowest storage level, and the Chungnam Province delivered emergency water 
supplies. Moreover, more than 9,000 people suffered from limited and transported water supplies in 2019. For 
managing drought, International expert institutions, such as World Meteorological Organization, National 
Drought Mitigation Center, are stressing to understand disaster risk. However, the government of South Korea 
is not considered the concept of risk actively. Therefore, this study conducts new drought risk assessment 
focusing on the suitability for regional comparison and the clarity for improving the awareness of people. 

 
2 METHODOLOGY 

 
2.1 Drought risk assessment 

In this study, drought risk defines as the probability of potential damage causing drought affected by climate 
change and categorizes to three indicators, hazard, exposure, and capacity. First, hazard indicates the 
causation for drought and explains using drought index such as the standardized precipitation index (SPI) and 
Palmer Drought Severity Index (PDSI). Exposure is the objects (e.g. people, assets) exposed to drought. Lastly, 
capacity means the ability of society to cope with or adapt drought. 

 
2.2 Drought risk index 
Applied the drought risk assessment, Drought Risk Index (DRI) is the result to clearly show the comparison 
between the regions. DRI ranging from 0 to 1 is conducted using Eq. [1] where H, E, and C, presenting the 
indicators of risk, calculated by the representative components. The three indicators are multiplied and if one 
value of the indicator is 0, it means that there is no risk. 

 

DRI = f (H , E,C) = H 1 3 
 E1 3 

 C1 3 

 

[1] 
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3 APPLICATION 

 
3.1 Data 

The drought risk assessment is applied at 113 basins in South Korea and collects the 22 data sets. In hazard 
indicator, precipitation is single components and calculates to SPI, proposed by Mckee et al. 1993, with 12 
months for long term drought. Additionally, for predicting future drought risk, HadGEM3-RA based on RCP 4.5 
and 8.5 is used. And the exposure indicator is derived from the water demand to use (municipal, agricultural, 
and industrial). Lastly, socio-economic data for the local government are used for capacity indicator. Coping 
capacity is using water resources infrastructure data (e.g. emergency water supply facilities, multi-regional and 
local water supply system, dam and reservoir storage) and adaptive capacity is socio-economic status and 
ability (e.g. per capita personal income, financial self-reliance ratio, research and development costs, gross 
regional domestic product). 

 
3.2 Weight 

To improve the validity of DRI, each component is assigned the weight using the method of Kim et al. 2019. 
This method conjugates Pearson correlation coefficients between the components and disaster damage. Due 
to the complexity of figuring out the drought damage, the Water Deficit Ratio (WDR) used to assume the quantify 
the drought damage in this study. WDR means the ratio of the supply against demand, therefore explains the 
quantity of water use. In this method, the higher the correlation, the higher the weight. The weight range from 1 
to 7 through trial and error. 

 
4 RESULTS AND CONCLUSIONS 

 

The past period DRI is verified with Spearman correlation analysis. The results of future DRIs are shown in 
Table 1 and Table 2. Under RCP 4.5, the mean of future DRI will increase only in the early 21st century and 
then decrease in the further future. While under RCP 8.5, the future DRI in mid 21st century is higher than past 
period DRI. Although the mean of future DRIs increases or decreases according to the future period, it is 
confirmed that the all maximums of future DRIs are higher values than in the past period. For the spatial 
comparison, the increasing trend indicates the regions near the metropolitan cities including Seoul, while the 
decreasing trend shows near the southeast area of South Korea. 

 

Table 1. Future DRI statistics and ratio against past DRI with HadGEM3-RA under RCP 4.5 
 

 PAST 2030 2050 2080 

 
MEAN 

 
0.7014 

 
0.7203 

(+2.69%) 

 
0.6632 

(-5.45%) 

 
0.6869 

(-2.07%) 

MAX 0.8240 
0.9509 

(+15.40%) 
0.8289 

(+0.59%) 
0.8761 

(+6.43%) 

 

Table 2. Future DRI statistics and ratio against past DRI with HadGEM3-RA under RCP 8.5 
 

 PAST 2030 2050 2080 

 
MEAN 

 

0.7014 

 
0.6948 

(-0.94%) 

 
0.7206 

(+2.74%) 

 
0.6813 

(-2.87%) 

MAX 0.8240 
0.9219 

(+11.88%) 
0.9275 

(+12.56%) 
0.8643 

(+4.89%) 
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1 INTRODUCTION 

A large volume of wood is transported by rivers in many parts around the world.  The wood is usually referred     
to as large wood or driftwood. It is generally supplied through floods and is of different types and shapes. Their 
sources are mainly natural and include most notably the riparian zone (Le Lay et al., 2013). Driftwood plays a 
beneficial role in geomorphology and ecology of the river, and they impact the dynamics of particulate organic 
matter storage, aquatic life and bedload transport in rivers (Gurnell et al., 2002). 

On the other hand, driftwood can have a negative impact by increasing the destructive power of floods. Accu- 
mulation of wood at bridges and weirs may block a river cross-section increasing structural loading and scouring 
of bridges foundations (Parola et al., 2000; Lagasse et al., 2010). In dams, driftwood can cause damages to the 
hydropower stations; as a result, they are often collected and removed for safety reasons. 

Collected driftwood is often combusted or landfilled (Bartocci et al., 2017). Previous studies investigating drift- 
wood have only considered driftwood without identification of its type for energy recovery applications. Hy- 
drothermal carbonization (HTC) is an active area of research providing a favourable option for lignocellulosic 
biomass with high moisture content (Heidari et al., 2019). Hydrochar produced by HTC has a high-value poten- 
tial as battery anodes. 

The research aims to evaluate the feasibility of driftwood as a high added value material used as an anode in an 
innovative sodium-ion battery. The study identifies the different genre of driftwood collected from Génissiat dam 
and to characterize driftwood physicochemical properties. Moreover, the study examines the behaviour of dif- 
ferent driftwood genre for hydrochar production in order to optimize hydrochar production. The electrochemical 
performance of produced hydrochar is then evaluated as a hard carbon anode in sodium-ion batteries. 

 
 

2 CASE STUDY 

The research is focused on the case of Génissiat dam located on the Rhône River in France 50 km downstream 
from  Geneva  (Switzerland)  and  160  km  upstream  from  Lyon.   The  driftwood  at  Génissiat  is  supplied  mainly 
during floods. It consists of wood stored within the fluvial corridor and wood recruited from bank erosion along 
the Rhône River and its two main tributaries; the Arve and Valserine Rivers.  The woods coming from upstream 
of  Génissiat  dam  from  the  Arve  and  Valserine  Rivers  are  is  blocked  since  the  river  has  no  overflow  pathway 
(Benacchio et al., 2017). 

 
 

3 MATERIALS AND METHODS 

The driftwood samples were collected from the storage facility in Lyon. Sampling was random to represent 
different genre, lengths and diameter. Identification of samples’ genera was then based on the wood anatomical  
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Table 1: Standards used in the analysis of driftwood 

Type of analysis Standard 
 

High heating value UNI 14918:2009 
Proximate analysis/Ash content UNI 14775:2010 

  Ultimate analysis (C, H, N) UNI 15104:2011  
 

100 

 
90 

 
80 

 
70 

 
60 

 
50 Gas 

Liquid 
40 

Hydrochar 

30 

 
20 

 
10 

 
0 

Conifer Fraxinus Populus 

 

 
Salix 

 

 
Alnus Alnus bark 

Genera 

Figure 1: Carbon yield of HTC of five driftwood genera and Alnus bark for the raw driftwood and the hydrochar produced 
following HTC at a temperature of 200 C and a residence time of 11.5 h above: the carbon losses could be  

 

characteristic, i.e. cell patterns  and  wood  features  of  polished  samples  using  a  microscope  (Schweingruber 
et al., 2007).   Table  1 provides a summary of the major analysis conducted and the corresponding standards    
that was followed for driftwood and hydrochar characterization. All measurements were done in triplicates. 

 
 

4 RESULTS 

Five genera of driftwood were identified including Alnus. Characterization of the different driftwood reflected the 
different properties of driftwood. Driftwood has a low ash content ,which is beneficial for different application 
and most notably for hydrochar production. Figure shows the carbon fate during HTC of different genera. Hy- 
drochar produced by hydrothermal carbonization provides a carbon sink that is produced in an environmentally 
friendly technology where approximately less than 5% of the original carbon is transferred to CO2. In addition, 
hydrothermal carbonization lead to a lower ash content, high carbon content and higher surface area. 

 
 

5 CONCLUSIONS 

The  physicochemical  properties  of  five  genera  of  driftwood  samples  including  Alnus  collected  from  Génissiat 
dam were analyzed. Hydrochar produced by hydrothermal carbonization of driftwood improved its characteris- 
tics. Produced hydrochar has a potential for production of hard carbon in sodium-ion batteries. 
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ABSTRACT 

Agulhas Current is the western boundary current of the Southern Indian Ocean; it has a mean transport of ∼ 70Sv; 

it flows along the coast of Mozambique and South Africa.  Arrived to the homonymous Cape Agulhas the current 

changes direction (Agulhas Retroflection) and start flowing eastward along the Sub-Tropical Front. Due to instability, 

it sheds (Agulhas Leakage) eddies in the Atlantic Ocean (Agulhas Rings). This study aim to identify the the influence 

of Agulhas Leakage on the Atlantic Meridional Overturning Circulation.  Satellite data of Sea Surface  Temperature, 

geostrophic velocity and Heat fluxes are used. A positive trend in the eddy kinetic energy and in the surface temper- 

ature is found indicating an increase in the leakege. 
 

Keywords: Aghulas Current, Satellite data, Climate. 

 
 
 
 

1 INTRODUCTION 

Agulhas  Current  follows  the  slope  of  the  continental  shelf.    Having  passed  the  Agulhas  Bank,  the   Agulhas 
Current, flows back into the South Indian Ocean (Agulhas Retroflection) as the Agulhas Return Current. A major 
leakage of water from the Indian Ocean to the South Atlantic occurs due to a process of ring shedding (Agulhas 
Ring).   Agulhas  Rings  entering  the  Atlantic  lower  density  surfaces  and  instigate  the  propagation  of  planetary 
waves, causing short term variability and possibly interannual to decadal oscillations. Agulhas Leakage waters 
strengthen the Atlantic Meridional Overturning Circulation enhancing the Atlantic meridional pressure gradient 
and preconditioning North Atlantic for deep convection [Beal et al. (2011)]. 

 
 

2 METHODS 

Satellite data will be used to analyse surface proprieties of the water masses:  Sea surface temperature (SST), 

 geostrophic velocities and surface heat fluxes are used up to now. Resolution of every data set is 0.25◦ 0.25◦. 
Climatology will be the time mean of the data set; trends will be the slope of a linear interpolation performed 
for every pixel.  Source of data: Sea surface temperature is obtained from ESACCI 1982-2018.  Geostrophic 
velocities come from CMEMS 1993-2019.  Heat fluxes come from ERA5 1979-2019.  For heat fluxes:  net heat 
flux is the sum of latent heat flux, sensible heat flux, solar and thermal radiation.  Eddy, or turbulent, kinetic 

energy is defined as the variance of the (horizontal) velocity field:  EKE =< u̇2 > − < u̇ >2: 
 
 

3 RESULTS 

Sea surface temperature climatology shows the position of the cold and relatively fresh Sub-tropical front, that 

flows eastward at 40◦S (fig.  1(a)).  Sea surface temperature trend map (fig.  2(b)) highlights a growing behavior 
in the retroflection region, meaning a south-shifting of the sub-tropical front implying a wider gap between  Africa 
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((a)) ((b)) 

Figure 1: Sea surface temperature climatology (a) and trends (b). 

 

and the Antarctic Circumpolar Current. This increases Agulhas Leakage [Beal et al. (2006)]. 
Agulhas retroflection region is clearly turbulent and a brighter shade of higher eddy kinetic energy sheds into 

 
 

 
((a)) ((b)) 

Figure 2: Eddy kinetic energy climatology (a) and trends (b). 
 

the South Atlantic (fig.  2(a)).  There an average positive trend in eddy kinetic energy has been evaluated (fig. 
2(b)) (see also [Beal et Elipot (2016)]).  Sub-Tropical Front south-shifting and an eddy kinetic energy positive 
trend in the South Atlantic are proofs of an increase in the Agulhas Leakage, since it means that more Agulhas 
rings are shed. Net surface heat flux (fig. 3) indicate a strong heat loss in the Agulhas retroflection region(fig. 

 
 

 

((a)) ((b)) 

Figure 3: Net surface heat flux climatologies (a) and trends (b). 
 

 

3(a)). Trends (fig. 3(b)) shows a further ingreasing (negatively) behaviour indicating a growing heat loss during 
time.  Warm water diffusion in the Atlantic can compete with the Greenland contribute: one strengthening and 
 one reducing the Atlantic Meridional Overturning Circulation [Beal et al. (2011)]. 
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ABSTRACT 

 

River plumes play a fundamental role in coastal areas affecting both the morphology and the ecology. 
In this study, the geomorphological efficiency of the Po River, the main Italian river flowing into the 
northern Adriatic Sea, is investigated. To this end, a statistical analysis of high spatial resolution 
turbidity maps obtained from Sentinel-2 (S2) images was performed to evaluate the spatio-temporal 
variability of river plume morphologies. River plume images captured by S2 were then linked to the 
main environmental forcings that affect the dispersal of suspended sediments in the study area. In this 
regard, river discharge and wind data were used in the attempt to assess how streamflow and meteo- 
marine conditions affect the overall structure of river plumes. The analysis showed plume morphologies 
with a moderate spatio-temporal variability and confirmed the major role of wind and river discharge in 
affecting their overall structure. 

 

Keywords: River plumes, Remote sensing, Coastal geomorphology, Coastal dynamics. 

 
 

1 INTRODUCTION 

River plumes are generated by river freshwater flowing into the coastal zone where they significantly affect 
circulation, water properties and morphology of coastal areas. The analysis of the main processes affecting their 
dispersal into the coastal waters is therefore of strong scientific interest and practical importance. River plumes 
show characteristic patterns based largely on coastal morphology and on the magnitude of the river discharge, 
however, external forcings, such as wind and wave action, may strongly modify the overall structure of the 
plume and therefore their influence on coastal areas (Horner-Devine et al., 2015; Falcini et al., 2012). 

The analysis of phenomena occurring in a highly dynamic and complex environment, such as that of coastal 
waters, requires monitoring techniques that provide data with a spatio-temporal resolution consistent with the 
characteristic scales of the phenomena examined. The most direct method of deriving such information involves 
satellite imagery. Specifically, in this study, the potential of high spatial resolution satellite data to investigate 
the coastal geomorphological efficiency of the Po River, the main Italian river flowing into the northern Adriatic 
Sea, was examined through a statistical analysis of high-resolution turbidity maps obtained by processing 
Sentinel-2 images. Moreover, river discharge and wind data in the area of interest were used for assessing how 
river discharge and meteo-marine conditions affect river plume dynamics in northern Adriatic Sea and, therefore, 
their coastal sediment supply. 

 
2 MATERILAS AND METHODS 

In this study, a time series of Level-1C Sentinel-2 images for the area of the northern Adriatic Sea was collected 
and processed to investigate the geomorphological efficiency of Po River. The images were collected for the 
period June 2015 - April 2018, excluding those with a remarkable cloudiness and sun glint and those not 
showing any clearly visible river plume. The images so selected were later processed using an automatic 
processor developed for atmospheric correction of Landsat (5/7/8) and Sentinel-2 (A/B) imagery on coastal and 
inland waters (Vanhellemont and Ruddick, 2014, 2015): ACOLITE (Atmospheric Correction for OLI ‘lite’). The 
processor allows,  furthermore,  the  calculation  of many  reflectance-derived  parameters. In this  study,  the 
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ACOLITE-derived water leaving reflectance was converted in turbidity (FNU) using the algorithm developed by 
Dogliotti et al. (2015). 

The time series of turbidity images were used to investigate the spatio-temporal variability of the plume 
morphologies of the analyzed river. In this regard, for each available satellite image, the overall coastal area 
affected by the dispersal of the river plume was identified comparing the satellite-derived turbidity data with a 
threshold value established by considering the Adriatic Sea background turbidity (approximately 6 FNU). In the 
end, the geomorphological efficiency of the river plumes was evaluated considering the frequency of the 
suspended sediments dispersal in the alongshore direction. 

River plumes images were furthermore linked to the main environmental forcings that affect the dispersal of 
suspended sediments in the northern Adriatic Sea: wind and river discharge. In this regard, considering that the 
dynamic observed through a satellite image depends on the evolution of the environmental forcings in the 
antecedent period, discharge and wind data referred to a temporal window of 72 hours before the satellite 
acquisition were considered, as suggested by Braga et al. (2017). 

 
3 RESULTS AND CONCLUSIONS 

The analysis showed plumes morphologies with a moderate spatio-temporal variability. The dispersal of 
suspended sediments in the alongshore direction occurred, indeed, just a few times, consequently impacting 
the geomorphological efficiency of the river (Figure 1). 

Figure 1. Relative frequency maps of turbidity values: Po River. 

The results obtained were confirmed by the qualitative analysis of true color images. Indeed, many different 
plume structures were identified and the major role of river discharge and wind in affecting their overall structure 
was confirmed. In particular, the role of wind forcing strictly depends on wind direction with respect to the coastal 
orientation. For instance, long-lasting northerly winds tend to generate narrow coastal plume patterns that 
facilitate sediment supply along the coast. 
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ABSTRACT 

Coversand ridges are natural elevated areas that formed in the last part of the glacial period due to wind transport. 

Some coversand ridges created a watershed  between  the  Rhine  and  IJssel  floodplain.  E rosion  of  these  cover-  

sand ridges was of major influence for the formation of the river IJssel as a Rhine delta distributary. A coupled 

hydrodynamic-erosion model is set up to simulate potential coversand ridge breach scenarios at different locations 

along the coversand ridges during flood events. Computed flow velocities and water depths from the hydrodynamic 

model were exported to an erosion model. This coupled modelling approach gives insight in the hydrodynamic condi- 

tions of different breaches during various floods. The first results imply that breaches in the coversand ridges located  

at the current location of the river IJssel are the most favourable  for a breach to expand.  This result gives insight in   

the landscape development of the Netherlands. 

 
Keywords: Coversand ridge, Erosion model, Flood events, River formation, River IJssel.  

 

1 INTRODUCTION 

Rivers flow through their floodplains (river basins) like they have been there all the time, but rivers form, change 
and can run dry over time. A trigger for a change in the course of a river is often an extreme flood wave. A 
successful river change requires both reach-scale cross-channel flow potential energy exceeding a threshold, 
and the availability of a more favorable path at landscape-scale on its floodplain (Hajek et Wolinsky, 2012). 

This case study focuses on the formation of the river IJssel, a distributary of the river Rhine in the Netherlands. 
Research showed that the river IJssel came into existence between 300 and 750 AD (Cohen et Stouthamer, 
2012). Before that time, the IJssel floodplain was not part of the Rhine floodplain and had a separate drainage. A 
local higher elevated area created a watershed that splitted both floodplains. This higher elevated area consisted 
of coversand and is called a coversand ridge. The formation of the river IJssel is related to some flood waves, that 
had the potential to overtop these coversand ridges, initiated the erosion on the crests of the coversand ridges 
and eventually resulted in two breaches that can be found today (Cohen et al., 2009). The first breach is located 
at the current river IJssel (referred to as the easterly breach) and the second breach is located approximately 
one kilometer West of the current river (referred to as the westerly breach). Where the easterly breach expanded 
and became part of the river IJssel; the westerly breach eventually silted. Understanding the annexation process 
of the IJssel floodplain by the river Rhine by the formation of the river IJssel is of archeological-historical interest 
and can offer an opportunity to quantify major historical floods of the river Rhine. The objective of this research 
is to find the hydrodynamic differences between both breaches during flood waves. 

2 MODEL SET-UP 

A Digital Elevation Model (DEM) of the Rhine and IJssel floodplain for the situation before the existence of the 
river IJssel is set up by Van der Meulen et al. (2020) and is used as a starting point in the static hydrodynamic 
modelling set-up in this research.  In this approach several static moments in time during a developing breach      
in a coversand ridge are constructed and implemented in the DEM. A hydrodynamic model is set up with these 
pre-defined breaches, analogous to Bomers et al. (2019). The output of the hydrodynamic model, consisting of  
the flow velocity and water depth, is exported to an erosion model.  These two models together form the coupled 
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hydrodynamic-erosion model. The erosion model computes the erosion velocity (ve) in m s−1 and erosion rate 

(E) in kg m−2 s−1 in the pre-defined breaches with the following equation (van Rhee, 2010): 
 

 
ve = 

  E  

ρs(1 − n0) 
, where    E = 0.00033ρs[(s − 1)gd50]0.5(D∗)0.3fD 

θ − θcr 
1.5 

θcr 

 
(1) 

In these equations ρs is the sediment density in kg m−3, s is the relative density between sediment and water, g  

is the gravitational acceleration in m s−2, D50 is the median grain size in m, D∗ is the dimensionless grain size 
parameter, fD is a damping factor for super critical flow, θ is the grain-related Shields parameter, θcr the critical 
Shields parameter and n0 the in-situ porosity. 

3 FIRST RESULTS 

Two flood waves  are used for the hydrodynamic simulations:  (1) A flood wave  with a peak discharge of 14,000  
m3 s−1 in Andernach, Germany, which is the most probable trigger to overtop and erode the coversand ridges  
(first hypothesized in Cohen et Lodder (2007) based on geological grounds; supported by hydrodynamic mod- 
elling by van der Meulen et al.  (In Prep)).  (2) And a flood wave  of 10,000 m3 s−1  to simulate subsequent floods  
of a more moderate magnitude. 

Table 1: Erosion velocity in the pre-defined breaches [m s−1] for various breach widths, depths and flood waves 

 
Width Depth Discharge Max.  erosion velocity westerly Max. erosion velocity easterly 

[m] [m] [m3 s−1] breach (  10−3) [m s−1] breach (IJssel location) ( 10−3) [m s−1] 
50 2 10000 12.3 16.6 
50 2 14000 13.8 17.6 
50 4 10000 11.7 14.1 
50 4 14000 13.3 15.3 
100 4 10000 7.8 11.9 
100 4 14000 9.3 12.9 

 

 

Next to the higher erosion velocities in the easterly breach (Table 1), the flood wave reaches the easterly breach 
approximately twelve hours earlier. During this time period the erosion velocity that occurs in the easterly breach 

already reaches approximately 2 to 3 ∗10−3 m s−1, triggering this breach to expand in depth and in width. 

4 CONCLUSIONS 

From the results it can be concluded that in the easterly breach larger erosion velocities occur during a flood  wave  
(Table  1) and that these flow velocities occur earlier during the flood wave.  The hydrodynamic conditions  at that 
location are more favourable for a breach to expand.  The results from this study substantiate why the  river IJssel 
formed at the location where it still flows today. The results are of archeological-historical interest. 
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ABSTRACT 

Due to the availability of high-frequency flow and water quality data at multiple stations, opportunities for a data-driven 

prediction and optimization model for Australia’s Mid-Brisbane river were explored. This river receives water from 

Wivenhoe dam and a number of tributaries, with raw water drawn for drinking water treatment and supply to the Brisbane 

region. A number of poor raw water quality events regularly occur, and such model would look at predicting and 

minimizing them. At this stage, a preliminary flow prediction model, including lag times among locations along the river, 

was developed. It was also established that high turbidity events can be predicted based on flows from certain tributaries, 

and that conductivity events are strongly related to the flow of a minor, but impactful, tributary. Future work will link the 

water quality modelling component to existing flow predictions, while also suggesting coping strategies (e.g. dam releases) 

and their best timing to minimize water quality issues at the treatment plant. 

 
Keywords: Data-driven modelling; Floods; Mid-Brisbane River; Water treatment optimization 

 
 

1 INTRODUCTION 

The Mount Crosby drinking water treatment plant (DWTP), which in fact combines two separate plants (East 

Bank and West Bank), collects water from the Mid-Brisbane River, and can treat and supply up to 800 ML/day 

of drinking water to the Brisbane and Ipswich regions, in South-East Queensland, Australia. The efficacy of its 

treatment processes (which are traditional coagulation, flocculation, sedimentation, filtration and disinfection 

methods) is challenged at times (Khan et al 2017), especially when heavy rain causes high flows at upstream 

locations. It seems that the location of heavy rainfall also impacts the risk of poor water quality events, with 

certain tributaries (e.g. Lockyer’s Creek) believed to be the main turbidity inputs and others (e.g. Black Snake 

Creek) to be the cause of high conductivity events at the DWTP. Consequently, due to the capacity of adjusting 

flow releases from the upstream Wivenhoe dam, there is potential to increase such flows in order to effectively 

dilute any poor-quality flows from tributaries. Given the installation, in the last decade, of a number of high- 

frequency water quality monitoring stations at several locations along the river, the collected historical data 

(combined with rain and flow data) provides an opportunity to better understand relationships between flows at 

different locations and tributaries, lag times, and water quality. 

2 MATERIALS AND METHODS 

Following a stakeholder workshop which assisted in understanding the issues, system behavior and data 
sources, such data was collected and pre-processed. Hourly flow data for seven river locations during a period 
ranging from 2009 to 2020 was collected, as well as hourly water quality data (with a focus on turbidity and 
conductivity) at six of these locations starting between 2012 and 2016. However, missing/unreliable data 
occurring between 1% and 74% of the entire time period, depending on parameter and station, was present 
after pre-processing. The data analysis included a visual inspection, time series analysis, and linear/nonlinear 
regression analysis. We also looked at turbidity/flow hysteresis loops (Evans and Davies, 1998) to characterize 
the type of runoff event. As a result of the data analysis, short-term flow forecasting models were developed. 
Previous (medium-term) flow models were developed by the author with a probabilistic approach (Bertone et 
al., 2017). For this study, such models were developed based on three different approaches, including machine 
learning (i.e. long short-term memory regression), statistical model (i.e. state-space approach) and multi-variate 
regression. Depending on the flow rate of input data, the relevant model is automatically selected. In order to 
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obtain the highest accuracy, the system also allows the user to choose different sources of input data/stations 
for the forecasting task. Work is underway to also develop water quality models with methods such as artificial 
neural networks, random forest, decision tree and extreme gradient boosting models. 

3 RESULTS 
Clear, strong relationships were identified between historical flow rates of subsequent stations moving 
downstream of the catchment. The ratios between peak flows at different locations have correlations with rain- 
dependent variables (e.g. total rain in the past 6 months; rainfall heterogeneity within the catchment). Based on 
such correlations, the flow prediction model was developed, with a user-friendly interface created in MATLAB. 
Presented in Figure 1 is the predicted downstream flow at the Mount Crosby reservoir 10 hours ahead during 
an extreme event occurred in 2011. Based on the inflow magnitude at two upstream stations, the multivariate 
regression model was employed by the algorithm to yield a very close prediction (black line) compared to the 
actual inflow (blue line) with a RMSE of 165 m3/s, which is about 2% of the average flow rate of that 10-hour 
period. 

 
 

Figure 1. Graphical interface for flow forecasting model, Mid Brisbane River. 
 

From a water quality perspective, paucity of accurate data did not allow an achievement of similarly accurate 
models at this stage. However, there seems to be potential to predict the magnitude and timing of turbidity 
based on flow predictions, with turbid flows recorded both before and after the flow peak, depending on the flow 
magnitude. It seems also highly feasible to predict true colour (whose data frequency was only daily) based on 
turbidity, and also conductivity drops (i.e. rainfall event causing dilution and outflow) from a small tributary (Black 
Snake Creek) anticipating conductivity peaks at the DWTP. 

 
4 CONCLUSIONS 

A combined, preliminary data-driven water quantity (flow) – quality model was developed for the Mid-Brisbane 

river with good accuracy achieved thus far for the flow component. The final, refined model has the potential to 

predict the sources, timing and magnitudes of poor water quality events reaching the Mount Crosby DWTP. 
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ABSTRACT 

 
For several decades, solute transport models have been used in order to predict behavior of solute in 

rivers. However, most previous studies assumed that the subject solute is conservative, and few of 

studies taking account of decay terms into the models which mostly employed optimization methods 

to determine decay parameters. In this study, we added two decay terms to the Transient Storage 

Model (TSM) representing volatilization and biodegradation, and proposed the method to estimate the 

decay parameters based on chemodynamics theories. Using this advanced model, the reactive solute 

transport simulation was carried out at natural river of Gam Creek, South Korea in 2020. The results 

revealed that there was considerable difference in resulting breakthrough curve depending on the type 

of chemicals. 
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1 INTRODUCTION 

Solute transport models have been used to predict the behavior or the fate of released solute into riverine 
domain. Even though majority of chemicals has its reactivity in water, most of the studies assumed that the 
solute is conservative because of the difficulty of experimental field-application with actual toxicant chemicals. 

Runkel and Broshears (1991) produced OTIS model which includes the first-order decay term to consider the 
mass loss of the solute in rivers. In later studies, however, the decay parameters have been mostly determined 
by optimization method which has local problems, namely, the optimized decay parameters cannot be used for 
other various types of chemicals. 

To supplement the deficiency of previous studies, we considered the phenomenon of volatilization and 
biodegradation of a chemical in rivers, and proposed the method to theoretically estimate the decay parameters 
using inherent properties of a chemical representing its volatility and biochemical reactivity. Furthermore, we 
evaluated how the decay parameters function in the model with sensitivity analysis, and suggested the 
significant regime of the parameters using Damkohler number. 

 
2 TRANSIENT STORAGE PARAMETER OPTIMIZATION 

 
In this study, the governing equations were suggested as: 

 
 

𝜕𝐶 𝑄 𝜕𝐶 𝜕 𝜕𝐶 
+ = (𝐾 ) + 𝛼(𝐶𝑠 − 𝐶) + 𝜆𝑣𝐶 + 𝜆𝑏𝐶 

𝜕𝑡 𝐴 𝜕𝑥 𝜕𝑥 𝜕𝑥 
(1a) 

𝜕𝐶𝑠 𝐴𝐹 
= 𝛼 (𝐶 − 𝐶𝑠) + 𝜆𝑏𝐶 

𝜕𝑥 𝐴𝑆 
(1b) 

 

where 𝐶 and 𝐶𝑆 (g m-3) denote solute concentration within the surface flow and storage zone, respectively, 𝑄 
(m3 s-1) denotes volumetric flow rate, 𝐴F and 𝐴𝑆 (m2) denote cross-section area of surface flow and storage zone, 

respectively, 𝐾 (m2 s-1) denotes longitudinal dispersion coefficient, 𝛼 (s-1) denotes mass exchange rate 
coefficient between the surface flow zone and the storage zone, 𝑡 (s) denotes time variable, 𝜆𝑣 and 𝜆𝑏 denote 

volatilization rate and biodegradation rate, respectively. The 𝑥 -coordinate was taken to be approximately 
streamwise distance.
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The numerical modeling for these governing equations was conducted by spatial-temporally discretizing of the 
concentration variables using Finite Difference Method (FDM) and Crank-Nicolson method. Since the estimation 
of the transient storage parameters should be preceded the determination of decay parameters, a trace test 
was carried out at Gam Creek, South Korea in 2020. The flow properties and numerical simulation information 
were summarized in Table 1. The transient storage parameters were optimized to the measured concentration 
data from the tracer test, and resulting simulation result yielded over 0.991 of determination coefficient (R2). 

 
Table 1. Flow properties surveyed from the tracer tests and information for numerical simulation 

 
 

Sub-reach 

 

Flowrate 

(m3 s-1) 

Sub-reach 
length 

(m) 

Mean 
depth 
(m) 

Mean 
width 
(m) 

Mean 
velocity 
(m s-1) 

 

Bed 

slope 

 
 

Sinuosity 

Grid 
size 
(m) 

Time 
step 
(sec) 

RC1(S1-S2) 2.17 954 0.305 20.75 0.305 0.000825 1.07 10 4 
RC2(S2-S3) 2.17 1,798 0.388 15.45 0.317  1.05 10 4 
RC3(S3-S4) 2.17 1,105 0.395 16.75 0.315  1.02 10 4 

 
 

3 DECAY PARAMETER ESTIMATION 

The volatilization can be interpreted as a first-order mass transfer between two-phase boundary layer that is 
refer to as the Two film theory (Whitman, 1923). In this theory, it is assumed that concentration gradient within 
the quiescent boundary layers is linear due to molecular diffusion. Therefore, the molecular diffusivity dominates 
the volatilization rate(𝜆𝑣) based on the Fick’s law, and the 𝜆𝑏 can be determined by relating with reaeration rate. 

The biodegradation rate can be also referred to as the half-life kinetics. To determine the 𝜆𝑏, we employed the 

BIOWIN model which is a biodegradation half-life estimator for a chemical. 

 
 

4 RESULT AND DISCUSSION 
 

Figure 1. (a) Resulting breakthrough curves for conservative solute, toluene, phenol, and sulfuric acid. S1, S3, 
and S4 are the cross-sections 820m, 2,850m, 4,850m away from the injection point, respectively. (b) the relation 
between the Damkohler number and decay rate. 

 
We simulated the transport of Toluene, Phenol, and Sulfuric acid at the 4.85km reach of the Gam Creek. As 
shown in Fig.1a, the simulation results for three chemicals were considerably different indicating the 
inappropriateness of the conservation assumption. In addition, we found out that the relation between the 
Damkohler number and the mass loss is independent on flow velocity and travel distance as shown in Figure 
1b. Accordingly, the estimated decay parameters can be evaluated by the Damkohler number. 
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ABSTRACT 

 
Several morphodynamic models have been developed which are being increasingly used to support the decision 

and planning of different river management works. In the current study, the applicability of three widely used 2D 

morphodynamic models: Telemac2D, Nays2DH and CCHE2D in replicating meander bed morphology are 

investigated. The models were applied to simulate an experimental case of a sine-generated meandering channels 

from the previous works available from the literatures. Simulation results showed that each model is capable of 

satisfactorily reproducing the meander bed morphology but there exist significant differences in capturing 

particular bed features like point bar, outer bank scour, etc. However, further analysis under different flow and 

other hydraulic conditions might be necessary to get more detailed insights of the various aspects of the 

morphodynamic models. 

 
Keywords: Morphodynamic models, meander morphology, Telemac2D, Nays2DH, CCHE2D. 

 
 
 

1 INTRODUCTION 

Several models have been developed in the recent years with a capability to simulate various river 

morphological processes. These models are being increasingly used to better understand the river 

morphological characteristics which support planners and river engineers to prevent river disasters, design and 

operation of hydraulic structures, maintain and improve river ecosystem, etc. (Jang and Shimizu, 2005). In this 

context, the reproduction of meander morphology using 2D numerical models is a tricky issue as it involves 

parametrization in sediment transport, secondary flow adjustment, etc. It is therefore important to evaluate the 

strength and limitations of the models so that the users have prior knowledge regarding the choice of any 

particular model. Against this backdrop, this study is aimed at comparative evaluation of the performance of the 

three popularly used 2D morphodynamic models in meandering channels. The reason for the selection of these 

three models are basically due to their wide applicability and validity in both experimental and real field cases. 

 
2 METHODOLOGY 

An experimental case is chosen from the available literatures from the past and three widely used 2D 
morphodynamic models are applied to simulate the experimental case. The performance of each of the models 
in reproducing the experimental results are investigated. The experimental data used to validate the model was 
derived from the works of Ferrera da Silva and El-Tahawy (2008). Their experiment was performed in a sine- 
generated meandering channel consisting of two full meander length with a deflection angle 700. The inlet was 
connected to a straight channel measuring 2m in length. Constant steady discharge of 9.8l/s (inflow boundary 
condition) with average flow depth 5cm (outflow boundary condition) was supplied to the inlet rectangular 
channel of width 80cm having fixed banks. Non-uniform sand having median diameter d50=0.65mm was used 
as bed material in the channel of bed slope of 1:250 along the centerline. The experiment was conducted for a 
duration of 170 minutes. 
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Figure 1. Change in bed morphology at the end of the 170minutes; a) Experiment, derived from Ferrera da 
Silva and El-Tahawy (2008) b) Telemac2D c) Nays2DH and d) CCHE2D. 

 

3 MODELS USED 

The three popularly used morphodynamic models Telemac2D, Nays2DH and CCHE2D are applied in the 
current study.Telemac2D solves the shallow water equations (momentum and continuity) using the finite- 
element approach in an unstructured (triangular elements) computational mesh. The sediment transport model 
sisyphe and the hydrodynamic model Telemac2D are internally coupled. Nays2DH is a computational model 
within IRIC interface for simulating unsteady horizontal (2D) flow, sediment transport, and morphological 
changes of bed and banks in rivers. It is based on general curvilinear coordinates.CCHE2D is also a depth- 
integrated 2D model for simulating free-surface turbulent flows, sediment transport, and morphological change. 
This is a finite element-based model of the collocation method using quadrilateral mesh. The governing 
equations solving the flow are two-dimensional depth-integrated Reynolds equations in the cartesian coordinate 
system. The secondary flow correction parameter was adopted in each of the models. The average size of the 
mesh was about 4cm. 

 

4 RESULTS AND FUTURE WORKS 

The comparison of the change in bed morphology in the experiments and simulation using three models are 

depicted in Figure 1. In general, all the models satisfactorily reproduced the various bed morphological features 

obtained in the experiments like deep scour along the outer banks as well as the point bar along the inner bank. 

The erosion-deposition pattern, extent and the location of the maximum erosion were well mimicked by all 

models. Comparatively, Nays2DH better captured the length including the depth of erosion along the concave 

banks. But the length and the size of the formation of point bar on the convex bend was better reproduced by 

CCHE2D. However, the location of the beginning of the point bar on the convex bend matched close to the 

experiment in Nays2DH and Telemac2D. The scour depth along the outer bank including the size of the point 

bar was slightly underestimated in case of Telemac2D. The performance of the Telemac2D lied in between the 

Nays2DH and the CCHE2D model. It can be concluded that each model, in general, is capable of satisfactorily 

reproducing the meander bed morphology but there exist differences in capturing particular bed features like 

point bar, outer bank scour, etc. 

However, further analysis under different flow conditions might be necessary to get more detailed insights of 
the various aspects of the morphodynamic models. 
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ABSTRACT 

 
When accidental spills of the contaminant occur in natural rivers, it is necessary to identify the contaminant source 

to minimize the damage from the contamination. Thus, we proposed new data-driven models to identify the 

pollution source location and spill mass in the river system. The models used the Breakthrough Curve (BTC) 

obtained from the downstream section as input data. Besides, both Whole Breakthrough Curve (WBTC) and 

Truncated Breakthrough Curve (TBTC) are capable of input data, which enhances the efficiency of accident 

response. For developing the models, a large number of numerical simulations under many spill cases with various 

hydraulic conditions were implemented by the Transient Storage zone Model (TSM). Finally, the performances of 

six Machine Learning (ML) models for WBTC and TBTC were compared. 

 
Keywords: Contaminant Source identification; Contaminant transport; Transient storage zone; Machine learning 

 
 

1 INTRODUCTION 

When the contaminant spill accidents occur in rivers, predicting contaminant source is an ill-posed problem due 

to the lack of the observed data, and the complexity of the mixing processes. In order to overcome the lack of 

real tracer test data, contaminant spill scenarios were generated in this study. The transient storage zone model 

(TSM) was employed for the synthetic scenarios. In the TSM, the storage zone equation is modeled as well as 

the advection-dispersion equation for the main flow zone. This model doable the shape of the breakthrough 

curves (BTC) to a steep slope in the rising part and a long tail in the falling part, which is caused by storage 

effect. Accordingly, the contaminant spill scenarios were simulated with potential contaminant spill scenarios 

according to sensor location, spill location, spill mass, flowrate, and some hydromorphic data. 

The source identification models have been developed by Machine Learning (ML) approaches from several 
researchers in groundwater and surface water (Singh et al. 2004, Khorsandi et al. 2014). However, these models 
have lacked practical researches to apply in surface water. In detail, optimization approaches (Zang & Xin 2017) 
were much more performed in surface water. These methods had drawbacks to regard as feasible models due 
to constitutionally sizeable computational load. Therefore, this study carried out Machine Learning (ML) 
models to identify both spill location and spill mass of contaminant source. For developing the models, the 
contaminant spill scenarios were generated from TSM numerical model. Then, Breakthrough Curves (BTC) of 
spill scenarios were extracted into both Whole Breakthrough Curve (WBTC), and Truncated Breakthrough 
Curve (TBTC) features. Both types of BTC features were served as input variables of ML models, respectively. 
From this framework, six ML models, Decision Tree (DT), Random Forest (RF), Xgboost, Ridge regression, 
linear Support Vector Machine (SVM), nonlinear Support Vector Machine (SVM), were compared for both quick 
and accurate pollutant source identification. 

 
2 Methodology 

 
2.1 Contaminant spill scenarios 
To estimate TSM parameters, empirical equations, derived from the Principle Components Regression (PCR), 
were adopted. The contaminant spill scenarios were simulated in Gam Creek of South Korea. The numerical 
model used the finite difference method and the Crank-Nicolson method. The validation results of this model 
showed 0.9 R2 by the field tracer test data. The model domain consists of 39 km with 30 potential spill locations. 
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2.2 Machine Learning (ML) models 
In this study, six ML models, Decision Tree (DT), Random Forest (RF), Xgboost, Ridge regression, linear 
Support Vector Machine (SVM), nonlinear Support Vector Machine (SVM), were applied to find the most efficient 
algorithm for spill location and mass. Figure. 1 (b) and (c) show both WBTC and TBTC, which featured as BTC 
features as input variables of ML models. The training data set was given by 80% of total spill scenarios. Also, 
20% of these scenraios were used to validate the ML models. 

 
Figure 1. (a) Location of potential spill locations in Gam creek, (b) shape of WBTC, and (c) shape of TBTC 

 
 

3 RESULTS 

 
Figure 2. Comparison of 5-fold cross-validation results according to BTC type by each ML to predict (a) spill 
location and (b) spill mass 

 
As shown in Figure. 2, DT based models outperformed other models when WBTC is used to predict the spill 
location and mass. However the tree-based models failed to predict spill location using TBTC features. Only 
SVM-RBF showed accuracy over 0.7. The reason can be explained by the relative importance of each ML 
algorithms. Since the tree-based models highly depend on the slope of the tail calculated only in WBTC, these 
models are difficult to predict well with less contributed TBTC features. In the case of SVM, the overall feature 
importance is more distributed than the tree-based model. Thus, using only the TBTC features significantly 
contributes to the prediction. Consequently, nonlinear-SVM is the most optimal model for both spill location 
and mass. 
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ABSTRACT 

 
The following work shows the results of the study of the dispersion capacity of six hypotheticals pollutants and the 

variation of their concentration along a section of the Paraná River, between the Yacyretá dam and the confluence 

with the Paraguay River, making use of the water quality module in HEC-Ras software. 

 
Key Words: Pollutant, dispersion, advection, diffusion, decay, Paraná River, HEC-Rasi. 

 
 

1 INTRODUCTION 

Water quality modeling is a very useful tool for the correct management of water resources, since it allows 
estimating and characterizing the assimilation ability of different water bodies, analyzing the impact of 
discharges and identifying the spatial and temporal variability of water quality, among others . The fundamental 
objective of this work is, through the use of the water quality module in HEC - Ras, to evaluate the dispersion 
capacity of a section of the Parana River. Six different hypothetical pollutants were used simulating the entry 
of each one into the river at the Yacyretá dam. The Paraná River is a river in east-central South America that 
flows through Brazil, Paraguay, and Argentina. It is 4880 km long and has an average flow of 17,300 𝑚3/𝑠 

2 POLLUTANTS DISPERSION 

When a pollutant with a concentration "C" enters a water body, a dispersion process occurs, which will cause 
the concentration "C" to decrease for a time "t" and a distance "X". The dispersion of a pollutant is given by the 
advection process and the diffusion process, the first depends on the flow velocity of the receiving body, and 
the second is how the mass is transported due to the concentration difference and it depends on the coefficient 
of molecular diffusion. Another parameter is the decay coefficient "K" of the pollutant, which is proportional to 
its concentration. If it is equal to zero, the pollutant is conservative and its concentration will not change; this 
coefficient depends on the reactions that pollutants undergo (physical, chemical, or biological), which can modify 
their mass over time. On the other hand, the pollutant discharge can be punctual, variable, or constant. 

3 MODELING IN HEC-Ras. 

The data was obtained from a practical case seen in the subject Maths Models, from the specialization course 
Sanitary Engineering of the University of Buenos Aires. 

Figure 1. Section of the Paraná River under study, between the Yacyretá dam and its confluence with the 

Paraguay River- The sections loaded in HEC- Ras are shown on the right. The distance between the study 

points is 190.054 meters. 
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Once the geometry and hydrodynamics had been loaded, it was necessary to load the quality parameters, 
concentrations, decay coefficients and type of discharge. The following table shows the characteristics of each 
pollutant under study: 

 

       Table1. Pollutant type, initial and boundary conditions for modeling – Pollutant input: Yacyretá Dam.           
 

POLLUTANT 
 

TYPE OF POLLUTANT 
COEFFICIENT OF DECAY 

(K=-1/d) 

INITIAL CONDITIONS - 

CONCENTRATION (ml/l) 

EDGE CONDITIONS -CONCENTRATION (mg/l) 

DAY 1 DAY 2 DAY 3 DAY 4 DAY 5 DAY 6 DAY 7 DAY 8 DAY 9 

 
P-1 

 
Constant 

 
conservative 

 
0 

 
10 

 
10 

 
10 

 
10 

 
10 

 
10 

 
10 

 
10 

 
10 

 
10 

P-2 Constant Non conservative -1 10 10 10 10 10 10 10 10 10 10 

P-3 Variable conservative 0 10 10 8 6 4 10 8 6 12 20 

P-4 Variable Non conservative -1 10 10 8 6 4 10 8 6 12 20 

P-5 Punctual conservative 0 0 0 0 0 0 10 0 0 0 0 

P-6 Punctual Non conservative -1 0 0 0 0 0 10 0 0 0 0 

 

4 RESULTS AND CONCLUSIONS 
 

Figure 1. Pollutant concentration vs channel length for days 5, 7 and 9. 

Pollutants 2, 4 and 6, being non-conservative, have smaller curve areas than pollutants 1, 3 and 5 respectively, 
this is due to the fact that when having a decay rate "K", the concentration decreases over time, while 
conservatives are only diluted by dispersion. Point pollutants have graphs in Gaussian form, where the peak 
moves by advection and decreases by diffusion. In the case of the conservative pollutants, the area under the 
curve remains constant throughout the entire route and in the case of the non-conservatives the area decreases 
according to the decay rate "K". As can be seen in the previous graphs, the HEC-Ras water quality module 
allows us to represent the processes that occur in nature and simulate different future scenarios in order to 
establish the most probable behavior of water bodies in the face of different variations in the input data, since it 
allows evaluating the concentrations variation in space and time of a pollutant with determined characteristics. 
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ABSTRACT 

 
The majority of the software platforms designed for non-hydrostatic shallow water flow modelling rely on the 

solution of computational-costly three-dimensional flow models or depth-averaged Boussinesq-type models that 

require optimization of dispersive terms. In this field, an unexplored but reliable alternative is the Vertically- 

Averaged and Moment (VAM) equations model. This work presents a MATLAB software platform for one- 

dimensional non-hydrostatic flow modelling using the VAM model. First, the VAM governing equations are 

introduced, which use the weighted residual method to account for the non-hydrostatic and non-uniform 

characteristics of flow. Then, the structure of the user-friendly graphical interface is described. Finally, the model 

is applied to two nearshore and open-channel non-hydrostatic flow tests. The comparison of the results with 

experimental data highlights the accuracy of the VAM model and the potential of the present software for 

modelling non-hydrostatic flows. 

 
Keywords: non-hydrostatic flows, depth-integrated model, software platform, coastal applications, open-channel tests. 

 
1 INTRODUCTION 

The use of non-hydrostatic models is often required to provide realistic predictions in coastal and open- 

channel flows, where the development and use of depth-integrated simulation models is a common practice. 

Three families of vertically-averaged models have been developed so far to simulate non-hydrostatic flows: (i) 

the Boussinesq-type equations (Castro-Orgaz and Hager, 2017), (ii) the multilayer non-hydrostatic extension 

of the shallow water equations (Casulli, 1999), and (iii) the vertically-averaged models based on the use of the 

weighted residual (WR) method to derive the vertically-averaged and moment (VAM) equations from the 

Reynolds-Averaged Navier-Stokes (RANS) equations, known as VAM equations model (Cantero-Chinchilla et 

al., 2018). Despite it was recently demonstrated to be accurate for predicting a number of river and coastal 

flows (Cantero-Chinchilla et al., 2018), the VAM model is a physical system of equations that is still unfamiliar 

to the scientific community to some extent and hardly settled by using a user-friendly platform for practical 

applications. The purpose of this work is presenting a user-friendly MATLAB software platform to apply the 

VAM model to simulate non-hydrostatic flows in a number of coastal and open-channel flow cases. The 

platform is freely available on GitHub (https://github.com/Frncch/VAM_Model_Software). 

 
2 BASICS OF THE VAM MODEL 

The governing equations for the VAM model are derived using the WR method into the depth-averaging 
process of the RANS equations. First, predictors for the field variables containing perturbation parameters are 
used to prescribe the non-hydrostaticy and non-uniformity of flow, increasing the number of independent 
variables in the depth-averaged equations. Then, a weighting function involving moments around the centroid 
of a section is selected to derive moment equations, providing mathematical closure to the system. The 
system of equations is solved by using a hybrid finite volume-finite difference numerical scheme, where the 
MUSCL-TVD-4th is applied to reconstruct the variables at the interfaces and the HLLC approximate Riemann 
solver is employed to compute the numerical fluxes. To grant the C-property, the WSDGM method and a 
proper discretization of the gravity term are applied. The solution is then evolved in time using a one-step 
forward Euler scheme plus an iterative Newton-Raphson method. Details can be consulted in Cantero- 
Chinchilla et al. (2018) and Gamero et al. (2020). 
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3 DESCRIPTION AND APPLICATION OF THE SOFTWARE PLATFORM 

The initial window of the software platform allows the user to select between coastal or open-channel flow 
applications (Fig. 1a). The open channel flow application enables the numerical experimentation on Favre 
waves and flow over Gaussian obstacles (Fig. 1b). The coastal flow application models the solitary wave 
propagation over horizontal bed and the solitary wave propagation with run-up (Fig. 1c). All the 
applications include numerous editable options to customize the desired numerical experiment. 

Figure 1. Software platform screens: (a) main menu, (b) open-channel flow app, and (c) coastal flow app. 

Fig. 2 shows the applications for flow over a Gaussian obstacle and solitary wave propagation with run-up 

using the experimental data of Sivakumaran (1981) and Synolakis (1986), respectively. As compared to the 

standard Saint-Venant model solution, the VAM model yields more accurate results for both tests. 

Figure 2. (a) Flow over a Gaussian bed with q = 0.07703 m2/s (Sivakumaran, 1981), (b) solitary wave 
propagation and run-up over a beach profile at t = 6.3855 s (Synolakis, 1986), where zs is free surface level, 

pb is bed pressure, zb is bed level,  is specific weight of water, x is longitudinal distance and t is time. 

4 CONCLUSIONS 

The easy-to-use environment and the accuracy of the results highlight the potential of this user-friendly 
MATLAB software platform for modeling open-channel and nearshore flows, where non-hydrostatic pressure 
and non-uniform velocity shall be accounted for. This entails a useful hydraulic tool suitable for teaching and 
research purposes. 
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ABSTRACT 

Reduction of in situ precipitation measurements increases the uncertainty of rainfall fields. To tackle this problem 

we use alternative data sources, but not only remote sensed rainfall. We performed rain gauge interpolations, 

downscaling of the MSWEP dataset based on vegetation data, simple linear downscaling, and a merging between 

MSWEP and rain gauge data. We present a comparison of the performance of rainfall fields produced with different 

network densities, which mimics precipitation data availability in a basin. We found that interpolation methods 

highly deteriorate their performance when the network density is artificially reduced. Using vegetation indices with 

a simple approach can reduce the error of the MSWEP, yet the highest reduction is achieved by blending the 

MSWEP with the rain gauge data. A combination of downscaling and merging methods can further reduce the 

error in low network densities. 

Keywords: MSWEP, Kernel Smoothing, Enhanced Vegetation Index, Rain gauge density, Satellite Precipitation 

 
1 INTRODUCTION 

A proper estimation of the distributed rainfall field in a basin is paramount. It affects the estimation of water 
discharge in rainfall-runoff models, the calculation of indices in water planning and management, among other 
studies. There exist many methodologies to perform this estimation, yet the most popular techniques are based 
on rain gauge observations that are then interpolated. However, according to García, Rodríguez, Wijnen, & 
Pakulski (2016), there has been a global decrease in the in situ precipitation measurements in recent decades. 

To improve the rainfall estimation in regions with data limitations, alternative sources such as satellite and 
reanalysis data bring support and robustness to calculations. There is remote sensed data of rainfall but also 
data associated with the influence of rainfall in other environmental variables. For instance, remote sensed 
vegetation variables that have been exploited in the field of ecohydrology. Although these alternative products, 
associated with rainfall quantification, have good spatial and temporal coverage, they suffer from bias and 
temporal consistency. Several downscaling and merging algorithms have been proposed (Li & Shao, 2010). 

The Double Smoothing (DS) algorithm is a statistical merging approach which is not based on gaussian or 
geostationary assumptions (Li & Shao, 2010). It is a simple and flexible method that only requires the 
coordinates and time series of the rain gauge and satellite products, allowing to easily add, retrieve or modify 
the datasets used in the analysis. The purpose of this work is to compare the performance of the DS algorithm 
against traditional interpolation and simple downscaling methodologies. In the analysis, the available rain 
gauge information, inside a data rich watershed in the tropical Andes was constrained, allowing to explore the 
model´s performance at different station densities. 

 
2 DATA AND METHODS 

The case study was the Sogamoso river basin in Colombia, which has 219 rain gauges, from where 156 were 
selected for the analysis (those with more than 50% of missing daily rainfall data in the period 1980-2012 were 
excluded). We used the Multi-Source Weighted-Ensemble Precipitation (MSWEP) (Beck et al., 2017) as rainfall 
support product (rain gauges utilize in its creation were discarded). Estimates of the Enhanced Vegetation Index 
(EVI) from the MODIS sensor on board of both the Terra and Aqua satellites (Didan, 2015), were used at 1km 
resolution to perform a simple downscaling based on ecohydrological concepts. A 90 m resolution Digital 
Elevation Model (DEM) was employed to bolster an interpolation method, coming from the SRTM mission. 

We explored different levels of rain gauge network density and different configurations, via random sampling. 
The performance of interpolation, downscaling and merging methods was calculated against the observed data 
in the basin, using cross validation (CV) and independent validation (IV) methods. Due to the availability of EVI 
measurements, the period chosen to conduct the goodness of fit was from 2000 to 2005. 

The DS merging was conducted with the modified rainmerging R package, which allowed calibrating the model 
parameters (Duque-Gardeazábal, Zamora, & Rodríguez, 2018). We also made use of the ordinary, universal, 
external drift and regression Kriging, and IDW interpolators and chose to only show the best results for 
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comparison (regression Kriging and IDW). We downscaled the precipitation of the MSWEP by monthly 
averaging the EVI time series, upscaling the 1 km satellite images to 25 km, making a regression between the 
25 km MSWEP and EVI values lagged 1 month (based on the experiments of López López, Immerzeel, 
Rodríguez, Sterk, & Schellekens (2018)), applying the regression to the 1 km EVI values and finally 
disaggregating the monthly rainfall into daily values. Likewise, we used a simple bilinear downscaling of the 
MSWEP data. 

3 RESULTS 

Figure 1 shows that a bilinear downscaling can slightly reduce the RMSE of the MSWEP. However, the reduction 
is higher if the analysis considers the cumulative influence of rainfall on vegetation, through the use of EVI. 
These results are present for both comparison methodologies (CV and IV), and for almost every rain gauge 
network density and configuration. This behavior is also reported by the Percent Bias (not shown here). 

Figure 2 shows a lower estimation error by using the interpolation methods than the performed downscalings. 
Yet some of them highly suffer when the density of measurement is reduced (e.g. regression kriging). The 
lowest error is consistently produced by merging the MSWEP with local rain gauges, even if the network density 
is below 1 gauge/1000km2. 

 

 

Figure 1. Performance of MSWEP and its 
downscalings, against the rain gauge networks 

configuration 

 

 
 

Figure 2. Performance of MSWEP, interpolations 
and DS merging method 

 
 

4 CONCLUSIONS 

This research evidenced that the lowest rainfall error among the used methods was the merging between the 
MSWEP and the rain gauges observations. This occurred not only for high density networks but also for 
experiments mimicking a data scarce basin. It was also demonstrated that considering ancillary environmental 
information can decrease the error. Even a simple regression with the EVI produced a higher error reduction 
compared with a simple methodology. However, it did not outperform the merging with a low number of rain 
gauges. More specialized downscaling methodologies such as the Geographic Weighted Regression and the 
combination with other ancillary variables can improve even more the error of the rainfall field estimations. The 
error can be further reduced if the rain gauge data is merged with a product that has been firstly downscaled 
with the previously mentioned procedures. 
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ABSTRACT 

 
The present study describes the initial efforts of building a citizen science-based monitoring river system for flood 
forecasting in the Rimac River located in Lima, Peru, a city that is severely affected by flooding, especially during 
El Niño events. This system will be based on videos recorded of the Rimac River taken by regular citizens at 
accessible bridges when the water level begins to rise. Then, the videos will be uploaded to the system database 
for processing and getting useful results to alert the population in the case of flooding. In order to validate the 
system, the research team recorded videos at three bridges along the Rimac River and compared them with 
official data. The recorded videos were processed using Large Scale Particle Image Velocimetry (LSPIV) to obtain 
free-surface velocity, to then obtain corresponding flowrates. 

 

Keywords: LSPIV, citizen science, El Niño, Rimac River. 

 
1 INTRODUCTION 

The Rimac River is the most important river that passes through Lima, Peru, a city that is severely affected by 
floods and mudslides especially during El Niño years. This situation causes significant economic losses and 
endangers the citizens settled in the Rimac riverbanks and its tributary streams (Comeca et al., 2019). The 
uncertainty of the event and the high levels of vulnerability in the affected regions still represents a high risk 
(French & Mechler, 2017). Likewise, the hydrometeorological information is insufficient to build any kind of early 
warning system. During high flow, it is dangerous for the operators to make intrusive measurements, 
furthermore, the values will possibly be affected by floating debris and transported sediment (Moramarco, et al., 
2017). Within this context, the processing of river videos using LSPIV to obtain flowrate data represents an extra 
source of information which will allow the elaboration of an early warning system that is built on the collaboration 
of the vulnerable population to achieve their own safety. 

 
2 METHODOLOGY 

2.1 Field data collection 

Three bridges along the Rimac basin were selected to record videos of the river free surface with a conventional 
cell phone camera (Table 1). These were chosen based on the distance from the bridge to a city of importance, 
the curvature of the river, the flatness of the free surface, and accessibility. To assure data collection validity, 
the videos had to show four known location control points during their entire length (minimum 1 minute). The 
processing algorithm requires visible particles on the water surface to obtain a direction of the velocity profile. 
Natural particles on the surface of a river are commonly used as tracers. However, artificial particles such as 
wood sawdust can provide a more accurate image analysis, because they form a unique pattern on the free 
surface to be followed by the PIV algorithm (Gharahjeh et al., 2016). Thus, wood sawdust particles were thrown 
at the surface in two study sites (San Mateo 1 and Chosica) for a better video processing accuracy. 

2.2 Data analyzing 

The recorded videos were analyzed using Large Scale Particle Image Velocimetry (LSPIV) to extract the river 
mean velocity by comparing pairs of images and contrasting the displacement of the river current. The RivER 
program (Patalano and García, 2006) identifies the current lines in the delimited area and calculates the speed 
vectors along the cross-sectional area to obtain the discharge velocity (Figure 1). For that purpose, it is 
commonly used for the natural channels a velocity index of 0.85 to convert free surface velocity into mean 
velocity in the vertical, which assumes a logarithmic vertical velocity distribution (Rantz, 1982). Moreover, an 
initial cross section was estimated with an approximation that the river length must be twenty times the river 
depth (Rodriguez et al., 2004). 
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(a) (b) 

 

Figure 1. (a) Cross section of the original image (b) Vector and magnitude velocities of the rectified image. 
 

3 RESULTS 

The flowrates obtained are shown in Table 1 and compared with the official values provided by a nearby 
hydrometric station managed by The National Water Authority (ANA, by its acronym in Spanish). For San Mateo 
1, the flowrate calculated with the wood sawdust particles (artificial tracers) on the surface is closer to the 
hydrometric value. However, the result with natural tracers also matches the official flowrate. In Chosica, the 
calculated flowrate with natural tracers on the surface exceeds the official value while the one with artificial 
tracers is considerably lower. Hence, it is not possible to identify if the LSPIV processing underestimates or 
overestimates the actual flowrate value. 

Table 1. Flowrates at each measurement point (m3/s) 
Bridge Latitude (°) Longitude 

(°) 
Natural 
tracers 

Artificial 
tracers 

Hydrometric 
value 

Relative 
Error N.T 

Relative 
Error A.T 

San Mateo 1 -11.755820 -76.295911 9.49 10.93 11.62 18.3 % 5.94% 
San Mateo 2 -11.760115 -76.301058 6.08 * 11.62 47.7% * 

Chosica -11.935066 -76.692523 25.34 16.70 22.00 15.2% 24.1% 

∗ Video was not recorded because the access to the bridge hindered sawdust transportation.  

 

CONCLUSIONS 
 

To create a system that is based on citizen participation, the communities that live along the Rimac River must 
be informed about the study relevance to understand their role on prevention. The system is accessible and 
practical and can be scaled to enrich the database and obtain extensive validation. Another approach that will 
enhance the system is to install more LSPIV camera chambers since there are only a few active cameras on 
the Rimac basin (CITA UTEC, 2019). This will generate an interconnected network of all the data that can be 
correlated with other hydraulic and environmental attributes to validate the system with greater precision. Finally, 
as future work, a hydrodynamic model in HEC-RAS will be developed to predict flood propagation along the 
river network and estimate the most affected sections. Furthermore, the final aim is to develop an application 
that achieves the automatic processing of the videos to maintain an active response to the population needs. 
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ABSTRACT 

 
Different criteria have been considered for evaluation of storm precipitation change during the last 

several decades in respect to different geographical zones of the European territory of Russia. 

 
Keywords: climate change, storm precipitation; Mann Kendall’s test 

 
 

1 INTRODUCTION 

An increase of maximum daily precipitation during storm rains has been observed recently at many 

meteorological stations around the world (Groisman et al, 2005; Ilinich 2016 et al; Zolina,2012; etc,). The 

appearance of heavy precipitation is primarily due to an increase in air temperature and increased 

pollution in the urban areas, and other causes (Groisman et al, 2005; Ilinich 2016 et al; etc.). The main  

purpose of the research is to analyze the possible criteria for assessment of change of storm precipitation 

during last decades. 

 
2 MATERIALS AND METHODS 
The object of the study is data from stations located in various natural zones: the foothills of the North 
Caucasus (Mineral Waters), the forest zone (Bryansk), the Steppe zone (Volgograd). Chronological changes 
in the maximum daily precipitation are shown in Fig. 1. 

 

 
Figure 1. Examples of long-time observation at different meteorological stations. 

There is a positive trend of changes at all the stations studied. However, the obtained graphs are not 
sufficient for a full assessment of changes in precipitation. Man Kendall’s numerical criterion (Mann 1945) 
has been used for estimation of storm precipitation’s trend. The procedure of estimation is based on using 
chronological series from n data. The size of differences is determined by comparing the data value from a 
later (Xi) time period to data value from an earlier (Xj) time period. The difference between them takes on 
values 1, 0, or -1. Value 1 is assigned if Xj-Xi > 0; 0 if Xj-Xi = 0; -1 if Xj-Xi < 0. The S parameter is 
calculated according to the formula 1. 
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S =    sgn x 

j  
− x

i 
 ; Sgn(                                   (1) 

i = 1 j  = i + 1 
  

A positive value of S parameter means that the observations have a positive trend. The following values of the 

criteria were obtained: Mineralnye Vody +255; Bryansk +205; Volgograd +429. Similar estimations were made 

for other time windows: a) 1950–2017 and b) 1960 – 2017. The following S-parameters were obtained 
correspondently a ) 129; 118; 157 and b) 188; 219; 111. 
The next criterion takes into account the quantiles of maximum daily precipitation, which is determined with 
help of Weibull formula (Dmowska el al., 2011). The obtained results are represented in figure 2. The figure 
shows that the values of the second series of observations are higher than the ones on the first, which means 
that there is an increase in storm precipitation. 

 

 
Fig. 2.Points of quintile values of empirical probabilistic curves 

 
 

3 RESULTS AND DISCUSSION 
All analyzed aspects allow us to conclude that there is an increase in maximum daily storm precipitation 
during the last several decades at all studied stations. It is necessary to note that the values of Man Kendall’s 
numerical criterion are very significant even such value is located within 10-20 we believe that there is a clear 
positive test. Also we have to note that almost all quantiles of maximum daily precipitation during the last 
several decades are above the quantiles of previous decades. The differences are much more significant for 

smaller probabilities (3-5%). 

 

4 CONCLUSIONS 
All the considered criteria for assessing the increase in maximum daily precipitation validate each other; 
respectively, we can conclude that they are quite objective. Since the design standards for hydraulic  
structures on small rivers, both in Russia and in many other countries, take into account the maximum daily 
precipitation, we can conclude that the reliability of all such structures from the last century has been 
decreased due to increased rainfall. Empirical dependences (fig.2) between precipitation and of their 
probability (for the last decades) can be used for projecting small hydraulic structures within 5 - 10% of 

probability. 
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ABSTRACT 

 
This research work presents the results obtained to use the PhET platform for teaching of fluid mechanics during 

the COVID-19 pandemic in the Cooperative University of Colombia. The PhET Interactive Simulations Project is 

distributing under the Creative Commons-Attribution 3.0 license and the Creative Commons GNU General Public 

License. The most important finding is the connection development between the students and platform due to the 

confinement condition, the use of PhET platform was like to “game” and improve the mood of the students. We 

conclude that PhET platform is excellent tool for teaching of fluid mechanics during the COVID-19 pandemic if the 

student has a good computer equipment. 

 
Keywords: PhET Interactive Simulations, COVID-19, fluid mechanics, teaching. 

 
 
 

1 INTRODUCTION 

The COVID-19 pandemic has changed the traditional education in the Universities around the world due to 
social distance and confinement condition however the Professors and Universities has looking for new 
methodologies and strategies to continue teaching. One big difficult have been the practices and laboratories 
the which required to be in physical spaces, in response to this difficult the Professors has finding support in the 
digital and web platform to simulate process and continue teaching Engineering. 

In the Cooperative University of Colombia at Medellín we used in general the hydraulics laboratory for the 
practices and laboratories of fluid mechanics (viscosity, density, Bernoulli equation, loss energy…) and hydraulic 
courses, however the COVID-19 pandemic change this routine and we decided to use PhET platform to perform 
the loss energy practices in the fluid mechanics courses of the Civil Engineering program on remote way and 
continue with biosecurity protocols. 

 
2 MATERIALS AND METHODS 

We use the PhET Interactive Simulations platform that is distributing under the Creative Commons-Attribution 
3.0 license and the Creative Commons GNU General Public License by University of Colorado at Boulder. For 
the laboratory practice 10 flow rates (discharges) were selected in the range between 1000 and 10000 (l / s), 
later for the constant pipe area equal to 3.1 m², velocities to full tube (Table 1) were calculate corresponding to 
each flow rate (discharges) selected and finally the curve Flow (m³ / s) vs Velocity (m / s) was constructed. 

 

 
Flow 

(m³ / s) 

Velocity 

Table 1. Relation of discharges and Velocities. 

1.679 2.053 3.269 4.532 5.608 6.169 7.666 8.040 9.069 9.911 

 
0.54 0.66 1.05 1.46 1.81 1.99 2.47 2.59 2.93 3.20 

    (m / s)  
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3 RESULTS 

The most important finding is the connection development between the students and platform due to the 
confinement condition, the use of PhET platform was like to “game” and improve the mood of the students. We 
conclude that PhET platform is excellent tool for teaching of fluid mechanics during the COVID-19 pandemic if 
the student has a good computer equipment. In addition, the concepts of discharge, velocity and unit energy 
loss that were explained in class are apply by student for PVC material in appropriate form (Figure 1). 

 
 

Figure 1. Relationship between discharge and velocity (left) and relationship between velocity and unit energy 
loss (right). 

 
4 CONCLUSIONS 

We conclude that PhET platform is excellent tool for teaching of fluid mechanics during the COVID-19 pandemic 
and normal condition because is interactive and easy for all students, therefore we recommended this platform 
for digital laboratory practice and examples during the COVID-19 pandemic and for the time post pandemic. 
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ABSTRACT 

 
In developing countries, 35% of treated water is lost before reaching households. Thus, more water needs to be abstracted, 

energy is wasted, and water supply is interrupted. Therefore, detecting more and faster pipe bursts reduces the physical losses. 

Aquasuite© BURST Alert is a data-driven heuristic model, easy to implement once it does not require the installation of new 

sensors at the distribution system. It uses as inputs (i) the prediction of flow and pressure from another model; (ii) measurements 

from WDS. The main objective of this research was to investigate deeper which variables influence the computation of a burst 

alarm, and then determine their best setup. Statistical tests have been performed to analyze the parameters at an offline 

environment in Python. Results showed that adding weather data to BURST Alert would not improve significantly the software 

detection; however, they indicated the influence of DVG’s average flow. 

 
Keywords: water distribution systems, pipe burst, heuristic detection model, water demand forecasting. 

 

 
1 INTRODUCTION 

Projections indicate that by 2050, almost 6 billion people will experience severe water scarcity. Therefore, the usage of water 

needs to be efficient and its losses minimized. Leakages in water distribution systems (WDS) increases the water stress, 

since a higher volume will have to be abstracted to meet the demand. The pipe burst is the event for which a leak starts; 

hence detecting bursts is primary to avoid the development of leaks in WDS’s. 

Aquasuite© BURST Alert is a data-driven heuristic model, easy to implement once it does not require the installation of new 

sensors at the distribution system (Bakker et al., 2014). The program developed by Royal HaskoningDHV uses the prediction 

of flow and pressure and it compares with real-time data. If the deviation is too high (e.g., the flow measured is higher than 

the threshold), a burst or leak most likely occurred, triggering an alarm to the water company. However, improvements are 

still needed to decrease the number of false alarms whilst detecting the maximum possible number of bursts. This research 

aimed to find the best parameters values for enhancing the performance of Aquasuite BURST Alert software. With the right 

parameter’s setup, the underlying algorithm software will be able to detect extra burst events and without increasing too 

much the number of false alarms. The specific objectives are (i) to determine the performance of the software during 2019 

at sub-supply areas (DVGs) of the water company Oasen; (ii) to investigate the influence of weather variables at burst 

occurrence. 

 
2 METHODOLOGY 

BURST Alert was reproduced in Python code, generating thresholds for flow and pressure and alarms. Using the output of 
the code, logistic regressions were done at R software to model dichotomous outcome of a burst event: 0 = no burst, 1 = 
burst registered by the water company. The outcome tested if the burst event (dependent variable) could be explained by a 
combination of independent variables: temperature, humidity, diameter, DVG’s average flow and cause of burst 
(spontaneous or due to consequential damage). 

 

3 RESULTS & DISCUSSION 

The code in Python reproduces the functionality of BURST Alert, generating flow/pressure thresholds and triggering an 
alarm. However, it presents some limitations. Firstly, to generate the thresholds, 90 days of data are required, so they were 
calculated only from the 4th month onwards. Also, the thresholds generated by the code are slightly different from the 
historian data, which also implies at different alarm triggering. It was expected that the error increased during the night, since 
at this period the flow is mainly composed by leakage flow (Soldevila et al., 2016; Salguero, Cobacho and Pardo, 2019). 
However, the error has a high variation both during the day and at night. 

The water company Oasen provided an Excel file with all the service orders realized during 2019. This data is considered 
as the real burst data; thus, it was used for validating the bursts triggered by the Python code and for evaluating the 
performance of BURST Alert in 2019, at each DVG. Two methods were used to evaluate the performance of BURST Alert 
at Oasen’s DVGs in 2019. The first , method-1, considered a burst as a single event; a true alarm is the one triggered inside 
the range of initial - end time of Oasen and it is visible on flow trends (Table 1) 
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Table 1. Performance evaluation of BURST Alert by method-1. 
 

\ Average 
flow 
(m³/h) 

Bursts 
reported 
by Oasen 

Bursts 
detected 
by BURST 
Alert 

Detection 
probability 
(%) 

Number 
of false 
alarms 

Total 
number 
of alarms 

Days 
without 
burst 

Rate of 
false 
alarms 
(%) 

Alblasserdam 320 9 3 33.3 12 15 340 3.5 

Alblasserwaard en 
Vijfheerenlanden 

1250 93 0 0.0 10 10 148 6.8 

Alphen 500 31 4 12.9 65 69 297 21.9 

Gouda 1900 126 2 1.6 12 14 159 7.6 

Hazerswoude 525 59 5 8.5 12 17 149 8.0 

Lekkerkerk 339 32 7 21.9 69 76 214 32.2 

Nieuwkoop 300 31 8 25.8 32 40 270 11.8 

Ridderkerk 323 15 3 20.0 30 33 330 9.1 

Zwijndrecht 438 28 6 21.4 8 14 318 2.5 

whole Oasen 5895 424 38 16.2 250 288 236 11.5 
 Total Total Total Average Total Total Average Average 

 

 
By analyzing Table 1, BURST Alert had a better performance at DVGs with average flows < 500 m³/h. On average, the 
software has a low DP and RF. The second method, namely method-2, was an exploratory analysis, where all the 
observations (288 datapoints/day) are considered. Both true positive and true negative events are considered correct events. 
This method demonstrates that the software triggered less alarms than expected (average of 99% of correct answers), thus 
having a high precision at the moments without bursts. The software was also compared to other detection methods (Kim 
et al., 2016; Romano, Kapelan and Savić, 2012; Mounce, Mounce and Boxall, 2011). BURST Alert has a lower DP, but the 
best RF amongst them. This means that the software has a low sensitivity to burst events, but a high precision. In addition, 
this study has a much wider sample with 424 real-life bursts, being majority of low flow, thus hard to detect. As other studies 
were carried different areas and burst events, a direct comparison might be misleading. 

Daily measurements for temperature and humidity variables were retrieved from the Koninklijk Nederlands Meteorologisch 
Instituut website, for the period of 2019. Logistic regressions were done with two bases: (i) all the observations, (ii) only 
bursts. At first, all the variables (Tavg, Tmax, Tmin, deltaT, Uavg, Umax, Umin, deltaU, diameter, DVG’s average flow, cause 
of burst) were included in the model one by one, and a stepwise was done to find the best model. For the complete base, 
the best adjustment had an Akaike information criterion (AIC) of 305, and it was using average humidity, average 
temperature, diameter and cause of leakage. However, the effects were small (small estimates), and no statistical 
significance was found (p-value>0.05). For the event base, the best fit model was using only diameter (AIC = 94), but no 
significant effect on burst was found. The second-best model (AIC = 1150) indicated a significant effect on the DVGs 
Alblasserwaard en Vijfheerenlanden, Gouda, Hazerswoude and Nieuwkoop. Thus, the bigger the DVG the higher is the 
burst occurrence. 

 
4 CONCLUSIONS 

The research aimed to improve the detection of bursts by the software BURST Alert. Firstly, the software reproduced it in 
Python. Then, the performance of the software at 9 DVGs in The Netherlands was evaluated by two methods: (i) considering 
burst as single event, (ii) and considering the true negative observations. The choice of method leads to different results: 
DP=16.2%, RF=11.5% (low sensitivity, medium precision) versus 99% of right observations (low sensitivity, high precision). 
The logistic regressions showed that DVG’s size has a significant influence at burst occurrence, while the weather variables 
were not significant. Future research should use weather data with more observations (e.g., T and U hourly measurements). 
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ABSTRACT 

 
A flash flood is an emergency that develops rapidly at an hourly timescale between rainfall and the onset of 

flooding. This study intends to assess flood conditioning factors by introducing a new multicriteria decision making 

(MCDM) method, which applies and further develops frequency ratio (FR) based on standing water records in real 

events. Standing water record databases were generated using the frequency ratio method by counting record 

numbers in each index layer under a GIS framework. The frequency ratio results were then applied to weighting 

index. Flash flood hazard maps were generated for visualization and for comparing different conditioning indices, 

together with sensitivity analysis, calibration and validation. Subsequently, an evaluation framework of flash flood 

hazard, named as MCDM-FR, was developed that is not only relevant for the catchments with recorded events 

but which also serves as flash flood hazard analysis for Bavaria. 

 
Keywords: flash flood; weighting index; frequency ratio 

 
 
 

1 INTRODUCTION 

A flash flood is a rapid disaster with limited response time (a few hours or even less), and usually occurs after 
high-intensity rainfall that can no longer infiltrate the soil and is available as surface runoff. In recent years, the 
most significant German flash flood event was in May and June 2016, when exceptional precipitation fell over 
Bavaria (Mayr et al., 2020). After the 2016 flash flood, the Bavarian state office set up the HiOS (Hinweiskarten 
Oberflächenabfluss & Sturzflut) project to enhance the current hydrological software for prevention and 
mitigation of flash floods, and to ensure the public’s sense of security (HiOS, 2020). In this context, creation of 
a hazard map for Bavarian flash floods is considered urgent in order to provide decision making tools for land 
use planning following precautionary management principles. Ten typical flash flood events from 2002 to 2016 
from ten catchments across Bavaria were chosen to represent flash floods in recent decades (Figure 1a). The 
weighting orders of parameters were examined for each catchment and holistically for Bavaria. Afterwards, a 
ready-to-use and repeatable tool was developed to visualize the hazard maps using the Geographical 
Information System (GIS) as ArcGIS Pro 2.4. 

 
2 MATERIALS AND METHODS 

This study used four indices for decision making: slope, land use, soil type and flow accumulation. Each index 

was classified into several classes. Frequency ratio can be expressed as the proportion of flooded area to non- 

flooded area in the total study area (equation 1) (Samanta et al, 2018). The effect of each category in an index is 

classified under five different hazard classes: very high, high, moderate, low and very low (Mentzafou et al., 

2017). Each hazard index is attributed with a weight referring to its influence on the flood processes. The flood- 

hazard map can then be generated using the weighted sum of frequency ratio values (equation 2). 

FR = (E∕ F) ∕ (M∕ L) (1) 

where E is the number of flood records for each index; F is the total number of flood records; M is the number 

of pixels per subclass of effective flash flood factors; L is total number of pixels in a region (Pham et al., 2020). 

𝑆 = ∑i wixi (2) 

where S: the hazard index, wi: the weight of factor i, and xi: the rate of factor i. The hazard value S for each pixel 

was expressed as the weighted sum of frequency ratio values by using weight multiplied FR values. 
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3 RESULTS AND DISCUSSION 
 

Each pixel in the study site can form a specific hazard value following equation 2. Thus, a flash flood hazard 
map could be built up using hazard value information as Figure 1b. For hazard classification, the Jenks 
optimization method is to determine the best arrangement of values into different classes (Stefanidis et al., 
2013). The raw hazard map was classified into a map with five hazard levels (Figure 1c). For the whole of 
Bavaria, the average values of indicators were obtained from the ten catchments to draw a hazard map (Figure 
1d) based on weighting index. Sensitivity analysis methods were carried out to check the proper utility and 
weight of each index. For validation, the seed cell areas index (SCAI), as the ratio of area extent of hazard class 
to flood in each hazard class, can be used as an indicator to test the reliability of flood hazard maps (Khosravi 
et al., 2016). More than 80% of standing water records with inundation depth >0.25m are included in high hazard 
and very high hazard regions together with high frequency ratio values and low SCAI values. 

 
Figure 1. (a) The location of ten study catchments in Bavaria; (b) hazard map of Simbach catchment; (c) 
hazard map of Simbach catchment after Jenks natural break; (d) hazard map of Bavaria 

 
 

4 CONCLUSIONS 

The analysis and evaluation for flash flood is needed for more efficient management and response to the 
emergency. This framework of MCDM is recommended for hazard planning as it promotes the interaction 
between real events and topographic/human factors, explores the representative measure to draw maps from 
city-scale to state-scale, while frequency ratio/SCAI values are found to be effective measures. 
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ABSTRACT 

 
Planning in the distribution of crops in rural areas through the Agroecological Zoning (ZAE), has become a useful 

tool for precision agriculture and sustainable development. With this purpose, in the district of San Pablo de Pillao 

with an area of 59,284.20 ha and located in the center of the department of Huanuco in Peru, the optimal areas 

for the cultivation of peach trees were determined, a crop with a stable value in the market and in Huanuco. To do 

this, the method of the Analytical Process Hierarchical (APH) was applied, which is usually used in multi-criteria 

analysis for the determination of areas of the ZAE according to the level of aptitude for the agroecological 

development of the peach tree. 

Keywords: Climate analysis, Agroecological Zoning, San Pablo de Pillao, Drought, Peach tree. 

 
 

1 INTRODUCTION 

In this research it is proposed to identify and evaluate the variability climatic for planting the peach tree, 

specifically of the variety huayco rojo, due to its high acceptance in the market and agroclimatic requirements 

present in the study area, higher value economic in the market. In addition, the peach tree is chosen based on 

the recommendations of specialists from Sierra y Selva Exportadora, which is a public executing agency 

attached to the Ministry of Agriculture - Perú. 

The application of the Multicriteria Analysis Method of Decisions, using remote sensing resources and 

geographic information systems, will allow us to know the spatial distribution of the optimal potentialities of the 

study area for the peach tree. This method allows identifying the territorial surfaces with optimal edaphological, 

physiographic and climatic characteristics to achieve the maximum yield of the peach tree, the red huayco 

variety. 

Planning in the distribution of crops in rural areas through Agroecological Zoning (ZAE), has become a useful 
tool for precision agriculture and sustainable development. For this purpose, in the district of San Pablo de Pillao 
with an area of 59,284.20 ha and located in the center of the department of Huánuco in Peru, the optimal areas 
for peach cultivation were determined, a crop with a stable value in the market and highest profitability in 
Huánuco. To do so, the Hierarchical Analytical Process (AHP) method was applied, which is frequently used in 
multi-criteria analysis to determine areas of the ZAE based on the level of aptitude for the agroecological 
development of a given crop. To apply the various determining sub-criteria in the ZAE, such as elevation, slopes, 
precipitation, temperature, cold hours, relative humidity, salinity, organic matter content, soil acidity and textural 
class, the spatial tools and statistics of Geographic Information Systems (GIS). 

 
2 STUDY AREA 

The research study area was developed in the district of San Pablo de Pillao which is politically located in the 
department of Huanuco, province of Huanuco and district of San Pablo de Pillao. The study district has an area 
of 59,284 ha, with a range of altitudes from 784.93 to 3664.63 masl. 
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3 DATA AND METHODS 

3.1 Data 
The various raster data are used to prepare the base maps of each sub-criterion, the climate maps are based 
on the information of the PISCO product of monthly rainfall and monthly temperatures, prepared by SENAMHI. 
The PISCO product of precipitation analyzed in the study area is within the period from 1990 to 2019, while the 
PISCO product of temperature was analyzed during the period from 1987 to 2016. 

 
3.2 Interpolation methods 

The monthly information was extracted for the study area and interpolated with the geostatistical techniques of 
Inverse Distance Weighting (IDW) for temperature and Ordinary Kriging for precipitation. 

3.3 Trend analysis 
The precipitation and temperature data averaged for the study area, the analysis of this monthly and annual 
time series was made with box plots, histograms. In addition, a trend analysis was performed with the non- 
parametric Mann-Kendall test on the annual data 

 
3.4 Standardized Index of Precipitation 

The analysis of intensities and identification of droughts was estimated with the Standardized Precipitation Index 
(SPI), which is based on the probability of precipitation for a given time scale (3, 6 and 9 months). 

 
4 RESULTS AND DISCUSSION 

Regarding the annual precipitation series, according to the boxplot, there is a high variability of accumulated 
precipitation with a range from 1500 to 2160 mm / year. The frequency histogram indicates that the range with 
the highest probability of the most frequent annual precipitation is 1900 to 2000 mm / year. A general trend was 
determined to increase the annual accumulated precipitation throughout the study area. The accumulated 
annual precipitation series analyzed describe an incremental trend of 9.59 mm / year with a confidence level of 
95%. 
Regarding the annual temperature series, there is a low temperature variability with a range from 17.6 to 18.8 
°C. The frequency histogram indicates that the most frequent range with the highest probability of annual 
temperature is 18 to 18.2 °C. A generalized trend towards an increase in the annual average temperature was 
determined throughout the study area. The average of the mean temperature series in the study area describes 
an incremental trend of 0.019 °C / year with a confidence level of 99%. 

The identification of extremely dry droughts with the SPI index at 3 months, recorded these events in the years 

1992, 1995, 1998 and 2016. While with the SPI index at 6 months and 12 months, these extreme long-term 

events were recorded. duration in 1992 and a shorter one in 1993; From this year there were no more extreme 

droughts. 

In general, the SPI-12 indicator has a higher probability of occurrence of droughts, with respect to the spatial 

distributions obtained with the SPI-6 and SPI-3 indicators, on average the probability of occurrence of SPI-6 is 

16.4%, for moderate droughts, 6.65% for severe droughts and 1.72% for extreme droughts. 
 

5 CONCLUSIONS 

The multi-annual climatic variability show a trend significative to increase the annual average precipitation at a 
rate of 9.59 mm / year, which favors the peach tree; moreover, show a trend significative to increasing the 
average temperature at a rate of 0.023 ° C / year, which would not significantly affect the peach tree, since it 
has a wide range of adaptation to the variability of maximum and minimum temperatures. While the probability 
of occurrence of extreme droughts in the study area is less than 4%, therefore, it does not represent a danger 
for the agricultural development of the peach tree. 
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ABSTRACT 

 
The Paraná Delta in Argentina is considered a unique and vast mosaic of wetlands of international importance. 

To support decision-making for the sustainable spatial planning of the Paraná Delta, a planning kit and a two- 

dimensional hydrodynamic model are developed with a defined domain in the territory of the Delta. The model, 

implemented in Delft3D FM, is built from a flexible mesh, incorporating topography and rail and road structures. 

The link between INA and Deltares made possible the implementation and validation of the 2D model and the 

simulation of the hydrological and anthropological change scenarios in the short term. According to the results, 

the greatest effects on the water level growth are due to anthropological interventions associated with dikes. 

 
 

Keywords: Delta, 2D Model, simulation, fluvial. 

 
 

1 INTRODUCTION 

The Paraná Delta Covers more than 17500 km2 and its key characteristics include the rich biodiversity and 
valuable range of ecosystem goods and services provided by the wetlands of the Delta; the proximity to the 
highly urbanized and industrial corridor of Buenos Aires province; the extensive modification of the natural 
system in the lower delta; and a slowly decreasing population living in the Delta. 

This work aims to describe the implementation of 2D modelling that is carried out to evaluate the impact of 
anthropic interventions-mainly infrastructure- in the Paraná Delta. 

 
2 HYDRODYNAMIC MODEL 

 

2.1 Implementation and Methodology 

As initial contributions, the INA provided the pre-existing information; bathymetries, cross sections, 
hydrometric variables, and Deltares Delft 3D FM software, training, and technical support. 

The domain includes the middle and front of the Delta. The topobatymetry was taken from the Digital Elevation 
Model (DEM) carried out at INA (Sabarots Gerbec, et al, 2017). The rugosity coefficient value used was: 0.015 
for rivers and 0.1 in alluvial plains according to the literature. The upstream boundary conditions used in the 
Paraná River by the Arroyo Seco were according to 1D model developed by INA (Sabarots Gerbec, 2014) and 
levels were included in the downstream boundary in front of the Delta. A flexible mesh was developed in the 
defined domain with quadrilateral cells and triangular cells. 

2.2 Validation 

Observed and simulated levels were compared at observation stations. The selected scenarios for this stage 
included flows of 17,100 and 25,000 m3/s and average levels in the Río de la Plata. 

2.3 Simulation scenarios 

The simulations were carried out in a permanent regime in all cases. The first runs were validation runs to adjust 
the  model.  Two  temporary  conditions  were  proposed  and  four  situations  of  anthropic  variations  to  the 
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environment according to the base scenario. 1)Hydrological changes: Current Scenario and Climate Change 
Scenario. 2)Anthropic Variations: New Route Trace, Open Dock, and Polders. 

The 50-year climate change scenario was considered based on an increase in levels in the Rio de la Plata 
according to Badano, et al. (2012) and an 20% increase in income flows. The simulation scenarios with anthropic 
variations were obtained from the reports (Castro, et al, 2018 a). It also included the existing dikes according to 
the survey carried out and published in 2010 by the University of San Martin. (Kandus, et al 2010). 

 
3 RESULTS & CONCLUSIONS 

 
To evaluate the most critical hydrological conditions, the historical flood of the Paraná River was defined as the 
base scenario. The results of the simulations express that all the scenarios that represent anthropic 
modifications raise the water levels, somehow, compared to the simulation without interventions. In the 
simulation the highest effects on the levels are visualized with dikes and a combination of interventions. As for 
the minimum impact, it occurred for the intervention of the Nueva Palmira International Connection (CINP). 

Figure 1. Impact on the levels in the observation stations. 

The implementation of a two-dimensional hydrodynamic model on Delft 3D FM is an optimal tool to assess flood 
impacts inanthropic interventions. The joint experience between INA and Deltares was, not only enriching both 
academically and professionally, but also enabled this work done in just seven weeks. 

 
ACKNOWLEDGEMENTS 

To the Instituto Nacional Del Agua, especially Pablo Spaletti, Julio De Lio. To the great technical and human 
team of the Computational Hydraulics Program. To Deltares in Delft, Netherlands, especially Anke Becke, 
Begoña Arellamo Jaimerena, Paricia Trambauer and Kymo Slager. 

 
REFERENCES 

Badano, N. D., Sabarots Gerbec, M., Re, M., Menéndez, A. N., Garcia, 2012. A coupled hydrosedimentologic 
model to assess the advance of the Parana River Delta Front. Proceedings of the Sixth International 
Conference on Fluvial Hydraulics, San José, Costa Rica. 

Castro, L. S., Garcia, P.E., Menéndez, A.N., Sabarots Gerbec, M., 2018. Final report, Paraná Delta: Strategic 
projects for sustainable development. INA. 

Kandus, P., Minotti, Priscilla., 2010. Distribution of embankments and designated areas in the Paraná Delta 
region. Chapter 2. Endowments and embankments in the Paraná Delta: situation, environmental effects and 
legal framework. Wetlands International. 

Sabarots Gerbec, M., 2014. Study of the surface dynamics of the channel network of the Middle Delta of the 
Paraná River. 2nd Meeting of researchers in training in water resources 

Sabarots Gerbec, M., Re, M., Garcia, P.E., Storto, L., 2017. Digital Elevation Model of the Paraná River Delta. 
Final report. Proyect INA 373. Report LHA 01-373-17. 

 
 
 

ISBN: 978-90-824846-6-3  |  PAGE: 62 



Proceedings of the 1st IAHR 

Young Professionals Congress 

17-18 November 2020 

 

 

 

  
 
 
 
 
 

ANALYSIS OF URBANIZATION INDUCED LAND COVER CHANGE AND IMPACT ON 
LAND SURFACE TEMPERATURE WITH LANDSAT, MODIS AND ERA 5 IMAGERY 

 
Alejandra Tancara 1; Freddy Ángel Soria 2 

 
1,2 Centro de Investigación en Agua, Energía y Sostenibilidad (CINAES), Universidad Católica Boliviana “San Pablo”, La Paz – Bolivia. 

1 moraleta1698@gmail.com, 2 fsoria@ucb.edu.bo 

 
 

ABSTRACT 

 

Bolivia’s cities continue developing among size and population. Metropolitan areas have a significant 
impact on Urban heat islands (UHI’s) affecting environmental conditions and human comfort. 
Vegetation indicators are widely used to estimate the relationship between Land Surface Temperature 
(LST) and vegetation coverage based on remote sensing. Therefore, this research uses Google Earth 
Engine to demonstrate a multitemporal correlation between land cover change and LST in the three 
most important cities of Bolivia using NDVI and EVI indexes. This study used MODIS, Landsat and 
ERA satellites. The results show that an increase of LST and air temperature when there is a decrease 
in NDVI and EVI depending on the geographical location. 

 

Keywords: Urban Heat Island, sustainable development goals, Google Earth Engine, Land Surface 
Temperature. 

 

1 INTRODUCTION 

More than 60% of Bolivia’s population lives in urban areas, where La Paz, Santa Cruz de la Sierra and 
Cochabamba are the most populated cities in the country (INE, 2015). Urbanization process replaced natural 
vegetation to artificial surface. Land surface temperature (LST) is the skin temperature of the ground. It is a 
fundamental element for monitoring vegetation, surface energy change and climate change (Kayet & et.al, 
2016), which is commonly used to quantify UHI’s. UHI’s can affect human health and comfort, alter 
environmental conditions and increase the energy consumption (Peng & et.al, 2016). Google Earth Engine 
(GEE) is a public computing platform that allows users to run geospatial analysis on its infrastructure without 
downloading any information. The main purpose of this study was to demonstrate the correlation between land 
cover change and land surface temperature (LST) using vegetation indexes with GEE in the cities mentioned 

 
2 MATERIALS AND METHODS 

The study region was on the metropolitan areas of La Paz, Cochabamba and Santa Cruz from 2001 to 2019. 
These cities are located in different regions (high plateau, plain and valley respectively) and environmental 
conditions. GEE was used to pre-process and process data. The LST was computed using the Statistical Mono- 
Window Algorithm (Ermida & et.al, 2020) using Landsat satellites 5,7,8. Emissivity was calculated with ASTER 
GED satellite, then we figured atmospheric data applying NCEP/NCAR data. The data from the Landsat series 
are considered consistent and inter-calibrated, and all bands have a 30 m spatial resolution (Ermida & et.al, 
2020). Enhanced Vegetation Index (EVI) and Normalized Difference Vegetation Index (NDVI) were acquired 
from MODIS Terra Vegetation Indices whose resolution is 250 m. ERA5 dataset was acquired to obtain average 
air temperature at 2m height (monthly average). Overpass times of MODIS Terra and Landsat series are daily 
and every 16 days, respectively. MODIS Terra and ERA5 datasets in GEE have the quality of being ready to 
obtain the information that is needed without previous algorithm or other process. It only necessary select the 
band and filter the date. 

 
3 RESULTS AND DISCUSSION 

A graphic was executed for LST, air temperature, NDVI and EVI over the years (2001-2019). Lineal regression 
was performed for LST and air temperature. For LST, in La Paz we calculated a 0.15°C increase per year; in 
Santa Cruz 0.17 °C per year and in Cochabamba 0.11°C per year. For air temperature, on the other hand, in 
La Paz and Cochabamba we computed a 0.04 °C per year; in Santa Cruz 0.03°C per year. NDVI and EVI 
indices  were classified according to the scale of  values proposed by Bahadur  in 2018,  where  0 mean water 
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bodies and 1 is abundance of vegetation. La Paz presented in average 0.12 NDVI which means a bare 
vegetation or barren rocks. Santa Cruz in average had 0.32 and Cochabamba with 0.21 which represent shrubs 
and grasslands or senescing crops. Results show an increase of LST and air temperature when there is a 
decrease in NDVI and EVI indices in most of the years. Both indicators were considered in order to better 
understand the relationship between LST and land cover, in terms of vegetation abundance. Each city has 
different results such may have occurred due to the diverse geographic locations and environmental conditions. 
The increase in LST in cities may be due to the growth of built-up areas, which replace the current natural 
vegetation cover. La Paz has the lowest vegetation coverage due to it is located in a plateau region with an 
altitude of 3600 meter above the sea. 

 

Figure 1. Time series of LST, air temperature, NDVI and EVI from 2001 to 2019 
 

4 CONCLUSIONS 

This study is focused on the relationship among LST, air temperature, NDVI and EVI over the time using GEE. 
NDBI and EVI has an inverse correlation with LST in the three cities. It is observed that LST has increased over 
the years on the metropolitan areas. Assessment of LST provides important information for surface energy, land 
cover change and climate change. In addition, these indexes are useful to analyze time series due to the facility 
to calculate and precision in the results no matter the geographical areas.We suggest to compare these spatial 
measurements with in situ ones to accurate it. 
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ABSTRACT 

 
The stormwater drainage system is an infrastructure facility that accumulates the rainwater, protecting the urban 

areas from flooding. An important parameter for these systems in urban areas is the size, shape and type of 

catchment area. According to current practice the catchment area can be determined by: classical methods- where 

the catchment area can be defined using a roof symmetry by links and modern methods in which the definition of 

the catchment area is made by the elevation differences, natural water barriers, slope, etc. by using break lines 

and different characteristic catchment width. 

Subject of this hydraulic analysis is to apply the classical and modern methods in order to show their advantages 

and disadvantages with a further comparison and recommendations for designing the stormwater drainage 

system. 

 
Keywords: analysis, stormwater, catchment 

 
 

1 INTRODUCTION 

The amount of water flow that appears in the stormwater drainage system is highly variable throughout the year. 

During dry periods it is equal to zero, while during heavy rains its value can be quite high. The stormwater 

drainage system collects the water flows from the natural water processes such as: rainfalls, melting snow, 

ground water, etc. 

According to previously stated, the water flow in the stormwater drainage system depends on various 
parameters, giving a lead role to the size and type of the catchment area due to creating a hydraulic model and 
its analysis, using the rational method. 

Q= C∙i∙A (C- runoff coefficient, i- storm intensity(defined by IDF-curves), A- area) 

2 CATCHMENT AREA AND DEFINING METHODS 

Catchment areas are hydrologic units of land whose topography and drainage system elements direct surface 

runoff to a single discharge point. While making a hydraulic model, the size of the catchment area and its 

parameters can be defined using the two methods - classical method and modern methods. 

2.1 Classical method 

To define the catchment area using the classical method mean that the boundary conditions will be determined 
by the method of roof symmetry by links (Roof symmetry method) or by distributing it in equal parts at all nodal 
points of points of the hydraulic model (Thiessen polygon). 

2.2 Modern method 

Defining the catchment areas using the modern method generates the topography of the terrain, with a main 
note on its: slope, groundwater, its use, elevation, geometric change, embankments, etc. The boundary 
elements defining these catchments are called "break lines" (or break points), placed at elevation differences, 
natural water barriers, slope changes, etc. 

3 HYDRAULIC MODEL 

For the purpose of the hydraulic analysis, a hydraulic model has been developed that will simulate the runoff 

conditions of the stormwater drainage system, using the SWMM (Storm Water Management Model) software 

package according to the two methods. The return period from the inserted IDF-curves was chosen for 2 years 

to be in accordance with the designing law for stormwater drainage systems. The hydraulic model is made for 
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the city of Ohrid, North Macedonia – applying the methods on the existing stormwater system using different 

runoff coefficients on every formed catchment area. 

Figure 1. Classical method Figure 2. Modern method 

 

4 RESULTS 

To make a comparison between the accuracy of the two analysis of the hydraulic model, one can see the 

difference in the flow rate of the links, depending on the amount of water they receive from the catchment areas. 

This is further illustrated by means of hydrograms, where The flow Q is expressed in [l/s], and the time T is 

expressed in [min]. 

Figure 1. Hydrograms for upstream link Figure 2. Hydrograms for intermediate link Figure 3. Hydrograms for downstream 
link 

      
Figure 4. Classical 

method 
Figure 5. Modern 

method 
Figure 6. Classical 
method 

Figure 7. Modern 
method 

Figure 8. Classical 
method 

Figure 9. 
Modern method 

 

5 CONCLUSION 

When analyzing a stormwater systems, the modern method can be said to be better for upstream parts because 
they allow optimization of the pipe diameters (due to its peak flows). With the help of diametric optimization, 
lower economic cost of current projects would be obtained. In the case of the intermediate and downstream 
parts of stormwater drainage systems, it can be said that both the classical and modern methods are suitable 
for the use of catchment area definitions, as the difference in hydrograms is minimal. These recommendations 
would apply to urban, predominantly plain areas. 
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ABSTRACT 

 
The hydrodynamic study of a biological reactor allows the detection of dead zones or preferential flow paths that 

reflect hydrodynamic deficiencies in its operation. It is crucial to identify and optimize its behavior. If the required 

hydrodynamic conditions are provided, the efficiency of the purification process will substantially increase. 

Therefore, the purpose of this study is to evaluate the hydrodynamic behavior, for the design flow, of a biological 

reactor type A2O of the Roldán, Lo Ferro and Balsicas Wastewater Treatment Plant, located in Torre Pacheco 

(Spain). The FLOW-3D software has been selected to analyze the three-dimensional operation of the anaerobic 

chamber for an inlet flow of 2,750 m3/day. The influence of the turbulence model and the mesh size in the 

hydraulic retention time has been investigated. 

 
Keywords: Wastewater Treatment Plant (WWTP), biological reactor, hydrodynamic, Computational Fluid Dynamics 
(CFD) 

 
 

1 INTRODUCTION 

Computational Fluid Dynamics (CFD) is a growing tool in the field of wastewater treatments. Karpinska & 

Bridgeman (2016) consider the use of CFD as a powerful and necessary tool for the optimization of water 

treatment systems. The works carried out so far show the influence of the geometry of biological reactors on 

the flow pattern, which is why hydrodynamic modeling has gained relevance in optimization designs. 

Traditionally, the key parameters have been taken into account for the volume of these units, trying to 

determine the required hydraulic retention time (HRT) with which the expected reduction levels are achieved. 

This supposes a homogeneous renewal rate of the fluid and it can present great deficiencies since this 

simplification does not contemplate the real hydraulic behavior. For this reason, among others, the expected 

efficiency is not achieved on many occasions, highlighting the interest raised by three-dimensional hydraulic 

analysis. CFD modeling helps to detect anomalous flow behaviors, dead zones, hydraulic short circuits or 

preferential flow paths, facilitating the proposal of more efficient geometric alternatives that allow the total 

volume of the reactor to be efficient. 

 
 

2 MATERIALS AND METHODS 

The biological reactor presented in the following figure belongs to the Roldán, Lo Ferro and Balsicas 
Wastewater Treatment Plant, WWTP (Spain). The anaerobic chamber has dimensions of 6.40 m long and 20 
m wide. The chamber is communicated with the anoxic part by two bottom orifices of 0.2 x 0.4 m2. For the 
design flow, there is not upper overflow. The entrance to the biological reactor takes place through a section  
of 0.3 x 0.3 m2 located at the beginning of the anaerobic chamber, being the design flow of 2,750 m3/day. 

 

Figure 1. Plan view of the WWTP (left), 3D view (center) and front view (right) of the biological rector 
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A three-dimensional numerical model has been developed in FLOW-3D for the anaerobic chamber, solving 

the Navier-Stokes equations for water through the finite difference method. A structured mesh of rectangular 

cells is used to define the computational domain, studying different mesh sizes (0.6 m, 0.5 m, 0.4 m), in 

addition to nested mesh blocks with a mesh size of 0.1 m located in the bottom orifices and in the inlet. 

Regarding the boundary conditions, a constant flow condition equals to 0.032 m3/s is established in the inlet, 

which is the design flow expressed in m3/s for each treatment line. In the outlet condition, a hydrostatic 

pressure type condition has been specified, considering the fluid elevation at 5.49 m. All simulations have 

been carried out using the "Volume of Fluid" method proposed by Hirt and Nichols (1981) for modeling the  

free surface. For the turbulence model, two types have been considered: the turbulence model k-ε and the Re-

Normalisation Group (RNG) k-ε. The laminar flow behavior has been also analyzed. To analyze the results, 

two numerical probes A and B have been placed in each bottom orifice. 

 
3 RESULTS AND DISCUSSION 

Considering the results obtained in Figure 2, the retention time in the two outlets of the anaerobic chamber is 

different. The reduction of the mesh size tends to diminish the HRT in the probe A and to increase the 

retention time in the probe B. This effect may be observed with the three turbulence models analyzed. 

Regarding the turbulence models comparison, the RNG k-ε tends to obtain the larger retention times in the 

outlet B, while the laminar flow cases obtain the higher HRT for the finer meshes in probe A. Comparing each 

model with their finest mesh, differences between mesh sizes of 0.5 and 0.4 m are smaller than 5% in all the 

cases. 
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Figure 2. Hydraulic retention time in the probes as a function of the mesh size and the turbulence model (left) 
and relative error with respect to the finest mesh (right) 

Similar retention time distributions may be observed for the k-ε model and the RNG k-ε models, with a large 
dead zone in the vicinity of the outlet B due to the recirculation of the flow (Figure 3). This may explain that 
there are similar residence times in both cases, even though outlet B is located in front of the inlet. 

 
Figure 3. Hydraulic retention time for a horizontal plane located at the bottom outlets level with mesh size of 

0.4 m: laminar model (left), k-ε model (center), RNG k-ε model (right) 
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ABSTRACT 

 
The article is dedicated to stochastic modeling of storm precipitation. The presented scientific study 

tests the main hypothesis about the sufficient adequacy of the main statistical characteristics of the 

observed and modeled storm precipitation using a special algorithm of the Monte Carlo method. 

 
Keywords: storm precipitation; stochastic modeling; North Caucasus. 

 
 

1 INTRODUCTION 

At the moment storm precipitation modeling is one of the most important tasks in the field of meteorology and 

climatology. Due to the global warming, which we can observe nowadays, the evaporation from the surfaces 

of water bodies increases, so does the amount of moisture in the air and, as a result, the extremeness of 

precipitation grows as well (Groisman et al., 2005; Ilinich et al., 2016; Zolina et al, 2012). Therefore, the 

climate normals used in the past for safe living are outdated now and the regulatory documentation needs 

improvement. Stochastic modeling allows considering all potential storm precipitation scenarios for calculation 

of the maximal rivers discharge and the corresponding levels of territorial floods using different types of 

precipitation-runoff models. 

The test of the hypothesis about the consistency of the presented method for modeling storm precipitation 

was based on the next implemented goals: to determine the main statistical characteristics in relation to the 

main elements of the observed rainfall graphs; to obtain modeled rainfall graphs based on a special algorithm 

using the Monte Carlo method; to assess the adequacy of the main statistical characteristics of the observed 

and modeled storm precipitation in relation to their main elements. The novelty of the study stems from the 

regional features of the storm precipitation formation and modeling. 

2 MATERIALS AND METHODS 

The baseline information for modeling is the observation data collected at the meteorological station in 

Tuapse, a city in the southern piedmont region of Russia in the North Caucasus. Many floods occur in the city 

on the Tuapse river. The baseline statistical series includes 69 rains, each with total daily precipitation greater 

than 30.0 mm. Each rain has its own duration (from 1 to 24 hours, in steps of 1 hour). The intensity of 

precipitation of each rain varies considerably. The peak of precipitation intensity can occur at any hour. 

Accordingly, 69 rainfall scenarios were obtained. For each hour there is a certain proportion “K” of the total 

precipitation for a given rain. All the scenarios graphs have been aligned in relation to the hour with maximum 

precipitation. The first stage of modeling using the Monte Carlo method is based on a series of 500 values of 

the equal distribution of random numbers ξ (0 ≤ ξ ≤ 100), where each number matches a random value of 

probability in percent (Ilyinich et al. (2016)). The modeled values of probability correspond to the specific 

amount of precipitation according to the Pearson binomial distribution (type III) that has possibility to represent 

different asymmetries of random values. At the next stage, each value of the modeled series of the daily 

precipitation Xd is multiplied by the “K” coefficients of the randomly modeled precipitation scenario number. In 

this way 500 scenarios of daily precipitation have been obtained. 
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Figure 1. Examples of different rainfall scenarios. 

 

3 RESULTS AND DISCUSSION 
 

To assess the consistency of the presented modeling method, the statistical characteristics of the observed 
and modeled series were calculated. Such statistical characteristics as mean values and variation coefficient 
Cv were determined for amount of the rainfall (Xd), for the hour when the maximum precipitation was 
registered (Xmh), for the previous hour (Xmh – 1 hr) and for the next one (Xmh + 1 hr). In addition, the 
difference between the observed and modeled series was calculated, as well as the root mean square error. 
The results are presented in tables 1 and 2. 

 

Table 1. Mean values for observed and modeled series 
 Observed 

data, mm 
Modeled data, 

mm 
Difference, 

% 
Root mean 

square error, % 

Xd 48,0 47,8 0,410 5,441 
Xmh 23,2 22,5 3,317 6,922 

Xmh–1hr 4,7 5,3 11,754 14,121 

Xmh+1hr 7,1 6,7 6,236 15,349 

 

Table 2. Values for variation coefficient for observed and modeled series 
 Observed 

data 
Modeled data 

Difference, 
% 

Root mean 
square error, % 

Xd 0,452 0,419 7,876 9,232 

Xmh 0,575 0,573 0,349 9,635 

Xmh–1hr 1,173 1,214 3,414 12,152 

Xmh+1hr 1,275 0,958 33,031 12,606 

 
Analysis of the tables shows that we can use the presented method for modeling scenarios of storm 

precipitation because the results are quite accurate and an inaccuracy appears just in one case (value for the 

variation coefficient at the hour following the hour when the maximum precipitation was registered). 

 
4 CONCLUSIONS 

 
The presented method for modeling scenarios of storm precipitation on the Tuapse river basin is enough 
accurate. It can be used in “precipitation – runoff” models for dangerous floods. 
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ABSTRACT 

 

Biological corrosion of sewers networks and treatment plants constitutes a problem for asset management, and 

its effects result in the loss of billions of dollars per year. Hydrogen sulfide (H2S) gas is the major contributor to the 

odour and corrosion occurring in the sewer networks. H2S gas is formed by the breakdown of organic matter in 

the sewer under anaerobic conditions. These emissions not only increase the cost of maintenance but also pose 

a threat to human health of sewer workers. To understand and to be able to estimate transformation processes at 

the air-water interface, it is important to study the hydraulics and flow patterns in sewers. For this purpose, a model 

has been set up in the open source platform OpenFOAM, which is aimed to improve the data basis for a numerical 

model of natural sewer ventilation. 

 
Keywords: OpenFOAM, sewer-networks, CFD, volume of fluid, air phase velocity 

 
 

1 INTRODUCTION 

Corrosion of concrete caused by hydrogen sulfide has been recognized as a serious problem in collection 
systems for the past century (Okabe et al., 2007). In some of the worst cases, the lifetime of sewer pipes and 
pumping stations has been reduced to less than ten years (Hvitved-Jacobsen, 2002). When designing urban 
sewer systems, common practice is to only consider the transport of wastewater and runoff water without giving 
any thought to the air phase in the systems (Edwini-Bonsu et al., 2004). Consequently, the airflow is generally 
uncontrolled, potentially malodorous and causes formation of corroding compounds (hydrogen sulfide) during 
transport of the wastewater. For this purpose, a two-phase CFD model is set up in the open source software 
OpenFOAM using the built-in solver interFoam, to verify and analyze the air-water flow in a closed conduit 
rectangular pipe which can later deliver the groundwork for models for natural sewer ventilation. 

 
 

2 MODEL CONCEPT 

A two-phase flow model is set up in order to study the impact of the two phases on each other inside a closed 
rectangular system of length 5 m, width 0.3 m and height 0.26 m under the following flow conditions: 

i. Stagnant air with water flow due to inlet flow of 7.2 L/s; 

ii. Stagnant water with air flow due to a pressure difference of 0.001 kgm/s2 

iii. With both phases flowing with the conditions mentioned above. 

It was observed that for the chosen water velocity and pressure difference, impact of air flow on stagnant water 
is negligible when compared to the impact of flowing water on stagnant air. For the validation of the flow the 
experimental works of Bentzen et al. (2016) shown in Figure 1 were used. The experimental duct measures 15 
m * 0.3 m * 0.26 m and has a water flow at the inlet. The sidewalls of the duct consisted of glass and the top 
wall of painted wood to have a minimum impact of wall friction. Air flow was measured at different points to 
generate a vertical profile that was used to validate the airflow for the CFD model. In the study it was observed 
that the induced flow in the air-phase is laminar hence using the k-epsilon model for this purpose would lead to 
inconstancies. For this purpose, the interFoam solver with a laminar flow model was used and the results abided 
with the experimental data. 
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Figure 1. Experimental setup showing the flows involved and the dimensions (Bentzen et al., 2016). 
 

3 Sensitivity analysis 

A sensitivity analysis is a good way to ensure the accuracy of the mesh, time-steps, and various other 
parameters. After plausibility tests, the model was subjected to a sensitivity analysis based on changing 
viscosities and mesh resolution at the air-water interface. Because of the formulation of the interFoam solver is 
based on solving one set of Navier-Stokes equations with the phases described by an indicator function (Volume 
of Fluid approach), no friction approaches are applied at the interface between air-water and were therefore not 
considered in the sensitivity analysis. It was found that though there was an increase in the density of the data 
and plot for the air velocity profile, there was no significant change in the data when changing the mesh 

resolution. Secondly the impact of changing viscosity (νair & νwater) was studied using seven different 
combinations of the two viscosities listed in the Table 1 with root mean square error between the experimental 
values and the results from different cases. 

 

Table 1. Different combinations used to study the impact of changing viscosities with RMES 
  Exp. 

values 
Standard Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 

ν 
(m2/s) 

Water 1.00E-06 1.00E-06 1.00E-06 1.00E-06 1.00E-06 1.00E-04 1.00E-05 1.00E-07 
Air 1.51E-05 1.51E-05 1.51E-03 1.51E-04 1.51E-06 1.51E-05 1.51E-05 1.51E-05 

RMSE --- 0.005 0.075 0.077 0.078 0.122 0.035 0.071 

 
It was observed that increasing the air viscosity in case 1 and 2 caused the velocity profile to change significantly 
from a s-shaped profile to almost a linear line. While reducing the viscosity of air in case 3 lead to s-shaped 
profile with a linear drop in the middle. Meanwhile increasing or decreasing the viscosity of water did not cause 
any significant change in the water and air velocity. All the profiles are shown in Figure 2. 

 
 
 
 
 
 
 
 
 
 

Figure 2. Vertical velocity profile for different viscosities 
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ABSTRACT 

 
Green infrastructure (GI), a resilient solution, could effectively solve water problems in urban areas. Compared to 

the single function of grey infrastructures, controlling rainfall runoff volumes, the comprehensive benefits of GI are 

more significant. In this study, a comprehensive benefit assessment system of 5 different GI, including 18 

indicators from disaster reduction benefits, economic benefits, environmental benefits and social benefits, has 

been established. The new established performance assessment system has been applied to Jinan Daminghu 

Sponge City Construction pilot area. The results indicate: (1) under the 24h design storm with 5-year, 10-year and 

20-year return period, the corresponding inundation area reduction rates are 11.02%, 9.32% and 8.02%, (2) the 

corresponding direct flood loss reduction rates are 13.86%, 4.28% and 4.09%, and (3) the corresponding 

groundwater recharge volumes are 2.23 million m3, 2.86 million m3 and 2.87 million m3, respectively, (4) the 

constructed green roofs could reduce 0.38-0.61 t/yr NO2, 0.74-1.17 t/yr O3, 0.29-0.52 t/yr SO2 and 0.14-0.17 t/yr 

PM10. 

 
Keywords: urban water management; green infrastructure; comprehensive benefit assessment; Sponge City; Jinan. 

 
 
 

In the last few decades, urbanization has almost swept across China. The population growth, urban density 
changes, and land cover changes accompany with urbanizations and urban developments. The traditional 
development paradigm raises the imperviousness rate. In addition, it also results in increased surface runoff 
volume and diminished infiltration rate in consequence (Ahiablame et al. 2012). The adverse impact is the 
increase of urban flood risks, which would also bring other negative impacts such as water quality deterioration, 
economics loss and even casualty. Green infrastructure (GI), a resilient solution, is an effective measure to 
reduce negative impacts caused by urbanizations and adapt to climate change by storing, detaining, infiltrating, 
and purifying rainfall runoff at source (Benedict et al. 2017). However, the public still have doubts over the 
benefits of GI due to the frequent occurrences of pluvial flooding in China. In addition to reducing rainfall runoff, 
GI can improve water quality of runoff, positively impact the air quality, reduce energy consumptions and 
enhance aesthetics, which is a great advantages compared to single-purpose grey infrastructure. 

Different kinds of GI have different structures and functions. In this study, we establish a comprehensive benefit 
assessment system of 5 different GI within the urban context. The 5 kinds of GI are green roofs, bioretentions, 
permeable pavement, rainfall harvesting and bioswales, respectively. The system includes 18 indicators (Table 
1) from disaster reduction benefits (No.1-5), economic benefits (No.6-9), environmental benefits (No.10-15) and 
social benefits (No.16-18). 

We apply this comprehensive benefit assessment system to Daminghu District, which is a Sponge City 
Construction pilot area in Jinan city, China. The study area is about 39 km2. The terrain is higher in the south, 
lower in the north, higher in the east and lower in the west. The 24h design storm with 5-year, 10-year and 20- 
year return period are shown in Figure 1. The 3 kinds of GI were designed in this area. They were green roofs 
(0.26km2), sunken greenbelts (0.31km2) and porous pavement (0.18 km2), respectively. 

In view of the characteristics of study area and existing data, 4 indicators were selected to evaluate the 
comprehensive performances of GI, i.e., reduces inundation area, reduces direct economic loss, increases 
groundwater recharge volumes and improves air quality. The flood simulation numerical model and flood risk 
analysis software (FRAS) and flood damage assessment software developed independently by IWHR were 
adopted to evaluate the first two indicators. For the increases of groundwater recharge volumes and air quality 
improvement, the empirical equations were used to calculate the values. 
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Table 1. Comprehensive performance evaluation indicators of GI. 
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Figure 1. 24h design precipitation process in Jinan. 

The results show that the inundation area reduction rates are 11.02%, 9.32% and 8.02%, and the direct 
economic loss reduction rates are 13.86%, 4.28% and 4.09% under the 24h design storm with 5-year, 10-year 
and 20-year return period, respectively. With the increase of rainfall volumes, the corresponding effectiveness 
of GI on rainfall runoff reduction decreases. However, the groundwater recharge volumes increase with the 
increases of rainfall volumes. The corresponding groundwater recharge volumes are 2.23 million m3, 2.86 million 
m3 and 2.87 million m3 under three different rainfall return periods. In addition, the constructed green roofs could 
reduce 0.38-0.61 t/yr NO2, 0.74-1.17 t/yr O3, 0.29-0.52 t/yr SO2 and 0.14-0.17 t/yr PM10. GI also improves the 
aesthetics of living environment. In Yingxiongshan Road of Daminghu pilot area, the former impervious surface 
are replaced by rain gardens and bioretentions, which significantly improve the environment, and increase 
recreational opportunities. 

 
ACKNOWLEDGEMENTS 

The research is financially supported by National Natural Science Foundation of China (51909273), Open 

Research Fund Program of State Key Laboratory of Hydroscience and Engineering (sklhse-2019-B-06) and 

Water Resources Technology Demonstration Project (SF-201903). 

 
REFERENCES 
Ahiablame, L. M., Engel, B. A., Chaubey, I. (2012). Effectiveness of low impact development practices: literature 

review and suggestions for future research. Water Air & Soil Pollution, 223(7):4253-4273. 
Benedict, M., Mcmahon, E., Fund, T.C., et al (2017). Green infrastructure: linking landscapes and communities. 

Natural Areas Journal, 22(3): 282-283. 

ar ye 0 2 r ea y 10 r ea y 5 

R
a
in

fa
ll/

m
m

 



Proceedings of the 1st IAHR 
Young Professionals Congress 
17-18 November 2020 

 

ISBN: 978-90-824846-6-3  |  PAGE: 76 
 

 
 
 

COMPARISON OF URBAN BASIN APPLICATION BETWEEN GR4J (SNU-CAHL) AND 
SWMM 

 

Hyeonju Kim 1, Young-Oh Kim 2 

 
1,2 Department of Civil and Environmental Engineering, Seoul National University, Seoul, South Korea, 

E-mail: rtguswn@snu.ac.kr 1, yokim05@snu.ac.kr 2
 

 
 

ABSTRACT 

 

Owing to the generation of high peak flow, the increase in impermeable areas due to urbanization is a 

critical problem. To manage this inevitable issue, forecasting and analyzing runoff is essential. This 

study aims to make a more accurate urban basin prediction using the Seoul National University-Climate 

Change Impact Assessment for Hydrology Library (SNU-CAHL), which obtains runoff results 

generated by the GR4J model. Prior to this, a comparison of runoff results between the Storm Water 

Management Model (SWMM), which is an urban rainfall-runoff model, and GR4J was conducted. Both 

models were simulated using daily rainfall scenarios and daily rainfall observations. Compared to time- 

series data, the two models exhibited similar patterns but different flow duration curves. To improve 

the ability prospects of urban basin runoff, it is expected that in further studies, GR4J will be fit into 

SWMM together with a parameter adding section. 

 
Keywords: SNU-CAHL, GR4J, SWMM, urban basin, runoff. 

 
 

1 INTRODUCTION 

Owing to climate change and severe urbanization, the impermeable area of the urban watershed will increase 
in the future. Urbanization generates a high peak flow and an increase in surface runoff, which leads to urban 
flood damage (Kim et al., 2019). Therefore, for urbanization and climate change adaptation, runoff prediction 
and analysis in the urban basin is crucial. 

The runoff results depend on the hydrological model used. Owing to its ability to set various characteristic values 
of urban basins, Storm Water Management Model (SWMM) is generally used when simulating the urban basin 
runoff. However, Seoul National University-Climate Change Impact Assessment for Hydrology Library (SNU- 
CAHL) has the advantage of automated convenience. Therefore, the objective of this study is to improve the 
urban basin projection performance of GR4J in SNU-CAHL by comparing it with SWMM. 

Seoul National University-Climate Change Impact Assessment for Hydrology Library (SNU-CAHL) was created 
to support calculations that are normally required in climate change research by connecting various models and 
input/output data effectively. Before applying the hydrological model, the entire process of creating the input 
data was automated. Regional Climate Model (RCM) data was used to generate daily averages for each basin 
and then inputted into SNU-CAHL to obtain potential evaporation. Runoff is obtained through the hydrological 
model GR4J or Tank (Park, 2016). 

 

2 METHODS AND RESULTS 

GR4J and SWMM models were compared to make a more accurate urban basin prediction in SNU-CAHL. The 
runoff results of the two models were obtained using the Representative Concentration Pathway (RCP) 4.5 
Korea Meteorological Administration (KMA) precipitation scenarios for the basin, containing Bundang-gu in 
South Korea, from 2041 to 2070. The minimum, maximum, and average values of the runoff for the entire period 
are 0 mm, 327.11 mm, and 1.35 mm, respectively, for the SWMM, and 0.01mm, 383.54 mm, and 1.30 mm, 
respectively, for the GR4J. The following time series curve exhibits a similar pattern between the two models. 
Figure 2 shows a flow duration curve with relative frequency on the horizontal axis and flow rate on the vertical 
axis, in order of magnitude, for analyzing the discharge. A slight difference between the two models is evident. 
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Figure 1. Time series curve Figure 2. Flow duration curve 

In order to effectively evaluate the performance of the two models, comparing these simulations with monitoring 
data is needed. For simulations, rainfall observations from 2009 to 2015 in South Korea, named Bundang-gu 
were obtained by the Water Resources Management Information System (WAMIS). The minimum, maximum 
and average values of the observed flow rate for the same observation site are 0.98mm, 175.29mm, and 
4.42mm. The result values of the two simulated models are 0mm, 260.13mm, and 3.85mm for SWMM and 
0.01mm, 76.22mm, and 1.01mm for GR4J in order of minimum, maximum, and average. When comparing the 
observed flow rate and the simulated flow rate values of the two models, it can be seen that the SWMM has a 
value closer to the observed value. 

To analyze the cause of this difference, we need to take a closer look at the composition of the GR4J and 
SWMM models. First, in the GR4J model, the input values are precipitation and potential evapotranspiration. 
There are four parameters, namely the capacity of production store X1, the water exchange coefficient X2, the 
maximum capacity of the routing store X3, and the time parameter for unit hydrograph X4 (Ling Zeng et al., 
2019). Unlike GR4J, SWMM can set values for each sub-catchment according to the following components: 
slope, area, width, percent impervious area, roughness, infiltration, and CN, which are features that can be set 
for each sub-catchment. The values of location, height, slope, roughness, and form can be assigned according 
to junctions and conduits. The rainfall parameters include intensity, duration, and frequency (Sahar Babaei et 
al., 2018). 

As previously mentioned SWMM has the advantage of being able to set various conditions. This way, SWMM 
can set different characteristic values for each sub-catchment and accurately analyze runoff in urban basins. 
Considering the increase in impermeable area, which is the main effect of urbanization, the percent impervious 
area among the sub-catchment features of SWMM should be added as a parameter of GR4J. 

 
3 CONCLUSIONS AND DISCUSSION 

The overall runoff was similarly derived for the GR4J and SWMM models. Because the characteristics of urban 
basins are not efficiently applied in the GR4J model, the difference between the models in the flow duration 
curve was evident. For further research, we suggest that percent impervious area should be added as a 
parameter to the GR4J model, such that new runoff results will be simulated by the percent impervious area 
parameter applied to the GR4J model. Applying the calibrated GR4J model to SNU-CAHL is expected to be 
beneficial in representing the outflow of the urban watershed. 
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ABSTRACT 

 
The analysis of the sediment accumulation, erosion and transport processes in combined sewers is a key issue 

within urban drainage systems. Sewer sediments represent the main source of pollution in sewer systems to the 

receiving environment. To better understand these processes, an experimental campaign was design and carried 

out in a Flume Test Facility, in which wastewater flow conditions could be provided. New techniques and 

methodologies were developed in this facility to increase the accuracy in the measurement of the accumulation 

and transport of in-sewer sediments, such as the Structure from Motion (SfM), as well as to analyse their 

physicochemical properties. Furthermore, experiments were also performed on small-scale models to characterise 

the concentration and size of suspended particles by using acoustic sensors. As a result, a large dataset was 

obtained to develop advanced strategies for the design, operation and maintenance of combined sewer systems. 

 
Keywords: sewer sediments, bed load transport, biodegradability, photogrammetry, acoustic turbidity. 

 
 

1 INTRODUCTION 

The accumulation, erosion and transport of sediments in combined sewer systems are important sources of 
pollution in urban areas. Secondary sewer networks (pipe diameter < 400 mm) significantly contribute to the 
production of these depositions mainly due to insufficient flow velocities during long-term dry weather periods. 
The accumulation of bed deposits reduces the pipe cross-section and increases the bed roughness. 
Consequently, the discharge capacity decreases, leading to progressive or sudden blockages. The persistence 
of sediment accumulation contributes to the generation of gasses and odours, such as methane and hydrogen 
sulphide, and increases the frequency of flooding and combined sewer overflow (CSO) episodes (Ashley et al., 
2004). The release and mobilization of these depositions during rainfall episodes can overload sewer systems, 
thus influencing receiving aquatic environments (Regueiro-Picallo, 2020). 

 
2 MATERIAL AND METHODS 

Several experimental campaigns were conducted to understand the accumulation, erosion and transport of 
sediments in combined sewer pipes. For this purpose, a Flume Test Facility was set up in the Bens wastewater 
treatment plant (WWTP) of A Coruña (Spain). This facility allows different sewer pipe geometries to be tested 
under close-to-real conditions by supplying wastewater from the WWTP (600,000 inhabitants). Moreover, the 
facility controls, measures and characterizes wastewater and sediment discharges (Regueiro-Picallo et al., 
2020). As for experiments, new methodologies were implemented to characterize sediments deposited in pipes. 
For instance, Structure from Motion (SfM), a photogrammetric correlation technique, was applied to determine 
the sediment bed morphology in accumulation and transport episodes. In addition, the sediment biodegradability 
and its influence on sediment transport was analysed by adapting analytical techniques to determine the 
chemical oxygen demand (COD) or the oxygen uptake rate (OUR). Furthermore, the facilities of Eawag 
(Dübendorf, Switzerland), were available to apply ultrasonic acoustic techniques to determine the concentration 
and size distribution of suspended particles through the acoustic turbidity measurements. 

 
3 RESULTS AND DISCUSSION 

The following results were obtained from the experiments performed in the above mentioned facilities. In the 
Flume Test Facility, tests were focused on accumulation, erosion and transport of sediments in different 
drainage pipes under different flow and slope conditions. In the development of these experimental campaigns, 
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the SfM photogrammetric technique has been applied to measure the structure of bed sediments deposited 
during the accumulation periods or after the erosion and transport tests. This technique provided a 3D 
reconstruction of the bottom of the pipe, which increased the accuracy to obtain the volume of sewer sediments 
and the analysis of bed forms regarding one-single point or transversal profiling measurements (Figure 1a). In 
addition, methodologies have been developed for sampling and analysis of the physicochemical properties of 
the sewer sediments (Regueiro-Picallo et al., 2018). This analysis showed differences in the results depending 
on the time of sampling. The organic fraction values decreased as the accumulation time increased (Figure 1b). 
This allowed establishing a correlation between the degradation in the organic fraction of the sediments, their 
cohesion and the capacity to be eroded when an increase in the flow rate conditions was induced (Regueiro- 
Picallo et al., 2020). 

Figure 1. Picture of the deposited sediment in the pipe and mesh resulting from the SfM reconstruction (a), and 
time-evolution of the sediment physicochemical properties for different accumulation test periods (b). Figures 
taken from Regueiro-Picallo et al. (2018 and 2020). 

On the other hand, several tests have been carried out in small-scale models with multi-frequency acoustic 
sensors to characterize the suspended solids. These tests have been carried out with different types of materials 
(plastic spheres and sand), and different suspend solid concentrations and particle sizes. Preliminary results 
were obtained that showed the dependence between the signal received by the sensors and the established 
conditions (Regueiro-Picallo, 2020). Thus, as the concentration or size increased, the signal recorded by the 
acoustic sensor was greater. These results can be used to calibrate acoustic turbidity models that predict 
sediment characteristics (size, density and concentration). 

 
4 CONCLUSIONS 

The use of experimental facilities allowed the application of novel techniques and the development of 
methodologies to improve the accuracy of the volume of deposited sediments measurements and the 
characterization of their physicochemical properties, respectively. In addition, multi-frequency acoustic sensors 
were sensitive to different suspended solid concentrations and particle grain sizes but further studies will be 
required in order to characterise wastewater suspended particles. 
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ABSTRACT 

This work illustrates the steps on the development of a graph-based approach for the analysis of a high-resolution 

urban 1D hydrological-hydraulic model.  The basin of San Juan - Jimenez (SJJ, Buenos Aires, Argentina) is used as   

a test case, where the model was previously calibrated and validated. A database with the data (.INP file) and results 

(.OUT file) of the EPA-SWMM model is built in PostgreSQL. The database is used to build a graph network of the 

hydraulic system, allowing a deeper analysis over the sub-basins of each node. 

 
Keywords: hydroinformatics, urban flooding, surrogate modelling, database, graphs 

 
 
 
 

1 INTRODUCTION 

SJJ basin of 75 km2 in the Metropolitan Region of Buenos Aires (RMBA) has suffered numerous heavy rainfall 
events usually result in urban flooding. The development of 1D High-Resolution (1DHR) urban flood model of the 
dual-drainage system with EPA-SWMM, calibrated and validated with direct and indirect information (Re et al., 
2019; Ortiz et al., 2017) allowed an advanced understanding of the flood dynamics in the basin. A forecast of 
water levels in streams during intense rain events in the basins of the RMBA is a demand of civil protection and 
local governments. These needs are requested to the Hydro and Meteorological National Services to generate 
strategies for their development. 1DHR models developed are not suitable for short-term forecasting due to their 
high computational cost. 

The main objective of the whole project is the development of surrogate model (Bermúdez et al., 2018) using 
graph neural networks for real-time operation on intense precipitation events. Surrogate models aim to increase 
speed forecasting with minimal loss in quality.   Multiple simulations of the HR model for different scenarios       
are going to be used as input for the training of the neural network model (Berkhahn et al., 2019).   In this      
work, the first step in this development is presented, which includes the assembly of a database and the graph 
implementation. 

 
 

2 METHODOLOGY 

SSJ 1DHR model has over 19.000 nodes,  25.000 links and 18.000 subcatchments which generates an output      
file of about 4GB. For the simulation result, EPA-SWMM outputs a binary file (.OUT file), which makes the data-
extraction a complex and time consuming process.   A database in PostgreSQL was built,  where all the     data in 
the output file was extracted with the swmmtoolbox  1  library;  the data in the model file (.INP file) and  the 
meteorological data is stored. A Python script automates the extraction and loads the data on the database using 
the psycopg2 library. The motivation to implement a graph is to achieve an alternative representation of the data 
extracted from the EPA-SWMM  and the future design of a graph neural network model.  A graph consists    of 
nodes connected by edges,  where  each  one  of  this  elements  have  attributes.  This  approach  appears  to be 
suitable for modeling the behaviour of a basin, adding the constraint of the water flow direction at a given 

 

1https://timcera.bitbucket.io/swmmtoolbox/docsrc/index.html 
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time.  Thus,  a directed graph is build mapping analog elements between them:  nodes on the graph represent  
the EPA-SWMM’s nodes (junctions and storage units) and the directed edges on the graph represent the EPA- 
SWMM’s links (streets, channels and conduits).  The properties on the EPA-SWMM’s  elements such as water 
level, velocity, roughness, are added as attributes of the nodes and links on the graph. 

 
 

3 RESULTS 

The database reduces the access time during operation from 5 seconds, directly from the binary file, to 10 
milliseconds (a 500x reduction) querying from the database; the time consuming extraction is done once and the 
data remain accessible through a SQL interface in a more structured way. The database has 23 tables including: 
model version, rainfalls registry; sub-catchments, nodes and links of the model, geometric properties and the 
time series outputs of the model simulations. Once the graph is built, it can also generate the corresponding sub- 
graphs for a node of the model at any given time (Figure 1). This sub-graphs are composed by the predecessor 
tree and the chosen node as outlet of the sub-basin, with aggregated data such as accumulated precipitation, 
mean impervious area and the area associated to the sub-basin (Table 1). This data will be useful as features 
for the neural network model. 

 

Figure 1: SSJ 1DHR model topology in grey and sub-basins associated to two nodes. Temporal series of water level and 
precipitation intensity every 1 hour in the two nodes with the time of analyses of the sub-basins properties in red. 

 
Table 1: Attributes of the two sub-basins shown in Figure 1. 

  SB1 SB2  

Sub-basin Area [Ha] 751 99 
  Impervious Area [%] 47 68  

 

 

4 CONCLUSIONS 

During this work a database to manage the results of the simulation by the EPA-SWMM software was designed 
and implemented. Also, an exploratory analysis of the results and model performance was possible after the 
important reduction on access time.  By querying the database,  a graph of the basin for any node at any time  
was built, with detailed properties and variables time series. Finally, this information will be provided as input for 
a graph neural network which will aim to forecast water levels as a result of rainfall events. 

 
References 

Berkhahn S., Fuchs L., Neuweiler I. (2019). An ensemble neural network model for real-time prediction of urban floods.  Journal of 
Hydrology 575, 743 – 754. 
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ABSTRACT 

 
Permeable pavements are among the most common Sustainable urban Drainage Systems (SuDS) techniques 

implemented on urban catchments, but their long-term performance has not been yet studied deeply and there is 

a great uncertainty about permeable pavements clogging and its effect on stormwater management. This study 

assessed the impact of retrofitting an impermeable concrete surface using a porous asphalt superficial layer. Initial 

records of the runoff routed to the drainage system during simulated rainfalls of 5 minutes and different intensities 

(30, 50 and 80 mm/h) over a full-scale street section physical model have been compared before and after surface 

retrofitting. In the next steps of the research, the long-term performance of the porous asphalt will be assessed 

both in terms of runoff peak reduction and pollution mobilization. 

 

 
Keywords: Urban drainage, SuDS, permeable pavement, rainfall simulator. 

 
 
 

1 EXTENDED ABSTRACT 

The increase in impervious areas because of urban expansion leads to higher runoff volumes and flow 
discharges and increases the total pollutants load and peak concentrations during rainfall events. In this context, 
Sustainable urban Drainage Systems (SuDS) have become an increasingly common solution for the 
management and treatment of stormwater (CIRIA, 2015). Permeable pavements are among the most common 
SuDS techniques, being their effectiveness extensively demonstrated. However, their long-term performance 
considering clogging by surface sediments and other pollutants such as microplastics have not been yet 
analyzed in depth. In this study, the impact of permeable pavements on the hydrology and the mobilization of 
pollutants is assessed by comparing the obtained results against conventional impervious pavements, this being 
a first step to study their long-term performance under laboratory-controlled experiments. 

 

Figure 1. (a) Permeable pavement placed over a street section physical model of 36 m2 and detail of the 
surroundings of gully pot 1. (b) Rainfall simulator of 1 m2 for the analysis of the pollutant removal efficiency of 
the permeable pavement. 
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The experimental setup consists of a full-scale street section physical model of 36 m2 (Figure 1a) that uses a 
dripper-based rainfall simulator to generate three realistic and uniform precipitations of 30, 50 and 80 mm/h of 
rain intensity. The rainfall-runoff generated is drained through two gully pots and a downstream lateral channel 
where flow discharges and sediment concentrations are measured by using v-notches in lower deposits and by 
grabbing manual samples. A detailed description of this facility and the rain characteristics can be consulted in 
Naves et al. (2020a, 2020b). The impervious concrete road surface of the facility, which were previously used 
to perform high definition hydraulic, wash-off and sediment transport experiments (Naves et al., 2020c), has 
been retroffited using a permeable asphalt layer based on uniform granulometry to comparatively assess the 
influence of this type of SuDS in the quantity and quality of stormwater flowing into drainage networks. A detailed 
image of the permeable pavement in the surroundings of gully pot 1 is included in Figure 1a. 

 

Figure 2. Comparison between the flow drained through the gully pots from the street section with and without 
the permeable pavement for the three rain intensities that the rainfall simulator can generate (30, 50 and 80 
mm/h). 

Figure 2 presents the water flow drained from the facility before and after the road surface retrofitting in three 
experimental cases where the rain intensities of 30, 50 and 80 mm/h were simulated during 300 s, this 
representing a range from medium to high intensity rain events. These first results obtained showed that the 
permeable pavement layer disposed over the street concrete surface reduces by 50% the peak of the drained 
flow in the worst case studied (rain intensity of 80 mm/h during 300 s). In addition, the hydrographs measured 
with the permeable pavement presented a lag in the runoff peak of more than 3 minutes in case of the highest 
rain intensity tested. These first results confirmed and quantified the benefits of this permeable pavements in 
urban stormwater management. 

Next research will focus on the pollutant removal efficiency of the permeable pavement and the influence of 
clogging in hydraulic, sediment wash-off and water quality results. To do this, a 1 m2 test facility (Figure 1b) has 
been developed to carried out preliminary studies considering pollutants where the initial state of the permeable 
pavement of the street physical model be not compromised, and allowing to develop tailored experimental and 
measurement methodologies. The final objective is to evaluate the long-term performance of permeable 
pavements in controlled laboratory experiments at full-scale physical model towards more efficient 
implementations and maintenance strategies. 
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ABSTRACT 

The Estibaná sub-catchment (ESC) has an area of 296 km2, and is located within the Dry Arc region, in south-central 
Panama. The main water uses for ESC are human consumption and agriculture. Due to an increase in water consumption 
and more extreme weather, probably due to climate change, the need for water security has become imperative for this 
region. Therefore, and within the scope of a more comprehensive work, a water balance has been calculated for this sub- 
catchment for the 2018-2019 hydrological year. The water balance shows that Precipitation is the only water input, and that 
Evapotranspiration (ETR) corresponds to 67% of the precipitation. Consequently, during the dry season (December-April) 
deficit between supply and demand exists. This situation makes securing water availability in this region, a function of 
effective water saving policies, based on an integrated water resource management (IWRM). 

Keywords: Water Balance, Panama, Catchment Hydrology, Tropical Hydrology, Evapotranspiration. 
 

1 INTRODUCTION 

The total freshwater availability in Panama has been estimated at 119.5 𝑥 109 𝑚3/𝑦𝑒𝑎𝑟 out of which nearly 

25.8% is currently being used mainly in non-consumptive uses such as transportation and energy production. 

By 2050 it is estimated that the national average water demand will double, reaching over 50% of the available 

resources (MIAMBIENTE, 2016). However, Panama’s water supply is not equally distributed neither spatially 

nor temporally. Thus, regions in the country such as the Dry Arc frequently experience a decrease in streamflow 

during the dry season (December-April), with reports of shallow wells going dry (Castrellon Romero, 2018). The 

Estibaná sub-catchment (ESC) is located within La Villa River Watershed in the heart of the Dry Arc Region of 

Panama and has an area of 296 𝑘𝑚2. ESC’s main economic activities are agriculture and cattle farming, making 

its population very dependent on water (Castrellon Romero et al., 2019). Lack of forest cover, poor soil 

conditions, and high temperatures, among other reasons, aggravate this situation, leading to longer periods of 

water scarcity. Also, climate change projections seems to indicate more extreme situation within the country 

(Fabrega R. et al., 2013) and for this region (MIAMBIENTE, 2018). Therefore, to face the current situation and 

to secure water availability in the face of climate change, a precise knowledge of water supply and demand in 

this area is essential. To assess the current situation in the ESC, a water balance was calculated for the 2018- 

2019 hydrological year. This assessment suggested possible actions to sustainably manage the water 

resources of this region and mitigate the effects of future droughts. 

 
2 METODOLOGY 

Data from the Department of Hydrometeorology of the Electrical Transmission Company of Panama (ETESA 

for its acronym in Spanish) were used to calculate the precipitation and the potential evapotranspiration (ETP). 

For the precipitation, data was retrieved from 5 ETESA meteorological stations located bordering the sub- 

catchment. Cumulative monthly and annual rainfall was calculated using the Thiessen method, and the results 

were verified with data from rain gauges installed inside the sub-catchment. For ETP, data from one station 

based on the Penman-Monteith Method and located outside the study area was available from ETESA. 

Consequently, the resulting ETP data were adjusted based on a conversion factor calculated from an average 

ETP map of the study area. Actual or real evapotranspiration (ETR) was then calculated using FAO’s crop 

coefficient methodology (Allen et al., 2006). Runoff was calculated using water level data from the Estibaná 

River, measured by ETESA. Infiltration was estimated based on soil type and the hydraulic conductivity. For 

water demand, domestic, agricultural and livestock water consumption were considered. Domestic demand was 

estimated based on a water per capita consumption of 30 gallons per person per day (ANAM, 2008). Agricultural 

demand was calculated using ETR of the main crops, and its corresponding crop area and irrigation coefficients. 

Livestock water demand was calculated using graphs of cattle daily water consumption vs time based on growth 

rate, age and ambient temperature (Duarte, 2011). 
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3 RESULTS AND DISCUSSION 

Figure 1 shows the monthly distribution of the water inputs and outputs in the ESC. Precipitation is the only 
input to the water balance. The highest precipitation occurred in June 2018, which is abnormal considering the 
historical rain pattern. ETR is the largest output and corresponds to 67% of the precipitation, which is within the 
60 to 70% range reported by other studies conducted in tropical watersheds (Aponte-Hernández, 2013; Brooks 
et al., 1997). Total water demand amounts to only 1% of the annual water availability. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Water Balance of the Estibaná Sub-catchment. 
 

4 CONCLUSIONS 

The water balance indicates that dry season months have a deficit between supply and demand. Abnormal 
variations in precipitation due to climate change will likely worsen this deficit in the future. Therefore, efficient 
water saving policies during the dry season should be the first step to achieve water sustainability. These 
policies should include incentives to the employment of different water sources and capacity building actions, 
in order to acquire the necessary water related infrastructure to ensure a water secure region. 
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ABSTRACT 
 

Drought is a natural phenomenon significantly affecting society, economy, and the natural 
environment. Precipitation deficit is the most important droughtdriving factor. Drought propagates from 
atmosphere to land, affecting soil moisture, groundwater, and surface water. The three most widely 
used drought indices: The Standardized Precipitation Index (SPI), the Effective Reconnaissance 
Drought Index (eRDI), and the Streamflow Drought Index (SDI) were used for evaluating historical 
meteorological, agricultural, and hydrological droughts. Two data processing systems were used for 
the drought analysis: (1) weighted mean area using a Thiessen polygon of drought indices calculated 
at individual meteorological stations; and (2) drought indices calculated from initially area - weighted 
averages of precipitation and evapotranspiration. Historical droughts have occurred in the Pilica River 
basin with different severities ranging from mild to severe. The study shows that there is no significant 
disagreement in the two data processing systems in identifying the severity of drought and the drought 
duration, but with the uncertainty considered the results may be different. 

 
Keywords: drought indices, historical drought, data processing systems. 

 

1 INTRODUCTION 

Drought is a complex and costly natural phenomenon affecting more widespread areas than other natural 
hazards. Drought can be characterized by its severity, duration, areal extent, and spatial dimensions. It affects 
different components of the hydrological cycle, including precipitation, runoff, streamflow, soil moisture, 
evaporation, and groundwater. It extends spatially f rom the local catchment scale to the global and temporally 
f rom a few months to several years. Drought is classified into three main categories: meteorological drought 
(precipitation deficit, higher evapotranspiration); hydrological drought (reduction in surface and groundwater 
yield); and agricultural drought (soil moisture deficit, damage of crops). Drought indices are tools for 
characterizing and monitoring different types of drought, as found in Tigkas et al. (2015). 

 
2 STUDY AREA AND DATA 

The study area, the Pilica River basin, is the lef t tributary of the Vistula River basin, Poland. It drains a basin 
area of 8665 km2. Daily streamflow data at the Bialobrzegi gauging station, and meteorological variables from 
nine stations inside and neighbouring the river basin f rom 1951 to 2019, were acquired f rom the Institute of 
Meteorology and Water Management, Poland. The quality of data was checked for accuracy and completeness, 
and missing values were f illed by using a normal ratio method. 

 
3 APPROACH 

The three most widely used indices: The Standardized Precipitation Index (SPI), McKee et al. (1993), the 
Enhanced Reconnaissance Drought Index (eRDI), and the Streamflow Drought Index (SDI), were calculated 
using Drought Indices Calculator. According to Tigkas et al. (2015) droughts are characterized based on drought 
index as mild drought (0 to -0.99), moderate drought (-1 to -1.49), severe drought (-1.5 to -1.99), and extreme 
drought (-2.0 or lower). The same drought characterization ranges were used for all indices. 
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Two processing schemes were used: weighted mean of indices calculated at individual meteorological stations, 
and weighted precipitation and potential evapotranspiration. Potential evapotranspiration was calculated using 
the FOA-Penman Monteith method, Allen et al. (1998), using temperature, wind speed and relative humidity 
data. 

 
4 RESULTS AND DISCUSSIONS 

The study has shown that the SPI, eRDI and SDI identified historical meteorological, agricultural, and 
hydrological droughts, which occurred in the Pilica River basin ranging from mild to extreme droughts, as shown 
in Figure 1. The f inding shows that the two weighted areal averaging methods applied to drought indices give 
similar results. Precipitation deficits, defined as a cumulative balance between precipitation and 
evapotranspiration, have occurred in the basin resulting in meteorological droughts specifically in 1959, 1969, 
1976, 1982, 1991, 2003, 2015, 2019, which was confirmed by all three indices. As seen from Figure 1, the eRDI 
and SDI are close together whilst the SDI incorporates catchment processes which have inf luence on the 
drought accumulation and timing. All three indices are affected by the numerical errors resulting f rom the 
evaluation procedures. 
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Figure 1. The historical drought severity indices for the Pilica River basin: SPI, eRDI and SDI. 

 
 

5 CONCLUSIONS 

Historical droughts have occurred in the Pilica watershed with severities ranging from mild to severe. The two 
approaches compared gave similar results, but with uncertainty considered the results may be different. Further 
work is planned to include an analysis of uncertainty. 
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ABSTRACT 

Hydrological modeling is a powerful tool for ensuring sustainable water resources management. The present study 

applied the large-scale rainfall-runoff model MGB-IPH (the acronym for Large Basins Model and Institute of Hydraulic 

Research)  for  modeling  a  river  basin  named  Seridó.   The  Seridó  river  basin  is  located  in  the  semi-arid  Northeast 

region of Brazil, where water shortage is a frequent problem.  The model is calibrated for the period between 1990  

and 2000.  The model successfully simulates the seasonality of the basin and the contrast between dry and rainy   

years.  However,  the discharge values are not adequately predicted by the model.  One of the possible reasons for    

that difference is the presence of many reservoirs in the basin, which are not considered by the model. In conclusion, 

the present study reveals future research needs in the scope of hydrological modeling of river basins in semi-arid 

regions. 

 
Keywords: Hydrological modeling, semi-arid region, MGB-IPH, calibration. 

 
 
 
 

1 INTRODUCTION 

The hydrological model MGB-IPH (Collischonn et al., 2007) has been applied in several studies of South Amer-  
ican basins (Paiva et al., 2013; Fan et al., 2014; Pontes et al., 2017). Arid and semi-arid regions are drastically 
affected by changes in precipitation patterns and land use.  In these areas,  modeling can be an important tool   
for a more reasonable assessment and prediction of the supply capacity of the basins, which in turn frequently 
consist of intermittent rivers. Therefore, the goal of the present study is to apply the MGB-IPH and, thus, to build a 
hydrological model of the Seridó  river basin. 

 
 

2 MATERIALS AND METHODS 

The Seridó  river basin comprises a drainage area of approximately 10,080 square kilometers (Figure 1).  The 
basin has a semi-arid climate and high evapotranspiration rates of the order of 1,786 mm/year.   Precipitation      
is concentrated in short events that happen mainly from February to May, and are followed by long periods of 
drought. The mean annual precipitation is 500 mm. 

The pre-processing of the Seridó  River Basin is performed using the plugin IPH Hydro Tools  coupled with the 
geoprocessing software MapWindow. The drainage system is obtained from the Digital Elevation Model (DEM). 
The basin is discretized in tree sub-basins: two with steeper topography and one with the flattest topography 
(Figure 1). The selected calibration period is between 1990 and 2000. From the available 81 rain gauges only 
26 contain datasets for the selected time period (Figure 1). For the same reason, only 3 of the 46 stream gauges 
in operation are considered. Calibration is performed by manually adjusting the most sensitive parameters. The 
simulated flows are assessed with the Nash-Sutcliffe coefficient (NS) according to Nash et Sutcliffe (1970). 
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Figure 1:  Location of the study area 

 

3 RESULTS AND DISCUSSION 

The analysis of the simulated and observed hydrographs indicates that the model reproduces the seasonality       
of the river basin and the contrast between dry and wet years.  Nevertheless,  the overall trend suggests that     
the model overestimates runoff.  The reason is suspected to be the effect of several reservoirs.  There are at   
least five reservoirs in the catchment area (in total more than 250,000,000 m3 of storage capacity). These hold 
water that in turn never reaches the drainage system. Because the model does not account for this accumulated 
water, the simulation of the peak flows is compromised. The lack of sufficient rainfall and stream gauge data are 
additional challenges that may have hindered the calibration. Jørgensen et Bendoricchio (2001) points out that 
poor data quality may make proper calibration impossible.  The present model obtains acceptable performance   
at only one stream gauge (NS = 0.246), while at the other two gauges the NS values indicate unsatisfactory 
efficiency (NS = -0.127 and -0.42). 

 
 

4 CONCLUSIONS AND FUTURE RESEARCH NEEDS 

The presence reservoirs, which are not considered in the MGB-IPH, is believed to be one of the causes for the 
inadequate model performance. In addition to that, the lack of sufficient data,  specially stream measurements  
for the calibration step, is a major challenge. For future research, the implementation of reservoir operation in  
the MGB-IPH model is suggested. In conclusion, the present study conveys knowledge for further modeling of 
similar regions. 
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ABSTRACT 

 
The research is dedicated flow regulation by water reservoir for rice plantations in conditions of dry years. 

Simulation of water reservoir control is carry out with help of stochastic programming methods. 

 
Keywords: water reservoir; irrigation, stochastic modeling. 

 
1 INTRODUCTION 

The main goal of the research is decreasing of volume and duration of the water deficits for the rise paddies on 
the base of imitative simulation of water reservoir operation with help of stochastic programming. The next 
problems were decided for achivment of the goal: the choice of algoritm and corresponding PC program; 
adaptation and development of the simulative mathematical model for the irrigated water reservoir; modelling 
of the water reservoir storages and its drafts in conditions dry year; comparison results of the offered model 
(new model) and of the existing model (old model) for water reservoir regulation. 

 
2 MATERIALS AND METHODS 

Algorithm for water reservoir control of “fair concessions” (Voropaev et.al., 2003) and the corresponded PC 
program “IT balans” (Ismaiilov et al., 2014) were used for the search of effective rules of runoff regulation by 
water reservoir. The mathematical record of the task represented by minimizing the following functional: 

     (1) 

Ф(V ,U , t ) = min max 

 

 

and the next conditions must be made: 

�⃗�  = 𝐴�⃗⃗⃗�  + 𝐵�⃗�  (2) 

�⃗� ̱  ≤ �⃗�  ≤ �̄⃗�  (3) 

�⃗�  ≥ 0 (4) 

�⃗�  ≥ 0 (5) 
for t = 0,�⃗�  = �⃗� 0, where �⃗� – vector of the water reservoir storage (or level vector); ⃗  ⃗̄ ,  accordingly low limit – 

𝑉̱ = 𝑉 
Dead storage and the upper limit  - Full water reservoir storage;�⃗� – vector of the plan drafts from water reservoir; 

�⃗� 𝑡       – vector of the real drafts at the moment 𝑡, which involves all water supply requirements of downstream 

(main - supply rise irrigation) and ecological water discharge; �⃗� 𝑜𝑝𝑡      –optimum draft values; �⃗⃗⃗�  - vector of runoff 
to the water reservoir; t–  time during the year (in our variant – numbers of pentads, maximum T=72); A and B 
- matrix system conditions. 

The Krasnodar water reservoir was chocen for the research. The reservoir is situated on the Cuban river, its 
catchment is located in the foothills of the North Caucasus and has water regime of torrential floods during 
vegetation period, however, there is significant probability of long time dry period. Main water user is rice 
irrigation. The data about the object contained dependence between level and the storage volumes of the water 
reservoir and its main parametersare: Dead storage capacity196 mln m3and corresponding Dead storage level 
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(DSL) 25.85 m; Full storage capacity 1798 mln m3 and corresponding Normal level (NL) 32.75 m. Data about 
runoff to the reservor contain daily discharges with begining 1994 year. 

Simulative model for the reservoir control have been made for the years of low water, in particularly for 1994 

year (fig.1). According to the simulative model (Ismaiilov et al., 2014) of water reservoir were determined: graphs 

of water reservoir levels and water consumptions and water drafts during year (graph of fig.1); then the year 

sum of deficits, most pentad deficit (for 5 days), , amount of the deficit pentads were calculated. Same 

characteristics were determined with help of traditional water reservoir control according to dispatcher graph 

realized by PC program (Veliev, 2019). Results are represented table 1.. 

 
 

Figure 1. Examples of different rainfall scenarios. 
 

3 RESULTS AND DISCUSSION 

 
The results of comparison represent in table 1. They have showed that all main characteristics of new model 
are better old model. 

Table 1.Results of model research for 1994 year 

Models 
The year sum of deficits, 

mln m3
 

Most deficit, 
mln m3

 

Quantity of deficit pentads 
during year 

Old model 
3579,2 442/25.08 - 

31.08 
33 

New model 
1474 198/25.08 - 

31.08 
21 

 
4 CONCLUSIONS 

 
The results of research have showed that the new model is much more profitable than the old model, but it 
works according to the well-known runoff hydrograph to the water reservoir. Therefore, the new model may be 
useful for the decision maker in the presence of short-term and long-term forecasts of runoff. 
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ABSTRACT 

 
Droughts in Ecuador are related to precipitation and temperature, varying their characteristics considerably across 

the country. Using the Standardized Precipitation and Evapotranspiration Index (SPEI), we have divided the 

country into three homogeneous drought regions that are similar to the country's geographical divisions. In these 

homogeneous drought regions, a characterization of the droughts during the periods 1906-1961 and 1962-2017 

was performed. All three regions showed an increase in the frequency of droughts for all the temporal aggregations 

of SPEI. In the Coastal and Andean regions, the duration, intensity and severity also increased in the second 

period. The results point to increased pressure on water resources in recent years. 

 
Keywords: drought; regionalization; SPEI; climate change; drought maps; Ecuador. 

 
 
 

1 INTRODUCTION 

Meteorological droughts, understood as the deficit of precipitation (P) with respect to its average, are slow onset 

events and difficult to quantify, constituting a problem that will be aggravated by climate change (WMO, 2006). 

For its monitoring and characterization, the Standardized Precipitation and Evapotranspiration Index (SPEI) 

proposed by Vicente-Serrano, Beguería, & López-Moreno, 2010 has been widely used, enabling the 

characterization of the phenomenon in the short and long term. 

Due to its geography and climatology, Ecuador is frequently affected by drought events of variable duration and 

intensity. In recent years, strong relationships have been identified between P, temperature (T) and drought 

patterns over the entire territory (Vicente-Serrano et al., 2017). The objectives of this study were threefold: i) to 

identify the homogeneous drought regions of the country from the point of view of meteorological drought; ii) to 

analyze the change in the characteristics of droughts in two time periods of equal length: 1906 to 1961 and from 

1962 to 2017 over the different regions; iii) to map drought characteristics across the country. The results can 

serve as a basis for developing risk management strategies and plans in Ecuador. 

 
 

2 DATA AND METHODS 

Monthly series from 1902 to 2017 of precipitation (P) and potential evapotranspiration (ETP) were downloaded 

from the Climate Research Unit, CRU TS3.10, of the University of East Anglia (UK), on a grid of 0.5°x0.5° over 

the whole Ecuadorian territory (106 cells). First, the SPEI was calculated on each of the CRU cells according to 

Vicente-Serrano et al. (2010) in 6-time windows: 3, 6, 12, 24, 36 and 48 months. Later, we used the minimum 

annual value of each SPEI to define homogenous drought regions and perform drought analysis. The 

regionalization analysis was conducted applying the k-means clustering method; the optimal number of regions 

was defined with the silhouette method. The statistical homogeneity test (H) was used to consider if the resulting 

regions were statistically homogeneous. In each region and period of analysis, the frequency of occurrence of 

droughts and the characteristics of duration, intensity and severity were computed based on the "run theory". 

Drought characteristics were mapped to facilitate spatial analysis. We defined drought as SPEI lower than -1 

for at least 2 consecutive months. 
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3 RESULTS 

Three homogeneous drought regions were identified in Ecuador (Coast, Andean and Amazon), which coincide 

approximately with the country's geographic regions. The H statistical test showed that the three regions were 

acceptably homogeneous (H < 1). SPEI time series were averaged in each region and drought characteristics 

were analyzed in each period (Table 1 shows the results for SPEI-12). The SPEI time series revealed drought 

events were in general more severe and intense (maximum intensity). In the Coastal and Andean regions, the 

higher the temporal aggregation of the SPEI, the higher the rate of change of the average characteristics 

between the first and second period, suggesting greater negative changes in the characteristics of hydrological 

droughts (river or aquifer flows). However, the Coast showed its drought characteristics slightly more affected 

than the Andean. In the Amazon region, the frequency of droughts was lower in the second period analyzed for 

the higher SPEI aggregations (12 and 24 months), and the average durations decreased when analyzing lower 

SPEI time periods (3 and 6 months). The average drought characteristics were mapped considering the SPEI 

time series over each CRU cell. It could be observed that the results found at the regional level are maintained 

(with small spatial variations) at the national level. In addition, the maps allowed us to identify smaller areas 

where droughts are more frequent, severe and intense. 

 
Table 1. Average drought characteristics for the three drought regions of Ecuador using the SPEI-12. 

SPEI ≤ -1.00 
Coast Andean Amazon 

1906 - 1961 1962 - 2017 1906 - 1961 1962 - 2017 1906 - 1961 1962 - 2017 

Frequency [%] 1.04 2.23 1.34 2.38 2.08 1.79 

Duration [N° months] 5.57 8.73 4.67 7.81 5.79 8.17 

Intensity -1.31 -1.56 -1.34 -1.48 -1.36 -1.45 

Severity -6.88 -12.93 -5.87 -10.82 -7.26 -10.97 

 
 

4 CONCLUSIONS 

The major conclusions of this study are: i) The SPEI index calculated with data from CRU detects as 

homogeneous drought regions the usual geographical regions of Ecuador, with contrasting climate regimes. ii) 

in the three regions of drought, the second half of the study period generally showed an increase in the 

frequency of drought; and, iii) the events tended to last longer and showed a higher intensity and severity, 

especially the long-term indices, suggesting that the main effects of droughts could be felt in river flows and 

groundwater. This work can serve as a basis for the development of drought and water management plans in 

Ecuador. 
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ABSTRACT 

 
Canopy temperature(Tc) was introduced using the Elman Neural Network (ENN) optimized by Mind 

Evolutionary Algorithm (MEA) and Genetic Algorithm (GA) methods to improve the predicting accuracy of 

evapotranspiration(ET). The improving planting methods, rainwater harvesting partial plastic film mulching and 

regulated deficit irrigation (MFR-RDI) with straw mulling, had been employed to save irrigation water. The results 

indicated that the Tc can well improve the accuracy of both MEA-Elman and GA-Elman models in predicting ET 

under the condition of MFR-RDI. Furthermore, the results showed that the performance of MEA-Elman was 

better than GA-Elman model under the same factors. Based on the above results, different input factors in 

different growth periods of crops has been adopted using the MEA-Elman4 model to further improve the 

predicting accuracy of ET. Indeed, MEA-Elman4 model exerted the best performance, which should be given 

priority to predict the ET. 

Keywords: Evapotranspiration; Canopy temperature; Elman Neural Network; Mind Evolutionary Algorithm; Genetic 

Algorithm 

 
1 INTRODUCTION 

The high pressure areas of water resources in China are mainly distributed in North China. Irrigation water, 
accounting for nearly 70% of fresh water, has been over-exploited and over-used in many areas, leading to 
the water is becoming one of shortage resources in the world, especially in the arid and semiarid areas of 
northern China. It is particularly important to forecast actual crop evaportranspiration (ET), in order to alleviate 
the shortage of fresh water resources. 

 
2 METHODS 

The rainwater harvesting partial plastic film mulching and regulated deficit irrigation (MFR-RDI) with straw 
mulling, had been employed to save irrigation water. 

 

Figure 1.A schematic diagram of MFR-RDI system and traditional irrigation taking green pepper as an 
example. 
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The soil water balance method was used to determine ET. 

ET = I + P  ΔSW − DP − Roff 

 

 
[1] 

 

where ET is evapotranspiration (mm); I is the amount of irrigation water applied (mm); P is the precipitation 
(mm); ΔSW is the change in the soil water content (mm); Dp is the deep percolation (mm); and Roff is the 
amount of runoff (mm). Dp and Roff always be ignored, given that the amount of irrigation water was only 
sufficient to bring the water deficit to field capacity and the experiment was carried out in the plot of precision 
irrigation experimental field. 

Canopy temperature, Leaf area index and plant Heights were measured.Elman Neural Networks optimized 

by GA and MEA. Data from 2014 to 2017 were used for training, and data from 2018 were used for prediction 

and evaluation.Root mean square error (RMSE), mean absolute error (MAE) and Nash-Sutcliffe coefficient 

(NS) were used to evaluate the model performance. 

 

3 RESULTS 

Rainwater harvesting of straw mulching cultivation mode (MFR-RDI) can provide more suitable for crop 
growth of soil temperature and maintained high soil moisture content for crop growth. MFR-RDI can improve 
water use efficiency. The canopy temperature can well improve the accuracy of both MEA-Elman and GA- 
Elman models in predicting ET under MFR-RDI planting mode. The MEA-Elman model was better than the 
GA-Elman 
model when the same variables were input. Selecting different input variables in different growth stages of 
crops played a positive role in improving the accuracy of ET prediction. 

  
Figure 2. Comparison and analysis of the measured and predicted ET in selecting different input variables in 

different growth stages of crops. 
4 CONCLUSIONS 

MFR-RDI can improve water use efficiency. Leaf area index and canopy temperature had a large influence 

on the prediction of ET. Canopy temperature could be used as one of the important factors to predict ET. In 

case of the same input factors, the MEA-Elman model wasgenerally better than the GA-Elman model. 

Different 

factors were selected as input variables for different growth periods to predict ET of crops, and the prediction 
effect was good. 
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ABSTRACT 

 
Prospects of departmentalizing water service in the Philippines emerge as the country faced a series of water 
shortages, affecting the economic and social lives of the Filipinos. This however, would require a series of 
sweeping reforms in the country’s water demand management. Overlapping functions and responsibilities 
amongst government agencies affect the water distribution. Water privatization has contributed to rising water 
rates in Metro Manila. Limited investments in the water economy has resulted to inadequacy of water infrastructure 
throughout the country. To identify whether the process of departmentalization contributes to water development, 
a series of fixed-effects correlation were made using three key-parameters namely, water accessibility, amount of 
water assistance received, and the level of permanent water bodies’ extent in 162 countries, where 73 of which 
has a water department. The research suggests that the formation of a water department agency may significantly 
improve the level of water management in the community, as it has the institutional capacity to deploy water supply 
enhancements such as building dams and watersheds. The latter part of the research provides some 
recommendations prior to the imminent role of departmentalization in water governance around the globe. 

Keywords: departmentalization, water governance, water resource management, Philippines 

 
 
 

1 INTRODUCTION 
 

In this paper, I look into the Philippines’ case where the House of Representatives proposed a resolution 
suggesting the creation of a water department in the country as a mean to meet its water demands while 
ensuring a safe, clean, and affordable drinking water to Filipinos. The current water management structure in 
the Philippines, as of the writing of this paper, is composed of four agencies managed by different government 
departments namely, the Metropolitan Water and Sewerage System (MWSS), the Local Water Utilities 
Administration (LWUA), the National Water Resources Board (NWRB), and the National Irrigation 
Administration (NIA). Whilst the management structure varies amongst these agencies, its role and 
responsibilities are similar in nature however. That is, to effectively distribute water to all parties concerned. This 
perplexing structure creates a confusion among bureaucrats and policy-makers in reference to the adoption of 
water demand management strategies throughout the country. Prospects of creating a water department in the 
Philippines emerge soon after its capital region, Metro Manila, together with nearby provinces in the Central and 
Southern Luzon, experienced severe water interruptions as a result of water shortages recorded in the country’s 
major dam reservoirs. This paper aims to address two key questions plaguing the narrative of water governance 
in the Philippines. One, would departmentalizing water distribution address the water shortage in the country? 
And two, can it resolve the long-standing issue of mismanagement and privatization of its water sector? 

 
2 METHODOLOGY 

 
This essay looks whether the creation of a water department would ensure the efficiency of water distribution 
across the country. Any other government agencies, including government-owned and controlled corporations, 
regulatory bodies, and autonomous agencies are not included in the research proper. A comparative analysis 
on the state of water governance was made using three parameters, which are vital in sustaining an effective 
and efficient water governance. One, the public’s accessibility to a clean and safe drinking water. Two, the 
government’s ability to receive and/or request an official aid from international organizations, private entities, 
and other stakeholders. Finally, the level of permanent water bodies’ extent throughout the country. The paper 
analyzed more than 162 countries, 73 of which has a water department. All datasets considered in the research 
were gathered from the United Nations Water (UN Water). The scope of this research only covers the period of 
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2000 to 2017. Any other indicators in the UN Water’s datasets were disregarded due to several factors, such 
as the incomplete or missing data values on datasets in some countries, and the limitations of R itself.1 

 

3 RESULTS AND ANALYSIS 
 

An in-depth analysis on the relationship between the parameters to the presence of a cabinet-level water agency 
is indicated at Table 1. Two separate tests were done using R to check whether there has been a change in the 
relationship between the parameters to the presence of a water department. The first test observes the presence 
of an agency across the countries observed, while the second test looks within the countries from a given period 
of 2000 to 2017. These tests identify the relationship between the unobserved variable, in this case, the 
presence of a water department, and the observed independent variable, which is the country. By observing 
within the countries, the presence of a cabinet-level water agency has a positive relationship to the level of water 
accessibility within the observed countries. However, as soon as these observations focused across these 
countries, it has produced a negative relationship between the two variables. This only means that the creation 
of a water department is more of a needs-based approach rather than the charity or rights-based approach. 
Water is distributed not because the government nor the provider considers it as a right, but because it is an 
essential need which has its own costs and risks. Similarly, countries who have a water department agency 
would not necessarily mean that it has the power nor the capacity to expand the level of permanent water body 
extent in its areas of concern, as it has no jurisdiction to utilize these, theoretically speaking, unless otherwise 
the public allows the government to utilize these water bodies for the greater good of the community. This of 
course would depend on the country’s institutional and legal arrangement. As there is an agent who has the 
power to formulate and implement water supply enhancements, the amount of water and sanitation-related 
assistance increases as soon as the country departmentalizes its water distribution and management. Aside 
from increasing the level of institutional capacity, departmentalizing water distribution and management would 
also encourage the level of engagement and participation between the government and the civil society sector 
through public consultation, information dissemination, and knowledge-building capacity. 

 
Table 1. Fixed Effects Correlation Between the Water Accessibility, the Level of Water 
Related Assistance Received, and the Level of Permanent Water Bodies’ Extent to the 

Presence of a Water Department, Within and Across 162 Countries1. 
 

 
Water 

Accessibility 

Level of Water- 
Related Assistance 

Received 

Level of Permanent Water 
Bodies’ Extent 

Across Within Across Within Across Within 

 
Intercept 

Coefficient 75.312 58.062 29.167 55.936 2.398e+02 6.699e+02 

Standard 
Error 

0.662 1.127 2.087 12.880 2.110e+02 3.525e+02 

 
Slope*** 

Coefficient -7.892 4.618 48.352 29.454 -1.8126e+04 8.114e-01 

Standard 
Error 

1.438 0.580 3.601 5.056 3.929e+03 1.406e+02 

Fixed Effects No Yes No Yes No Yes 
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ABSTRACT 

Hydropower is the key component of the water-energy nexus, which can meet the energy demand and mitigate 

the greenhouse effect. This paper constructs an optimal operation model for cascade hydropower plants 

considering water footprint, quantifies the tradeoff relationship between power generation and water consumption 

(reservoir water footprint). The preliminary application in the Yalong River case has shown that (1) there are clear 

tradeoffs between hydropower generation and water consumption and (2) scheme 2 is the optimal scheme from 

the water-energy nexus for both two scenarios in a normal year. 

Keywords: Multi-objective operation, Cascade hydropower plants, Water footprint, Benefit tradeoffs, Yalong River. 

1 INTRODUCTION 

The nexus is an advanced concept, which can improve system efficiency and performance through holistic 
understanding and coordination allocation of resources, and it also is the current research hotspot(Dai et al. 
2018). Hydropower has the dual attributes of water-energy, on the one hand, hydropower generates clean and 
renewable energy to meet the energy demand and mitigate the greenhouse effect; on the other hand, the 
storage of water in reservoirs generates a lot of water consumption through the evaporation from open water 
surfaces (OWS) of reservoirs(Zhang et al. 2018). Therefore, how to balance these two attributes is a research 
problem. At present, most researches on the optimal operation of cascade hydropower plants (HHPs) focus on 
flood control and power generation benefits and ignore the impact on the ecological environment and water 
consumption. The water footprint is an indicator used to quantify the water consumption caused by human 
activities, which can be better applied to hydropower research(Hoekstra 2003). However, most of the available 
literature concerns only static the water footprint of hydropower, ignoring its temporal characteristics. To do so, 
based on the water-energy nexus, this paper takes the water footprint as an objective function, constructs an 
optimal operation model for cascade HHPs, and takes the lower reach of the Yalong River (China) as a research 
case-study, quantifies the tradeoffs relationship between power generation and water consumption (reservoir 
water footprint), and analyses the temporal variation characteristics of the water footprint. The present research 
results can provide scientific evidence for the sustainable development of hydropower and the improvement of 
resource utilization efficiency. 

2 METHODS 

This study employs the reservoir WF (water evaporated from OWS of reservoirs) and hydroelectric WF (the 
water consumption per unit of electricity production) to evaluate the consumption of water by hydropower for 
cascade HHPs (Mekonnen and Hoekstra 2012). Also, this paper constructs an optimal operation model for 
cascade HHPs and uses NSGA-Ⅱ(Deb et al. 2002) algorithm to solve it. Finally, a sensitivity index is used to 
analyze the sensitivity of the hydroelectric WF. The flow chart through the methods used in this study is shown 
in Figure 1. 
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Figure 1. The flow chart through the methods used in this study. 

3 RESULTS AND DISCUSSION 

In this paper, a normal year is analyzed as a representative, and two scenarios are set: S1 (with the ecological 

flow) and S2 (without the ecological flow). 

The Pareto optimal solution set of two scenarios is shown in Figure 2(a), and three schemes are selected as 
the recommended programs: scheme 1 (maximum cascade power generation), scheme 2 (minimum 
hydroelectric reservoir WFs of cascade HHPs), and scheme 3 (minimum reservoir WFs of cascade HHPs), as 
shown in Figure 2(b). We find that a clear tradeoff between hydropower generation and water consumption and 
the scheme with the maximum cascade power generation (Scheme 1) has the largest reservoir water footprint 
at some time. This is mainly because reservoirs usually operate at high water levels to pursue power generation 
benefits, which leads to a larger OWS. Therefore, scheme 2 is the optimal scheme from the water-energy nexus 
based on water footprint approach. And for scenario S1, the power generation and the reservoir WFs of the 
cascade HHPs of scheme 2 are 775.23×108 kWh and 159803.61×103 m3, respectively; for scenario S2, they 
are 800.65×108 kWh and 159922.22×103 m3, respectively. 
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Figure 2. The Pareto optimal set of solutions under scenarios S1 and S2 in the normal year. 
4 CONCLUSIONS 

The following conclusions are drawn from this study:(1) there are clear tradeoffs between hydropower 

generation and water consumption and (2) scheme 2 is the optimal scheme from the water-energy 

nexus for both two scenarios in a normal year. 
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ABSTRACT 

 
In a context of paucity hydrometeorological data in the Peruvian Amazon as one of the main problems for Peru, 

added that this doesn’t allow to know the water yield of it’s basins. We propose a regional hydrological modelling 

approach to estimate the water availability over to 1989-2015 period applied in the Yuracyacu watershed, tributary 

of the Mayo river. This allowed relating physical catchment characteristics with hydrometeorological variables, 

thus offering a regional perspective for ungauged areas (e.g. others catchment of the Altomayo region).Differential 

Tests are used to assess the regional hydrological modelling robustness, showing a satisfactory flow simulate 

defined for Nash–Sutcliffe, Kling-Gupta efficiency and bias criteria. 

 
Keywords: Regional hydrological modelling, Water budget, Water availability, Watershed. 

 
1 INTRODUCTION 

The water resource in the Peruvian Amazon basin has unique characteristics which give rise to the existence 
of regions that lack water for much of the year and others with overabundance in a short time, which can be 
explained by the topographical configuration and climatic variation of Peru. 

(Emanuel & Escurra, 2000)mentioned that the Amazon River basin has almost 99% of the total water resources 
existing in the Peruvian territory and a study carried out by (UNESCO, 2006) considers that the net annual 
availability of water is 2696 mm. 

However, there is limited information on hydrology in the Amazon of Peru. In this sense, (Lavado Casimiro, 
Labat , Loup Guyot, Ardoin-Bardin, & Ordoñez Galvez, 2011) told that there is paucity availability of rainfall 
information in the Amazon basin. This makes it difficult to determinate the water Budget and availability for 
different uses. 

Therefore, (Olden, J.D., Kennard, M.J. , & Pusey, B.J, 2012) affirm that in regions where the information is 
limited, regionalization techniques and hydrological models are used to estimate the water balance, with many 
approaches that will depend on the availability of dataset and the purpose of the study to be executed. 

Against this background, this study aims to (a) determinate the physical characteristics of the Yuracyacu 
watershed using G.I.S. and remote sensing techniques and (b) quantify the main hydrometeorological variables 
involved in the water balance to obtain annual, monthly and different frequency flows for water use purposes. 

 
2 MATERIALS AND METHODS 

2.1 Hydrometeorological dataset 

The database includes monthly precipitation and temperature for the 1980-2019 period from 12 stations (see 
Figure 1) managed by the National Meteorological and Hydrological Service of Peru (SENAMHI). Available data 
for streamflow observations were 2001-2010 period (Yuracyacu gauging station). The precipitation and 
temperature series followed the usual homogenization and validation procedures. 

2.2 Cartographic and Satellite data 

Were used two maps (12-i and 13-i) managed by National Geography Institute (I.G.N.), digital elevations models 
of ALOS satellite and a Sentinel satellite image of 03/07/2019. 
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2.3 Method 

Were established mathematical-deterministic models through simple and multiple regressions. The data was 
interpolate by Ordinary Krigging in 12.5 m x 12.5 m pixels considering altitudinals gradients. Potential 
evapotranspiration was calculate according to (Thornthwaite & Matter, 1967), (Turc, 1961)and runoff deficit 
regression functions. Finally, the streamflow were calculate using monthly water balance and the KGE (Gupta, 
Kling, Yilmaz, & Martinez, 2009), Nash Sutcliffe (NSE) (Nash & Sutcliffe, 1970), Pearson Correlation Coefficient 
and BIAS percentage (PBIAS) metrics were evaluated between the observed and simulated series. 

 

 
3 RESULTS 

Figure 1 Spatial distributions of 
hydrometeorological stations – Mayo river basin 

 

Regional hydrological modelling allowed equations to be defined to determinate annual and monthly values of 

the main hydrometeorological variables: P = 252.39 (H)-0.2579, T = 51.83 (H)-0.117, E = 0.0002 (H)2.0564 , where P 
is annual precipitation (mm) T is annual average temperature and E is annual runoff (mm). In addition, monthly 
models estimated precipitations and runoff values (see Figure 2). Efficiency metrics showed KGE and NSE 
values equal to 0.9. Also, were found highly significant relationships (R > 0.8) between precipitation and runoff. 
Finally, the annual duration curve was generated (see Figure 3) in order to flow at different persistence for water 
availability purposes. 

 

 
4 CONCLUSIONS 

Figure 2 frequency curve 
 

Regional models can quantify mean values of hydrometeorological variables involved in the water balance with 
an error of 3%, which is acceptable in regional studies and can be used in hydrological similar regions. 

Of the results it was observed that 50% of the precipitated volume is generate in the altitudinal range of 1600 to 

2100 m asl. On the other side, our results show high robustness in regional hydrological modelling to produce 

streamflow, in terms of KGE and NSE acceptable. 
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ABSTRACT 
 

Preservation of water quality in coastal areas has become an urgent challenge especially upon considering the 

increasing anthropogenic impacts, the expansion of urban areas and the predicted climate change in the 

upcoming decades. Dissolved oxygen (DO) may be considered the most important parameter to study the 

quality of water, in which the preservation of a reasonable rate of DO is essential for a healthy aquatic life. 

Herein, the water quality considering dissolved oxygen in coastal lagoons located in El Gouna, Egypt, is 

investigated using the TELEMAC-2D WAQTEL module. The simulation focused on the effects of the increasing 

water temperature on the quantity of DO, as lower levels of DO are expected in case of high temperatures. 

Studying the DO values and the sensitivity analysis of the affecting parameters helps to prevent and control 

anoxic problems in shallow areas, which occur if the DO concentration is less than 0.5 mg/l. 

 
Keywords: TELEMAC-2D, water quality, dissolved oxygen, coastal lagoons, WAQTEL. 

 
 

1 INTRODUCTION 

Dissolved oxygen (DO) is considered a crucial indicator of water quality, being an essential element of aquatic 
systems and is involved in all metabolic processes (Gattuso et al., 2006). It enters the water through the air or 
is produced as a byproduct of photosynthetic processes from phytoplankton, algae, seaweed and other aquatic 
plants (Watt, 2000). On the other hand, DO is consumed by respiration by aquatic animals or the decomposition 
process of the organic and ammoniacal load from wastewater. In the touristic city El Gouna located in the 
southeast of Egypt, there are interconnected lagoons with contact to the Red Sea. These lagoons are getting 
affected by pollution of wastewater disposal from hotels, boat leakage and the nearby desalination outflow (Al- 
Jabari, 2018). Moreover, the predicted increase in global temperature may also hinder water quality preservation 
in such coastal lagoons (Anthony et al., 2009). The domain under study consists of two connected lagoons with 
a perimeter of approximately 4700 m and an area of 23000 m2 with shallow water having about 2-3 m water 
depth. A two-dimensional TELEMAC-2D model coupled with the O2 WAQTEL module was set up to assess the 
DO concentrations in the lagoons and analyze its sensitivity. 

 
2 MODEL DATA 

The lagoons under study exchange their water with the Red Sea through three water inlets as indicated in Figure 
1. The bathymetric data come from a previous field survey carried out by Al-Jabari (Al-Jabari, 2018). The 
lagoons are subjected to a tidal wave, which may be simulated as a sinusoidal wave, wherein every tide wave 
lasts about 12 hours with 0.6 m amplitude). The mean elevation of 12m was used in the lagoons. Also, a 
previous study on wind data during the period 2016 – 2018 indicated a mean wind of 5.84 m/s in the direction 
of 322º (Al-Jabari, 2018). Field data about water quality in the studied lagoons is not available. Consequently, 
the background value of dissolved oxygen is considered from a previous field study in a section of the Red Sea 
beside the lagoons (Fahmy et al., 2016). Janet (Smile Consult GmbH; Lippert, 2001) mesh generation’s 
software was used to transform the layout and bathymetric data into a suitable fine mesh. The final triangular 
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unstructured grid counts in a total of 2693 nodes and 4820 triangular elements. The mentioned chosen mesh 
resolution obtained the grid convergence and gave no changes when compared to a refined grid. 

3 HYDRODYNAMIC AND WATER QUALITY MODEL 

First, the hydrodynamics of the lagoons were investigated using the TELEMAC-2D module for 
calculating the water depth, velocity and tracer variations in the lagoons. The module was then coupled with the 
O2 water quality module, which determines the source term in the tracer transport equation (Lang et al., 2014). 
The lagoons were investigated under the effect of two different water temperatures: 20°𝐶 and 30°𝐶. The 
increase in temperature negatively affected the quantity of dissolved oxygen in the lagoons. Figure 1 shows the 
DO values in the lagoons after eight days of simulation. As reported in the figure, the DO decreased in the 
lagoons to reach a value less than 6 mgO2/l at an area in the north-eastern part due to an increase in water 
temperature, while in case of lower temperatures, the minimum DO value was above 8 mgO2/l. The average 
DO value in the lagoons decreased from 9.87 to 8.43 mgO2/l in the scenario with higher temperatures. Later, a 
sensitivity analysis of different oxygen producing and consuming parameters has been conducted; e.g., the 
lagoons were investigated under different photosynthesis values to observe their effects on the DO 
concentration. Photosynthesis values of 0.0, 0.3, 1, 9 mgO2/l were applied neglecting the effect of the organic 
load and the ammoniacal load. It can be concluded that photosynthesis plays a relevant role in DO production: 
e.g. considering a high photosynthesis production (P = 9.0 mgO2/l), the average DO reached a value that is 
approximately three times the initial value. 

Figure 1. DO concentration in the lagoons after eight days of simulation at 20°C (left) and 30°C (right), 
respectively. 
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ABSTRACT 

 
Estuaries connect our rivers and oceans, and support densely populated regions worldwide. These estuaries are 

increasingly threatened by salt intrusion due to climate change and side effects of human interventions, limiting 

freshwater availability. Nature-based solutions (NBSs), e.g. sand waves or wetlands, show potential to increase 

mixing of fresh- and salt water and have shown to be adaptable to a changing climate. Hence, they may provide 

a resilient way to reduce salt intrusion, while also supporting important ecosystem services. An efficient modelling 

framework will be developed, that is able to evaluate NBSs to counteract salt intrusion, estuarine wide, including 

CC. It will be applied to establish a knowledge base around the interactions between estuarine ecomorphology, 

related to NBSs, and salt intrusion. This way, the proposed research will improve understanding and provide 

modelling tools on the interaction between NBSs and estuarine wide salt intrusion. 

 
Keywords: estuaries, salt intrusion, ecomorphology, nature-based solutions, numerical model 

 
 
 

1 INTRODUCTION 

In many and often densely populated regions worldwide, rivers meet with seas. Within these water systems, 
called estuaries, salt water can intrude far inland during extreme events, such as storm surges and river 
droughts. During recent periods of drought in the Netherlands (2003, 2011, 2018 & 2019), the intrusion of salt 
water severely limited freshwater availability, threatening the supply of fresh water for agricultural and industrial 
use. Moreover, estuarine regions are increasingly threatened by salt intrusion due to climate change (CC) and 
side effects of human interventions, further threatening freshwater supply in the future. 

Due to the difference in density between fresh- and salt water, salt water intrudes inland as a plume over the 
estuarine bed. Nature-based measures, like artificial sand waves, wetlands or oyster beds, are proposed to 
reduce this salt intrusion. These measures impose a roughness on the flow of water, due to which they increase 
the mixing of the stratified fresh- and salt water flows. In addition, these ecosystems have dynamics on their 
own due to which they can adapt to a changing climate. Consequently, they may provide a resilient way to 
reduce salt intrusion. However, the various interactions between NBSs and salt intrusion are not yet understood. 

Moreover, a modelling framework that is able to evaluate NBSs to counteract salt intrusion, under long-term 
development, is missing. This framework needs to include processes acting on vast spatial and temporal scales, 
resulting in substantial computational efforts. Surrogate approaches are available to improve modelling 
efficiency, e.g. Artificial Neural Networks (Bomers et al., 2019) and multi-fidelity approaches (Berends et al., 
2018), but these methods are often novel and not yet applied to study long-term estuarine ecomorphodynamics. 

The objective of this research is to develop a computationally efficient modelling framework to evaluate the 
impacts of NBSs on estuarine salt intrusion under ecomorphological development, on an estuary wide scale, 
for the present till the next century, taking into account CC,. 

 
2 METHOD 

To accomplish the set objective, a modelling framework will be created (within the process-based, numerical 
modelling software Delft3D-FM) in which the impact of estuarine ecomorphological development, related to 
NBSs, on salt intrusion can be assessed efficiently. However, when assessing the impact of long-term estuarine 
development on salt intrusion, various relevant timescales are identified (Figure 1). 
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To improve efficiency within the framework, the various timescales are separated when modelling. Firstly, an 
idealized ecomorphological model will be developed to study the impact of NBSs on estuarine development, on 
an engineering timescale (1 to 10 years). Herein, scenarios will be implemented within the estuary, representing 
NBSs. E.g., at the estuarine bed, scenarios ranging from flatbed to sand waves of equilibrium height or, at the 
estuarine sides, wetlands with various sizes and vegetation characteristics are implemented. Subsequently, an 
idealized salt intrusion model will be developed. Within this model, salt intrusion is studied for extreme scenarios 
(up to several days), before and after the previously simulated ecomorphological development. Hence, the 
impact of NBSs on salt intrusion, under estuarine development, can be assessed. For these models, surrogate 
approaches will be tested and applied to reduce computational efforts, e.g. ANNs or multi-fidelity approaches. 

Figure 1. Temporal processes relevant to the study, and the modelling tools applied for these processes. 

Next, salt intrusion due to NBSs will be assessed within a real study area of the Rhine-Meuse Delta (RMD), 
under CC till 2100. However, to study the long-term development due to CC (decadal+ timescale), regular, 
process-based modelling will lead to infeasible computational efforts. Therefore, the snap-shot approach will be 
applied, as proposed by (Duong et al., 2016). In addition, surrogate approaches which are successfully applied 
previously within the idealized models, will be applied within this framework. The complete modelling framework 
for a real case study, including all temporal scales (Figure 1), will be as follows: 

1. Construct and validate a salt intrusion- and ecomorphological model for present day conditions. 

2. Perform salt intrusion modelling of extreme events (several days) for present day conditions. 

3. Apply the snap-shot approach to create future scenarios at the desired year (e.g. 2050, 2100) from 
the present day conditions, following (Duong et al., 2018). This is performed for the ecomorphological 
model and the salt intrusion model. 

4. Perform ecomorphological modelling (1 year) of the future scenario created in the previous step. 

5. Perform salt intrusion modelling of extreme events (several days) after the simulated future 
ecomorphological development (step 4). Comparison of these results with those of step 1 will show the 
impact of long-term estuarine development on salt intrusion. 

This framework will be applied to study the impact of CC and its uncertainty within the RMD, by applying different 
CC scenarios. Also, scenarios representing NBSs are implemented within the framework, similarly as within the 
idealized models, as mentioned earlier. These NBSs will be implemented in both present and future simulations. 

 
3 EXPECTED RESULTS 

By reaching the research objective, an efficient modelling framework is constructed and will successfully be 
applied to predict the impact of a wide range of predetermined NBSs on estuarine development and salt intrusion 
within the RMD, under CC up to the next century. Insights will be gained on estuarine wide development due to 
various NBSs, and understanding on how this development affects salt intrusion will be improved. In addition, 
various novel surrogate approaches will be tested and successfully applied within the modelling framework to 
reduce computational restraints. 
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ABSTRACT 

Localities of various ocean physical features cause regional differences in sediment transport mechanisms.  Hence, 

the regional analysis of the total suspended matter (TSM) in coastal zones helps to manage coastal areas.  This 

work presents a new classification basis of the total suspended matter (TSM) sampling stations in coastal areas 

in South Korea using a newly introduced robust clustering protocol, iterative toroidal SOM-k-means, which reduced 

uncertainties in clustering analysis. Two location variables (longitude, latitude) and four concentrations (surface TSM 

in February and August, bottom TSM in February and August) in the 425 TSM sampling stations have been divided 

into six groups using iterative toroidal SOM-k-means.  The systematic analysis showed that the surface sediment 

distribution, ocean currents, and tidal currents match with the clustering results. 
 

Keywords: total suspended matter, clustering, toroidal self-organizing map, k-means, coastal area 

 
 
 
 

 1 INTRODUCTION 

In  coastal  management,  total  suspended  matter  (TSM)  is  a  great  concern.   However,  understanding  the  gov- 
erning factors of TSM variation is not easy since energy forcings affecting coastal sediment transport spatially 
and seasonally vary. The locality of TSM has been provoking the needs of regional analysis of TSM transport 
 mechanisms in coastal development or ocean remote sensing. 

A regional analysis of TSM can be conducted by applying unsupervised machine learning algorithms.  Self- 
organizing map (SOM) Kohonen (1990) is one of the widely used methods for cluster analysis (Riveros et al., 
2019).  Generally, the SOM network lattice has a lot of nodes.  Thus, the two-staged approach, which performs 
 k-means clustering into the network, can be applied in order to determine a reasonable number of clusters. 

This study’s main objective is to classify the TSM sampling stations based on the physical analysis of data clus- 
tering.  The clustering was conducted using a newly proposed 2-staged SOM-k-means algorithm. Accordingly, 
we investigated the relationships between resulting clusters and three physical features: sediment distribution, 
ocean currents, tidal currents. 

 
 

2 ITERATIVE TOROIDAL SOM-K-MEANS 

We suggest a two-staged clustering protocol, the iterative toroidal SOM-k-means, which systematically deter- 
mines the number of clusters and overcomes the local minima problem. At the first stage, the toroidal SOM 
trains the network without the edge effect (Mount et Weaver, 2011), and k-means separate the network.  The 
sub-clustering procedure and the SOM network are repeated in user-specified iteration times.  The algorithm 
repeats varying the cluster number from 2 to user-defined maximum cluster number to find optimal cluster num- 
ber. The algorithm finds the best clustering result by finding the result with the smallest Davies-Boulding index 
(DBI) (Davies et Bouldin, 1979) among the iterations. 
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Figure 1: Physical features with clustering result; (a) sediment distribution map; (b) ocean currents map; (c) M2 tidal current 
map. 

 

3 RESULT 

The cluster analysis was conducted using the iterative toroidal SOM-k-means algorithm described in the above 
section.    The  six  variables  longitude,  latitude,   TSM  concentrations  in  August  and  February  sampled  at  the 
surface and bottom layers, respectively, in 425 TSM sampling stations in South Korean coastal areas were used 
in cluster analysis. The smallest DBI was observed where the cluster number is 6. 

Figure 1 presents the clustering results over the sediment distribution, ocean currents, M2 tidal current maps. 
The boundary of Clusters 1 and 2 is in the middle of the Heuksan mud belt, but where the transversal current 
(TC) bifurcates in winter. The central south sea mud is distributed over Cluster 3. The Nakdong River disperse 
the  sediment  through  the  east  Korean  warm  current  and  offshore  branch  to  Cluster  4,  and  Nakdong River 
originated sediment reaches to Cluster 5 with seasonal variation.  In between Clusters 5 and 6, summertime 
upwelling resulting in high surface TSM concentration occurs.  The computed M2 tidal ellipses from simulation 
result of (Nguyen et Lee, 2020) in Figure 1 (c) shows the distinguishing trend at Cluster 2. 

 
 

 4 CONCLUSION 

The TSM sampling stations in South Korea were regionally divided in this study. In order to cluster the stations, 
the  two-level  clustering  approach,  iterative  toroidal  SOM-k-means,  was  proposed  and  applied.   The resulted 
regions, clusters, were analyzed with the sediment distribution, ocean currents, and tidal currents. The demar- 
cations of clusters are expected to be used as reference lines of downscaled sediment transport assessment. 
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ABSTRACT 

 
This paper presents the results of a comparative field study to determine the concentration of microplastics in 

three coastal environments in the coast of Peru. Samples were taken in both sand and sea water using a sieve 

and a neuston net, respectively. Three study sites were selected in the coast of Lima, Peru: Naplo (South of Lima), 

Los Yuyos (in Lima) and Chancay (North of Lima). It was found that Naplo beach presented the highest number 

of micropollutants, most of them were pellets with size ranges of 1-4mm and 0.5-4mm on the sea and seashore 

respectively, whereas Yuyos presented the lowest number of microplastics in both sand and sea. Few studies 

have been made to gather data regarding the Peruvian coast making these results difficult to extrapolate for a 

more general understanding of microplastics pollution in the Peruvian coast. Thus, further investigation on the 

matter must be performed to create a useful database. 

 

Keywords: microplastic, seashore, micropollutants, marine debris. 

 
 
 

1 INTRODUCTION 

Microplastics refers to any plastic fragment which has 0.1µm to 5mm in length (NOAA, 2016). These might 

appear to be insignificant due to its size; however, as a result, the marine debris can be found not only within 

the stomachs of diverse marine life, but also floating at surface level water (Jovanović, 2017). Consequently, 

this can cause damage to the local ecosystem along with cross-contamination with human beings (Wieczorek 

et al., 2018) due to the ingestion of these plastics through fish consumption as additives might move up the food 

chain (Jovanović, 2017). 

The main source of this pollution appears to be the gear used in economic activities within the affected area like 
fishing nets; as well as, products used daily, such as clothes, degraded plastic items, cosmetics, and others. 
(Coppock et al., 2017). Regarding microplastics pollution in the Peruvian coast, only one paper was found in 
the literature (Purca and Henostroza, 2017). The objective of this study is to assess the concentration of 
microplastic in three coastal environments in Lima, Peru that have not been studied previously. 

 
2 METHODOLOGY 

2.1 Field measurement (in-situ) 

Three beaches were studied along the Peruvian coast in Lima’s region: Naplo beach (South of Lima), Los Yuyos 
beach (near Lima), and Chancay beach (North of Lima) (Table 1). Sand and water samples were collected from 
April to June 2019. Each beach was divided in quadrants for sand samples, a 0.5 by 0.5m frame was used to 
delimit the quadrants (Purca and Henostroza, 2017). For seawater samples, equidistant points were distributed 
in the area, no further than two kilometers from the seashore. A neuston net of 300 microns of opening size was 
deployed and joined to a sample flask in which the seawater was accumulated (Kovač Viršek et al., 2016). 
Approximately 35 samples were collected at sand and 10 samples at seawater. 

2.2 Data processing 

After filtering, data processing was done using a microscope for sea water samples, and a portable method 
to separate microplastics from sediments with the sand samples (Coppock et al., 2017). 
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3 RESULTS 

The results table (Table 2) shows a higher amount of microplastics in the Naplo sea when compared to the 

other two. A likely explanation can be the influence of anthropogenic and industrial activities as main sources 

of microplastics, which are then carried by small-scale ocean currents to the Naplo bay. As a result, these 

suspended micropollutants enter a recirculating region, caused by a blockage of ocean currents due to a land 

and rock formation, and they can be adhered to the Naplo seashore sediments due to high tides. These natural 

phenomena, in conjunction with the plastic bottling factory in the area may explain the reason why it is the most 

polluted one. As the second most polluted, the Chancay sea area may also be influenced by the large 

anthropogenic and fishing industry presence. This might be compounded by the presence of smallish-scale 

ocean currents, similar to those in Naplo but to a lesser degree. The seashore, on the other hand, seems to be 

contaminated mainly due to a lack of proper waste disposal practices around the food stalls. Regarding Los 

Yuyos beach, it is located far enough from the closest rivers, so a lower microplastic abundance was expected. 

 
Table 1. Geospatial features for each beach evaluated 

Beach Latitude (°) Longitude (°) Total length (m) Width (m) Nearest dock (m) 

Naplo -12.479440 -76.793597 500 40 450 
Los Yuyos -12.153290 -77.024977 250 55 1350 
Chancay -11.584491 -77.272268 1157∗ 185 0 

∗ 200 m were used for the study area    

 
Table 2. Features of sampled microplastics for each beach location 

Beach Features 
Location Sand Seawater 

  

 No. microplastics 103 703 

Naplo 
Shape fragment, fiber fragment, fiber, pellet 

Size <0.5 - 4 mm <1 - 5 mm 
 No. microplastics 23 96 

Los Yuyos Shape Not determined fragment, fiber 
 Size Not quantified <1 - 8 mm 
 No. microplastics 85 361 

Chancay Shape fragment, fiber fragment 
 Size 0.5 - 5 mm 0.5 - 5 mm 

 
4 CONCLUSIONS 

Three beaches in the coast of Lima, Peru were studied to assess the concentration of microplastics in their 
environment, concluding that the highest concentration was found south of Lima (Naplo), whereas the lowest 
concentration was found near Lima (Los Yuyos). The data was obtained at one field campaign, thus further 
campaigns are needed to complement the results from this study. Moreover, results can be further 
complemented with numerical model results. This is necessary to enable more accurate predictions of the 
spread of these micropollutants throughout seashores and the sea itself. Likewise, the type of polymer should 
be analyzed in order to enhance the understanding of the possible sources of these pollutants as well as their 
relative danger to the marine ecosystem, even more so, given the ever increasing warnings of a possible 
systems collapse that relates to SDG 14 “Life Below Water”. 
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ABSTRACT 

 
We explore plunging liquid jets for disposal of reject brine from desalination plants. Compared to offshore 

submerged outfalls that rely on momentum to induce mixing, plunging jets released above the surface utilize both 

momentum and negative buoyancy. Also, plunging jets introduce air into the water column which, when dissolved, 

can reduce the possibility of hypoxic or anoxic zones. We measured dilution in lab experiments of both unconfined 

and confined plunging jets. Generally, the dilution of an unconfined jet exceeds that of a confined jet under similar 

conditions. For confined jets, the effects of the diameter and depth of the confining tube were also explored and 

dilution with narrow confining tubes with small depth was found to be comparable to that of an unconfined jet. 

 
Keywords: plunging jet, desalination, brine, aeration, multiphase flow. 

 
 
 

1 INTRODUCTION 

Seawater desalination is a major source of freshwater for many parts of the world. A by-product of desalination 

is reject brine, which is typically discharged back to the sea. Reject brine can have twice the salinity of seawater 

and, unless highly diluted, can significantly impact the marine environment. Best dilution results when brine is 

discharged using high momentum submerged outfalls (Shrivastava and Adams, 2019) resulting in rapid mixing 

of brine with ambient water. However, negatively buoyant diluted brine tends to spread on the seafloor leading 

to density stratification, which inhibits vertical mixing and can lead to depleted near bottom dissolved oxygen 

(DO) (Hodges et al., 2011). 

We evaluate plunging liquid jet reactors (PLJRs) as potential outfalls to both dilute reject brine and minimize 
pockets of low DO. Such reactors involve vertically downward discharge of brine from a jet located above the 
receiving water surface. As the jet falls through the headspace, it entrains air, which is injected to the water 
column. The downward momentum and negative buoyancy of the jet provide mixing with the receiving water 
and the entrained air promotes reaeration. 

A variant of the PLJR is the confined plunging liquid jet reactor (CPLJR; Figure 1). CPLJRs can provide better 
mass transfer than PLJRs by confining the bubbly jet region and increasing jet penetration depth thus increasing 
contact time between the gas and the liquid phase (Al-Anzi et al., 2006; Cumming et al., 2002). Measurements 
of dilution for unconfined and confined plunging jets are presented, focusing on the effects of jet length (Lj), 
diameter (Dc) and depth of submergence below receiving water surface (Hc) of the confining tube. 

 
2 EXPERIMENTAL SETUP, RESULTS AND DISCUSSION 

A 4.8 m long x 1.2 m wide tank filled with fresh water to a depth of 50 cm acted as the receiving water. Brine 

with salinity of 10 psu was directed vertically downward to the tank through a 30 cm long x 1 cm diameter nozzle. 

Brine flow rate was 160 cm3/s and jet length varied between 0 and 60 cm. For confined jets, clear acrylic pipes 

were used as the confining tube. Fluorescent dye (Rhodamine 6G) was added to the brine and a fluorometer 

(Turner Designs Cyclops 7) placed at the tank bottom (depth of 50 cm) at radial distance (R) of 50 cm from the 

nozzle measured dilution. 

For the four jet lengths tested, the lowest and highest measured dilutions were for Lj/d0 = 15 and 60, respectively 

(Figure 2(a)). Larger Lj implies higher downward momentum; thus increased dilution with Lj is expected. 
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However, the observed trend can be explained by considering the loss in jet momentum as it impacts the water 

surface. For Lj/d0 = 15, the momentum loss is more than the momentum increase due to longer jet length. 
 

Figure 1. Definition sketch for a confined plunging jet reactor. 

 

Figure 2. Dilution as a function of: (a) Lj for unconfined jets; (b) Hc for confined jets with Lj/d0 = 60 and Dc/d0 = 

4.4; and (c) Dc for confined jets with Lj/d0 = 60 and Hc/d0 = 15. For (b) and (c), unconfined jet dilution = 24±2 
(shown in (b) as an open circle at Hc/d0 = 0.1). For Lj/d0 = 60, Hp/do = 20 cm for an unconfined jet. 

 

A CPLJR designed to increase aeration over that of a PLJR would have a larger depth of submergence than 
the depth to which bubbles penetrate (Hp) for an unconfined jet. However, the dilution of the confined jet with 
such a design is less than the dilution of the unconfined jet because the downcomer limits the amount of ambient 
water available for dilution (Figure 2(b)). 

 
Figure 2(c) shows variation of dilution with downcomer diameter. For the diameters tested, dilution decreases 
with increasing Dc for constant Hc. This is likely because the jet exiting from the bottom of a narrow downcomer 
is stronger than that from a wide downcomer. However, confined jets with very wide confining tubes should 
behave as unconfined jets and get higher dilution than CPLJR with Dc/d0 = 9. 
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ABSTRACT 

 
Reliable simulation of seawater intrusion (SI) is necessary for sustainable groundwater utilization. As a powerful 

tool, feedforward neural network (FNN) was applied to study seawater intrusion area (SIA) fluctuations in Longkou, 

China. In the present study, changes of groundwater level (GWL) were modeled by FNN Model 1. Then, FNN 

Model 2 was developed for fitting the relationship between GWL and SIA. Finally, two models were integrated to 

simulate SIA changes in response to climatic and artificial factors. The sensitivity analysis of each impact factor 

was conducted by the “stepwise” method to quantify the relative importance for SIA and GWL. The results from 

the integrated model indicated that this method could accurately reproduce SIA fluctuations when the Nash– 

Sutcliffe efficiency coefficient was 0.964, the root mean square error was 1.052 km2, the correlation coefficient 

was 0.983, and the mean absolute error was 0.782 km2. The results of sensitivity analysis prove that precipitation 

and groundwater pumping for agriculture mainly affect fluctuations of SIA in the study area. It can be concluded 

that FNN is effectively used for modeling SI fluctuations together with GWL, which can provide enough support 

for the sustainable management of groundwater resources with consideration of crucial impact factors of seawater 

intrusion (SI). 

 
Keywords: seawater intrusion area; simulation; feedforward neural network; sensitivity analysis 

 
 
 

1 INTRODUCTION 

SI, as well as groundwater level (GWL), is generally affected by natural and anthropogenic factors, such as 

precipitation, surface water level, groundwater pumping, and artificial recharge. Most of the previous researches 

focused on chloride concentration changes, which are an important indicator to directly represent SI process. 

However, the chloride concentrations at some points are not stable and often have the extreme value from 

monitoring or simulation, which can increase the uncertainty in SI management. To accurately predict SI 

developing trends, there is a need for monitor station networks with wide distribution and high density. Besides, 

the chloride concentration monitoring of groundwater is quite expensive. As an alternative, fluctuations of 

seawater intrusion area (SIA) can be explored to represent SI process in this study, which might provide an 

easier and more straightforward tool for coastal water management. 

During the past several years, numerical models have a good performance in many cases, but these methods 

require a large amount of data and many parameters describing the groundwater system and physical properties 

for the governing equation of groundwater flow and solute transport. It is generally known that a groundwater 

system is a highly complex and nonlinear system. Thus, a great quantity of data can cause tremendous 

computational burden and an increase in model uncertainty. Hence, the adaptability of numerical models is poor 

due to the lack of abundant hydrogeological information. Fortunately, the artificial neural network (ANN) is a 

strong tool for dealing with the complicated and uncertain system, which demands only time series data for input 

variables without fully understanding physical or hydrogeological properties. 

Although ANN has some drawbacks such as overfitting and risk of using unrelated data, the features including 

simplicity of use and high-speed run with acceptable accuracy have led many researchers to apply it. ANNs can 

be also developed as surrogate models to approximate complex numerical variable density models. This study 
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focused on the application of the feedforward neural network (FNN) in SIA simulation, which is a typical and 

frequently used ANN structure. 

 
 

2 Method 

In this paper, changes of SIA together with GWL were simulated based on FNN, and Figure 1 depicts the model 

structure, in which n represents the number of input variables. The steps of the model are as follows: 

1. The FNN Model 1 is built to simulate GWL changes effected by climatic factors and human activities. 

2. The FNN Model 2 is developed to simulate the relationship between GWL of three zones and SIA. 

3. FNN Model 1 and FNN Model 2 are integrated, which means that the results of the FNN Model 1 are viewed 

as the input data of the FNN Model 2. The integrated model can help managers understand SIA changes in 

response to natural and artificial factors. 

4. The sensitivity of each factor is studied by the “stepwise” method, in which input variables are deleted one at 
a time and the corresponding model is developed and validated. Then, the relative importance ranks are 
obtained by comparison of model performance criteria, and crucial impact factors are identified for SIA and 
GWL. 

Figure 5. Configuration of the model for SIA simulation 
 

3 Results 

 
(a) (b) 

Figure 2. Comparison between observation and simulation of six-monthly SIA using FNN Model 2: (a) line plot 
of results; (b) scatter plot of results. 
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ABSTRACT 

Among the available type of models in the literature, the vertically-averaged modelling of coastal flow processes 

is frequently accomplished resorting to Boussinesq-type equations. These models account for non-hydrostatic 

flow effects through the inclusion of dispersive extra terms in the governing equations, demanding high 

numerical accuracy while implementing the discrete form of derivatives in these extra terms. An useful 

alternative to Boussinesq-type models are the Vertically-Averaged and Moment (VAM) equations, where the 

extra degrees of freedown are mathematically closed in a Galerkin-type framework. This work presents the 

evaluation of a VAM model for simulating complex one-dimensional coastal flows. A challenging test comprising 

non-linear wave propagation, wave breaking, bore propagation and reflection is selected. The accuracy of the 

results as compared to the experimental data highlights the utility of VAM models as alternative tools to 

Boussinesq-type models in coastal flow modelling. 

 
Keywords: Depth-integrated modelling, weighted residuals method, coastal flow, wave breaking, reflection. 

 
1 INTRODUCTION 

To investigate and manage coastal areas, it is essential to understand all the hydrodynamic processes from a 

physical viewpoint. Coastal flows may be subjected to dispersive effects depending on the environmental 

conditions, thereby involving non-hydrostatic and non-linearity during wave propagation, and, thus, requiring 

suitable mathematical modelling. Given the still high computational cost of three-dimensional models to 

simulate large domains, the vertically-integrated non-hydrostatic models, in which the vertical coordinate is 

removed from the governing equations, are widely in use. Vertically-integrated non-hydrostatic modelling from 

intermediate to shallow water in coastal flows can be accomplished using three related families of models, 

namely the Boussinesq-type models (Castro-Orgaz and Hager, 2017), the multilayer extension of the shallow 

water equations models (Casulli, 1999), and the weighted residual method based models (Steffler and Jin, 

1993), also known as VAM models. Albeit the Boussinesq-type models are widely used in this field of 

research, which account for non-hydrostatic effects by implementing dispersive terms in the momentum 

balance, discretization of high-order dispersive terms requires extreme numerical accuracy. Further, 

simulation of waves in intermediate water depths can only be accomplished by optimization of the linear 

frequency dispersion relation. In contrast, the VAM models are capable of simulating dispersive waves from 

intermediate to shallow water without optimization, and the numerical schemes are settled based on robust 

discretization of first-order derivatives involving the field variables (Steffler and Jin, 1993). Wave breaking is 

automatically accounted for by the VAM model, while Boussinesq equations require a breaking sub-model to 

produce the transition from undular to broken waves. However, the VAM model has been shortly evaluated in 

coastal environments and hardly ever to complex coastal flows. Therefore, the objective of this work is to 

investigate the potential of the VAM model to simulate coastal flows in surf and swash zones comprising non- 

linear wave propagation, wave breaking, bore propagation and wave reflection. 

 
2 PHYSICS OF THE VAM MODEL 

To derive the VAM model equations, several mathematical steps must be considered. First, predictors 
involving a set of perturbation parameters of both the velocity and pressure fields are prescribed into the 
vertically-averaged RANS equations. Then, the weighted residual method is used to produce additional 
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vertically-averaged equations and resolve the extra degrees of freedown introduced by the perturbation 
parameters. In Cantero-Chinchilla et al. (2020) the system of equations is described in detail. 

 
3 NUMERICAL MODEL 

The VAM model is a system of 6 time-dependent PDE equations with 6 independent variables, involving the 
water depth, discharge and perturbation parameters of the velocity and pressure fields. In this work, the 
system is solved by applying a semi-implicit hybrid finite volume-finite difference scheme to tackle both the 
hyperbolic and elliptic parts of the equations. First, the flow variables are reconstructed in the cell interfaces 
using the MUSCL-TVD-4th method with the WSDGM method to grant the C-property. Then, the numerical 
fluxes are computed using the HLLC approximate Riemann solver. Later, the solution is evolved in time using 
the one-step forward Euler formula, with an implicit determination of non-hydrostatic effects using a Newton- 
Raphson algorithm. Finally, the viscous effects are implemented explicitly. The details of the numerical 
method can be consulted in Cantero-Chinchilla et al. (2020). 

 
4 APPLICATION OF THE VAM MODEL TO A COMPLEX COASTAL FLOW TEST 

Fig. 1 shows the results of the VAM model compared with those obtained by a Boussinesq-type model 
(Castro-Orgaz and Hager, 2017) for the experimental test of Roeber (2010), in which a solitary wave is 
propagated from deep water to a steep slope with a reef crest and a dry flat inland shore. The results show  
the ability of the VAM model to tackle wave breaking without external tuning, in contrast with the result of the 
Boussinesq-type model (Fig. 1a). In addition, once the wave is reflected by the vertical wall located at the right 
boundary, the VAM model is also able to accurately predict the free surface of the flow (Fig. 1b). 

 
Figure 1. VAM model results as compared to a Boussinesq-type model using the data by Roeber (2010) at (a) 

t(g/h)0.5 = 59.31 and (b) t(g/h)0.5 = 80.11, where h = 2.5 m is the still water depth,  is the water elevation over 
the still water depth, g is the gravitational acceleration, x is the longitudinal distance and t is time. 

 

5 CONCLUSIONS 

The high-resolution, depth-averaged non-hydrostatic VAM model has been proved to be accurate to tackle 
complex coastal flows using automatic wave breaking detection. These results highlight the potential of the 
VAM model as a suitable alternative to Boussinesq-type models for maritime and coastal engineering 
applications. 
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ABSTRACT 

 
By using a simple and highly diffused model such as Bruun rule, a projection for the recession of the coastline 

was estimated along the entire maritime coastline of the province of Buenos Aires. For this, the sea levels 

corresponding to the 2045 and 2100 horizons were considered under the climate change scenarios RCP 4.5 

and 8.5. By 2045, the calculated mean coastline recession values over the entire study area were 17.8 m (RCP 

4.5) and 19.6 m (RCP 8.5). For the year 2100, mean recession values of 47.4 m (RCP 4.5) and 69.7 m (RCP 

8.5) were obtained. The highest values of coastal recession were estimated in the coastal section between the 

districts of Pinamar and General Pueyrredón 

 

Keywords: Bruun rule, mean sea level rise, climate change scenarios. 

 
 

1 INTRODUCTION 

In its more than 600 km of extension, the maritime coastline of the province of Buenos Aires (Argentina) 
exhibits a situation of more or less generalized advance of erosion. This is mainly explained by the rise in 
mean sea level, which has two components linked to global warming: the water added by the melting of 
glaciers and the polar ice caps and the expansion of sea water as its temperature increases (Mengel et al., 
2016). The consequences of this phenomenon are none other than a worsening of processes that have 
already  been  occurring  for  several  decades  in  coastal  areas,  such  as  lowland  flooding,  beach erosion, 
saltwater intrusion and wetland loss (Fitzgerald, 2008). The importance of coastal areas is that they have a 
high socioeconomic value associated with recreation, tourism and ecosystem services (Vousdoukas et al., 
2020). That is why it is always desirable to estimate possible future scenarios in relation to the state of these 
areas in order to make planning decisions. The objective of this work is to estimate the effect of the increase 
in mean sea level on the maritime coastline of the province of Buenos Aires under different climate change 
scenarios. 

 

 
2 MATERIALS AND METHODS 

To study the changes on the equilibrium profile of a beach, the Bruun rule (1962; Eq. 1) was used, which 
determines erosion due to changes in sea level and depth of closure. As a complement, the formula of 
Hallermeier (1981; Eq. 2) was used to calculate the depth of closure h. 

 

 
R = S 

L
 

B + h 

 
[1] 

 

where, R: coastline recession (m). 
S: sea level rise (m). 
L: profile length between B and h (m). 
B: dune height or other elevation estimate for the 
eroded area (m). 
h: depth of closure (m). 

 
h = 2,28. He,t — 68,5. ( 

He,t
2

 

2) 
[2] 

g. Te,t 

 

where, He,t: significant wave height with a probability of 
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exceedance of 0,137% (m). 
g: acceleration of gravity (m/s2). 
Te,t: wave period associated with He,t (s). 

 

 
Parameters B (height of dune) and L (profile length) were obtained from the geometry of the beach profiles 
that were surveyed in a total of 53 locations along the entire coast. The parameter He,t was calculated from the 
wave data for the period 1979-2018 (obtained from 16 virtual buoys). For the application of the formulas, the 
expected values of mean sea level rise for 2045 and 2100 corresponding to the climate change scenarios 
RCP 4.5 and RCP 8.5 (IPCC, 2014) were used (Figure 1a). 

 

 
3 RESULTS 

Figure 1b summarizes the results obtained in this work. By 2045, the calculated mean recession values of the 
coastline throughout the study area were 17.8 m (RCP 4.5; scenario 1) and 19.6 m (RCP 8.5; scenario 3). For 
the year 2100, mean recession values of 47.4 m (RCP 4.5; scenario 2) and 69.7 m (RCP 8.5; scenario 4) 
were obtained. The section with the highest values of coastal recession is the one between the districts of 
Pinamar and General Pueyrredón. To a lesser extent, some sectors of the districts of La Costa and Tres 
Arroyos also stand out. 

Figure 1. Mean sea level rise (a) and coastline recession (b) for the 2045 and 2100 horizons under different 
climate change scenarios. 

 

4 CONCLUSIONS 

Under the scenarios proposed, the Bruun model was helpful to identifying the areas of the coast of Buenos 
Aires that will potentially be most affected by the rise in mean sea level for horizons 2045 and 2100. This 
future diagnosis of the problems provides useful information that allows think about the development of a 
comprehensive management plan aimed at protecting coastal resources. 
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Abstract: Changes in the climate have influenced precipitation amounts, timings and intensity rates 

which  directly  affects  surface  and  subsurface  water  resources.  The  groundwater  level  has  been 

declining  at a  rapid rate  (0.5  mbgl/year)  due  to excessive  groundwater  extraction  from  increased 

number of tube wells from 10.73 lac since 2000-01 to 14.76 lac in 2018-19. Erratic rainfall patterns 

have  also  affected  the  level  of  ground  water  recharge.  The  varying  trends  of  rainfall  being 

predominantly in the range of 400 to 700 mm/ year. In the past two decades, highest declines of 

1.28mbgl  and  1.47mbgl  recorded  in  the  year  2001  and  2016  respectively.  However,  immediate 

remedial   measures   are   needed   to   reverse   the   declining   trend   of   groundwater   table.   It   is 

recommended that broader framework is needed on Integrated Water Resources Management for 

the  state  to  align  water  use  patterns  with  the  needs  and  demands  of  different  users  taking  the 

environmental changes into consideration for sustainable groundwater recharge and management. 

Keywords: Climate Change, Groundwater remediation, Groundwater depletion, Water Resources 

Framework, Sustainable development. 

Extended Abstract: 

Introduction: Globally, water withdrawals have increased at almost twice the rate of population in 

the twentieth century. Changes in the climate have influenced precipitation amounts, timings and 

intensity rates which directly affects surface and subsurface water resources. Even without climate 

change, 15% of India’s groundwater resources are overexploited. The water demand in India in the 

year 2000 was 634 BCM (billion cubic meters) and demand is expected to be 1093 BCM by the year 

2025.  Unfortunately,  due  to  rampant  drawing  of  the  subsurface  water,  the  water  table  in  many 

regions of the Punjab has dropped significantly in the recent years resulting in threat to groundwater 

sustainability.  More  than  80  percent  of  the  total  water  used  for  crop  irrigation  is  extracted  from 

groundwater  resources  and  this  number  could  be  above  90  percent  in  drier  years.  Groundwater 

exploitation   has   grown   exponentially   in   scale   and   intensity   over   recent   decades.   While 

intensification  of  groundwater  use  has  contributed  to  improved  livelihoods  of  millions  of  rural 

people, it has  also  resulted in  long-term  aquifer  depletion  and groundwater pollution  with heavy 

metals  in  the  state.  Groundwater  is  currently  and  will  continue  to  be  a  critical  resource  for  the 

agricultural state of Punjab. It is important to assess the current and future status of our groundwater 

resources. Appropriate policy decisions regarding groundwater use and management can only occur 

when supported by sound, scientific information regarding our groundwater supplies. The ground 

water is being exploited exceeding to limit at annual recharge to meet increasing demand of water 

for diverse purposes i.e. intensive irrigation, drinking, industry, power generation etc. With such an 

important resource available to the state, the objective of this paper is to highlight changes in the 
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ground water reservoir and influence the state to continue investment in recovery, distribution and 

maintenance, carefully considering environmental social and economic factors influencing the 

further depletion of its ground water resources. 

Methodology: This study examines long-term changes in rainfall and groundwater level trends in 

the last two decades from 2000-2019. The yearly data on rainfall and groundwater level from 2000- 

2019 in the state of Punjab was obtained from Water Source Information System, India (India-WRIS) 

being collected from the monitoring stations all across the state. 

Results: The data reveals that water table levels are in the range of 10 to 20 mbgl (Metres below 

Ground Level) in major parts of the state. However, around major cities like Amritsar, Jalandhar, 

Ludhiana, Patiala, Barnala and Sangrur, water levels are 20 to 40 meters deep. The trends of the 

state show a decline from the level of 8.35 mbgl in the year 2000 to 17.84 mbgl in the year 2019 with 

a lowest depth of 18.27 mbgl recorded in the year of 2018. In the past two decades, highest declines 

of 1.28mbgl and 1.47mbgl recorded in the year 2001 and 2016 respectively. The varying trends of 

rainfall being predominantly in the range of 400 to 700 mm/ year. The highest being 953 mm in 2008 

and 925 mm in 2011 that were followed by a slightly improved ground water level. Based on the last 

five  years  of  precipitation  the  risk  remains  high  affecting  the  groundwater  through  withdrawals 

considering the five years moving average between these as the highest decline was observed in 

2016 in the last five years. 

Conclusion and Recommendation: The groundwater level has been declining at a rapid rate (0.5 

mbgl/year) due to excessive groundwater extraction from increased number of tube wells from 10.73 

lac  since  2000-01  to  14.76  lac  in  2018-19.  When  water  tables  exhibit  long-term  declines,  this  is 

commonly referred to as “mining the resource.” Erratic rainfall patterns have also affected the level 

of  ground  water  recharge.  The  current  state  of  development  and  management  of  groundwater 

resources  has  serious  implications  for  the  future  groundwater  availability  in  the  state.  In  2009, 

Punjab  became  the  first  state  in  the  country  to  enact  a  law  banning  the  sowing  of  rice  before  a 

stipulated date.  This  is  reflected on  the  slightly improved rate  of  decline  in  the  last decade  from 

0.58mbgl/year   during   2000-2009   to   0.42Mbgl/year   during   2010-2019.   However,   immediate 

remedial   measures   are   needed   to   reverse   the   declining   trend   of   groundwater   table.   It   is 

recommended that broader framework is needed on Integrated Water Resources Management for 

the  state  to  align  water  use  patterns  with  the  needs  and  demands  of  different  users,  including 

watershed  management,  quality  monitoring,  aquifer  remediation.  Mechanisms  of  decentralised 

local rainwater-harvesting  and micro-watershed development can  be  a  preferred route  for water 

augmentation  and management in  view of  technical and social feasibility  in  the  state.  A  broader 

framework   to   tackle   scarcity   must   include   collective   efforts   to   conserve   the   water   through 

protection  of  conventional  water  resources  by  rejuvenating  the  rivers,  harvesting  of  rainwater 

through  ancient  traditions  of  underground  water  storage  tank  systems,  increasing  capacity  of 

storage  through  de-silting  and  deepening  of  the  water  resources,  desalination  units  for  the 

seawater, reuse of water from the canals, and limiting the dependency on groundwater use making 

Punjab a water surplus and a sustainable state. 
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ABSTRACT 

 
Ethiopia, as well as the downstream countries of Sudan and Egypt, are highly dependent on the water coming 

from the Nile, in particular from its tributary Blue Nile. In the last decades, an increasing human pressure, 

combined with climate change, altered the natural environment, with significant consequences on the local water 

resources and population. Indeed, the combined effect of soil degradation due to Land Use / Land Cover (LULC) 

changes and more frequent extreme rainfall events caused severe erosion and sediment transport, which 

contribute to negative impacts on downstream flooding, pollution and effective capacity of reservoirs. Using the 

Ethiopian Fincha River as a case study, this paper provides a general overview on the actual knowledge of 

LULC changes in the basin, proposing future studies that are needed for the future management of 

sedimentation within the Fincha Dam reservoir. 

 
Keywords: ArcSWAT, Fincha River, LULC changes, siltation, reservoir management 

 
1 INTRODUCTION 

Since millennia the whole Nile Basin benefited from the water coming from the Ethiopian highlands, 
particularly from the Blue Nile. Besides Ethiopia, the downstream people living in Sudan and Egypt used the 
water in multiple and sometimes concurrent ways; agriculture, livestock, industry and power generation. To 
maximize the benefits, the local populations altered the natural environment, changing the coverage and the 
use of the majority of the land, particularly close to watercourses. 

Therefore, evaluating the future effects of Land Use/ Land Cover (LULC) changes is important to generate 
and provide helpful information to policymakers and development practitioners (Ayana et al., 2014), 
specifically in the case of countries highly dependent from the local environment, such as Ethiopia. Indeed, 
bare land expansion, increased surface runoff production and soil erosion are major environmental damages 
attributed to LULC in the Fincha River basin (Gessesse & Bewket, 2014; Dibaba et al., 2020), north-western 
from the capital city Addis Ababa. These degradation processes have adverse impacts on the local 
agricultural productivity, water resource availability and food security. In addition, the increasing frequency of 
heavy rains due to climate change can cause severe erosion and sediment transport, which ultimately leads  
to the degradation of soil and contributes to negative impacts on downstream flooding, pollution and siltation 
of water bodies and reservoirs (Yan et al., 2013). LULC changes may result in a high rate of soil erosion and 
increased sediment transport by changing the magnitude and pattern of runoff, peak flow, sediment yield and 
groundwater levels, adversely affecting the useful life of reservoirs (Leta et al., 2017). Using, as a case study, 
the Fincha Dam, the present work will emphasize how LULC changes affect the sediment yield and its 
consequences on the reservoir capacity, tackling a series of objectives: 

• quantification of the sediment yield deriving from different LULC types within the river basin; 

• assessment of the correlation between sediment yield and topography, flow discharge, drainage 
basin characteristics, and channel geometry; 

• evaluation of the impact of LULC changes on water flow and sediment yield at the catchment scale; 

• quantification of sediment volume entering the reservoir and evaluation of the effect on the useful 
lifetime of the dam; 
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• development of recommendations and guidelines and consulting to policymakers on appropriate 
mitigation measures aiming to reduce the sediment yield in the watershed, and consequently the 
reservoir siltation. 

 
2 PROJECT FLOWCHART 

The proposed study, which will start in October 2020 and last for around four years, will assess the sediment 
yield and siltation impacts on the Fincha reservoir under LULC changes at the catchment scale. This will be 
performed combining spatially integrated hydrological parameters, digital elevation models (DEMs), land use 
and soil maps with the ArcGIS interface Soil and Water Assessment Tool (ArcSWAT). Remote sensed data 
like DEMs and LCLU maps will be acquired through the United State Geological Survey website, while 
additional information on the local climate, streamflow and soil conditions will be collected from different 
governmental offices in Ethiopia. To integrate and calibrate the remotely sensed information, field data will be 
also collected along the Fincha River and within the reservoir. 

Employing multiple simulations, the research will provide water managers and policymakers with multiple 
future scenarios forced by different LULC, and associated management strategies and mitigation measures 
for reducing the siltation in the Fincha Dam reservoir, and consequently extending the useful lifetime of the 
dam. The use of satellite remote sensing and Markov modeling will found to be beneficial in describing and 
analyzing the direction, rate and spatial pattern of LULC change to generate scenarios for the next decades 
(e.g., 2030-2040-2050). 

To achieve the main objectives of the project, some research questions will be tackled: 

• What is the actual sediment yield, based on the present LULC conditions of the basin? 

• How is the sediment yield affected by watershed characteristics (topography, LULC, etc.), the river 
flow discharge, the channel geometry, the local climate? 

• What is the impact of LULC changes on the sediment yield of the catchment, and do these effects 
vary seasonally? Is there any temporal trend, that could be linked to the local hydro-meteorological 
conditions? 

• Is the ArcSWAT model able to reproduce the observed sediment yield? If not, what additional data 
are needed for calibrating/validating the code? 

• What are the possible management strategies and mitigation measures that can be applied for 
reducing the sediment load coming from the basin hillslopes and consequently the siltation in the 
Fincha Dam reservoir? 
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ABSTRACT 

A two phase LES model using Euler-Lagrangian two-way coupling has been developed in OpenFOAM. The model 

shall be used for the analysis of the interaction between particles and their surrounding fluid. Validation of the model 

has been performed using data from physical experiments. 

 
Keywords: suspended sediment, computational fluid dynamics, large eddy simulation, Euler-Lagrangian two-way 

coupling. 

 
 

1 INTRODUCTION 

 
Efficient sediment management requires detailed process understanding of sediment transport in rivers. Despite 
this fact current literature is still lacking information on that subject. Models of suspended sediment transport  
are often based on simple advection-diffusion equations (Hauer et al., 2018).  The aim of this study is to set up      
a high fidelity CFD model for studying the particle-fluid interaction in turbulent channel flow. 

 

 
2 METHODS 

 
 

2.1 Governing equations and modelling approach 
 

The development of a sediment plume in turbulent channel flow is studied using a two-phase LES model. Fluid 
flow is governed by the three-dimensional Navier-Stokes equations. The equations are solved on a structured 
mesh with 5.2 million cells (Yü cesan et al., 2020). 

The movement of the dispersed phase (particles) is governed by Newton’s law of motion and modelled using the 
Lagrangian approach. Momentum exchange between fluid and particles is two-way coupled. The entire model 
is solved using a modified version of the OpenFOAM-solver MPPICFoam (Greenshields, 2018). 

 
2.2 Validation and test case 

 
Validation of the model of suspended sediment transport in turbulent channel flow is carried out on the basis of 
physical experiments by Worf et al. (2019). In this experiment sediment is continuously released into a laboratory 

channel with turbulent flow with an average velocity of 0.5 m s−1. The main parameter for the validation is the  

fall velocity derived from the (x, y)-positions of the particles. x is the direction of the bulk fluid velocity and the 
gravitational acceleration is pointing in negative y direction. 
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To  study particle-fluid interactions 3,375 particles (density ρs = 2,650 kg m−3, diameters d uniformly  distributed: 
0.51 mm  < d < 0.70 mm,  shape factor:  0.45) are simultaneously released from the upper area close to the inlet 
of the channel. One second after the particles have  been released the particle velocities are compared against  
the velocity of the surrounding fluid. 

 

 
3 RESULTS 

 
Worf et al. (2019) measured a fall velocity in the range of 0.03 m s−1 to 0.06 m s−1 for particles described above  
in turbulent channel flow with an average flow velocity of 0.5 m s−1. The fall velocity in the numerical simulation 
of this experiment was determined as 0.06 m s−1. 

In Figure 1 the velocity of each individual particle is plotted against the velocity of its surrounding fluid.  Looking  
at the x and z component of the velocities there appears to be no difference between the particle and fluid 
velocity apart from a random variation. As a result of particle settling, the y component of the particle velocity is 
lower than the y component of the fluid velocity. 

 

Figure 1: Comparison of the particle velocity and the velocity of its surrounding fluid 1 s after release into turbulent channel 
flow; each point represents one particle. 

 
 

 
4 CONCLUSIONS 

 
In this study the development of a sediment plume in turbulent channel flow has been numerically modelled    
and the velocity difference between particles and fluid has been analysed. In the next step, the model shall be 
used to study the different components of the forces acting on the particles and their contribution to the particle 
trajectory. This should yield more accurate models of suspended sediment transport also on larger scales. 
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ABSTRACT 

 

Regulatory developments emanating from the European Union (EU) in the last decade in the environmental field have 
placed emphasis on halting water degradation and combating illegal discharges. Continuous, real-time, reliable information 
about the pollutants in the input sewage is key to fulfil EU environmental policies. The current methods of analysis make 
difficult to carry out a real time analysis, since they are based on punctual samples, which are subjected to diverse 
treatments and require chemical substances in laboratory. This research work has been focused on the development of a 
cost-effective equipment for the calculation of several variables such as COD, BOD5, TSS, P, TN, and NO3-N, from 
spectrophotometry data (380-700 nm). Measurements are carried out in real time and without the need of chemical or pre- 
treatment, with the aid of different statistical models all through a new spectrophotometer based on LED technology that 
does not require the use of optical elements to work. 

 

Keywords: Chemical Oxygen Demand (COD), statistical models, real time monitoring. 

 
 

1 WATER QUALITY ANALYSIS EQUIPMENT 

In order to know the evolution of the pollutant load in sewage systems, this research work is focused on the 
development of a low-cost, low-consumption and small-sized equipment for the estimation of COD, BOD5, 
TSS, P, TN, and NO3-N from a spectrophotometric analysis based on LED technology. This equipment can be 
placed anywhere in the sewage network to carry out an analysis in almost real time. 

The main characteristic of the equipment is that it does not require the use of incandescent lamps to generate 
the working spectrum or the use of optical elements to diffract the light, being possible to carry out an analysis 
between 380-700nm, with very close results to those obtained by commercial equipment based on 
incandescent lamps. Those results have enabled us to develop a much smaller, cost-effective and lower 
consumption equipment. Details of the research are available in Carreres-Prieto et al., (2019, 2020). 

Figure 1a shows a simplified scheme of the main block of analysis of the equipment, where it consists of a 
wide-spectrum photodiode as a sensor, which is aligned with the samples to be analyzed (taken 
automatically), and the light source. The latter is composed of a system of 34 limited-bandwidth LED that are 
aligned with the sample, whose peak wavelengths are between 380-700nm. Figure 1b shows a 3D view of the 
equipment. 
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(a) (b) 
Figure 1. (a) Basic scheme of equipment analysis block. (b) 3D view of the equipment. 
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and BOD5, that is, higher than 700mg/l and 450mg/l respectively, and with treated water (COD < 50mg/l and 
BOD5 < 10), as shown in Figure 2a and b, respectively. 
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2 LOAD POLLUTION ESTIMATION MODELS 

From the spectrophotometric information, several models have been developed to calculate COD, BOD5, 

TSS, P, TN, and NO3-N. These models have been calculated using genetic algorithms (deep learning) from 

more than 200 samples analyzed in a treatment plant in the Region of Murcia (Spain) during the period June 

2019 to April 2020. The models are based on the search for correlations between the spectrophotometric 

values of the water samples and the contaminating parameters analyzed in the treatment plant's laboratory. 

One of the characteristics of genetic algorithms is that they can provide multiple equally valid solutions. Eq. [1] 
shows, as an example, the estimated formula for the Chemical Oxygen Demand (COD). 

 

 
 0608 ∙ 𝑇522  

𝐶𝑂𝐷  = ((1.958 ∙ 𝐴420 − 1.663 ∙ 𝐴575) ∙ 
1.059 ∙ 𝑇 

∙ (1.988 ∙ 𝐴385 − 1.663 ∙ 𝐴575) ∙ 0.272 ∙ 𝑇461 + 35659 − 26.168) 
445 

[1] 

 

where 𝐴𝑥 and 𝑇𝑥 are the absorbance and transmittance values measure at x wavelength. 
These models are valid for both raw water and treated water, without the need to subject the samples to pre- 
treatment or chemicals. All the calculated models for estimating the water quality have shown an error of less 
than 4%. For instance, Figure 3 shows a comparison between the values of COD measured in the laboratory 
by traditional methods of analysis (blue) and the values estimated by the model during the training process 
(red), as well as the values calculated with test data, i.e. with data not used during the model generation 
process. 
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Figure 3. Comparison between COD values measured by the wastewater treatment plant laboratory and 
the values calculated from spectrophotometric data. 
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Figure 2. Spectral response (transmittance and absorbance) measured with the equipment at (a) the 
entrance of the treatment plant (raw water), and (b) plant outlet (treated water). 
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ABSTRACT 

 
The free-surface of aerated hydraulic jumps is characterized by three-dimensional time-varying motions. LIDAR 

technology allows for continuous and quasi-synchronous recordings of the air-water free-surface with high-spatial 

resolution providing better understanding of free-surface features. To assess the comparative performance of 

LIDAR against commonly applied free-surface measurement methods (acoustic displace meter and wire gauge), 

free-surface properties were simultaneously recorded with these instruments in hydraulic jumps showing close 

agreement in distributions of free-surface properties. The average difference of the mean free-surface elevations 

and fluctuations measured with LIDAR and traditional instruments were less than 17 mm (13%) and 2.7 mm (12%), 

respectively. LIDAR demonstrated the advantage of simultaneous jump toe tracking which provided more precise 

mean jump toe positions than visual observations. Similar results in free-surface properties, while providing 

continuous high-spatial resolution data including the jump toe position, suggest that the LIDAR is superior 

compared to traditional instrumentation for the observation of free-surface processes of aerated hydraulic jumps. 

 
Keywords: Acoustic displacement meter, air-water flows, free-surface, physical modelling, remote sensing. 

 
 

1 INTRODUCTION AND METHODOLOGY 

Air-water flows are common in many hydraulic structures and natural channels including hydraulic jumps. 
Traditional methods to measure free-surface properties in aerated hydraulic jumps include pointer gauges, 
conductivity probes, acoustic displacement meter (ADM) and wire gauge (WG). For continuous measurement 
of free-surface motions, ADMs and WGs are used but these have limitations including the point source 
measurement and the inference of a visually observed mean jump toe. Recently, LIDAR has been explored as 
a novel method to record free-surface features of air-water flow phenomena comprising channel junctions (Rak 
et al. 2017), hydraulic jumps (Montano et al. 2018), stepped spillway (Kramer et al. 2019) and stilling basin (Li 
et al. 2020a). LIDAR shows advantages of high spatial and temporal resolution providing continuous and quasi- 
synchronous measurements (Montano et al. 2018). Montano et al. (2018) have shown that LIDAR data were 
consistent with previously reported free-surface properties recorded with ADMs, video cameras and WGs. 
However, a direct comparison of measurements methods is needed to clarify reported differences and to 
eliminate the effects of inflow conditions, scale effects and other experimental bias (Li et al. 2020b). 

 

Figure 1. Experimental setup and exemplary raw LIDAR data (d1 = inflow depth, Lr = roller length, x = 
horizontal distance from jump toe, y = elevation): (a) experimental setup; (b) dimensionless free-surface 
profiles y/d1 (Inflow Froude number Fr1 = 3.5); (c) instantaneous jump toe position xtoe (Fr1 = 8). 
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An experimental study to compare LIDAR with common fast-sampling instruments, ADMs and WGs, was 
conducted at the UNSW Water Research Laboratory. The free-surface of hydraulic jumps with inflow Froude 
numbers Fr1 of 3.5, 5 and 8 corresponding to Reynolds numbers Re = 9.2×104, 1×105 and 1.2×105 were 
simultaneously recorded for up to 30 minutes using LIDAR along the centreline and ADMs and WGs on each 
side with an offset of 0.07 m (Figure 1a). An example of instantaneous free-surface profiles y/d1 of Fr1 = 3.5 
recorded with LIDAR is shown in Figure 1b. LIDAR also demonstrated the ability to simultaneously track the 
jump toe position xtoe while recording the free-surface (Figure 1c). 

 
2 RESULTS AND DISCUSSION 

A comparison of mean free-surface elevations and standard deviations simultaneously recorded with LIDAR, 
ADM and WG is shown in Figure 2a. Overall there was strong agreement between the three instruments over 
the Froude numbers tested with respect to basic free surface properties. The mean free-surface profiles 
measured with LIDAR were on average 9.5 mm (6%) lower than ADM measurements and 17 mm (13%) lower 
than WG measurements. The average difference in standard deviations y' was 2.7 mm (12%) between LIDAR 
and ADM and 1.4 mm (10%) between LIDAR and WG. The relative differences in free-surface properties can 
be explained with the different measurement principles of the three instruments including a larger spot size of 
the ADM compared to the LIDAR and potential wetting and drying processes of the intrusive WG. More detailed 
and advanced comparison of free-surface features of the three instruments is presented in Li et al. (2020b). 

 

Figure 2. Results of free-surface and jump toe measured with LIDAR, ADMs and WGs: (a) free-surface profile 
and fluctuations (Fr1 = 5); (b) difference between visual observations and LIDAR measurements of the mean 
jump toe position ΔXtoe (38 experiments for Fr1 = 3.5, 5 and 8). 

 
A key advantage of LIDAR over ADM and WG is the ability to track the time-varying jump toe (Figure 1c). In 
previous studies using traditional instruments, such as ADM, the mean jump toe position was visually 
determined. However, it is difficult to precisely visualise the mean jump toe position due to strong jump toe 
oscillations. In the present experiments, the best-visual estimates of mean jump toe position were compared 
against the mean jump toe position recorded with LIDAR. The differences between the visual observations and 
LIDAR measurements of mean jump toe position (ΔXtoe) of the three hydraulic jumps are shown in Figure 2b. 

Although the average ΔXtoe of all repeated experiments is close to 0, a ΔXtoe up to 70 mm can be observed. 
Free-surface data adjusted relative to the LIDAR jump toe position provided very close agreement between 
instruments (Figure 2a). The consistency in free-surface data measured with LIDAR compared to traditional 
instrumentation and the ability of the LIDAR to continuously track the free-surface with high-spatial resolution 
including the jump toe motions shows that LIDAR technology provides new opportunities to better understand 
complex air-water flows. 
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ABSTRACT 

Debris Flow is one of the most typical natural hazards in the mountainous areas of Chosica in Peru, which causes 

significant damages to people and infrastructure,  thus affecting lives and the economy.  It is essential to research     

this phenomenon to understand its behaviour and mitigate its effects, thus building resilient cities. Therefore a model 

was developed for regional susceptibility assessments using geographic information system (GIS) and  an  index  

entropy model adapted for sensitivity analysis of several impact factors of debris flows such as slope gradient, slope 

aspect, precipitation, normalized difference vegetation index (NDVI), geology, and developmental stages of the Viso 

catchment. The success rate of debris flow prediction by the model is 72.7% based on area-under-the-curve (AUC) 

cross-validation of the model. 

 
Keywords: Debris-flow, index entropy model, susceptibility assessment. 

 
 
 
 

1 INTRODUCTION 

Debris flows are natural phenomena, which usually come up in mountain regions with intense rainfall. One of the 
main approaches to develop hazard reduction strategies is creating debris-flow susceptibility maps to mitigate  
risk and avoid future situations (preventive measure). Moreover, with advancements in prediction technology, 
several methodologies were developed to come up with susceptibility maps. In this research, the index entropy 
method was applied based on the work performed by Chen et al. (2017) and Wu et al. (2020). 

 
 

2 METHODS AND RESULTS 

Index Entropy Model, which is a binary statistical model performed by Vlčko et al. (1980), was used to calculate 
the area percentages at all levels and weight of debris-flow impact factors according to Eqs. (1)–(6). 

 
Asd 

ij (1) 
 

H = log (S ) (4) 
At 

  Pij  (P ) = 
 

(2) 

jmax 2 j 

ij Sj 

j=1 Pij I = 
Hjmax − Hj 

H (5) 
Sj 

Hj = − (Pij)log2(Pij) j = 1, . . . n (3) 
i=1 

 
 

Wj = Ij 

jmax 
 

× Pij 

 

(6) 
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where At = area of each level for the first classification per factor; Asd = area of debris flow at all levels per 
factor; Pij = area percentage of debris flow at all levels per factor; Hj and Hjmax = entropy; Sj = factor level 
number; Ij = information coefficient; and Wi = total weight of the factor. 

Besides, geographic information system (GIS) was applied to create a debris-flow inventory map and maps of 
impact factors (slope gradient, slope aspect, precipitation, NDVI, geology, and developmental stages of 
catchment), then the debris-flow susceptibility assessment was performed (Figure 1). 

 

Figure 1: Maps of impact factors, susceptibility map, and cross-validation AUC test. 

 
Finally,  the area under the curve (AUC), which assesses the goodness of fit between the actual debris flow and  
the prediction model, worked out at 0.727. 

 
 

3 CONCLUSIONS 

From the susceptibility zonation results, the extreme and high debris-flow susceptibility areas are mainly dis- 
tributed in Viso catchment on its right bank. Slope aspect, NDVI, and developmental stages of the Viso catch- 
ment are the most dominant factors influencing on debris-flow events after applying the index entropy model. 
A cross-validation AUC test was performed to assess the accuracy of the model, thus getting an encouraging 
success rate of debris flow prediction of 72.7%. 
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ABSTRACT 

 
This paper focuses on the characteristics of transport of microplastics in coastal sediment through 

experiment. For it, it uses a new form of oscillating water tunnel(OWT) with detachable sediment basin. 

It makes it possible to consider the change of depth of the sediment in high Reynolds number flow. 

The experiment was designed to turn out how the plastic particles embedded in coastal sediment get 

transported under wave forcing. After the system is being subjected to the wave forcing, the distribution 

of the beads is measured. Moreover, the relation between the wave and the seabed is studied by 

utilizing a particle image velocimetry(PIV) system. As a result, the transport of microplastics is expected 

to be related to wave forcing, physical properties of the plastic and the sediment particle, and relative 

depth of plastics within the sediment layer. 

 
Keywords: experimental study, microplastics, oscillating water tunnel, wave forcing, particle image 
velocimetry 

 

1 INTRODUCTION 

Increasing use of plastics due to industrial development has caused serious plastic pollution (PlasticsEurope, 

2016). The most of them returns to shores and coastal regions, and are fragmented (Brennan, 2018; Willis, 

2017). The plastic debris ranging from 1um to 5mm in size are called ‘microplastics’. They are nowadays found 

prevalent around the world (GESAMP, 2016; G20, 2017). There are lots of needs for the study on how they are 

going into the ocean, how they interact hydro-dynamically with others, and where and how they are distributed. 

Although they are regarded as the main destroyer of the marine environment, there is a dearth of the research 

due to the complex mechanism for transport of these fine and large amount of the plastics interacting with 

sediment and waves. Therefore, this paper investigates the transport of plastics in coastal sediment, and it will 

contribute to preventing and managing the marine microplastic pollution. The main goal of this experimental 

study is to figure out the effects of physical factors in the transport of microplastics in coastal sediment. 

2 METHODOLOGY 
For the purposes of the study, the experiment has been proceeding using a newly-built oscillating water tunnel 
equipped with a detachable sediment basin. The Reynolds number based on the maximum free-stream velocity 
and the maximum displacement of water particle is on the order of O(105), which is well within the turbulent 
regime. It is higher than the 2-D wave basin. Also, the equipment makes it possible to consider the horizontal 
velocity only. 

Prior to start the experiment, we utilize a particle image velocimetry system to assess the equipment. It is to 
figure out the precise flow velocity and to observe the relation between the wave and the seabed. The system 
shows the boundary layer flow due to the friction of the seabed. In the system, PIV particle is used with the 
mixture of two different sizes of ∅10 𝜇𝑚 and ∅20 𝜇𝑚. The system is conducted on the flat surface without the 
sediment basin first. 

The sediment basin is filled with the mixture of sediment and plastic beads. The beads that have different 
diameters of 6 𝑚𝑚 and 8 𝑚𝑚 and four different colors are used as substitutes of plastic debris in the experiment. 
The sediment in the basin is divided into four sections, and distributions of the beads in each section are 
measured with different input velocities. Each section has 110 pieces of beads which 100 pieces are in the 
sediment and others are on the sediment. 
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3 RESULTS 
The analysis of the PIV system shows boundary layer thickness of 1.7 𝑚𝑚. The free stream velocity and the 

wave period are 0.028 𝑚/𝑠 and about 0.28𝑠𝑒𝑐, respectively, in the steady motion with the input velocity of 
0.1 𝑚/𝑠 and the stroke length of 0.26 𝑚. 

 

  
Figure 1. A shot image of PIV system Figure 2. Vertical profiles of horizontal velocity 

 

When the system in the input of 1 𝑚/𝑠, the distributions of the beads are indicated in Table 1. 
Table 1. A shot image of PIV system 

 

 

 
 

 
Figure 3. Indication of each section 

 
The ∅6𝑚𝑚 beads are more out of the sediment than ∅8𝑚𝑚. Also, they move to the both ends of the tunnel as 
quick as they come out. Within 2 minutes of the start, the beads on the sediment go to the ends. 
4 CONCLUSIONS 

This paper introduces an experimental study for investigating the transport of microplastics in coastal sediment. 
It shows initial stages of the experiment. The results of the distributions of the beads indicate the smaller and 
lighter debris can be come out of the sediment. Also, they move to both and sides of the tunnel. Thus, they 
microplastics in the coastal and marine environment can travel very far quickly, and the properties of the 
microplastics is important to their transport movement. For further works, the more various sizes of beads will 
be dealt and the effects of roughness and bedform of the sediment will be studied. 
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ABSTRACT 

 
Plastic use has increased steadily over the last few decades which has led to significant plastic production, 

followed by substantial plastic waste. Rivers and storm events near coastal regions are responsible for transporting 

millions of tons of plastic waste to marine environments. The coastal transport of plastic wastes is influenced by 

mixing and turbulent behaviors in surge waves. The plastic debris are transported by breaking bores, which is 

affected by the surge wave properties including their Froude numbers. Since polyethylene and polypropylene are 

common pollutants in the marine environment, for this research macro-sized pieces composed of these plastics 

will be introduced in a surge wave generated in a hydraulic flume. Particle movement will be tracked with multiple 

Raspberry Pi cameras and their trajectory and velocity will be determined by in-house particle tracking velocimetry 

(PTV) software. 

 
Keywords: surge waves, coastal plastic waste, macroplastics, turbulence, Froude number. 

 
 
 

1 INTRODUCTION 

One of the UN Sustainable Development Goals is that “life below water must be a priority since majority of the 
resources required to sustain a life are regulated by the sea”. Unfortunately, more than a million seabirds and 
over 100,000 marine mammals are killed due to plastic waste (UNESCO, 2017) as plastics account for 70% 
(Kornei, 2017) to 80% (Thevenon & Carroll, 2015) of total marine waste. It is estimated that over 90% of plastic 
produced globally is not recycled (Parker, 2018a). Nearly 50% of global plastic production (359 million tons) 
comprises of polyethylene (30%) and polypropylene (20%), and therefore polyethylene and polypropylene are 
also predominant in marine waste (Plastics Europe & EPRO, 2019). Coastal regions are significant contributors 
of marine plastic waste, and they are responsible for transporting 8.2 million tons of plastic waste each year 
(Parker, 2018b), similarly, riverine systems can transport 1.15 to 2.41 million tons of plastic waste yearly 
(Lebreton et al., 2017). Shoaling effects on solitary waves can generate a bore with a steep front in shallow 
water and a surge on dry bed; this phenomenon can be observed in rivers and narrow waterways. Tidal bores 
have substantial influence on the river mouth, where debris is suspended due to wave motion and the advected 
material is transported due to a breaking bore, and as a result bed erosion takes place beneath the bore front 
(Docherty & Chanson, 2012; Koch & Chanson, 2008). Furthermore, coastal wastes can be transported through 
mixing induced by breaking waves. In a laboratory setting, bores are generated by sudden closure or removal 
of a sluice gate. The characteristics of a surge wave, including air entrainment, their turbulent kinetic properties, 
and transport capacity directly depends on the surge wave Froude number, Frs. The motive of this research is 
to analyze the impact of this most important dimensionless number that dominates surge properties and 
understand how it affects plastic transport. 

 
2 OBJECTIVE 

Abundance, and fate and transport of microplastics and macroplastics have been studied extensively. However, 
the transport of plastic waste due to surge waves has been mostly overlooked. Since a majority of plastic debris 
found in the aquatic environment are buoyant with material densities smaller than water, turbulent mixing directly 
impacts the transport pathways, residence, and accumulation of plastic debris. Breaking surge waves and bores 
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are highly turbulent phenomena and the turbulent kinetic energy across the wave front impacts the plastic 
mobilization from coastlines and their transport pathways. These surge properties can be captured using the 
surge wave Froude number. Therefore the objective of this research is to investigate the impact Frs has on 
surge transport capacity, and the movement of mesoplastics (5 mm – 20 mm) and macroplastics (20 mm – 100 
cm) due to mixing patterns in the surge waves’ front. 

 
3 METHODOLOGY 

Surge waves with various Frs will be generated in a GUNT hydraulic flume, by controlling flowrate and bed 
angle. Plastic spheres made up of polyethylene, polypropylene, and polystyrene (polystyrene were considered 
to mimic floating debris which have density marginally higher than of water) will be introduced in the flume and 
their trajectory will be observed using Raspberry Pi cameras. Multiple Raspberry Pi boards will be synchronized 
to enable simultaneous recording and the data will be analyzed using an in-house particle tracking velocimetry 
(PTV). PTV is a Lagrangian approach where the focus is on individual particles during the flow. Open-source 
PTV software (PTVReseach) was tested and optimized using experimental data obtained from an in-house 
hydraulic flume, Figure 1. 

Figure 1. Sequence of frames displaying vector length of a particle in motion. Picture in top right corner shows 
the unprocessed image. Time, t: a) 0s; b) 0.17s; c) 0.50s 

 

4 ANTICIPATED OUTCOMES AND INITIAL FINDINGS 

Exploratory findings may yield new insights and lead to improved mitigation plans to cope with growing plastic 
pollutions and improve rivers and coastal infrastructures to reduce transport of plastic debris. This research may 
promote further investigation into transport and mobilization of plastic waste through other pathways. 
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ABSTRACT 

Dams interrupt the river continuity, affecting sediment transport. Prevented from going downstream, sediments de - 

posit in the reservoir,  which ultimately becomes silted.  Not only this deprives rivers of their natural sediment load,  

but it also causes reservoirs to lose storage and water regulation capacity. Especially in alpine-type reservoirs, sed- 

iment flushing is applied as a common management practice to restore the original storage volume.  However,  from     

a hydro-power plant standpoint, this results in the periodic loss of energy production. In this work, we compared nu- 

merically the sediment flushing carried out in the Rio di Pusteria reservoir (Italy) in May 2019 with alternative flushing 

scenarios, with the aim of proposing more efficient operations from the manager’s perspective. Results show that 

lower reservoir filling can lead to shorter flushing periods, and to a minor stored water consumption. 

 
Keywords: sediment management, reservoirs, flushing, numerical simulation. 

 
 
 
 

1 INTRODUCTION 

Sediment flushing is a widespread practice which aims at restoring the lost capacity in hydro-power reservoirs 
(Kondolf et al. (2014)). However, this management strategy affects the ecosystem downstream of the dam. One 
key-aspect is the flushing duration,  both from a managing and an environmental perspective.  As a matter of  
fact, a longer flushing costs in terms of energy production, and it produces a longer stress on the downstream 
ecosystem, whose resistance to a disturbance has been linked to the duration of the exposure (Newcombe et 
Jensen (1996)). In this work, we discuss whether more frequent flushing operations can be overall more efficient 
compared to fewer but longer flushings. 

 
 

2 FLUSHING EVENT OF MAY 2019 

This study is related to the Rio di Pusteria hydro-power reservoir (Italy), managed by Alperia Greenpower srl, 
whose original capacity is 1 690 000 m3. Due to the deposition of silt and sand, it periodically undergoes 
drawdown flushing.   The last flushing took place in May 2019,  five years after the previous one (June 2014).    
The difference between the 2014 after-flushing DEM and the 2019 before-flushing DEM highlighted a deposition 
of 538 995 m3  of sediments,  equal to a sedimentation rate of 107 799 m3/year.   The deposited sediments     
were entirely removed by the 2019 flushing [Difference of DEM before-flushing and after-flushing = 580 542 m3 

(Vref )]. The end of the flushing, identified as the moment in which the concentration value at the bottom outlets 
tends to nearly zero-values, was reached in 10 days. 

 
 

3 MATERIAL AND METHODS 

The flushing event carried out in May 2019 was numerically compared with three alternative scenarios with 
different initial sediment filling in the reservoir: 25%, 50%, 75% of the volume of the sediments in the reservoir 
before the 2019 flushing,  equal to Vref .  Vref  was set as the reference volume (100%) because it is the volume    
of sediments flushed at the current flushings periodicity. The comparison was carried out through the 3D version 
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    Reference Scenario(100%) 

75%Scenario  

50%Scenario  

25%Scenario 

75%Scenario 

50%Scenario 

25%Scenario 

    
Reference Scenario(100%) 

∼ ∼ 

 
 
 
 

∼200 000 m3
 

50% 3 years 7 days 23 days ∼400 000 m3
 

25% 1 year + 2 years 4.5 days 31.5 days ∼500 000 m3
 

 

Table 1: Main features for the different flushing scenarios. In the 25% scenario, flushing is alternated between 1 and 2 years. 
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Figure 1: a) Volume of flushed sediments over time. b) Volume of stored water over time.  

 

of a semi-implicit numerical solver of the Navier-Stokes equations (Tavelli et al. (2020)). 

 
 

4 RESULTS 

The end of the flushing in the three alternative scenarios was set as the moment in which 25%,  50%,  or 75%    

of the reference sediments volume was flushed. As Figure 1a shows, the relation between the flushing duration 
and the initial filling level in the reservoir is non-linear. Indeed,  a lower filling of sediments in the reservoir  
implies a higher volume of water and a higher inertia, which slows down the erosion process. Differences in the 
erosion velocity among the scenarios are also due to the requirement for the mean concentration at the outlet 
not to exceed 1.5%, for which the bottom gates were temporary closed in the simulations (i.e., the boundary 
condition for the outlet discharge was set as 0) whenever the value was about to be overcome. However, in all  
the alternative scenarios the water volume in the reservoir at the end of the flushing is higher (Figure 1b). At the 
current sedimentation rate, the amount of sediment flushed in the reference scenario accumulates in 5 years, 
75% of it accumulates in 4 years, 50% in 2.5 years, and 25% in 1.5 years (Table 1). Therefore, looking at the 10-
years framework,  the reference scenario is the one that requires the least flushing days (twice per decade,    10 
days long each). However, the 50% scenario is really close to it and it allows for a saving of about 25% of the 
stored water every time. Furthermore, being shorter, it is less stressful for the downstream ecosystem. 
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ABSTRACT 

 
Sediment flushing has been reported as an efficient measure for reservoir desiltation. However, the efficiency of 

flushing varies depending on factors such as bed material, initial water head and capacity of dam outlets. This 

study aims to assess the influence of the initial water head and of the sediment size on the flushing efficiency. 

Efficiency is defined as the ratio between the volume of sediments evacuated to that of water released. For that 

purpose, 60 laboratory experiments were conducted in a rectangular flume. Ten pairs hs – hw were tested for two 

different reservoir volumes and for three sands, so-called fine, medium and coarse. hs and hw stand for the initial 

sediment and water elevations, respectively. Measurements consisted in lateral videos to characterize the 

evolution of the water and bed surfaces during the experiments. The flushing efficiency decrease as hs decreases 

and as hw and Vw increase, irrespective of the sediment size. 

 
Keywords: sediment flushing, flushing efficiency, reservoir sedimentation, sediment management. 

 
 
 

1 INTRODUCTION 

Sedimentation in reservoirs is a major issue for dam operators and owners. The accumulation of sediments in 
reservoirs progressively reduces their storage capacity, it alters the sediment balance of the river and, in 
extreme circumstances, it may block totally or partially the operational structures of the dam (water intakes and 
bottom outlets) (Annandale et al. 2016, Fan et al. 1992). To prevent and mitigate these negative effects, several 
techniques can be used to evacuate sediments from reservoirs thought with very different efficiency (Fan et al. 
1992). 

This study focuses in the sediment flushing technique, which consists in evacuating sediments from the 
reservoir by emptying it through the bottom outlets. Flushing has been reported as one of the most efficient 
techniques for reservoir desiltation (Atkinson 1996, Fan et al. 1992), though the efficiency of flushing varies 
significantly depending on factors such as the geometry of the reservoir, the initial water head, and the sediment 
properties (Atkinson 1996, Fan et al. 1992). In this context, this study aims to assess the efficiency of sediment 
flushing for varying initial conditions and for different sediment mixtures. Efficiency is herein defined as the ratio 
between the volume of sediment evacuated to that of the water released (η = Vs / Vw). The study is based on 
the analysis of the results obtained from 60 experiments, conducted in the Hydraulic Laboratory of Universidad 
Politécnica de Cartagena, Spain. 

 
2 METHODS 

The experiments were conducted in a 12.5 m long and 0.30 m wide horizontal rectangular glass flume. To 

enforce critical flow at the downstream end of the channel, the bottom was elevated 0.15 m along 6 m from the 

downstream end. Upstream, the flume is equipped with a sluice gate to control the volume of water stored. 

Downstream, the channel is equipped with a 0.30 m wide tilting gate that allows a sudden opening, and with a 

sediment trap to collect the sediments evacuated during the experiments. Figure 1 shows a sketch of the 

experimental facility. 
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Figure 1. Sketch of the experimental facility (not to scale). 

In this experimental setup, three different sands, so called fine (d50 = 0.39 mm), medium (d50 = 0.80 mm) and 

coarse (d50 = 1.54 mm), were tested. For each sand, 20 experiments were run by covering 10 values of the ratio 

hw / hs (from 1.25 to 5.00) and 2 values of L (6.00 m and 12.05 m). hw and hs stand for the initial water head and 

for the initial sediment height, respectively. The measurements consisted of: i) Lateral videos to characterize 

the evolution of the bed and water surfaces during the experiments. ii) Discrete monitoring of the water surface 

by means of ultrasonic limnimeters. iii) Weighing of the sediment evacuated during the experiments. 

 
3 RESULTS 

 
The results show a good correlation between the flushing efficiency and the parameters hw · h -1 and Vw

1/3· h -1, 

which represent the initial potential energy of the reservoir and its inertia, respectively. Figure 2 illustrates that 
the efficiency decreases as the initial potential energy and the inertia of the reservoir increase, irrespective of 

the sediment size. 

a) b) 
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Figure 2. Flushing efficiency for different sands and for varying values of: a) hw· h -1, and b) Vw
1/3· h -1 

 
4 CONCLUDING REMARKS 

Within the range of values adopted in this study, the influence of variables such as the initial height of sediment 
and the initial water head on the efficiency of flushing is significant, in comparison to the negligible influence of 
the sediment size. 
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ABSTRACT 
 

Surge waves are commonly observed in numerous hydrodynamic events such as dam breaks, tidal 

bores, and tsunami due to abrupt flow change. The research to-date emphasizes the high turbulence, 

sharp discontinuity of pressure and velocity, and air entrainment properties of the surge waves. The 

objective of this study is to investigate the impact of surge Froude number on turbulent mixing and air 

entrainment patterns. With the numerical tool OpenFOAM, two 𝑘−휀 and one Large Eddy Simulation 

(LES) models are applied to simulate the turbulent breaking wave. Significant difference in flow 

patterns are observed between three models. Time series of velocity components capture the passage 

of surge waves and identify maximum fluctuation levels behind surge waves. 

 
Keywords: surge waves, dam break waves, turbulent modelling, air entrainment. 

 
 

1 INTRODUCTION 

The surge waves will form as an abrupt variation that happened to the flow condition (Koch & Chanson, 2009). 
Surge waves are observed in engineering applications such as hydropower generation, which generates the 
dam break wave, or for the natural phenomena such as tsunami waves (Li & Chanson, 2018). Commonly, as 
noted by Li and Chanson (2018), hydrodynamic shocks are observed in the positive surges with the form of 
discontinuity in pressure and velocity fields, and with the extreme unsteady turbulence involved could bring 
consequences including sediments advection, contribution to the sediment’s origin and contaminants 
transportation. Hence, understanding the turbulent characteristics of the surge waves is vital to mitigate 
environmental-related issues such as nutrient and sediment cumulation, habitat damage, debris transport, and 
ecological balance. 

 
2 KEY LITERATURE REVIEWS AND PROBLEM DEFINITION 

There are substantial studies of the turbulent structures in the surge waves such as Koch and Chanson (2009) 
conducted experiments to measure turbulence across surge wave front. Also, there are studies like Chanson’s 
(2003) measured air entrainment in the surge waves experimentally. However, few papers have coupled 
between the two. The research aims to study the interconnection between turbulent structures and air 
entrainment patterns in the surge waves. For the numerical simulation, a volume of fluid method for interface 
capture by Hirt and Nichols (1981) was utilized in the preliminary dam break wave simulation for the phase 
profile. The air entrainment model by Hirt (2003), which was transferred to the OpenFOAM by Almeland (2018), 
was applied in the dam break wave simulation. 

 

Figure 1. The schematic of the computational domain 
where the probes are evenly distributed downstream of 

the gate at every 30 meters, where 𝑑0 = 10 𝑚 and 𝑑1 = 2 𝑚. 
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3 METHODOLOGY 

The simulation started with dam break waves by utilizing the Reynold Average Navier Stokes (RANS) version 

of “interFoam” solver and 𝑘−휀 model for the turbulence without air entrainment function. The interface is captured 

based on the volume of fluid method which assigns a volume fraction scalar for fully liquid (𝛼𝑙 = 1) or gas (𝛼𝑙 = 
0) and the interface should have 0 < 𝛼𝑙 < 1 (Hirt & Nichols, 1981). The simulated water depth profiles in the 
preliminary results in dam-break wave analysis were compared with the analytical solution using the Method of 
Characteristics (MOC), where the effect of bed friction is overlooked. Almeland (2018) developed the 
interAirEntFoam solver based on the Hirt (2003) method, which states the air entrainment incepts when the 
turbulent force is greater than the stabilizing force at the surface. The air entrainment is added as a source term 
in the void fraction equation in the solver. 

 
4 RESULTS 

Figure 2. Phase distribution at 𝑡 = 6 and 14 𝑠 for surge wave 

Froude number, 𝐹𝑟𝑠 = 
𝑐 

√𝑔𝑑1 
= 2.12, where c is surge wave celerity, 

(a) 𝑘−휀 without source, (b) 𝑘−휀 with source, (c) LES. 
 

 
 
 
 

5 CONCLUSION 

Figure 3. Time series of longitudinal velocity, 𝑈𝑥 from 𝑡 = 0 to 15 𝑠, 
𝐹𝑟𝑠 = 2.12, (a) 𝑘−휀 without source, (b) 𝑘−휀 with source, (c) LES. 

As demonstrated in Figure 2(b), adding the air source term to the 𝑘−휀 model, created the entrapment of finer 
air pockets at the interface. Furthermore, large scale air pockets are observed in Figure 2(a) which are no 
longer visible with implementation of source term in Figure 2(b). LES model, as it captures larger than grid- 
scale fluctuations, generates the most air entrainment behind the surge front. 𝑼𝒙 plots across points 0 to 3 
identify the arrival of surge waves. For point 0 one peak only exists for 𝑼𝒙 in all three models, however, for 

points 1, 2 and 3 a secondary peak appears except for point 1 in model (a). LES model compared to 𝑘−휀 
generates detailed fluctuations, but follows peak trends observed in 𝑘−휀. Adding the air source term, however, 
significantly impacts the results. Since three models generate different flow patterns, it is essential to validate 
them with available experimental data and select the most suitable model for the research. 
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ABSTRACT 

 
The aim of the research has been to investigate the change of dynamic behavior of a Kaplan turbine runner when 

submerged in still water. More specifically, the effects of the added mass on the modes of vibration have been 

quantified. For that, the modes of vibration of the runner in vacuum, in air and in water have been simulated with 

a coupled Acoustic-Structural modal analysis and, from their comparison, the reduction of the natural frequencies 

and the possible changes of the mode shapes have been determined. The results show that the typically assumed 

invariance of all the mode shapes of a structure when submerged in a dense fluid is not fully accomplished in this 

particular geometry. And regards to the frequency reduction ratios, they are found to be similar for the first six 

modes with an average value of about 37%. 

Keywords: Kaplan runner, modal analysis, fluid structure interaction, frequency reduction ratio, mode shape. 
 

1 METHODS 

Up to now, the prediction of natural frequencies in hydraulic turbines has been performed by considering that 
the solid surface displacements and the fluid density variations are small, and by using an irrotational flow 
without mean velocity (J.P. Gauthier et al., 2017; D.S. Braga et al., 2013). Therefore, the use of the acoustic 
wave equation for pressure coupled to the structural one is deemed valid to carry out the modal analysis of a 
Kaplan turbine runner based on Equation 1: 

 

[𝑀𝑠]𝑢̈  + [𝐾𝑠]𝑢̈ = [𝑅]𝑝 
[𝑀 ]𝑝  + [𝐾 ]𝑝 = −𝜌[𝑅]𝑇ü

}
 

𝑓 𝑓 
[1] 

 
where [𝑀𝑠] and [𝑀𝑓] are the structural and fluid mass matrices, respectively, [𝐾𝑠] and [𝐾𝑓] are the structural and 

fluid stiffness matrices, respectively, [𝑅] is the coupling matrix, 𝑝 is the pressure, 𝜌 is the density and 𝑢̈ is the 
structural displacement. 

The frequency reduction radio (FRR) between the natural frequencies of the structure in vacuum and in water 
has been computed using the Equation 2: 

 

𝑊𝑣       − 𝑊𝑤 
FRR (%) = 100 

𝑊𝑣 
[2] 

 

where 𝑊𝑣 is the natural frequency of the structure in vacuum and 𝑊𝑤 in water. 

The Modal Assurance Criterion (MAC) has been used to compare the modal vectors between the runner in 
vacuum, in air and in water (M. Pastor et al., 2012) as defined by Equation 3: 

 

|{𝑉 }𝑇{𝑉 } 
2

 
𝑟 𝑞  | 

MAC (r, q) = 𝑇 

({𝑉𝑟 }𝑇{𝑉𝑟}) ({𝑉𝑞 }  {𝑉𝑞}) 

 

[3] 

 
where {𝑉𝑟 } is the mode shape of the structure in vacuum and {𝑉𝑞 } in air or water. The MAC can take a value 

between 0 and 1, with values larger than 0,9 indicating a consistent correspondence between two mode shapes, 
whereas small values suggest a poor resemblance between them. 

 

2 RESULTS 

In Table 1, the frequencies of the first six bending modes of the runner blades in vacuum, in air and in water are 

listed along with the FRRs between the frequencies in vacuum and water. Others studies which also investigated 
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 Natural Frequency (Hz)  

Mode Vacuum Air Water FRR(%) 

M1 1081 1081 736 32 

M2 1257 1257 768 39 

M3 1262 1261 775 39 

M4 1269 1268 779 39 

M5 1280 1279 833 35 

M6 1285 1284 836 35 

 

 Water 

M1 M2 M3 M4 M5 M6 

 
 
 

Vacuum 

M1 0,8 0,7 0,7 0,6 0,7 0,6 

M2 0,5 0,9 0,4 0,2 0,3 0,2 

M3 0,9 0,8 0,9 0,3 0,7 0,3 

M4 0,5 0,4 0,6 0,8 0,6 0,3 

M5 0,8 0,5 0,9 0,4 0,8 0,3 

M6 0,3 0,4 0,3 0,7 0,3 0,4 

 

 Air 

M1 M2 M3 M4 M5 M6 

 
 
 

Vacuum 

M1 1 0,5 0,8 0,7 0,7 0,6 

M2 0,5 1 0,6 0,2 0,3 0,3 

M3 0,8 0,6 1 0,6 0,8 0,3 

M4 0,7 0,2 0,6 1 0,7 0,5 

M5 0,7 0,3 0,7 0,7 1 0,2 

M6 0,6 0,4 0,4 0,5 0,2 1 

 

 

the FRRs of the first bending mode of a Kaplan runner blade showed values ranging from 40 to 50 % (V.P. 

Zolotarevich et al., 2017; J.P. Vialle et al., 2008; M. Zhang et al., 2019). The dispersion between results steam 

from the fact that the added mass depends on multiple factors such as geometry, dimensions, blade-hub 

assembly or nearby boundary conditions, which makes comparisons complicated. 

Table 1. Runner natural frequencies in vacuum, air and water, and corresponding FRRs. 
 

 
Despite of the common assumption that the mode shapes are invariant between structures in vacuum and 
water, it seems that this correlation is lost for complex structures which are submerged in a heavy fluid such as 
a Kaplan turbine runner. 

Table 2 shows the MAC values for the vibration modes obtained by the numerical modal analysis of the present 
geometry. It can be observed that they are exactly 1 between vacuum and air, as expected, but they are 
significantly lower between vacuum and water, specially for M6. 

Table 2. MAC values between mode shapes: vacuum-water and vacuum-air. 

3 CONCLUSIONS 

It has been found that the FRRs of a Kaplan turbine runner are slightly lower than the values provided by other 
authors, which might be attributed to the high sensitivity of the estimates to several factors such as the boundary 
conditions. With regards to the mode shape invariance which is generally assumed, it is shown in our particular 
case that the modes shapes when submerged in water are slightly different than the ones in vacuum, and 
specially for the highest order mode considered in the present study. 
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ABSTRACT 

Hydraulic modeling of pressure transients in water distribution networks (WDNs) has shown increasing promises 

in various applications, such as WDN design, fault detection, and risk assessment. To facilitate the integration of 

transient simulation in these simulation-based applications, this paper contributes the first, general, and open-source 

implementation of transient simulation software: Transient Simulation in water Networks (TSNet). TSNet is a Python 

package with the following capacities: (1) read EPANET INP files and establish initial conditions, (2) perform transient 

simulations under various conditions, i.e., valve and pump operations, leaks, and bursts, with and without surge 

protection devices, and (3) obtain, visualize, and post-process results. TSNet not only provides transparency needed 

by the research community, but also presents a platform where users and developers can further develop, improve 

and extend the existing transient model. This paper presents the capabilities of TSNet, an example application, and 

additional resources for TSNet. 

 

Keywords: transient simulation; open-source software; Python; water distribution networks 

 
 
 
 

1 INTRODUCTION 

Aging infrastructure and growing water demand have imposed increasing challenges on the performance of wa- 
ter distribution networks (WDNs) to secure safe and reliable water supply. Facing with these challenges, various 
methods have been proposed to assess the pipeline conditions and detect anomalies (Xu et Karney, 2017). 
Model-based technique, exploiting the hydraulic behavior of WDNs, is one of the most popular approaches for 
tackling the problem of pipeline condition assessment and anomaly detection owing to its cost-efficiency and 
non-intrusiveness (Rajani et Kleiner, 2001). The core drivers of these model-based techniques are hydraulic 
models, including steady-state (Rossman et al., 2000) and transient models (Wood et al., 2005). Transient- 
based models are generally believed to be superior to steady-state models because a considerable amount of 
information about the state of the WDN can be revealed within a very short period of time as the transient wave 
travels rapidly through the pipe at wave speed (Xu et Karney, 2017). 

The extensive transient-based applications, including system design, condition assessment, and anomaly de- 
tection, require efficient and accurate hydraulic transient simulation tools as core drivers. However, the lack of 
freely available, openly accessible, and easily interactive software impedes the applications of transient-based 
methods to complex pipe networks.  As results,  the previous transient-based applications are largely restricted   
to pipe segments, such as reservoir-pipeline-valve systems, and small networks of simple typologies.  Although     
a number of commercial software exists for transient simulation in WDNs, such as Hammer (HAMMER, Bentley, 
2019), Pipe 2018 (KyPipe, LLC, 2019), and InfoSurge (Innovyze, 2019), the use of these software for research 
purpose is limited. Ultimately, there is a clear gap between the currently available transient simulation capacities 
and ever growing demand in the flexibility, accessibility of transient simulation tools. Hence, the authors are 
motivated to develop an open-source package rendering easiness for interaction, modification, and extension of 
transient modeling and simulation. The Transient Simulation for water Networks (TSNet) is a Python package 
designed to (1) provide users with open source Python code for simulating transients in WDNs that can be 
integrated with other case specific applications, and (2) encourage users and developers to further develop and 
extend the current transient model. 
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2 PACKAGE CAPACITIES 

TSNet, as a Python package for transient simulation in WDNs, is available in Python Package Index (PyPI). All 
source codes can be downloaded from the GitHub repository at https://github.com/glorialulu/TSNet. The 

online documentation, including detailed descriptions of the numerical scheme, installation instructions, setting- 
up and performing transient simulation, getting simulation results, and modeling conventions and limitations, are 
available at https://tsnet.readthedocs.io. The major capacities of the package includes:  (1)  read  directly  
from an EPANET formatted water network model input file and create the corresponding transient model; (2)  
set up transient models by define transient-related features such as wave speed and time step; (3) define 
operational changes in valves and pumps as well as background leaks and pipe bursts; (4) perform transient 
simulation using method of characteristics (MOC) (Wylie et al., 1993);  (5) model open and closed surge tanks;  
and (6) obtain and visualize flow and pressure results. 

 
 

3 APPLICATION AND RESULTS 

The example application in this section demonstrates the multiple capabilities of TSNet Python package on an 
example network, which comprises 126 junctions, 1 reservoirs, 2 tanks, 168 pipes, 2 pumps, and 8 valves, as 
depicted in Figure 1. Wave speed for all pipes are set to be 1200m/s.  Four scenarios (S1,  S2,  S3,  and S4) were  
set up: S1 simulates pipe burst at Junction 73, which starts at 1s and takes 1s to fully develop to the final burst 
coefficient of 0.01m3/s/(mH2O)0.5;  S2 models the linear closure of Valve-1  within 1s;  S3 predicts the impacts  
of PUMP-1 linear shut-off within 2s;  and S4 simulates the background leak at Junction-20 with leak coefficient    
of 0.01m3/s/(mH2O)0.5 . The results of the four scenarios were reported at the chosen junctions, as by black 
dots, and presented in Figure 1, where pressure transients of different shapes and amplitudes can be observed. 
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Figure 1: Example network for demonstrating TSNet usage and the results for four example scenarios.  

 
The results of this example application demonstrate the simulation capacities of TSNet. More examples as 
well as all source codes, software documentation, example codes and networks, and contacting information for 
reporting bugs and questions are included in the GitHub repository (https://github.com/glorialulu/TSNet). 
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ABSTRACT 

 
Hydraulic transients can be due to different causes, such as pump switchings, customer demand changes, 

maneuvers on valves. They, in turn, may cause bursts and breaks in water supply systems. The Dorsale 

transmission main (TMs) in the north east of Milan, Italy, has been monitored during the night at two measurement 

sections with a high frequency rate, that allowed to detect transients with different characteristics. The data 

presented in this paper show the importance of monitoring towards a better management of TMs in order to reduce 

leakages and bursts. 

 
Keywords: transients, monitoring, transmission mains, field tests, frequency rate. 

 
 
 

1 INTRODUCTION 

Hydraulic transients in water supply systems are an issue that in the last few years gained interest among water 
utilities. In fact, they are a constant presence in networks – as a result of customer demands, pump switching 
on and off, maneuvers on valves etc. (Meniconi et al., 2014; Mc Innis and Karney, 1995; Morris, 1967) – and 
they may cause bursts and breaks in pipelines. Monitoring networks and detecting transients can lead to a 
better management of the water supply systems and to a reduction of leakage and bursts, with a consequent 
reduction of all the inconvenience related to such phenomena. One of the crucial features of monitoring with the 
aim of detecting transients is the pressure acquisition rate (Rathnayaka et al., 2016), that must be high enough 
to capture rapid pressure variations. Such a feature is not ensured by the remote-control systems that the 
managers are equipped with. 

In this paper, data from a field measurement campaign executed on the Dorsale transmission main (TM) in the 
north east of Milan, Italy, managed by CAP Holding SpA, are presented. Such measurements have been carried 
out during the night with an acquisition rate of 2048 Hz and reveal the presence of several transients. 

 
2 FIELD MEASUREMENTS 

 
The Dorsale TM connects the Pozzuolo Martesana well-field (WF) to a rising main (RM) that pumps water to a 
reservoir. It mainly consists of cast iron pipes (alternated with relatively short iron pipes) of three different 
nominal diameters: DN 800 for a length, L, of about 11666.08 m from the WF, DN 700 (L = 2571.67 m) and DN 
600 (L = 1353.8 m), for a total length of about 15591.55 m. Between the WF and the RM there are seven active 
branches and two inactive ones, consisting of pipes of different materials and diameters. The operating pressure 
is between 8 and 10 bar, whereas the steady-state discharge is between 100 and 200 L/s. Two data-loggers 
have been placed at the WF and at the RM, with an elevation of 125.5 m a.s.l. and 195.58 m a.s.l., respectively. 
Such acquisition systems are equipped with a GPS antenna that allows the data synchronization even at several 
kilometers of distance. 

As an example, the pressure signal, H, acquired between midnight and 1 a.m. on December 5, 2019 at the two 
measurement sections is shown in Fig. 1. It is evident the presence of several rapid pressure variations with a 
significant magnitude, especially at the WF section. For example, it is worthy of note that at 00:23 only one of 
the four pumps at the WF was operating and it has been switched off, generating a very large pressure variation 
of about 42 m. Then, at about 00:28, one pump has been switched on again. It can be observed that the 
magnitude of the other pressure oscillations registered at the WF section ranges between 15 and 20 m. On the 
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contrary, at the RM section, the pressure variations are smaller (around 4-5 m), but more numerous with respect 
to the WF section, and are characterized but a sort of periodicity. This is due to the fact that at RM four variable 
speed pumps are installed and the inverter effect reflects on the pressure signal. 

 
 

 
Figure 1. Pressure signal, H (t), acquired at RM and WF sections between 00:00 and 01:00 a.m. 

 
 

3 CONCLUSIONS 
 

Data acquired synchronously with an acquisition rate of 2048 Hz at two measurement sections of the 
Dorsale transmission main in the north east of Milan, Italy have been shown. Within one hour of acquisition 
during the night, several transients have been detected and they can be distinguished in two types. On one 
hand, few transients due to the pump switching on and off at the Pozzuolo Martesana well-field, with large 
pressure variations (up to more than 40 m); on the other hand more numerous transients during the same 
time period, but with smaller variations and a repeated pattern, associated to the effect of the inverter 
installed at the rising main. Both types of transients can be potentially dangerous for the water system and 
surely need to be investigated by means of more field measurements and data analyses. For the first type 
of transients, further measurements in other sections would allow studying the propagation of the water 
hammer phenomenon in the network. For the second type of transients, the next step is the monitoring of 
stresses and strains over long periods of time in some critical points and their analysis by means of both 
time- and frequency-domain tools. 
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ABSTRACT 

 
The water distribution system (WDS) of Padua, Italy, is a complex network of 1,246 km of pipes. In order to control 

and improve the efficiency of such a system, recently, AcegasApsAmga, the Padua water utility company, started 

monitoring transients. A preliminary analysis of the available pressure measurements provided by the existing 

remote-control system has been executed. These measurements, with a time step of 15 minutes, allows pointing 

out the most critical areas of the WDS, i.e., the ones exposed to the most severe pressure variations. 

Keywords: field tests, water distribution system, transients, monitoring. 
 

1 INTRODUCTION 

In Italy and worldwide, Water Distribution Systems (WDSs) are affected by several deficiencies leading to low 

level of service both from a quantitative and qualitative point of view. Particularly, in Italy WDSs are quite aged, 

with a very high average level of water leakage – approximately 41.9% of input water volume being dispersed 

(ARERA, 2017). Transients are one of the key loads that act on the WDSs and contribute to the occurrence of 

leaks (e.g., Karney and Mc Innis, 1990). They are not only caused by an accidental pipe rupture due to external 

forces or power failure in a pumping station, but also by the normal variation in the drinking water demand 

patterns that trigger pump operations and valve manipulations (e.g., Marsili et al., 2020). In this paper, low- 

frequency pressure measurements, acquired by the manager in the network of Padua (Italy) within the remote- 

control system, are used to locate the areas of the network mainly exposed to the most severe pressure 

variations. Based on this preliminary study, it is possible to make decisions on where to put high-frequency 

mobile dataloggers to monitor transients in the system. 

2 MATERIALS AND METHODS 

The WDS of Padua, managed by AcegasApsAmga (Hera Group), has a total length of 1,246 km, five pumping 

stations with surge tanks and six storage tanks, with a total number of consumers of 290,000. The pipe diameter 

ranges from DN700 to DN50 (indicated with different colors and thickness in Figure 1), whereas material differs 

between steel, asbestos cement and polyethylene. The supply system has three transmission mains: a free 

surface concrete channel installed in 1890, a DN900 diameter concrete main, installed in 1958, and a steel line 

with a diameter DN1300, installed in 2000. All these mains convey water to three main pumping stations: 

Brentelle, Montà and Codalunga (Figure 1). From 2009, Padua WDS is divided into a series of District Metered 

Areas (DMAs), in order to keep the water loss level monitored and under control, and reduce the water pressure 

when consumptions are low. For this reason, the WDS has several permanent pressure measurement sections, 

indicated by white labels in Figure 1, with a time step of 15 min. In accordance to previous research in this area 

(e.g., Rathnayaka et al., 2016), the minimum acceptable value of the frequency acquisition is 20 Hz, much larger 

than that of the remote-control system. As a consequence, to measure pressure transients in the network 

properly and then to understand and localize their causes, a synchronized acquisition of pressure at high- 

frequency in some sections of the WDS is necessary. However, in this paper, the available low frequency data 

are preliminary analysed in details to guide and orient the main objective of the study: to measure the magnitude 

of pressure transients that occur in the Padua WDS due to various operational scenarios and understand the 

dynamics of the system. 
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Figure 1. The west part of the Padua WDS with the pumping stations and the pressure measurement sections 
highlighted. 

 
3 RESULTS 

As an example, Figure 2a shows the pressure signals acquired on a normal (i.e., with no uncommon maneuvers 

executed) midweek day (July 15 2020) by the remote-control pressure sensors highlighted in Figure 1. The 

behavior of all the acquired pressure signals is extremely similar, with a maximum pressure value at about 7:15 

and a minimum value at 14:30, even if they happen in very different pipe sections in an area of about 3 x 4 km. 

The histogram analysis of the pressure variations provides some insight into transient behavior in these sites, 

as reported in Figure 2b. The most severe pressure variations happen at the following sites: P036, P037, P058, 

P175, P193. Specifically, the measurement section P175 is located immediately downstream of the Brentelle 

pumping station in a steel DN700 pipe. Equivalently, sections P058, P193 (in two steel DN600 pipes), and P037 

(in a HDPE DN315 pipe), are located downstream of the Montà pumping station. In addition, the P036 point 

shows quite large and stable pressure fluctuations, even if it is located in a residential area in a small plastic 

pipe (HDPE, DN160). Accordingly, such an area should be analyzed in a deeper detail. 

As expected, the preliminary analysis of the low-frequency pressure measurements confirms that high- 

frequency measurements are needed to better understand the transient response of the systems. Moreover, 

they point out in which sites the high-frequency mobile data loggers should be preferably installed. 
 

35 2.5 

 
 
 

2 

 
 

30 

1.5 

 
 
 

1 

25 

 
 

0.5 

 
 
 

20 
0 6 12 18 24 

time, t(h) 

 
 

0 
80 85 90 95 

number of occurences 

Figure 2. Pressure signals and histograms of head change rates for the measurement sections indicated in 
Figure 1. 
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ABSTRACT 

Up to date, transient analysis methods are mainly theoretical, and their implementation to real engineering problems is constrained 
due to several physical phenomena not accounted for, such as unsteady friction. This study investigated the behavior of different 
unsteady friction models in Python environment. The models have been compared based on well-developed criteria to be 
implemented in WANDA commercial software. Vítkovský’s unsteady friction model was found to be the fittest one to be implemented 
in WANDA. The upgraded WANDA version was then tested on a simple hydraulic network. The newly implemented Vítkovský’s 
friction model has significantly influenced the damping over the conventional quasi-steady friction. 

Keywords: Transient analysis, unsteady friction, water hammer, WANDA 

 

 
1 INTRODUCTION 

Inverse transient analysis (ITA) offers the possibility of leak pinpointing from the perspective of a software-based approach, and it is 
now becoming an emerging technique for leakage detection. Even though this technique is well-defined in research papers, it is not 
yet adequately implemented in commercial software due to several fundamental aspects and assumptions used in the transient 
solvers (Lin and Yeh, 2019). Most hydraulic transient commercial software use steady friction in their computation, which might be 
valid for basic water-hammer analyses but not for complex analyses like transient based leakage detection techniques (Abdulshaheed 
et al., 2017). Hence, implementation of unsteady friction for transient events is mandatory to enhance the aptitudes of commercial 
software. 

 

 
WANDA is a hydraulic based model software developed by Deltares which performs hydraulic analyses for steady and unsteady flow 
conditions in water networks. For transient analysis purposes, WANDA can be used to execute efficiently tasks that are dependent 
on the maximum pressure wave. However, the later pressure history is poorly simulated. This problem arises from the fact that 
WANDA relies on steady friction computation. This study aims to update the current transient solver in WANDA with an unsteady 
friction component, so that it can provide more accurate computations. 

2 Methodology 

The research plan included several steps that are featured in 
two different environments, Python and WANDA, 
respectively. In the Python environment, the water hammer 
numerical solution is first implemented and solved using the 
basic MoC with steady friction computation. Secondly, the 
quasi-steady friction and 3 different unsteady friction models 
were implemented in Python environment. The different 
implemented friction models were then compared with real 
experimental data using the setup used in Ferràs et al. 2016 
research. Based on this comparison, the most-suited 
unsteady friction model for engineering practice is 
implemented in WANDA and tested for different synthetic 
networks. 

A simple synthetic network was constructed to easily 
compare the effects of transient event simulation at the valve 
using unsteady friction with the previously installed quasi- 
steady friction model. The network is composed of an 
elevated tank, 5 pipes, 2 nodes, a butterfly valve, and the 
final reservoir. The valve closure occurred during 1 second. 
The network is illustrated in Figure 1 . 

Figure 1 Simple network structure 
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3 RESULTS AND DISCUSSION 

3.1 Simulation of different unsteady friction models 

All the friction models were implemented and presented in 
Figure 2. The steady, quasi-steady first-order model and 
quasi-steady second-order model provided overall close 
results. Hino’s model provided a slight improvement over the 
previous models due to the additional instantaneous mean 
flow velocity assumption (Hino et al., 1977). Daily’s model 
provided more accurate results by using instantaneous mean 
flow velocity and local acceleration while estimating the 
friction. A significant improvement has already been deduced 
when using Brunone’s model and further improved by 
Vítkovský’s model (Vítkovský et al., 2006). These models 
depend on the instantaneous mean flow velocity, local 
acceleration, and convective acceleration./ Vítkovský’s model 
provided higher accuracy than Brunone, and this is mainly 
attributed to the sign term which was introduced (Vítkovský et 
al., 2006). Finally, Vítkovský’s model was chosen to be 
implemented in WANDA as it (i) doesn’t need an input from 
user (ii) stable (ii) has moderate accuracy (iv) has highly 
moderate accuracy (v) accuracy is not case dependent 

 

3.2 Simulation of unsteady friction in a simple pipe 

network 

Information retrieved from Figure 3 confirms the fact that 
the quasi-steady friction gives a realistic approximation of 
the first few pressure peaks only. The first two pressure 
peaks are almost identical with the unsteady friction model; 
however, differences can be noticed from the third peak. 
Hence, the conventional quasi-steady friction model can be 
good enough for the applications that use the highest 
pressure peaks, for example, pipe bursts tests or pump 
trips. The WANDA’s upgraded model provides a higher and 
more realistic damping rate than the conventional quasi- 
steady model. This is mainly credited to the addition of the 
previously neglected unsteady friction that counts for 
different factors like turbulence. 

 

4 CONCLUSIONS 

• Unsteady friction is significantly important for different applications and tasks executed by standard engineers 

• Vítkovský friction was found to be the best-suited unsteady friction model to be implemented in WANDA according to the 
developed criteria mentioned in this study 

• Unsteady friction improves the simulation significantly for standard pipes; however, it falls short for simulating PVC and HDPE 
pipes 

• Vítkovský’s friction provided affordable computational efforts and high moderate accuracy in the context of transient analyses in 
hydraulic networks 
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Figure 2 Simulation of different friction models compared to measurement 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3 Pressure history in simple synthetic network using a) quasi-steady friction and b) 

Vítkovský friction 
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ABSTRACT 

 
Water distribution systems (WDSs) often experience pressure transients. This paper shows some preliminary 

transient tests executed in a two-loop network installed at the Water Engineering Laboratory of the University of 

Perugia, Italy. Specifically, the effect of the functioning conditions during transient events is investigating. 
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1 INTRODUCTION 

Water distribution systems (WDSs) are complex, usually highly looped, infrastructures with thousands of 

elements such as pipes, pumps, and valves. The space-time variability of users' water demands and the 

operation of pressure regulating devices, cause sudden transients that are not normally detected by current 

pressure remote-control systems, designed to capture data every 5-15 minutes. For a given maneuver, the 

magnitude of a transient depends on the topology of the network, i.e., its geometrical and mechanical 

characteristics and boundary conditions. In the presence of very rapid and severe transients, generated for 

example by pump shutdown or valve closure (Gullick, 2004; Mc Innis, 1995; Morris, 1967; Jaeger, 1948), 

catastrophic damages can occur. On the contrary, transients characterized by small overpressures, as those 

generated by the operation of variable-speed pumps and pressure-reducing valves (Meniconi et al., 2017), as 

well as those linked to the dynamics of water consumptions, can cause collapse of the pipes due to fatigue. 

Such a feature, generally underestimated, is among the causes of network failure. The aim of this paper is to 

offer experimental evidence of the effect of the functioning conditions of a network on its transient response. 

 
2 MATERIALS AND METHODS 

The experimental setup is a pipe network with two loops simulating a District Metered Area (DMA) installed at 

the Water Engineering Laboratory (WEL) of the Department of Civil and Environmental Engineering (DICA) of 

the University of Perugia. The network (Figure 1b) consists of a 42.3 m long DN110 supply pipe connecting a 

pressure tank to the DMA. The first loop of the DMA has four DN75 pipes with a length L = 100 m, whereas the 

second one has four pipes: one in common with the first loop and the other three with DN50 and L = 100 m. 

DN25 short pipes (L = 0.75 m) with a solenoid valve (with a closing time of about 30 ms) at the downstream end 

section (terminals) are installed at nodes 4, 5, 6, 7, and 8 (Figure 1b) to simulate users. Pressure is monitored 

in eight measurement sections along the pipes (i.e., 23, 34, 47, 87, 45, 58, 65, and 36). A transient test has 

been generated by the almost instantaneous closure of valve 5, for two different operating conditions. In the 

first condition, the terminals 4, 6, 7, 8 are open simulating active users (hereinafter, such a network layout is 

referred to as "open network"), whereas in the second one they are close ("closed network"). 

 
3 RESULTS 

The acquired pressure signals, h, are shown in Figure 2a and 2b in the long term for the open and closed 
network, respectively. Specifically, for the open network, the pressure wave generated by the closure of valve 
5 (∆h58 = 10.96 m) is smaller than that occurring in the closed network (∆h58 = 18.16 m), because of the smaller 
initial discharge at valve 5 (2.60 L/s vs. 3.70 L/s). Moreover, the decay of the pressure oscillations is faster in 
the open network (the damping occurs in about 4 s) than that in the closed one. In the latter, the damping 
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happens in about 40 s due to reflections at the closed terminals. More details are offered in Figs 2c and 2d 
where the pressure changes with respect to the steady-state value, h0, during the first two periods for the open 
and closed network are shown, respectively. For the closed network, pressure changes are larger than ∆h58 in 
sections 87 and 47 (at a distance of about 120 m from valve 5): 29.46 m (~ 162% ∆h58) and 27.62 m (~ 152% 
∆h58), respectively, because of the reflection of the pressure wave at the closed terminals. On the contrary, in 
these sections, the initial pressure variation decays rapidly in the case of the open network: at section 87 the 
pressure variation is 3.46 m (~32% ∆h58) and at section 47 it is 4.65 m (~ 42% ∆h58). Therefore, to identify the 
most exposed to transient areas (Starczewska, 2014), it is necessary to monitor not only the node where the 
transient is generated, since its effects can be emphasized by the topology of the system and functioning 
conditions. 

Figure 1. DMA at WEL: a) general view, and b) network layout. 
 

Figure 2. Pressure signals in the case of a) “open network”, and b) “closed network”. 
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A depth-averaged system for free surface flow based in non-hydrostatic pressure (NHP) assumptions is presented 

and analyzed for the numerical simulation of open channel flows. This research analyzes the numerical behaviour of 

the model when simulating both steady and unsteady for open channel flows. The NHP model is solved my means of 

a one-dimensional explicit-implicit finite volume method. A well-balance scheme must be designed for these models 

to solve some particular problems. The numerical results are validated with semi-analytical and experimental data. 
 

Keywords: non-hydrostatic pressure, finite-volume, dispersive, steady, well-balanced. 

1 INTRODUCTION 

There is a wide range of geophysical flows that can be mathematically represented by the non-linear shallow 
water  1D  equations  involving  hydrostatic  pressure  assumptions.    In  this  context,  the  use  of non-hydrostatic 
pressure (NHP) models have been restricted to coastal applications where vertical accelerations can not be 
neglected  and  the  extra  computational  time  is  justified.    These  applications  are  generally  focused unsteady 
wave  propagation  and the  attentions has  not been  paid on  problems where  there is  an steady  state that  must 
be balanced.  This work is focused on the resolution of a one-dimensional NHP model and its application to 
analytical steady states, presenting the consequences of using one of the most common numerical strategies 
to solve these NHP equations: the Pressure Correction Method Anderson (1995). 

 

2 GOVERNING EQUATIONS AND NUMERICAL MODEL 

The 1D system of equations can be written (see Bristeau et al. (2015)) as: 
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where h is water depth, u and w stand for depth-averaged velocity components in x and z directions, respectively, 
and pnh represents the non-hydrostatic pressure at the bottom. The non-hydrostatic pressure is fully represented 
on the right hand side of the momentum equations in system 1 and is solved by means of a Pressure Correction 
Method (PCM), also called fractional step procedure Stelling et Zijlema (2003). First, a finite-volume scheme is 

used to explicitly solve the shallow water part of the system and get intermediate states, h∗ and hu∗, assuming 
pnh = 0 with an upwind finite-volume scheme Murillo et Garcia-Navarro (2010). The implicit PCM provides the 
new pnh distribution. Finally, this non-hydrostatic distribution is used to update the final values of the new state, 
hn+1 and hun+1. 

 3 RESULTS 

 3.1 Wave propagation over irregular topography 

The NHP model has been used to reproduced experimental waves on an open channel of 31.7 m length (L) 
that can be found in Beji et Battjes (1993). The Figure 1 shows the water depth distribution over time at probe 5 
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along the channel. In the graph, a comparison between experimental data, a SWE model and the NHP model 
can be seen and compared. 

 

(a) (b) 

Figure 1: Experimental layout scheme (a) and temporal evolution of water depth at point 5 (b) of the channel comparing 
experimental data (brown), simulation results with a SW model (orange) and with the NHP model (blue).  

3.2 Stationary quasi-analytical solution 

A quasi-analytical solution of the system 1 can be found in Bristeau et al. (2015). The NHP model presents 
numerical problems of spatial discharge conservation, as shown in Figure 2. 

 

Figure 2: Spatial distribution of flow variables in an steady state over irregular topography, z. 
 

4 CONCLUSIONS 

The application of the fractional step procedure to solve a NHP model is very effective and robust, and presents 
accurate results when dealing with unsteady wave propagation, as can be seen in Fig.  1.  However, the same 
method applied to an steady case shows the necessity of an equilibrium analysis of the scheme, since the 
numerical fluxes after the corrector step get unbalanced and the steady discharge is not able to remain spatially 
constant. 
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ABSTRACT 

Time reversal (TR) of transient waves has been recently introduced as a powerful technique for defect detection in 

pipelines.  However,  there remains an unresolved paradox that although TR breaks down due to inevitable damping    

in real systems,  TR based defect detection techniques are optimal in the sense of signal to noise ratio.  This paper   

aims to address this paradox experimentally.  The  experiment  is  conducted  in  a  simple  pump-pipe-valve  system 

and performed in two steps. In step 1, a transient wave  is generated by rapidly opening the in-line side discharge  valve, 

and the transient response of the system is recorded near the upstream and downstream side. In step 2, the measured 

signals are flipped in time and used as boundary conditions in the transient model.  The results s how that  the time-

reversed waves focus back on the source (i.e. side discharge valve), effectively proving the time-reversibility  of waves in 

pipes. However, the amplitude of the refocused wave  is much smaller than the original wave  amplitude  due to 

damping. 

 
Keywords: Hydraulic transients, leak detection, time reversal, waterhammer, valve stroking. 

 
 
 
 

1 INTRODUCTION 

TR of waves is instrumental in many fields. For example, TR is used to destroy tumors and kidney stones,  to  
detect defects in solids,  and to perform long-distance communication (Fink, 1999; Anderson et al., 2008).   In    
the waterhammer field, the closest application to TR is the backward-in-time calculation used to perform valve 
stroking (Wylie et al., 1993). Very recently, the principle of TR of the waterhammer equations is used to develop 
pipeline defect detection schemes (Waqar et al., 2019; Wang et al., 2019; Zouari et al., 2020). What is most 
surprising and unexpected is that these TR schemes give excellent results in the presence of both distributed 
damping (e.g., friction and visco-elasticity) and discrete damping (e.g., leaks and discrete blockages) (see Wang    
et al. (2019); Zouari et al. (2020)). It must be emphasized that the wave equation is strictly not time reversible in 
the presence of damping. For instance, the waterhammer wave equation with linear frictional damping is written 
as 

∂2 2  ∂
2 ∂ 

∂t2 
H (x, t) − a 

∂x2 
H (x, t) − R

∂t 
H (x, t) = 0 (1) 

where H(x, t) is the pressure head, t is the time, x is the position, a is the wave speed, and R is the damping 
coefficient. It is easy to verify that Eq. 1 (without last term) is time-reversible. However, with the damping term 

and changing t to −t in Eq. 1 gives 

∂2 2  ∂
2 ∂ 

∂t2 
H (x, −t) − a 

∂x2 
H (x, −t) + R

∂t 
H (x, −t) = 0. (2) 

 

Note that the damping term in the time reversed equation has a positive sign implying that TR does not hold.       
In fact,  the solution of such equation is unstable in the sense that small measurement and modeling errors     
grow exponentially with time.  Yet,  the approach in Zouari et al. (2020) and Wang et al. (2019) finds that TR   
works exceptionally well in the presence of damping. This paradox has already been noted in the classic 
waterhammer book by Wylie et al. (1993) in connection with the use of backward-in-time solution for valve 
stroking in the presence of damping.  On page 223 they wrote:  “the [waterhammer] equations are remarkably 
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· · · robust in calculating backward in time, effectively regenerating a transient . [However] the idea of calculating 
backwards in time defies logic since it cannot be done physically.   It cannot because of the irreversibility of      
losses in real systems.” Here, we experimentally investigate the extent to which waterhammer waves are time 
reversible. In particular, the objective is to investigate how well the time-reversed waves refocus back at the 
source and reproduce the transient trace that was injected through a source. 

 
 

2 EXPERIMENTAL SETUP AND METHODOLOGY 

The test rig is situated in the Water Research Resources Laboratory of HKUST and comprised of (i) a pump at      
the upstream side, (ii) a 140 m long high-density polyethylene pipe, (iii) a side discharge valve at 98 m from the 
pump, and (iv) an open end at the downstream side. At steady-state (before transient event), the pressure head 
and flowrate at the downstream end are 19.95 m and 0.4 l/s, respectively.  The TR experiment is performed in  
two steps.  In step 1:  a transient wave  is injected by manually opening a side discharge valve (defined as a  
source) in 0.1 s and the response of the system is recorded near both ends of the pipe and near the source. In 
step 2: the recorded signals at both ends (in step 1) are reversed (flipped) in time such that the sequence of the 
elements in a signal is reversed. These time-reversed signals are used as boundary conditions in the transient 
model which incorporates frictional and visco-elastic damping effects. 

 
 

3 RESULTS AND CONCLUSIONS 

Figure 1a shows the pressure head profile versus space (solid line) at t = 0.1 s of step 2, actual source location 
(dashed line) and wave refocusing location (dotted line). This figure shows that the re-emitted waves refocus 
only at the correct source location (i.e. side discharge valve) and at the time of the source (i.e.  t = 0.1 s).  
The localization error is about 0.97 m. Figure 1b gives a comparison of the experimental signal recorded near 
the source in step 1 and the signal recovered at the estimated source location from the transient model in 
step 2. It can be seen that both signals are in-phase, implying that re-emitted waves followed their past steps 
accurately. However, the amplitude of the recovered signal is less than the original signal. It is because the 
measured signals experienced additional damping due to both friction and visco-elasticity when re-emitted in 
step 2. It is concluded that various damping effects only affect the amplitude of the waves and do not alter the 
refocusing property of waves. In future work, a correction to the damped wave amplitude will be applied using a 
mathematical transformation, proposed by Zouari et al. (2020). 

 

Figure 1: (a) Waves refocusing at the source location, and (b) transient pattern of the injected and refocused transient wave  
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ABSTRACT 

Climate change increases the risk of grass dikes to breach as warm weather can weaken the grass cover while 

more frequent high water is present. This may cause initial damage to the dike cover; in which case the dike does 

not breach. Understanding the residual dike strength is essential from a flood risk management perspective to 

design dikes efficiently against extreme events. This study assesses the residual dike strength by wave 

overtopping at three locations across a dike profile by evaluating a newly developed framework for the failure 

probability of overtopping waves of grass-covered river dikes. A method is next presented to derive failure 

probabilities and fragility curves. To extend on current Dutch safety standards obtained fragility curves by wave 

overtopping are to be combined with follow-up failure mechanisms for dikes with inner slope instability. 

 
Keywords: damaged dyke, residual dike strength, macro-instability, wave overtopping, failure probability. 

 
 
 

1 INTRODUCTION 

Understanding dike failure is essential for flood protection in a country like the Netherlands, where a quarter of 

the land surface lies below sea level. Within the current Dutch safety assessment, the degree of flood protection 

is classified according to a flooding probability for the hinterland. In the case of failure by the mechanism macro- 

instability, where the dike slides along a slip plane, not all slope instabilities result in flooding causing the 

evaluated failure probability to be very conservative (Van Der Krogt et al., 2019). To define the actual breach 

probability, the residual profile that remains to offer its protective function must be examined against follow-up 

mechanisms. However, there is not yet a method to evaluate follow-up mechanisms besides slope-instability 

and, as a result, it is not possible to determine the actual strength of a dike. Figure 1 (l.) outlines a typical dike 

with slope-instability for a homogeneous clay top layer covered with a grass cover layer. The schematized dike 

core consists of sand but can also consist of clay or peat. The follow-up mechanism wave overtopping (Figure 

1 r.) can occur after the macro-instability of a dike profile, which can cause a dike failure. This mechanism occurs 

for extreme wave conditions when waves overtop the dike crest causing the inner grass cover layer of a dike to 

erode. Extensive erosion results in instability, after which a dike breach results. 

Figure 1. (l.) Failure processes by macro-instability (r.) with the erosion of the grass cover by overtopping. 

Aim of this research is to assess the residual dike strength after a slope instability for wave overtopping. A new 
framework is developed to determine the failure probability of wave overtopping for grass-covered river dikes. 
The framework allows the occurrence of critical erosion failure to be evaluated during storms with high wind 
speeds combined with variable water levels. This framework is applied to a river dike near Millingen aan de Rijn 
in the Netherland to determine the failure probability for the original dike profile and for different types of slope 
instabilities (Verdonk, 2020). 
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2 METHODOLOGY 

The probability of failure at multiple water levels is computed using the new framework for the original dike 
profile and the profile after a slope instability. Firstly, the local geometry and bathymetry data are acquired from 
Hydra-NL WBI 2017 software. Next, the overtopping characteristics at the start of the dike are calculated using 
the Bretschneider equations in combination with the extreme wind statistics and run-up equations. These 
overtopping characteristics are used as input for the analytical grass erosion model (Van Bergeijk et al., 2019) 
for the flow velocity and erosion depth across the dike. New relations for additional turbulence at a slope 
instability were derived to simulate the effect of jet impact at this location (Verdonk, 2020). The failure probability 
is calculated using a Monte-Carlo-Analysis with the wind speed and grass strength as stochastic variables. 
Failure is defined as the exceedance of 20 cm erosion depth according to the Dutch safety standards. Model 
runs are performed for varying grass quality, clay quality, wave characteristics and locations across the dike. 
The failure probability of erosion by overtopping at varying water heights is calculated, resulting in fragility curves 
to compare the failure probability of a dike profile with macro-instability relative to a regular dike profile. 

 
3 RESULTS 

The fragility curves show that no wave overtopping occurs for free crest heights larger than 1 m (Figure 2). The 

clay quality of the cover layer significantly affects the failure probability. Slipped profiles are more vulnerable for 

wave overtopping with a failure probability that is 2-12 times larger than a regular profile depending on the cover 

characteristics. Instabilities on the upper and middle inner slope are most vulnerable for wave overtopping. 

Figure 2. Failure occurrence by overtopping for a dike with macro-instability [slip] at the upper slope section 
and a regular dike at a varying free crest height. 

 

4 CONCLUSIONS 

The new framework is developed to calculate the failure probability of wave overtopping for grass-covered river 

dikes with a slope-instability. Therefore, this framework is a valuable tool to assess the residual dike strength 

after a slope instability. We showed that the failure curves for overtopping show a steep gradient for an 

increasing water level and slipped profiles are up to 12 times more vulnerable for wave overtopping. Combining 

the failure mechanisms macro-instability and wave overtopping will lead to more accurate strength assessments 

of flood defences, which can save costs and improve future designs. 
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ABSTRACT 

This study selects the region of Brisbane, River to analyse the adaptation measures against the 2011 

flood through a Coastal Reservoir (CR) technique. A numerical model based on MIKE-21 is used to 

investigate the feasibility of the proposed CR after being calibrated and validated. The results show 

that the gate operation of the CR shows that the flood level can be reduced up to 13% and under the 

joint operation of CR and Wivenhoe dam its can be reduced to 28% at the Brisbane city, which can 

safeguard infrastructure damage. This study is of interest and could provide useful information on flood 

management for the regional community. 

 
Keywords: Flood mitigation, Coastal Reservoir, MIKE-21, Estuary, Gate operation 

 
1 INTRODUCTION 

 
Analyzing and adaptation of future flooding risks in Brisbane Australia is essential for coastal planning and 
management (Pellikka et al., 2018). Coastal Reservoir technique is used for flood adaptation in Brisbane River 
Estuary (BRE) (Khalil et al., 2020) and may be used to store water for Brisbane City water supply. Coastal 
Reservoir area is selected based on available bathymetry and has a storage capacity of 900GL (surface area 
75 km2 and the water depth approximately 12 m). The reservoir dike with hydraulic gates to regulate the river 
flows into CR as shown in Figure 1. 

 

Figure 1. Brisbane River and Moreton Bay with marked boundary conditions data and Costal Reservoir gates 
in Moreton Bay 

 
2 METHODS 

 
MIKE 21 FM hydrodynamic module is used to model the flow in the Brisbane River and to study the coastal 
reservoir effects on the flooding process in the Brisbane River. The MIKE 21 FM hydrodynamic model is set up 
with topographic data, Manning’s roughness coefficients, water level and tidal data for the year 2011. The model 
is calibrated and validated well to match flood inundation extent with 85% accuracy as shown in Figure 2. The 
optimum gate operation during the 2011 flood hydrograph is shown in Figure 3. 

 
Gate location and size is optimized according to the width of the river mouth. Gate A and B operation is optimized 
to allow water inside the CR and to stop the tidal water entering the estuary as shown in Figure 3. During high 
flood, water could be diverted into the CR, which will cause decrease in upstream flood level as there will be no 
resistance from tidal water and all flow will move to CR. While during low flow season, water will be discharged 
towards the Brisbane bar by closing the CR gate without storage. 
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Figure 2. Simulated and observed water levels at Brisbane City; and simulated and observed inundation area 

 
 
 
 
 
 
 
 
 
 

 
Figure 3. Gate sections and operation for the 2011 flood mitigation 

 
3 RESULTS AND DISCUSSION 

 
The water level remains unaffected before the gate operation. As the gate start operating at 12 January 2011 
12:05 am, the water level starts decreasing in the Brisbane River and it reduces the peak water level at Brisbane 
city gauge from 4.46 m AHD to 3.95 m AHD, with overall 0.51 m reduction in peak water level as shown in 
Figure 4. This reduction in water level will save the infrastructure damage. Further, with improved flood 
management of the Wivenhoe Dam, the releases will be controlled and the water level at Brisbane city would 
be reduced below the major flood level. 
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Figure 4. The water level during the 2011 flood in BRE with and without CR. 
 

4 CONCLUSIONS 

 
To enhance flood disaster mitigation in BRE, we analyzed the feasibility of a proposed CR at the river mouth. 
The major flood of 2011, was simulated and CR operation was analyzed using MIKE 21. The operation of the 
CR intake gate shows that the 2011 observed flood level (4.46 m AHD) can be reduced to 3.88 m AHD (13% 
reduction). While under the improved management of Wivenhoe dam, flood level will be (4 m AHD), by suitable 
operation of CR gate, flood level can be reduced to 2.87 m AHD (28.3% reduction) at the Brisbane city, The CR 
has great prospects to adapt to the flood of the Brisbane catchment and thus to mitigate BRE the flood disaster. 
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Abstract 

In hydrological and hydraulic modeling, identification and evaluation of the rainfall pattern and extreme events for a 
specific probability of occurrence is considerably important. The purpose of this research was to identify patterns of 
precipitation data and analyse extreme events for a time series of 6939-point data from 2001-2019. The Mann- 
Kendall trend test is used to detect the trend in the data at 5 % level of significance. Log Pearson Type III and 
Gumbel are applied for the analysis of the extreme rainfall events. Outlier testing was carried out and high and low 
outliers were observed in the data with values 68.24 mm and 20.74 mm, respectively and were removed. As the 
computed p - value < 0.0001 is lower than the significance level alpha = 0.05, the null hypothesis Ho should be 
rejected, and the alternative hypothesis Ha should be accepted. As the alternative hypothesis Ha is accepted, it is 
concluded that there is a significant trend component in the time series data. 

Key words: precipitation data, trend analysis, Ethiopia, extreme events, outliers. 

1 Introduction 

This study is part of the research on modeling of flash floods in ungauged catchment areas for semi-arid regions in 
northern part of Ethiopia. Though several areas are frequently affected by such hydrological hazards, this study has 
focused on Wukro town which is surrounded by mountainous terrains with sparse vegetation cover and which has 
been under dynamic land use/land cover change due to urbanization and degradation. 

Hydrological and hydraulic models are used to simulate the hydrological behaviour of the catchment and model the 
hydraulic surface runoff of the flash floods in a specific area. 

The rainfall-runoff correlation of the area is examined using Hydrologic Engineering Centre Hydrological Modeling 
System (HEC-HMS) which is a physically based semi-distributed model designed to simulate rainfall-runoff 
processes of dendritic watershed systems (Scharffenberg, 2010). It was developed by the US Army Corps of 
Engineers and since then it has been widely applied for humid, tropical, subtropical, and arid watersheds to simulate 
and forecast streamflow. Many studies conducted in the previous times with HEC-HMS showed its ability to simulate 
and forecast streamflow based on different datasets and catchment types (Anderson et al. 2002; Bournaski et al. 
2009). 

The most severe urban areas could be simulated using a high resolution hydrodynamic numerical 2D model called 
hydroinformatics modeling system (hms) solving the shallow water equations. hms is a Java-based object-oriented 
software framework that has been developed at the Chair of Water Resources Management and Modeling of 
Hydrosytems, Technische Universität Berlin since many years (Simons et al. 2014). 

This paper focuses on the statistical analysis of available precipitation data which is an essential input for the above- 
mentioned models. Trend identification in the time series is tested using the parametric and non-parametric Mann- 
Kendall trend test (Durn, 2010). In this contribution, Mann-Kendall non – parametric trend test is used. 

Null and alternative hypotheses are applied to identify the presence or absence of the trend component in the time 
series. The null hypothesis (Ho) assumes that the time series data have no trend while the alternative hypothesis 
(Ha) expects, there is a significant trend in the time series (Bainchi et al., 1998). As the precipitation data is one of 
the main inputs for the hydrological modelling (HEC – HMS), the trend component was identified and evaluated 
using statistical methods. Presence of outliers in the data creates difficulties when analysing the trend of the data. 
The method of Grubbs and Beck (1972) could be used to pinpoint high and low outliers. 

2 Results and discussions 

Long term precipitation historical records were used to identify the presence or absence of precipitation trend for 
the period of 2001 to 2019.Having done the precipitation data analysis using the statistical methods, the statistical 
parameters of the data are: maximum = 59.733 mm, minimum = 0 mm, mean = 1.5948 mm, standard deviation = 
4.6923 mm, p-value < 0.0001, and alpha = 0.05. 

As the computed p - value is lower than the significance level alpha = 0.05, the null hypothesis Ho was rejected, 
and the alternative hypothesis Ha was accepted. Thus, there was a significant trend component in the time series 
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as shown in Figure 1. The risk to reject the null hypothesis Ho while it is true is lower than 0.01%. This implies that 
there is a significant trend component in the time series data. 

Precipitation frequency analysis for different return periods was carried out for 19-year data from 2001 to 2019 using 
Gumbel’s and Log Pearson Type III methods. The probable maximum precipitations for 10, 50, 100 and 200 years 
recurrence periods (mm) for Gumbel (mean = 39 mm and standard deviation = 9.93 mm) and Log Pearson Type III 
(mean = 1.58 mm, standard deviation =0.11 mm and skewness= 0.153) were 55, 71, 77, 84 and 53, 65, 69, 74 
respectively. 

The peak values for Gumbel’s method are a bit higher than for the Log Pearson Type III. This could be caused by 
the transformation of the data into logarithm. 

For the same precipitation data used in the precipitation frequency analysis, outlier test was carried out between 
±0.4 for high and low outliers, and the results found were 68.24 and 20.74 mm for +0.4 and -0.4. The maximum 

and minimum values of the data were 60 and 24 mm, respectively. It was concluded that both outliers were found. 
Therefore, it was important to remove the outliers from the data before using for further analysis. 

 
 

 

 
 
 
 
 

Figure 1: Trend analysis using Mann-Kendall trend test 

Having determined the pattern and trend of the historical time series precipitation data, appropriate methods could 
be selected and applied for prediction or forecasting of the precipitation time series which will be the input for the 
hydrological and hydraulic modeling of flash floods in ungauged catchment areas in a semi-arid region in the 
Northern part of Ethiopia. 
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ABSTRACT 

An efficient and properly calibrated computational model represents a useful tool to provide insight into the  catchment 

dynamics at hydrological and geomorphological levels.  In addition, it allows to develop detailed risk management 

and conservation plans.  In this work, we present a coupled hydraulic-morphodynamical distributed flow model and 

its application to a well characterized experimental catchment (Arnás basin).  The calibration of the water flow model 

response to rainfall is performed by means of the fitting to experimental outlet hydrographs.   On the other hand 

the calibration of a suspended and bed load model is also addressed by means of the fitting to experimental outlet 

sedigraphs.  The numerical results show a good agreement between numerical and observed hydrographs and 

sedigraphs, significantly improving previous published simulations. Additionally, the need to repeat the simulations in 

the calibration processes is no longer an unapproachable problem. 
 

Keywords: Shallow flows, Mountain catchment, Sediment transport, Infiltration, Coupled models. 

 
 
 
 

1 INTRODUCTION 

Environmental-related sciences have evolved in the last decades due in part to the introduction of simulation 
techniques  at  catchment  scale  Singh  (2018).    Most  of  the  processes  participating  in  the  hydrological  cycle 
can be considered, in a distributed way by discretizing the spatial domain in as many computational cells as 
necessary,  conforming  the  discrete  mesh.    Each  cell  works  as  a  water  and  sediment  control  volume where 
the  net  surface  water  flow  and  sediment  transport  inputs/outputs,  the  rainfall  input,  the  infiltration/exfiltration 
fluxes and the changes in bed level due to erosion/deposition processes are taken into account.  In this work, 
data from a sub-Mediterranean experimental mountain catchments (Arnás) is used.  It has been widely studied 
and characterized from an experimental point of view by researchers from the IPE/CSIC (Instituto Pirenaico de 
Ecologı́a) Lana-Renault et Regü és (2007).  This catchment has also been studied from a numerical perspective 
in the past, focusing on the calibration of the infiltration component of the model Fernández-Pato et al. (2018). 

 
 

2 GOVERNING EQUATIONS 

Free surface flows are usually described in Hydraulics by means of the depth-averaged 2D Shallow Water 
Equations (SWE), 

 

∂U ∂F ∂G 
+ + 

∂t ∂x ∂y 
= S (1) 
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with h representing the water depth and qx = hu and qy = hv the unit discharges, u and v the depth averaged 
components of the velocity vector u along the x and y coordinates, respectively, and the acceleration due to 
gravity is represented with g. The source term bf S on the right hand side of the equations is written as 

 
S = (R − f − ξωs(φ − φ∗), gh (S0x − Sfx) , gh (S0y − Sfy))T (3) 

where the mass source term includes the rainfall intensity R, the soil infiltration/exfiltration rate f , computed 
by  a  Fractional-Order  Green-Ampt  method  (FOGA)  Fernández-Pato  et  al.  (2018)  and  the  net  solid  exchange 

flux between the flow and the static  bed ξωs(φ φ∗), being ωs the settling velocity of the solid particles, φ the 

actual depth-averaged volumetric concentration of the sediment transported in suspension, φ∗ the equilibrium 
or capacity volumetric concentration for the suspended solid phase, ξ = 1/(1 p) and p the porosity of the bed 
 layer. S0x, S0y and Sfx, Sfy represent the bed and energy slopes along the x and y direction, respectively, and 
are given in terms of the bed elevation zb and the Manning roughness coefficient n. The suspended solid phase 
conservation is modeled by an advection equation, leaving aside the consideration concerning diffusion terms: 

 

∂(hφ) ∂ 
+ (q 

∂ 
φ) + (q φ) = −ω (φ − φ∗) (4) 

 

 

3 RESULTS AND CONCLUSIONS 

Figure  1  shows  the  combined  fit  for  numerical  hydrograph  and  sedigraph.   The  results  corresponding  to  the 
classical  Green-Ampt  (GA)  model  are  also  depicted  for  both  liquid  and  solid  discharges.   In  the  light  of the 
numerical results, several conclusions can be drawn: 1) The GA infiltration model predicts excessive infiltration 
in the early period of the storm, leading to a wrong reproduction of the outlet hydrograph; 2) A wrong fit of 
the outlet hydrograph generates a wrong numerical outlet sedigraph.  In other words, a correct estimation of 
the infiltration along the whole catchment is essential in order to carry out an adequate sediment transport 
computation. 3) The use of the FOGA infiltration law improves significantly both hydrograph and sedigraph fits. 
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Figure 1:  Arnás catchment hypsometry map (left) and numerical fit to observed hydrograph and sedigraph. 
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ABSTRACT 

For the preservation of floodplains within integrated flood risk management, the evaluation of floodplains and their 

effectiveness in flood risk reduction is of great significance. To apply the Floodplain Evaluation Matrix (FEM), 

hydrodynamic-numerical  modeling  results  are  needed.  This  work  compares  1D/2D  HEC-RAS  models  with  HY-  

DRO AS-2D model results regarding the sufficient reproduction of floodplain retention during extreme flood events. 

The simplified FEM evaluation assigns high performance to all parameters and leads to the conclusion that all of the 

studied models are valid for the assessment. 

 
Keywords: Flood risk reduction, floodplain evaluation method, floodplain retention, HEC-RAS. 

 
 
 
 

1 INTRODUCTION 

Due to the multifold uses on floodplains, conflicts between different sectors arise (flood protection, ecology and 
socio-economics).   In order to effectively balance the distinct needs and to determine the floodplains which      
are highly relevant for different sectors, a methodology for an integrated evaluation of floodplains was de- 
veloped (Floodplain Evaluation Matrix, Habersack et al. (2015)). The parameters are based on results from 
hydrodynamic-numerical modeling. Whenever overbank flows are of interest, 2D modeling is recommended to 
correctly represent the complex processes of overland flow. Due to insufficient data basis or financial reasons, 
often 1D software is used. This work aims to compare 1D and 2D models and their capability to reproduce 
observed floodplain retention. The modeling results from the different models are used to determine the perfor- 
mance of the parameters. 

 
 

2 METHODS 

A 76 km long stretch of the Austrian Danube upstream of Vienna is modeled using HEC-RAS with 1D elements 
and a 2D Flow Area. An existing model of the commonly used license-based software HYDRO AS-2D serves as 
reference (Riocom/Pö yry, adapted by IWA). The three models are based on the same DTM and are calibrated 
to observed retention during the flood event of 2013 (>HQ100). The results are compared and a 100-year flood 
wave is used to determine the FEM-parameters.  The simplified FEM-approach applied in this case focuses  
on hydrological parameters only. The relevant parameters are flood peak reduction (∆Qrel) and flood wave 

translation (∆t).  For the relative parameter ∆Qrel ( %) the absolute value of flood peak reduction (m3/s) is  
put into relation with the peak value and the bankfull discharge. According to the resulting values and defined 
thresholds the performance class (high, medium or low) of the floodplain is determined. 
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The calibrated HEC-RAS models were able to reproduce the 2013 flood peak at the end of the floodplain   
with only small variations. The inundation outlines coincide with all models. The 100-year simulations show 
similar results of all models (Table 1, Figure 1). All parameters performed high. The defined thresholds for high 
performance  are  ∆Qrel > 2 %  for  the  parameter  Flood  peak  reduction  and  ∆t  > 5  h  for  the  parameter  Flood 
wave translation). 

Table 1:  Comparison of FEM parameters 
 

 ∆Qrel ( %) ∆t (h) 

HEC-RAS 1D 11.8 13.0 

HEC-RAS 2D 12.6 18.0 

HYDRO AS-2D 12.3 20.5 

 

Figure 1: Comparison of modeled retention of 100-year event (scaled event 2013) 

 

4 CONCLUSIONS 

Generally, it is possible to sufficiently reproduce the resulting retention of certain floodplains using the tested 
alternative models. Since all evaluated parameters were assigned to the same performance class according 
to FEM parameters, all models are applicable for floodplain evaluation in the context of retention effects. HEC- 
RAS allows easy and fast generation of a 2D computational mesh. HEC-RAS models generally allow for a more 
detailed calibration, due to considerably lower computational times compared to HYDRO AS-2D (several hours 
vs. days) which primarily result from different mesh sizes. HEC-RAS 1D geometry for unsteady simulation  
and heterogeneous flow patterns produces instability to a high extent. When stable, models can be calibrated 
thoroughly assigning varying flow roughness values from lower to higher flows, varying coefficients of lateral 
structures, floodplain roughness and ineffective flow areas. It can be observed, that in 1D model assigning 
extensive ineffective flow areas instead of high manning values leads to improved results regarding flood peak 
reduction and flood wave translation. However, several other processes might influence these parameters and 
the performance of the model. Deviations in modeled vs. observed hydrographs could be a consequence of 
the simplified incorporation of weir geometry and gate operation at power plants, and the quite rough manning 
values in the impounded sections, which are necessary to reproduce the elevated water levels at the overflow 
sections in order to assure outflow at certain flow rates. In what way this affects retention processes of the 
whole modeled stretch is a topic of further discussion. Furthermore, it would be interesting to analyze HEC- 
RAS performance on retention reproduction at floodplains where retention is less dependent on weir operation. 
Also, 1D and 2D geometry elements could be combined in order to benefit from advantages that were observed 
for the individual HEC-RAS models. 
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ABSTRACT 

A method for human safety assessment on a hydropeaked river reach is proposed and applied to an Alpine river.       

The proposed procedure is characterized by the combination of hydraulic simulations with a human safety analysis. 

Human safety can be assessed in two different ways: one is by studying human stability during hydropeaking events 

and the other is exploring the possibility of a “target person” leaving the reach during hydropeaking waves, adapting 

proper escape strategies. For the escape strategy Dijkstra’s algorithm is used, where the distance between adjacent 

nodes is defined as the difficulty (penalty) of moving from one node to the other. The results show that the areas 

where the human safety is very low are mainly located in the central part of the watercourse. The present work 

proposes a possible investigational tool to evaluate and parameterize the risk for the population during hydropeaking 

events through quantitative indices. 

 
Keywords: open channel flow, hydropeaking, escape route, human stability, human safety. 

 
 
 

1 INTRODUCTION 

High-head Hydropower Plants (HPPs) have an important role in peak energy supply but storage hydropower 
plants (hydropower plants with a storage basin to support peak energy production) can have several negative ef- 
fects on the ecosystems of the downstream watercourses. The intermittent operation of the storage hydropower 
plants induces artificial and sudden changes of the downstream flow rate (hydropeaking) (Meile et al. (2011)). 
Together with environmental issues, there is also another aspect of increasing interest, but not yet properly de- 
bated and analyzed in the scientific literature: the human safety during hydropeaking events. The present work 
focuses in detail on the interaction between hydropeaking and human safety and on the conditions for which a 
person can safely withstand a hydropeaking wave ramping and, if feasible, can escape from the river itself. 

 
2 METHOD 

The procedure proposed for risk assessment is structured into two steps.  In the first one, hydraulic simulation     
of the hydropeaking are performed. Secondly, Dijkstra’s algorithm (Cormen et al. (2009)) is applied defining the 
penalty functions for the distance parameter for each cell in which the reach is subdivided. 

The relative penalty values of these have been assigned according to the following scheme: 

• higher penalty value was assigned to steep uphill paths; 

• higher penalty values for cells containing trees or bushes and cells containing large boulders; 

hydrodynamic limit values (hydraulic parameter) have been proposed by Bischof et al. (2002) and the most 
penalizing values are assigned to hydrodynamic parameters that exceeds the higher risk threshold 

• 
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It is possible to evaluate for each computational cell the escape route that minimizes the difficulty of escape from 
a given cell in the reach, to the banks (that are considered safe), for a given flow rate. 

 

Figure 1: Escape difficulty for the minimum flow (Qmin) and maximum flow (Qmax) . 

 
In the map concerning the minimum flow (Figure 1), it can be noted that the difficulty is low for the entire reach. 
The difficulty of escape only increases in the few areas that are distant from the banks and when the water depth 
is quite high. In addition, the escape map for the minimum flow rate can also be read as the map of ease of 
access to the watercourse so it also represents which areas are most easily accessible by the population. These 
easily reached areas, could then become a trap during the flow rate increase. Observing Figure 1 for Qmax, in 
fact, it can be observed that the areas with good and excellent escape readiness are located exclusively along 
the river banks. In the central areas of the river the escape readiness is very low and in some areas it is  totally 
impossible to leave the river. This trend is given by two factors of equal importance. Since the difficulty to escape 
was defined as the sum of the difficulty of the individual segments along the path, the increase in the difficulty of 
escape from the center of the river bed is obviously a direct consequence of the increase in the distance to travel 
necessary to exit the riverbed. A second aspect to take into consideration also concerns the hydraulic aspect 
linked to the difficulty of escape. In fact, in the central part of the watercourse, higher values of water depth and 
flow velocities are present, which cause an increase in the difficulty of escape. This aspect is evident in the red 
areas that, despite the relative proximity to the banks, are extremely difficult to leave for high flow rates. This is 
almost exclusively due to the hydraulic characteristics of those areas with high water depths and flow velocities. 
These areas are in fact located in areas of the river where a wet section narrowing is present. 

 
4 CONCLUSIONS 

The present work aims at proposing a possible investigational tool for understanding the risk for the population 
during hydropeaking events. The method proposed is based on hydraulic simulations and on the capacity to  
assign a realistic value to the penalty values.  This last aspect is the main source of uncertainty in our research  
and would be better investigated with information from field experts and local security bodies such as firemen in 
future studies. However, the method proposed is able to provide indications about the possibility of using rivers 
for recreational purposes. In fact, the approach can define which areas can be safely reached and abandoned if 
the flow rate increases during hydropeaking. Moreover, the same maps can be used during the people recovery 
phases who are blocked in the water course. Finally, the method can be also utilized to evaluate the efficiency 
against human safety of typical mitigation measures adopted to increase the level of good habitat in the stream. 
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ABSTRACT 

 

Land cover in Marikina Watershed has been changing in the past years and have influenced the 
hydrological parameters in the area especially the runoff of Marikina River. Land cover data of 2009 
and 2018 were used in determining the effect of land cover changes on peak discharge and timing of 
runoff. A Typhoon Ketsana scenario-based hydrologic and hydraulic models were generated with HEC- 
HMS and HEC-RAS. Flood model results showed increases in both peak discharge (500 m3/s) and 
volume of flood (40 mm). Modelled peak discharge for land cover of 2018 happened 15 minutes earlier 
than in 2009. Flood extent in the downstream areas also increased by an estimated of 7 km2. The 
increase in areas converted to built-up raised the risk of flooding downstream. Forest cover should be 
protected to mitigate flooding and flood modelling is recommended as a potential early warning system 
and tool in disaster risk planning. 

 

Keywords: flood model, HEC-HMS, HEC-RAS, land cover change, watershed management 

 
 

1 INTRODUCTION 
 

Flooding is considered as one of the most common and most destructive natural hazards. In the Philippines, 
these are caused by increasing typhoon activity where an average of 19 typhoons enter the Philippine Area of 
Responsibility (Cinco et al., 2016). Land cover also plays an important role in influencing the hydrologic 
response of watersheds in multiple ways (Dwarakish & Ganasri, 2015). In September 2009, typhoon Ketsana 
(Ondoy) brought in a record 448.5 mm of rain in 12 hours leading to 10.99 m increase in the water level of 
Marikina River (NOAH, 2009). Flooding in parts of the watershed was repeated in the next few years during wet 
season. 
The main objective of the study is to determine how urban development in the Marikina Watershed would affect 
flood characteristics of a Tropical Storm Ketsana-type rainfall in 2009. Hydrologic-hydraulic models were done 
using land covers of 2009 and 2018. Both the precipitation and estimated discharge of 2009 are used as 
scenarios and constant in both models. The study is limited to HEC-HMS Hydrologic Engineering Center - 
Hydrologic Modeling System (HEC-HMS) and HEC-River Analysis System (HEC-RAS) programs of the United 
States Army Corps of Engineers. The Nash-Sutcliffe Coefficient of Model Efficiency (NSE) was used for the 
validation of hydrologic models. 

 
2 RESULTS AND DISCUSSION 

 

The delineated watershed for Marikina River has a total area of 535.5 km2 making it the largest watershed 
draining to the Laguna Lake. Its slope ranges from 4-51° and the elevation ranges from 2 -1403 meters above 
sea level. Overall, 439.8 km2 (82.3 %) of Marikina Watershed was unchanged and 33.27 km2 was urbanized 
from 18.8 km2 of open forest and 12.8 km2 of grassland. This means that urbanization is the main direction of 
change leading to 4.5% increase in impervious surface. The watershed has 45 sub-basins, 22 junctions and 22 
reaches. It has a computed shape factors of 0.21- 7.22 among its sub-basins and has a semi-circular shape, 
circular at the upstream with some elongation near the outlet. 
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Figure 1. Hydrograph models of 2009 and 2018. 

The streamflow data (m3/s) is estimated from Marikina River’s hourly water level (Sto. Niño station) data up to 
September 26, 2009 because the monitoring device was damaged the following day. The peak discharge and 
volume of flow of 2009 model corresponded to 3,414.9 m3/s (September 26 at 15:30) and 205.76mm (Figure 
1). For the 2018 model, the peak discharge is 3,951.1 m3/s (September 26 at 15:15) which is higher and 15 
minutes earlier than the result for 2009. This suggests that the land cover changes, mainly urbanization and the 
decreased vegetal cover, affected the peak runoff by more than 500 m3/s. The volume flow of 242.74mm is also 
higher than the previous model. The NSEs for both 2009 and 2018 models increased after calibration to 0.641 
and 0.717 indicating the difference between the simulated and estimated flows was minimal and the models 
were considered more than satisfactory. 

The 4-hour time difference between the peak rainfall and peak discharge can be utilized for evacuation. Flood 
extents covering approximately 36.20 km2 for 2009 while 43.03 km2 for 2018 were generated. The model maps 
were overlain to Marikina 5-, 25- and 100- Year Flood Hazard Maps and they overlapped inside the flooded 
area. They were also in accordance with the flood reports during Typhoon Ketsana. 

 
3 CONCLUSIONS 

 
In the Marikina Watershed, urban area expanded by 5% from 2009 to 2018 and the tree-covered surface was 
reduced by roughly 5% as well. The computed results for the 2018 scenario follow the same pattern but is higher 
and 15 minutes earlier than 2009. This concludes that land cover changes affected the response of Marikina 
River. Using the hydrograph produced, the flood model in the downstream areas also increased by an estimated 
of 7 km2 for 2018 scenario. Land cover change can be considered in flood mitigation and disaster risk planning. 
Vegetal cover should be increased by allocating green spaces. Hydrologic and hydraulic modelling are effective 
tools in decision making for watershed management. 
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ABSTRACT 
 

Floods and other hydrological processes are difficult to estimate because of complex relationship 
between various meteorological and basin parameters, extreme rainfall events and complex 
topography such as steep slopes within the catchment. Telemac-2D model is used for rainfall- runoff 
modelling in a steep and small (10.5 km2) catchment in Møre og Romsdal county in western Norway. 
Telemac-2D is a hydrodynamic model and the SCS curve number method can be used in the rainfall- 
runoff module of this model to extend it to a Hydrodynamic Rainfall-Runoff Model (HDRRM). This paper 
focuses on the coupling of the hydraulic model and the hydrologic model to extract the hydrograph at 
any point in the catchment. The implemented hydrological scheme is quite simple, and the simulation 
is inaccurate and quite slow from the hydrologic point of view because of coupling with the hydraulic 
model. The purposes of this work are to improve the hydrological scheme in Telemac-2D, increasing 
the accuracy of the coupled model and reducing the simulation runtime. 

 

Keywords: Hydrology, steep catchment, floods, Telemac-2D, rainfall-runoff modelling. 

 
 

1 INTRODUCTION 

Telemac-2D is a hydrodynamic model solving the shallow water equations. Since telemac-2D has a supplement 
to include Soil Conservation Curve Number (SCS-CN) it can be extended with a hydrodynamic rainfall-runoff 
model. The SCS - method was developed by USA's Soil Conservation Services. This method is widely used 
throughout the world because it is very stable and based on the empirical data (Ligier; 2016). SCS-CN method 
is very simple and easy to use as the infiltration losses depend only on one parameter curve number which is 
based on the land- use and hydrologic soil group present in the catchment. 

 
2 METHODS 

 
2.1 Input data collection and preparation 

The area chosen for this study is Sleddalen catchment which lies in Møre og Romsdal county of Norway. The 

catchment is very steep whose elevation drops from 1379m to 77m and its approximate area is 10.5 km2. The 

digital elevation model (DEM) for the catchment was downloaded from høydedata.no which is obtained by red 

lidar scan of the area. The curve number file used as input was extracted from the GCN250, new global gridded 

curve numbers (Jaafar et al.,2019). The main meteorological data required for the rainfall-runoff modelling using 

Telemac-2D is the precipitation data in the form of a hyetograph text file. Precipitation data for the catchment 

was downloaded from the website senorge.no, where the hourly precipitation data was available from 2018 mid- 

October to the present date. The triangular mesh for the geometry file was generated using Bluekenue. 

 
2.2 Running the simulations 

The main input files required for running the simulation are geometry file containing the information about the 
basin characteristics and curve numbers, boundary condition file, hyetograph file and the simulation file. The 
model was tested by running the simulations for the different time periods between October 2018 and 
September 2020 using different scenarios such as changing the mesh sizes in the river and the catchment, 
curve numbers, AMC conditions and the temporal scale of the precipitation data. 
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3 FINDINGS AND ARGUMENTS 
 

The main result is presented in Figure 1 (on the left). The model responds to the rainfall, but there are large 
discrepancies between observed and simulated. In this simulation, a mesh size of 10m in the river and 500m in 
the remaining catchment was used. 

 

Figure 1. Observed and simulated discharge for a longer period with a coarse mesh size (on the left), Effect 
of steep slope correction and the mesh size (on the right). 

 

The effects of changing the antecedent moisture conditions (AMC) and the curve number were as expected i.e. 

increasing the curve number throughout the catchment gave the higher runoff volume and changing the AMC 

conditions from AMC3 (wet conditions) to AMC1 (dry conditions) decreased the runoff volume. Some studies 

have shown that increasing the catchment slope increases the runoff volumes (Taccone et Antoine; 2015). The 

average catchment slope is approx. 48% but the catchment has sudden drops making it more than 100% at 

some places. Hence the correction for steep slope was applied. Figure 1 (on the right) shows that the effect was 

significant only in the beginning of the simulation time period. 

To make the simulations faster, coarser mesh was generated in the catchment and the river. The benefit of this 
was that the simulation runtime was decreased many-fold, but it did not represent the true geometry of the river. 
Using the coarser mesh in the river also made it difficult to catch the exact volume of the water in the river which 
resulted in the lower volume of the water than the actual. 3m triangular mesh size was used for the river and 
5m mesh size was used for the remaining catchment as the finer mesh size while, 10m mesh size was used for 
the river and 500m was used for the remaining catchment as the coarser mesh size. The effect of mesh size on 
the results are shown in Figure 1 (on the right). 

 
4 CONCLUSION 
A steep and small Norwegian catchment was chosen for the rainfall-runoff simulation. Hydrologic model was 
coupled with the hydraulic model using the SCS-curve number rainfall- runoff module present in telemac-2D 
model. The simulations were very fast in terms of hydraulic modelling but quite slow in the hydrologic point of 
view. Running the simulation for a longer time period (with course mesh size) showed that currently the results 
for peak discharges are not very good for the coarser mesh size, but the volume of the water can be made more 
precise with the finer mesh size. In the future work, more sophisticated hydrologic models and methods including 
a snow routine will be implemented in telemac-2D to improve the simulation results. In addition to that, the aim 
will be to further reduce the simulation runtime. 
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ABSTRACT 

Visualizing results is more important than ever in scientific dissemination. The analysis and communication of com- 

plex phenomena such as flash floods requires new approaches. The target is using a state-of-the-art model with a 

fast and robust predictive capability, which has been tested in small, steep rivers affected by recent flash floods, and 

visualizing this model in a relatable manner. To do so, this research project aims to achieve optimized simulations 

that could be carried out in the prototype of a serious gaming engine. The incentive for such optimized simulations is 

that complex hydraulic modelling is data- and computationally costly. This clashes with the need for low complexity 

solutions in the real-time based scenarios that an immersive experience and on-site decision-making requires. 

 
Keywords: flash floods, steep rivers, hydraulic modelling, optimization techniques, visualization of numerical models.  

 
 
 
 

1 RESEARCH MOTIVATION 

Visualizing the dynamics during a flash flood based on hydraulic modelling, as well as enabling more efficient 
numerical simulations, would enhance flood risk assessment and its communication. Available models for floods 
in steep Norwegian rivers do not convey the estimated risk based on a user-friendly and three-dimensional real 
world.  Moreover, 3D visualizations that could be used for educational or training purposes are often not based  
on precise hydraulic data. 

The target is to implement the optimized numerical models into the prototype for a serious gaming flood platform 
(e.g. Virtual Reality or Augmented Reality). Thus, the flood scenario will be complimented by gamification, 
storytelling and immersive narrative techniques, which will provide a better user experience and improved risk 
perception. The current paper provides an overview of ongoing research, where several methods have been 
implemented to address the need for faster hydrodynamic models in two steep Norwegian rivers. 

 
 

2 METHODOLOGY 

The  following  modelling  techniques  were  implemented  in  two  Norwegian  rivers,  namely  Byrteå i  in  Tokke-  and 
Storelva in Utvik municipalities (south and west of Norway, respectively): 

• Parallel CPU-based computing of 2D models; 

• GPU-based computing of 2D models; 

• Machine Learning (ML) for 1D emulation models. 

River  Byrteå i  (in  Tokke),  which  was  flooded  in  2009,  was  used  to  identify  critical  areas  based  on  geomorphic 
indexes and parallel CPU-based 2D numerical modelling. The river’s geometry was modified and its slope was 
virtualized into constant values along the modelled reach to identify the influence of other parameters in the river 
response.  The results of such study and its applications are described in detail in (Moraru et al., 2019, 2020).  
Such critical areas have the potential of being further combined into a locally refined, yet faster-solving, model. 
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The flash flood that affected Storelva river (in Utvik) in 2017 (Bruland, 2020) has been modelled in 2D (i.e. HEC- 
RAS, Iber; 1(a)) and also visualized in 3D (i.e. Blender, Unity, Autodesk 3ds Max). The focus of the 2D models 
was to understand the dynamics during the flood event in comparison to on-site documentation of the flood, as 
well as searching for an optimal numerical method for small and steep rivers. The HEC-RAS model was carried 
out on multiple parallel CPU threads, while the Iber numerical model was carried out on both CPU (single and 
multi-thread), as well as on GPU (1(b)). Furthermore, the obtained 2D Iber model was used as input data for a 
ML emulation model, and their performance was subsequently compared by Son (2020). Section 3 highlights 
especially the outcome of using Iber CPU- and GPU-based computing in Storelva in Utvik. 

 
 

3 PRELIMINARY RESULTS: CPU VS GPU FOR THE 2017 FLASH FLOOD 

GPU computing, as well as the use of ML, are state-of-the-art optimization techniques (Moraru et al., 2020). The 
computing tool used for numerical modelling will determine greatly the performance of the model, nevertheless. 
For instance,  preliminary results of a comparison of the computing performance of different CPUs and GPUs        
in a small model of the 2017 flash flood (1(a)) shows that GPU-based computing is generally quicker than CPU-
based computing and that the dispersion of the data is larger in the CPU tests than in the GPU tests (1(b)). 

 
 

 

(a) Utvik flash flood modelled on GPU 
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(b) Preliminary CPU and GPU comparison for Utvik study case 

Figure 1: (a) Study case, (b) average computing time per step for different CPUs (single- and multi-thread) and GPUs. 

 
CPU- and GPU-based simulations need different computational effort based on the number of threads available  
in the processing unit,  i.e.   the CPUs shown in 1(b) have  from 1 to 8 threads,  whereas the respective GPUs    
have from 384 to 4352 threads. As the simulation will experience a speedup until all threads are fully used, the 
speedup will be larger in GPU-based simulations than in CPU-based ones. In conclusion, this makes a personal 
computer with a GPU suitable for fast hydrodynamic simulations of flash floods in steep Norwegian rivers. 
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ABSTRACT 

Air entrainment generates energy dissipation in turbulent free-falling jets, where self-aeration processes reduce 

the velocity and increment the jet thickness. This experimental study presents an analysis of some air-water 

properties in rectangular free-falling jets. Two specific flows were considered with falling distances up to 1.2 m. A 

conductivity phase-detection probe was used for measuring the void fraction distributions, while a Pitot-Prandtl 

tube was used for measuring the velocity profiles. The jet thickness was also analyzed during the fall. The results 

show the evolution of the inner jet core with slight differences in the upper and lower nappe, the aeration increment, 

and a small reduction of the velocity field during the fall. 

 
Keywords: free-falling jets, air entrainment, phase-detection probe, air-water flow, laboratory model. 

 
1 INTRODUCTION 

Dams are essential hydraulic structures whose design must guarantee safety hydraulic operations in different 
loading scenarios. During the past few years, the increase in design flood flows and the new requirements in 
hydraulic and structural design criteria have demanded a re-evaluation of the current capacity of the dams. For 
instance, many large dams in Spain were built for the maximum spillway capacity for flow returns of 500 years 
(Spanish Dams Instruction of 1967). Later, the design flow return was increased to 5,000 years in gravity dams 
and 10,000 years in embankment dams. During extreme events, those dams might be overtopped (Wahl, 2008). 
Turbulent water jets discharging into the atmosphere are also used in hydraulic structures to improve self- 
aeration and the energy dissipation process. According to Ervine and Falvey (1987), turbulence is the principal 
mechanism of air entrainment in turbulent jets, as turbulent fluctuations affect the jet spread, the deformation of 
the free surface, and the inner jet core disintegration. The mechanisms of energy dissipation in rectangular free- 
falling jets may be divided into: aeration of the jet and disintegration of the inner water core during the fall; air 
entrainment and diffusion of the jet into the plunge pool; impact with the bottom; and recirculation in the 
dissipation basin (Castillo et al., 2015). A better knowledge of the free-falling jets will allow us to understand 
their energy dissipation mechanisms and how they interact with the plunge pools. 

 
2 MATERIALS AND METHODS 

Measurements were carried out in an experimental device located at the Universidad Politécnica de Cartagena (Spain). 

The experimental setup has a mobile inlet channel of 4.00 m length and 1.05 m width that ends in a rectangular sharp- 
crested weir. The weir crest is located at vertical falling distance Z of 2.20 m from the bottom of the plunge pool (Fig. 1). 
Further information may be found in Carrillo et al. (2020). 

Figure 1. Scheme of the rectangular jet (left), and rectangular free-falling jet with air-water probe (right). 
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Cartagena. The probe tip was made of platinum wire with a diameter of 0.25 mm. As our previous analyses 
have shown that at least 30 s are needed for obtaining an uncertainty of about ±1% in the void fraction, each 
measurement was sampled at 20 kHz for 45 s. The conductivity probe was used for measuring the local void 
fraction distributions and bubble frequency at different points of the cross sections. For analyzing the local 
velocity in different positions of the cross sections, a Pitot-Prandtl tube with back-flushing system was used. For 
this study, different dimensionless falling distances between 5.0 < Z/h < 16.5 were tested, with specific flows  
q = 0.048 and 0.072 m3/s/m. The cross sections were measured with a spatial resolution of 1.0 mm. 

 

3 RESULTS AND DISCUSSION 

During the rectangular free-falling jet, the amount of air that enters into the jet tends to increase. It modifies the 
cross-section profile and the jet thickness B. Air entrainment and the interaction with the boundary’s turbulent 
layer tend to reduce the inner jet core. Figure 2 shows the void fraction distribution and the velocity profile for 
both specific flows, being B90 the jet thickness with C ≤ 0.90. The behavior between the upper and lower nappe 
shows slight differences in the void fraction and velocity distributions. For falling distances ratios Z/h ≤ -11.0 the 
inner jet core showed non-aerated water (C = 0); for falling distances Z/h > -11.0, the air entrainment reaches 
the center of the jet (minimum void fractions between 0.08 and 0.25). The maximum velocities are similar to 
their correspondent gravitational velocities. However, the velocity tends to rapidly reduce outside of the non- 
aerated core. Although the falling distance is relatively small (up to 1.20 m), a slight velocity reduction effect has 
been observed during the fall in the jet´s core. 
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Figure 2. Void fraction distributions and velocity profiles for different dimensionless falling distance. 
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ABSTRACT 

 
Micro groins are an alternative bank-protection method which uses small submerged installations in the river bed 

to direct the flow away from the bank. In order to assess the impact of micro groins on the bed morphology, 

physical model experiments with movable bed were designed. A reference experiment and five variants with 

micro groins having different lengths were conducted. Strong changes of the bed morphology with pronounced 

deposition along the groin’s root and two erosion areas at the head of the groin and upstream its root were 

observed. The bed morphology became more accentuated with increasing length of the groins. 

 
Keywords: river restoration, micro groins, hydraulic experiments, bed morphology, bank protection 

 
 

1 INTRODUCTION 

Micro groins are an alternative bank protection method that identifies the flow field as the cause for bank and 
bed erosion. Consequently, the flow velocity at the protected bank is reduced by inducing secondary flow with 
small submerged installations called micro groins in the river bed (Mende & Sindelar 2010). Compared to 
traditional, bank-hardening structures, e.g. river revetments, micro groins are more cost effective and offer 
ecological advantages, e.g. a better crosslinking of land and water habitats as riprap-protection. However, for 
the morphological impacts of micro groins only few studies exist so far (Möws & Koll 2014). 

 
2 EXPERIMENTAL SETUP & METHODS 

With reference to the conditions in a field project at the lowland river Alb near the Rhine port in Karlsruhe, 
Germany, physical model experiments with movable bed ,that was made of plastic granulate, were designed 
in the Theodor-Rehbock laboratory (Müller et al. 2020). Experimental runs were carried out in an acrylic flume 
with a length of 18 meter and a width of 1 m and a slope of 0.9 ‰. The scale of the experiments was set to 
1:15. The 100-year flood of 88.44 l/s and a water depth of 22.5 cm were used as testing condition. Groins with 
an inclination angle α of 60°, a groin width wgroin of 7 cm and a height hgroin of 1/10 of the water level were 
selected (Fig 1). Five different projected lengths lP with ¼, ⅓, ½, ⅔ and ¾ of the channel width wch were 
chosen for these experiments. Four groins were placed with the recommended relative distance dgroin= 6 or 4 
m (Mende 2014) starting at X1= 2.5. A reference experiment without groins was analyzed as well. 

According to previous results, the secondary current evoked by the micro groins will not fully develop until the 
third groin (Mende 2014). Therefore, the soil morphology was measured at groin n°3 from X= 8.5 m to X= 12.5 
m by a Seatek Ultrasonic Ranging System compromising 31 transducers. Two extremely different states of  
the bed structures could be observed due to the dunes in the flume. Yet, all intermediate states in-between 
existed as well. The first characteristic state S1 was defined by low bed levels in the direct surroundings of the 
groin, whereas in the second state S2 much higher bed levels at the groin root were found as the crest of the 
dune was passing by. The bed topography from both states was used for the statistical analysis and the 
standard deviation from S1 and S2 was averaged. For more detail on the experiments see Müller et al. (2020). 

 
3 RESULTS 

In Figure 1 a comparison is shown between bed morphologies for the reference experiment and micro groins 
with lengths lp of 1/3 and 2/3 in state 1. In the reference experiment the bed morphology is very homogenous 
and it’s mainly influenced by dunes due to the fine bed material. The reduced bank-near flow velocity 
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downstream of the groin leads to a significant deposition along the protected bank. This further increases the 
bank protective effect. In the variant with lp = 2/3, the extremes in the bed morphology are much more 
accentuated than for lp = 1/3. This finding is supported by the statistical analysis which shows an increase of 
bed level variety with increasing length of the micro groins (Fig. 1). The micro groin with lp = ¾ shows the 
biggest variance of the bed levels. For this variant the standard deviation of the bed level increases to 3.7 cm 
in comparison with 2.7 cm in the reference experiment. 

Moreover, in all setups a scour can be found around half of the flume width downstream of the groin’s head. 
Thus, the bed characteristics correspond well with results from Möws & Koll (2014) in a flume with gravel bed. 
However, in the investigated setup, a deep scour upstream of the groin root can be found as well. It roughly 
forms an equilateral triangle along the groin’s axis. Thus, the groin’s bank-protective effect is reversed in the 
upstream area. This area will have to be properly protected to ensure the structural integrity of the structure. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Design parameters of micro groins (Müller et al. 2020, left side up) and statistical analysis of the bed 
level variety (left side down) and comparison of bed morphology for state 1 between the reference experiment 
and experiments with micro groin of lengths lp = ⅓ and ⅔ (right side) 

4 CONCLUSIONS 

With the presented study it could be shown that micro groins have a strong effect on the river bed structures. 
A deposition along the adjacent bank improves the bank protection effect. The effect is augmented with 
increasing length of the structure. However, an erosion area directly upstream of the groin counteracts the 
bank protection. Considering the high variety of bed morphology during the experiments more systematic 
investigations and repeated experiments will have to be analyzed in order to further quantify these findings. 
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ABSTRACT 
 

Average overtopping discharge is a crucial parameter for design and reinforcement of dikes. Rock 

armours and berms are widely used to reduce wave overtopping discharge by introducing slope 

roughness and energy dissipation. Since methods for estimating the influence of a rock berm and 

roughness of rock armour at dikes on the average overtopping discharge still need to be developed 

and/or validated, this study aims to empirically develop better quantification of the reductive influence 

of rock armour on wave overtopping, compared to existing procedures. That is derived based on the 

analysis of experimental data from physical model tests. Moreover, the influence of roughness of a 

rock armour applied only on part of waterside slopes is estimated by introducing location weighting 

coefficients. Results show that the newly derived methods for evaluating the influence of berm and 

roughness for rock-armoured dikes lead to significantly better predictions of the average wave 

overtopping within the tested ranges compared to existing ones. 

 
Keywords: dikes, coastal structures, wave overtopping, physical model tests, rocks. 

 

 
1 INTRODUCTION 

Dikes protect coastal areas from flooding due to wave overtopping. With the background of climate change and 
sea-level rise, existing dikes may require reinforcement. Berms and roughness elements (e.g. rocks) are often 
applied to dikes, which can effectively reduce the average overtopping. Accurate estimations of-the berm and 
roughness influence on overtopping discharge would help the cost-effective design and safety assessment of a 
dike. TAW (2002) and EurOtop (2018) provide empirical formulae for the average overtopping discharge (q), 
both characterised by the structure 𝑞 = 𝐴 exp(−𝐵 𝑅𝑐), taking the effect of berms and roughness on wave 
overtopping discharge into account by introducing the dependence of A and B on berm and roughness influence 
factors (γb and γf). Those are 1.0 when no influence is present, while smaller values indicate a larger reductive 
influence due to a berm or slope roughness. RC is the crest freeboard. 
For the roughness influence factor, values are provided for various types of roughness elements (e.g. γf=0.55 
for rocks on an impermeable core). Further research showed that γf varies with wave conditions and structure 
configuration and that there is still no validated method to evaluate that for rock armours. For the estimation of 
the berm influence, TAW (2002) and EurOtop (2018) provide equations to calculate γb for impermeable berms, 
but there are no validated ones for permeable rock berms. Chen et al. (2020a) developed new expressions for 
γb and γf, taking all those aspects into account for slopes covered by concrete blocks. 

 

2 DEVELOPMENT OF NEW METHODS 

This research aims to recalibrate and adapt empirical coefficients of the following Eqs. [1]-[2]-[3] by Chen et al. 
(2020a) to the case of permeable slope revetment made of rocks. 

 
ɣ = 1 − 𝑏 𝑟 𝑏(1−𝑟𝑑ℎ) 

 
 

 
0.6 < ɣ < 1.0 [1] 

𝑏 0  
√ 𝑆𝑚−1,0 

𝑏
 

ɣ = 1 − 𝑐   𝑅𝑐  [2] 
𝑓 0 𝐻𝑚0   𝜉𝑚−1,0 

ɣ𝑓 =
 𝛼1ɣ𝑓,1𝐿1 +𝛼2ɣ𝑓,2𝐿2+𝛼3ɣ𝑓,3𝐿3 

𝛼1𝐿1+𝛼2𝐿2+𝛼3𝐿3 
[3] 
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where b0 and c0 are empirical coefficients affected by the type of armour layer. A larger value of b0 (c0) means 
a larger reductive influence of the berm (roughness) on the average overtopping discharge; sm−1,0 is the wave 
steepness; rb and rdh can be calculated as given by TAW (2002) and EurOtop (2018). Eq. [3] is used for varying 
roughness along the slopes (L is the effective length). 
Physical model tests (139 in total) have been performed in the Pacific Basin (Deltares, Delft, The Netherlands) 
in order to collect a database to set up a calibration and validation process of influence factors expressions. 
Different roughness configurations were tested, as rocks were applied alternatively on the whole slope, on the 
upper slope only, on the upper slope and berm and on the berm only. Irregular wave conditions were applied to 
all physical model tests, based on JONSWAP spectrum and characterised by a wave steepness range of 
0.013÷0.044. The crest freeboard varied between 0.12÷0.2m. The berm width was fixed (0.2m) for all 
configurations, except for the one with a larger berm (0.5m). The wider berm was tested to investigate how the 
proposed expressions for influence factors behave for such a different structure. More details on the tests are 
provided in Chen et al. (2020b). 

 

3 CONCLUSIONS 

Test results confirm that the application of a berm and rock armour significantly reduces the average overtopping 
discharge compared to that at smooth straight slopes. New expressions for berm and roughness influence 
factors of rock-armoured dikes are derived based on experimental data by calibrating the empirical coefficients 
in [1]-[2] as b0=0.19 and c0=0.70. It was also found that, for Eq. [3], the values of location weighting coefficients 
as proposed by Chen et al. (2020a) (α1=0.65, α2=0.22, α3=0.13) for structures with other slope protections, 
appear to be valid for rock-armoured slopes as well. 
The performance of new methods has been validated by using experimental data with wider ranges of test 
conditions, getting an improvement (from NSE=-1.32 to NSE=0.7) on estimates of average overtopping 
discharge over the structure with rock armour applied on the upper slope. For the structure with a wider berm 

( 
𝐵 

𝐻𝑚0 
> 3.7), there is no improvement using new methods compared to TAW (2002). The influence of roughness 

on rock-armoured slopes needs further investigation for smaller relative freeboards ( 𝑅𝑐 
𝐻𝑚0 

< 1.1) in combination 

with wide berms ( 𝐵 
𝐻𝑚0 

> 3.7). Overall, new methods to account for the influence of berms and roughness of rock- 

armoured dikes significantly improve predictions of average overtopping discharges as shown in Figure 1, where 
each data point corresponds to 1 test (shape and colour indicate the different test conditions) with NSE=0.8 
within tested ranges. 

 

(a) (b) (c) 

Figure 1. Measured and calculated dimensionless overtopping discharges for all datasets, using (a) TAW 

(2002), (b) EurOtop (2018) and (c) new methods for the estimation of influence factors. 
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ABSTRACT 

Large impulse waves are generated in reservoirs by, e.g., landslides and iceberg calving. Impulse waves result in 
significant forces when impacting dams and it is important to take these forces into account when designing a dam.  
The prediction of forces due to extreme waves is still subject to large uncertainties. Analytical models are available for 
wind waves, while empirical equations, relying on a limited number of experiments, are employed for more extreme 
waves. These equations are validated in the present study through numerical modelling with the open source toolbox 
solids4foam in foam-extend. The model is successfully validated with available laboratory measurements and an 
analytical model for two experiments. A computational example is presented for a hypothetical, yet realistic, case, 
revealing a good agreement between the numerical results and predictions based on an existing empirical equation. 

 
Keywords: foam-extend, impulse wave forces, long waves, numerical modelling, wave-structure interaction. 

 
 
 

1 BACKGROUND 

Impulse waves in reservoirs generated by, e.g.,  landslides and iceberg calving may generate large additional  
forces on dams. Sainflou (1928) and Tadjbakhsh and Keller (1960) analytically derived the wave  pressure acting  
on rigid walls under idealised conditions. These models may be generally applied for wind waves, while for more 
extreme impulse waves such as solitary waves, Heller et al. (2009) approximated the total force Ftot for both the 
wave and hydrostatic pressure combined with 

Ftot = [1 − 1.5(a/h)]1/6ρg(2a + h)2/2  (1) 

Eq. (1) was derived from the interpolation of a small number of experiments of Ramsden (1996) for 0 a/h 

0.6, where a is the wave amplitude, h the water depth, ρ the water density and g the gravitational acceleration. 
The present study aims to provide a numerical investigation of impulse waves  impacting on dams to validate    
and extend the existing prediction method for a wide range of wave conditions and types. A recently developed 
numerical model is validated with laboratory measurements and an analytical solution. This model  is  then 
applied to estimate Ftot for a hypothetical, yet realistic, case and the force is compared with Eq. (1). 

 
 

2 NUMERICAL MODEL 

The toolbox solids4foam (Cardiff et al., 2018) was used to model two-dimensional wave forces on dams in the 
present study. This toolbox was compiled in foam-extend 4.0 and implemented on the High Performance Com- 
puting cluster Augusta at the University of Nottingham. solids4foam is capable of solving fluid-solid interaction 
with several models for both the fluid and solid. Their governing equations are discretised into a set of algebraic 
equations based on the spatial and temporal partition of the domain using the cell-centred Finite Volume Method 
(Cardiff et al., 2018). These are separately solved and coupled through a partitioned approach. The coupling  
within each time step consists of (i) solving the fluid domain, (ii) passing the fluid interface forces to the solid 
interface, (iii) solving the solid domain and (iv) passing the solid interface velocities to the fluid interface. The 
library waves2Foam (Jacobsen et al., 2012) was used for wave generation in the numerical wave tank. 
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3 RESULTS AND DISCUSSION 

 
3.1 Validation of the numerical model 

The numerical model was validated with laboratory measurements of Mallayachari and Sundar (1995) and the 
analytical solution of Tadjbakhsh and Keller (1960) for two selected tests with linear waves. The numerical simu- 
lations were conducted with the identical set-up as in the laboratory and two mesh resolutions were investigated. 
The dimensionless wave pressure p/(ρgH) versus z/h at the vertical dam, with the wave height H, period T and 
the vertical coordinate z, is compared between the present study, the experimental, and the analytical models 
in Fig. 1. In both cases the numerical model captures the experimental data and the analytical model well, with 
a normalised root mean square error (nRMSE) of 0.14 and 0.08 in Figs. 1a,b, respectively, for the experimental 

data, and nRMSE = 0.07 to 0.14 and 0.02 to 0.21 in Figs. 1a,b, respectively, for the analytical solution at z ≤ 0. 
 

Figure 1: Comparison of the numerical pressure p/(ρgH) versus z/h with Mallayachari and Sundar (1995) and Tadjbakhsh 
and Keller (1960) for two tests at h = 0.315 m with (a) H = 0.023 m and T = 0.950 s and (b) H = 0.048 m and T = 0.873 s. 

 
3.2 Computational example 

The numerical model was further applied to estimate Ftot on a 50 m high dam due to a solitary wave. A 800 m  
long numerical wave flume was used. With h = 25 m and a/h = 0.38, Ftot = 8.01 · 106 N/m resulted. This is 
approximately 2.6 times the hydrostatic force ρgh2/2 = 3.07 · 106 N/m, confirming the relevance of impulse wave 

forces. The total force from Eq. (1) is Ftot = 8.30 · 106 N/m, resulting in a deviation of only 3.6%. 

 
4 CONCLUSIONS 

Impulse waves impacting dams may result in significant additional forces to the hydrostatic force. The investiga- 
tion of this wave-structure interaction phenomenon is still a major challenge. In the present study an available 
numerical model has been applied to investigate impulse waves impacting dams. Comparisons with laboratory 
measurements and an analytical model confirmed that the numerical model captures wave pressures on rigid 
dams well. A hypothetical, yet realistic, case was simulated, showing an excellent agreement with predictions 
from an empirical equation. Detailed numerical investigations of impulse waves impacting dams for a wide range 
of conditions will be conducted in future work to support impulse wave hazard assessment in reservoirs. 
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ABSTRACT 

 
Former regulative measures on water bodies have highly affected structural diversity and thus the habitat quality 

for fish fauna. In a 3-year research project, funded by the Fisheries Department of the state of Baden- 

Württemberg, hydraulics and morphodynamics of deep watercourses and scours will be investigated. The 

background and objectives of the project are explained and the scouring mechanisms are investigated with three 

different methods: flume experiments, numerical simulations and field studies. 

 
Keywords: scour, morphodynamics, sediment transport, fish habitat, ecohydraulics. 

 
 

1 INTRODUCTION 

The aim of many revitalisation measures on watercourses is to improve the structural diversity and thus the 

habitat quality for the fish fauna. Through various measures for restoration of fish passage, in particular by 

removing bottom sills and cross-barriers, a degradation of local depth variation and disappearance of local 

scours can be seen. Moreover, water management often requires bank and river bed protection which is 

contrary to natural morphodynamics and depth variability. As a result, watercourses lose significant parts of 

their ecological functionality (e.g. adult habitats and wintering grounds for fish) and the climate change and the 

increasing water temperatures in summer aggravate the threat to the fish biocenosis (LUBW, 2019; Roberts et 

al, 2014). The goal of the research project is to fill the knowledge gap in terms of suitability and dimensioning 

of hydraulic engineering structures for the permanent creation of deep pools by investigating the hydraulic and 

the morphodynamic interaction. Based on the results, recommendations for practice will be derived with 

special regard to fish biology, hydraulics and morphodynamics. 

 
2 FUNDAMENALS OF SCOURING PROCESSES 

Deep pools in rivers are created by scouring processes. Scouring occurs when the transport capacity of 

sediment is locally higher than in other sections of the river. Leading processes are higher flow velocities, 

higher turbulence, secondary currents and combinations of the latter (Zanke, 1982). In general, there are  

three different types of scouring processes. The general scour occurs due to morphological processes in 

rivers. Constriction scours are caused by a reduction in the width of the river and thus increased flow velocity. 

The local scour occurs at structures in rivers such as bridge piers or groynes and superimposes the two 

previous scour types (Breusers and Raudkivi, 1991). Scours can also be divided in three categories according 

to their morphodynamic behavior (Breusers and Raudkivi, 1991). If the relation of local velocity Uo to the 

critical velocity of the bed material Uc is smaller than 0,5 no scour will occur. Clear-water scour conditions are 

present for 0,5 < Uo/Uc< 1. Live-bed scour with a general sediment transport occurs for Uo/Uc >1. According to 

various authors (see e.g. Breusers and Raudkivi (1991), Melville (2008) and Breusers (1977)) the influencing 

factors on scouring depth can be divided up into five groups: 

• Parameters of the fluid: fluid density ρ, kinematic viscosity ν 

• Flow parameters: mean flow velocity Uo, depth of flow h, gravity g, overflow depth hoverflow 

• Parameters of the bed material: geometric mean diameter d50, geometric standard deviation σg, 
density of the sediment ρs, mean critical velocity Uc 
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• Geometry of the structure (shape, dimensions, surface condition) 

• Time-depending processes 

 
3 METHODS 

To answer the previous research questions, different methods of hydraulic engineering research are applied. 
To explore the morphodynamic questions of the project, a flume experiment is currently being installed in the 
Theodor-Rehbock laboratory at KIT. The experimental setup will be used to investigate the complex three- 
dimensional flow processes that occur in scour formation and the interaction with local morphodynamics. The 
hydraulic and morphodynamic boundary conditions are based on local aspects of the state of Baden- 
Württemberg. Two exemplary sites in Schwarzenberg at river Murg and Criesbach at river Kocher were 
selected for hydraulic conditions. Discharges will mainly focus on the low flow and on the two year flood,  
which is often seen to be the morphodynamically significant discharge. Due to the predominantly disturbed 
bedload balance in the states rivers, clear-water scour conditions will be accomplished. The flume 
experiments will be carried out in a 7,8 m long, 0,79 m wide and 0,54 m deep flume corresponding to a model 
scale of approximately 1:25. The mean diameter of the sediment (d50) was selected to 3 mm. Velocity 
measurements will be made with an LDA-system. The bottom topography will be captured with a Structure 
from Motion technique. The experiments in the laboratoy will be investigated further, first in a hydrodynamic 
and later in a hydromorphological numerical 3D approach. The physical and numerical model tests will be 
supported by the analysis of different case studies in Baden-Württemberg. 

Table 1. Overview of application of model types. 
PHYSICAL MODEL NUMERICAL MODEL FIELD STUDY 

 
Simulations with flat, rigid bed 

 

Movable bed experiments   

 Simulations with scoured, rigid bed  

Simulations with movable bed with calibration 
values from the physical model 

  Validation in field study 

 
 

4 CONCLUSIONS 

The presented project investigates different measures and structures to initiate deep watercourses and scours 
that provide fish habitats especially at low flow conditions and high water temperatures. Flume experiments, 
numerical simulations and field studies are applied to answer the research questions. The focus of the project 
will be on hydraulic and morphodynamic aspects. 
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ABSTRACT 

 
Ships in rivers create waves and these can have a negative impact on fish habitats along the river banks. A 

modelling study is carried out to investigate how these ship-induced waves can be damped in groyne fields by 

making structural modifications to the groynes. For this purpose, different types of openings (notches) are 

applied to the groynes. Next, hydro-ecologic indicators are used to assess the impact of notching of groynes on 

fish habitat suitability. The results suggest that relatively simple modifications can significantly improve the 

ecological value of the groyne fields. 

 
Keywords: ship-induced waves, groyne field, ecological preservation, hydraulic modelling. 

 

1 Introduction 

Recent ecological studies (Collas et al., 2018) show that ship-induced waves can reduce suitability of fish 
habitats along the river banks. Specifically eggs and young fish are vulnerable to these waves (Wolter & 
Arlinghaus, 2003). For the river Waal in the Netherlands the breeding and growing season of this fauna is  
from April to September, which generally corresponds to flow conditions where the groynes in the river are not 
completely submerged. The living habitat of eggs and young fish is in the shallow zones close to the bank, 
which experience a high degree of hydrodynamic variability due to ship-induced waves. 

The goal of this research is to explore whether fish habitat during the growing and breeding season can be 
improved by reducing the flow impact of passing ships through structural modifications (“notching”) of groynes. 

 
2 Method 

A 2D hydrodynamic model is used to simulate ship-induced wave dynamics (XBeach, (Roelvink et al., 2015). 
The model consists of a straight river channel with groynes along the banks. In the main channel, a steady 
flow is imposed. Passing ships are included in the model by defining a moving pressure field. Various groyne 
geometries are considered to study the flow properties in the groyne field. Two hydro-ecologic indicators are 
defined for the assessment of habitat suitability in-between the groynes: 

1. Water level range: the difference between the highest 
water level and the lowest water level when a ship is 
passing. 

2. Flow velocity range: the maximum change of the 
velocity vector during a ship is passing. 

Both of these parameters are calculated for a 60-second time 
interval centered around the passing of a ship. The ‘Flow 
velocity range’ takes into account the magnitude as well as 
the direction of the flow field, as illustrated in Figure 1. The 
figure shows the two horizontal components of the velocity 
vector (u and v-velocity), for a specific fixed location in the 
groyne field during the 60 second time interval. A circle is 
fitted around these velocity points, of which the diameter is 
the ‘Flow velocity range’. This calculation is carried out for 
each location in the groyne field. 

Figure 1: plot of the u- and v- directed 
velocity values during ship passing to 
determine the maximum velocity range. 
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3 Results 

Figure 2 shows the results of the ‘Flow velocity range’ for two different groyne-configurations. The top plot 
shows the velocity range for a sequence of traditional impervious groynes. The middle plot shows the velocity 
range when the groynes are “notched”, i.e. when a 10 m opening is created in the groynes. The bottom plot 
shows the difference in ‘Flow velocity range’ between the two situations. Herein, a negative value (blue) 
indicates regions where the notching has reduced the flow velocity range, and, hence, where fauna habitability 
has improved. In general, the velocity range has improved near the tips of the groynes, the center of the 
groyne field and close to the river banks, which is the area of interest for fauna habitat. When a ship passes 
the modified groyne field, the largest flow velocities occur within the notches (see middle plot). Immediately 
next to the notch, the velocity range improves the most. Additional simulation runs with changes in notch 
location and notch size have shown that notches close to the bank appear to be most effective in reducing the 
‘Flow velocity range’ in the groynes field (see (Pasman et al., 2020), results not shown here). 

Figure 2: Flow velocity range during passing of a ship (travelling upstream). The base flow in the main 
channel is from left to right. 

 

4 Conclusions 

Results from the modelling study show that a notched groyne can have a positive influence on the fish habitat 
in rivers. Close to the notch, the fish habitat may locally become less suitable because of the higher flow 
velocities associated with flow through the notch. However, in large parts of the groyne field the flow variability 
is reduced, because of the inter-connection between neighbouring groyne fields. This makes most of the 
areas in the groyne fields more suitable for fish habitats. An optimal location of the notch for creating 
hospitable fish habitat appears to be close to the bank with a wide but shallow notch shape. 
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ABSTRACT 

 
Gabion weirs are the simplest form of rectangular broad crested porous weirs very low negative 

impact on the environment. The objective of this paper was to investigate the relative energy 

dissipation for flow over the rectangular broad crested gabion weir. A series of laboratory 

experiments were conducted for the rectangular broad crested gabion weir having 0.3 m length, 

0.225 m crest height, 0.5 m width. Three types of gabion materials were used in the present study. It 

is observed that the ratio of head over the weir to length of gabion weir, ratio of the diameter of 

gabion material to crest height of gabion weir and ratio of downstream depth to upstream depth are 

the affecting parameters for the energy dissipation. The developed model predicts relative energy 

dissipation within a maximum of ±10% error for almost all data set, which is considered satisfactory 

from practical consideration. 

 
Keywords: Gabion weir, relative energy dissipation, discharge, gabion material. 

 
 

1 INTRODUCTION 

Gabion weirs are the simplest form of rectangular broad-crested porous weirs that usually span the full width 
of a river. The flow that passes through the boulders or rocks of gabion weirs allows enhancing the dissolved 
oxygen due to turbulence, which makes it ecologically and environmentally friendly structure. 

Many experimental and numerical studies have been conducted related to the energy dissipation on the 
gabion stepped weir and solid stepped weir (Peyras et al. 1992; Pagliara and Palermo 2013; Wuthrich and 
Chanson 2014). Shariq et al. (2020) provided the discharge equation for the rectangular broad crested gabion 
weir for through flow condition. Fathi-Moghaddam et al. (2018) numerically investigate the hydraulic 
performance of triangular and trapezoidal gabion weir and provide an equation to estimate the relative energy 
dissipation. The objective of this paper was to investigate the relative energy dissipation on the rectangular 
broad crested gabion weir. The relative energy dissipation between the upstream and the downstream section 
of the gabion weir can be calculated as 

E / E1 = (E1 − E2 ) / E1 (1) 

E = y + (v
2 
/ 2g) (2) 

1 1 1 

E = y + (v
2 
/ 2g) (3) 

2 2 2 

where, E1 and E2 represents the energy at upstream and downstream sections, g is the acceleration due to 
gravity, v1 is the averaged velocity at upstream section, v2 is the averaged velocity at downstream section, y1 

is upstream depth and y2 is upstream depth of the gabion weir. 
 

2 DIMENSIONAL ANALYSIS 

There are different parameter that effects the relative energy dissipation on the rectangular broad crested 
gabion weir. These parameters are upstream depth (y1, m), downstream depth (y2, m), mean diameter of 
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gabion material (d, m), crest height of the gabion weir (P, m), crest length of the gabion weir (L, m), head over 
the gabion weir (H, m). The geometrical and flow parameters of the gabion weir are shown in Figure 1. 

Figure 1. The definition sketch of the model used in the experiment. 
 

The functional relationship for the relative energy dissipation on gabion weir may be represent as follows: 

E / E1  = f (H / L, d / P, y2  / y1 ) 
 

(4) 

A series of laboratory experiments were conducted for the rectangular broad crested gabion weir having 0.3 m 
length, 0.225 m crest height, 0.5 m width. Three types of gabion materials were used in the present study. 

 

3 PROPOSED RELATIONSHIP FOR RELATIVE ENERGY DISSIPATION ON GABION WEIRS 
 

An equation for relative energy dissipation is developed herein using the present study experimental data and 
relating it with parameters given in Eq. (4). The regression analysis was carried out for the estimation of 
relative energy dissipation, using 80% of the data collected in the present study and 20% data used for 
validation. The following empirical relationship was obtained. 

E / E1 = 0.624 −1.185(H / L) + 0.662(d / P) + 0.768( y2 / y1) (5) 

The accuracy of the proposed equations (5), the value of R is (0.958) while APE, STDV, and SI values are as 
low as -1.469, 6.82, and 0.105, respectively. Details of performance parameters can be found in Shariq et al. 
(2018) and Ansari et al. (2019). It was observed that Equation (5) estimates relative energy dissipation within 
a maximum of ±10% error for almost all data. 

 
4 CONCLUSION 

 
Experimental and analytical studies related to the relative energy dissipation for flow over the gabion weir in 
open channels have been reported in this paper. It was found that the H/L, d/P and y2/y1 are the important 
dimensionless parameter, effects the relative energy dissipation on gabion weir. The proposed relative energy 
dissipation model was found to estimates results with a maximum error of ±10% for almost data. The 
qualitative performance of the relative energy dissipation model indicates that it has the low APE (-1.469), 
STDV (6.82), SI (0.105) and high R (0.958) values. 
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ABSTRACT 

 
Three-dimensional (3D) computational fluid dynamics (CFD) is more and more frequently used to solve various 

hydraulic engineering related problems, such as prediction of complex flow conditions or local scouring. While 3D 

models offer the solution of complex flow patterns determining the morphodynamic conditions (e.g. coherent 

turbulent structures), most of the available software is single-phased, thus bounded to simpler free surface 

conditions (i.e. flows with single local free surface elevations (depth)). In this study, the level set method (LSM) 

based, multiphase hydro- and morphodynamic model REEF3D was tested for the simulation of local scouring in 

the vicinity of a submerged arch bridge, where the sediment transport is mostly driven by the prevailing pressurized 

flow conditions under the bridge deck. The LSM showed robust performance in the treatment of the combined free 

surface/pressure flow problem as well as in the tracking of bed elevation changes. 

 
Keywords: CFD, level set method, free surface, local scour, submerged bridge. 

 
 
 

1 INTRODUCTION 

Due to the rapid, continuous increase of available computational resources and the development of the related 
computer sciences, computational fluid dynamics (CFD) modeling is more and more frequently used within the 
hydroscience community. These models offer solutions to hydraulic engineering tasks in various scales – from 
laboratory up to river system scale – with different spatiotemporal resolutions, and as a function of the adopted 
abstractions and simplifications. Formerly, physical models were the only tools for investigating complex flow 
and morphodynamic problems, where classical formulas or simpler numerical models were no longer applicable. 
With the recent developments in CFD, the point has been reached, where numerical models can very well mimic 
real-life flow conditions, and thus can compete with the conventionally used, time demanding and expensive 
physical model experiments. 

In this study an open-source CFD tool (REEF3D) is employed to solve the local scouring problem in the direct 
vicinity of a submerged arch bridge. The geometrical complexity and the prevailing pressurized flow conditions 
call for a multiphase modeling approach, which in this study is performed by utilizing the level set method (LSM). 

 
2 NUMERICAL FRAMEWORK AND SETUP 

The open-source CFD tool REEF3D (Bihs et al., 2016) was used for the numerical simulations. The model 
solves the incompressible Reynolds-averaged Navier–Stokes (RANS) equations along with the continuity 
equations using conservative finite differences. The stability and accuracy of the solver is ensured by high-order 

spatial (5th-order WENO) and time (3rd-order Runge-Kutta) schemes. Turbulence closure is achieved with the 
standard k-ω model. The LSM (Sussman, 1994) is used to numerically treat the interface between air and water 
(i.e. free surface), as well as between the water phase and the mobile sediment bed, while bed load transport 
is approximated using van Rijn’s semi-empirical formula. The numerical setups were built up to mimic the 
laboratory experiments performed by Martín-Vide (2005). 
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3 RESULTS AND DISCUSSION 
 

On the left side of Fig. 1, flow field around the submerged arch bridge is presented with velocity vectors. The 
high velocities observed in the pressurized region under the bridge deck suggest increased erosion potential, 
leading to the predicted scour presented on the right side of the figure. 

 

Figure 1. a) Velocity vector field for the rigid bed simulation with boundary conditions; b) 
morphodynamic result after 8 hours of sediment simulation time (right); c) bridge geometry. 

 
The predicted bed topography shows realistic features: while intense scouring is observed at the bridge 
openings, the consequent sediment deposition is also represented on the downstream side of the obstacle. 

Although the first results (presented in Fig. 1) are promising and the model has already been successfully 
applied to even more complex free surface flow problems (see e.g. Kamath et al. (2019)), additional model 
testing is required to see the effect of i) different bed load transport formulas; ii) different critical shear stress 
reduction formulas; and iii) other sediment related parameters and numerical methods, as they can reportedly 
determine the very nature of such morphodynamic simulations. 

 
4 CONCLUSIONS 

The LSM based modeling framework offers the robust numerical simulation of complex hydro- and 
morphodynamic conditions, making REEF3D and other competent CFD models valuable tools to complement 
or partially replace expensive and time demanding physical model experiments. It is noted, that due to the far 
from generalized theoretical background of bedload transport, additional numerical tests and sensitivity 
analyses are required in general, and in this particular case as well. 
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ABSTRACT 

 
To predict the flood after a dam failure, many computational and empirical approaches have been 

developed throughout history. All those includes a certain number of parameters and are intended to help 

engineers in quick estimates and planning more detailed studies. In this article we aimed to evaluate the 

different empirical formulas proposed by researchers to estimate the outflow peak dambreak situations and 

compare the results in two different case studies, the overtopping and piping failure of Jurumirim and 

Chavantes dams. In this study, Hec-Ras software was implemented and used as reference to calculate the 

discharge peaks. Considering the large amount of available formulas, a statistical analysis where employed 

to evaluate and classify the results. Finally, the pertinence and range of application of the formulas is 

discussed. 

Keywords: Dam break, flood propagation, Hec-Ras computational modeling, dam safety, rupture 

parameters. 
 

1 INTRODUCTION 

To minimize the losses associated with the failure of a dam, the National Dam Safety Policy of 2010 requires the 

elaboration of the Risk Plan involved (ANA, 2010). The Risk Plan includes estimating the potential impacts of a 

dam disruption and the Emergency Action Plan (EAP) for projects under construction. The EAP contains 

information such as the inundation maps and the procedures to be performed in cases of emergency (Lauriano, 

2009). Its execution is based on the forecast and calculation of maximum flooded levels, water velocities and 

maximum discharges resulting from the rupture. With the objective of reducing human, infraestructure and 

biodiversity losses by doing a number of anticipated activities. On the other hand, in order to guarantee the safety 

of hydraulic structures, the Brazilian Dam Safety Law requires a constant update of the Dam Safety Manual 

(ANA, 2016) which describes the dam safety inspection procedure. That is why it is more than justified the need 

to develop useful tools to classify the hazard, plan emergency actions, map and assess the risk (Graham, 1998). 

One of these tools is the modeling of the full effluent of the dam rupture using empirical, mathematical and 

computational approaches. Computational modeling uses mathematical models and computation techniques. 

The use of computational models has shown to be an important tool for predicting hydraulic and hydrological 

phenomena. A computational model is the Hec- Ras software which requires little input data and presents a 

simplified view of one-dimensional constant flow studies, unidimensional and bidimensional unsteady flow 

calculations, sediment transport / moving bed calculations and modeling of temperature and water quality for a 

complete network of natural and/or artificial channels. Furthermore, it is free and works with small simplifications 

of the Saint Venant equation, using an implicit method of finite difference, which provide a high degree of 

precision and reliability (Mbajiorgu, 2017). Hence, this work will use the Hec-Ras software and formulas 

proposed by researchers in the area, to estimate the peak flow from a dam rupture by Piping and Overtopping. 

You will need the help of this HecRas software to simulate the rupture of the dam in a non-permanent 1-D flow 

regime. The calculation processes for the study of emergency scenarios will result in information about the 

characteristics of the gap, formation time and peak flow with the respective rupture hydrographs. In addition, with 

the flow analysis we will be able to identify the flooding areas and the time of arrival of the flood wave at points of 

interest located downstream from the dam. 

Thus, this project aims, mainly, to identify and predict the scope of some of the effects of the rupture of the 
Jurumirim and Chavantes dams through a reliable computational modeling, which in this case will be the Hec- 
Ras software. 

2 METHODOLOGY 
The formulas proposed by various authors were compiled and organized to calculate the peak flow (Figure 1) 
and be compared with the results obtained by the Hec-Ras software. This software will have as input data the 
geometric information of the cross section of the dam, the breach, and the river channel (Figure 2). However, 
these results will vary depending on boundary conditions and gap geometry. So, we can divide the results 
generated into 4 categories: 
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• Jurumirim Dam with rupture by Overtopping 
• Jurumirim Dam with rupture by Piping 
• Chavantes Dam with rupture by Overtopping 
• Chavantes dam with piping rupture 

 

3 FIGURES 

Figure 1: Number of formulas 

analyzed vs. Number of input variables 
 

 

Figure 2: Implementation of the HEC-RAS software in Chavantes dam and 
Jurumirim dam. Source: FCTH. 

 

 
 
 
 
 

 
Figure 5. Degree of uncertainty 
between the results provided in 
each case by the HEC-RAS 
software and those generated by 
the proposed in formulas in 
Jurumirim dam. Source: Author 

 

Figure 3 and Figure 4. Degree of uncertainty between the results provided in each case by 
the HEC-RAS software and those generated by the proposed in formulas in Jurumirim dam. 
Source: Author 

4 RESULTS AND CONCLUSIONS 

From the results obtained we can conclude that (Figure 7) (Figure 8) and (Figure 9), in the Jurumirim dam, the 
most accurate formulas in all cases are the formulae proposed by Froehlich (1995B) and Singh (1996). Second, 
the formula proposed by Mohamed (2001) 1 is accurate in most of the cases analyzed. Third, the formulas 
proposed by the U.S. Army corps of Engineering, by Macchione, by Costa (1985) 2 and by MacDonald (1984) 
are met in some cases. 

On the other hand, in the case of the Chavantes dam, the most precise formula in all cases is the one proposed 
by Pierce (2008)3. Second, the formula proposed by Evans (1986) and MacDonald Enveloped equation (1984) 
is fulfilled in most of the cases analyzed. Third, in some cases of Piping rupture there are the formulas of Xu and 
Zhang (2009), Costa (1985) enveloped equation, Hagen (1982) and MacDonald (1984). 
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ABSTRACT 

 
Floating treatment wetlands (FTWs) are an important nature-based solution to treat water, wastewater and 

stormwater. Their roots grow hydroponically, through which they absorb nutrients, metals and dissolved matter, 

retain suspended solids and improve water turbidity. Moreover, FTWs constitute a green infrastructure because 

of their added ecological value. Numerically, FTWs can be represented as a porous media, in which the resistance 

is usually estimated by fitting the simulation to measured data. This study presents a new approach to estimate 

the viscous and inertial resistance factors of the porous media. The FTW is treated as a packed bed, for which 

the Ergun equation is applied, but in the vertical direction (flow parallel to the roots) the root diameter is estimated 

as a hydraulic diameter, which creates a non-isotropic resistance. This approach resulted in better agreement with 

the experiments than the fitting strategy, for a simulation case. 

 
Keywords: wetlands, CFD, porous media, validation. 

 
 

1 INTRODUCTION 

From a hydrodynamic perspective, the treatment performance of a FTW can be influenced by the contact time 
and mass flux entering the root zone (Liu et al., 2019). That is why recent studies have been employing 
Computational Fluid Dynamics (CFD) to assess hydrodynamic interactions between the flow and the FTW 
(Xavier et al., 2018; Rao et al., 2016). In CFD, there is a known difficulty in representing the vegetation structure 
as it is due to the high computational cost required. For FTWs, one alternative is to represent the roots as a 
porous media (Xavier et al., 2018; Rao et al., 2016), which requires determining the viscous (1/α) and inertial 
(C2) resistance factors. The goal of this study is to present a more physically-tied approach to estimate 1/α and 
C2, instead of estimating the factors by fitting the simulation to measurements. 

 
2 METHODS 

The FTW root zone is represented by a porous media, in which a sink term is added to the momentum equation, 
according to Darcy’s Law. The porous media is treated as a packed bed, for which the Ergun equation estimates 
1/α and C2: 

1 150 (1 − 𝜖)2 

𝛼 
= 
𝐷2 𝜖3 [1] 

3.5 (1 − 𝜖) 
𝐶2 = 

𝐷 𝜖3 [2] 

 

in which Dp is the mean particle diameter and ϵ is the void fraction. In the horizontal direction (flow perpendicular 
to the roots), Dp can be assumed as the root cylinder (d). However, in the vertical direction (flow parallel to the 
roots), Dp can be estimated as the hydraulic diameter (dh), which is dependent on the spacing: diameter ratio 
(s/d) of the roots (Oldham & Sturman, 2001): 

 
𝑑h = 𝑑 ( 

4(𝑠⁄𝑑)2 
− 1) [3] 

𝜋 
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and this will lead to a non-isotropic resistance in the FTW. 

This approach was tested on a CFD model that recreated laboratory-scale experiments from Liu et al. (2019), 
who built FTWs based on E. crassipes arrangements and placed them in a flume. The FTW length, width and 
depth were, respectively, LFTW = 25.6 cm, WFTW = 18 cm and h = 10.5 cm (approximately half of the channel 
depth), and it presented d = 0.36 cm and ϵ = 0.93. A single FTW was placed 300 cm downstream of the channel 
inlet, and it was attached to one of the channel walls. Then, three other similar FTWs were placed in series, with 
a spacing of 2LFTW between one another. For brevity, details on mesh, boundary conditions and solver 
configuration were omitted. A fitted resistance was obtained for comparison. 

 
3 RESULTS 

The first comparison regards the flow adjustment past a single FTW (Figure 1a). The longitudinal profile of x- 
velocity (u) normalized by the initial velocity (U0) was obtained in the centerline (= WFTW/2) and mid-depth (= 
h/2) of the FTW. The FTW is located at x/LFTW = 0 and 1. The best-fitted resistance was 1/α = 10-6 m-2. The 
calculated resistance was 1/α = 70507.2 m-2 and C2 = 73.2 m-1 in the horizontal direction, and 1/α = 365.2 m-2 

and C2 = 6.1 m-1 in the vertical direction. The calculated resistance (continuous line) and the fitted resistance 
(dashed line) had similar behavior, and they agreed with the measurements (open circles) especially in the 
FTW, where the steep velocity reduction occurred. When comparing FTWs in series, the calculated resistance 
showed better precision (Figure 1b). The fitted resistance (open triangles) matched the measurements (filled 
diamonds) in the first and second FTWs, but underestimated the flow reaching the third and fourth FTWs. The 
calculated resistance (open squares) showed consistent agreement with the measurements for all FTWs. 

 
 

Figure 1. (a) Longitudinal profile of u/U0 in the centerline and mid-depth of the FTW. The FTW is located at 
x/LFTW = 0 and 1. (b) Flow entering the jth FTW (Qr(j)) normalized by the flow rate entering the first FTW (Qr(s)). 

 
4 CONCLUSIONS 

The Ergun equation combined with the hydraulic diameter approach in the vertical flow direction (Oldham & 
Sturman, 2001) showed to be a reliable method to estimate porous media resistance in the FTW. 
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ABSTRACT 

The presence of plastic debris in lotic environments is well reported. Rivers and streams are recognised to be mostly 

pathways for plastic litter, and the increasing number of evidences proves how widely plastics and their by-products 

(namely macro-, micro- and nanoplastics) have permeated the natural environment. Though, the transport process 

itself has not yet been completely resolved.   With the aim to partially fill this gap,  th is short contribution outlines     

the plastics transport issue, with a particular focus on microplastics, and few available studies on plastic bedload. 

Moreover a research thread is presented, which will be further developed in the next years by the Authors. 

 
Keywords: microplastics, river, sediment transport, bedload. 

 
 
 
 

1 INTRODUCTION 

Only in the year 2020, 185 papers (according to Scopus database as of August) have been published, containing 
the keywords ”microplastics” and ”river”. This should ring a bell on how much the problem is perceived as actual 
and compelling, and demands attention. Moreover, the ongoing COVID-19 pandemia is inevitably exhacerbating 
this issue (Fadare et Okoffo, 2020; Prata et al., 2020), in that single-use products are not always disposed 
correctly, thus adding plastic litter to the environment, and eventually to rivers. Albeit the increasing body of 
literature regarding microplastics in riverine environments, very few attention has been devoted, to date, to the 
transport processes which contribute to the yield of small plastic debris to their sinks (namely lakes, seas and 
ocean). From the pioneering studies by Venrick et al. (1973); Wong et al. (1974) reporting the presence of plastic 
debris in the ocean, to most recent paper highlighting the seepage of plastic particles into the bed sediment layer 
Frei et al. (2019), literature on plastic debris in the environment reports, with increasing level of detail, how such 
material is ubiquitous in all the environmental compartments. Concerning plastic fragments with dimensions in 
the range 1 µm - 5 mm, namely microplastics-MP, they have been extensively found in rivers, and it is widely 
accepted that rivers and streams function as pathways for such materials to reach their final sink (Rochman, 2018; 
Waldschlä ger et al., 2020).  While the ecotoxicological effects of MP are being meticulously explored, as the 
main concern is the future harm and hazard they pose to the ecosystems and eventually our society and health (Li 
et al., 2018; Laskar et Kumar, 2019), much less attention has been devoted to the understanding of     the 
transport processes and fate of MP in rivers (Akdogan et Guven, 2019). Most straightforwardly, microplastics (MP) 
are assumed to be transported sediments alike, as washload, suspended or bedload, mostly depending  upon 
their dimensions and density. Indeed, while light particles (with grain density ρS smaller than that of water ρW ) 
are transported downstream by the current,  heavier ones (ρS  > ρW ) tend to deposit and be buried or     rest on 
the bed surface until they are re-mobilised again by a change in the hydrodynamic conditions. Heavier plastic 
particles can be threrefore generally considered to be transported as bedload, but to which extent such 
assumption can be valid is yet to be proven, as, to date, the ”sediment” transport mechanism of non-natural 
particles moving at the bed has not been exhaustively addressed. Until very recent times, indeed, it has been 
neither necessary, nor scientifically relevant. At the laboratory scale, on the other hand, plastic granules have 
been used to mimic natural material in bedload studies, see among others (Campagnol et al., 2013; Hosseini- 
Sadabadi et al., 2016), since such materials are easily available, more colourful and, in general, lighter, thus 
allowing to be transported with lower hydrodynamic conditions.  These studies could now bridge the gap in terms 
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of consistency of the aforementioned assumption on the equivalence of the transport processes of natural and 
plastic grains at a stream bed. 

 
 

2 METHODOLOGY OUTLINE 

Transport of particles at the bed initiates as they detach from the bed surface: these coditions are referred to as 
”incipient motion” and they set the lower limit for transport to occur. Therefore,the identification of incipient motion 
conditions is essential in the characterisation of MP transport. Following the basic idea outlined in Waldschlä ger 
et Schü ttrumpf (2019) to identify erosional behaviour of MP particles lying on different types of bed sediments, a 
series of experiments will be carried out in the new Hydrodynamics Model Laboratory in Warsaw, to investigate 
the role of bed composition (in terms of both type of sediments and percentage of MP particles) on the incipient 
motion conditions of MP. For this reason, image-analysis techniques will be used to identify bed-surface changes 
in time, coupled with acoustic measurements of the near-bed hydrodynamics. 

 
 

3 WHAT NEXT? 

The combination of optical and acoustic measurements aims at validating the abovementioned assumption of 
equivalence of MP and sediments in terms of bedload transport. 
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ABSTRACT 

Hydrokinetic vertical axis turbines (VAT), suitable for rivers and estuaries, are a promising alternative to traditional 

hydropower schemes to meet the increasing global energy demand while minimising environmental impacts. To 

date, there are major research gaps in quantifying the impact of VAT turbulent wake hydrodynamics on fish swimming 

behaviour and passage. Here, we investigate fish behavioural responses to a single VAT in a confined laboratory 

environment by relating fish body position and swimming kinematics to the surrounding flow field. Initial results show 

that although fish passed from downstream into the upstream area, they spent most time within the turbine  wake 

area, which was characterised by a region of low momentum immediately downstream of the VAT and regions of 

high momentum on either side of the turbine. These experimental observations will contribute to the commercial 

development of VATs as sustainable renewable energy technology with low environmental impact. 

 
Keywords: renewable energy, vertical axis turbine, Acoustic Doppler Velocimetry, fish behaviour, motion tracking 

 
1 INTRODUCTION 

Due to rising energy consumption, an urgent need for sustainable and environmentally friendly energy tech- 
nologies exists. So far only 11% of the world’s consumption is provided by renewable energies with hydropower 
being the second largest source (REN21, 2020), yet its full potential is not used. The environmental impact of 
traditional, large-scale hydropower projects has driven the development of small-scale alternatives such as ver- 
tical axis turbines (VAT). These turbines can operate in low to medium velocity flows, making them suitable for 
shallower waters typically found in rivers and estuaries. Their versatile deployment may be particularly beneficial 
for small, remote communities in low-middle income countries with limited access to the energy grid, allowing  
the generation of continuous sustainable energy. Despite the potential of VAT, only a few studies have examined 
their impact on fish passage and swimming  behaviour.  These  studies  reported  changes  in  passage,  spatial, 
and schooling behaviour (Castro-Santos et Haro, 2013; Molloy et al., 2017) but no injuries when colliding with 
turbine blades (Castro-Santos et Haro, 2013), which may be attributed to the turbine’s open design and low 
rotational speed. Behaviour changes might be associated with noise and near wake alterations (Molloy et al., 
2017), however, much remains unknown about their extent and causes. This research examines the interaction 
between hydrodynamic flow structures generated in the near-wake of a single VAT and swimming behaviour of 
juvenile rainbow trout (Oncorhynchus mykiss) in a confined laboratory environment using motion tracking. 

2 METHODS 

A first set of experiments were undertaken in a recirculating flume in the hydraulic laboratory at Cardiff University, 
UK. The experimental set-up comprised of a 10m long, 0.3m wide and 0.3m deep flume with a constant discharge 

of 0.0013m3s−1 and flow depth of 0.23m. At 4m downstream of the flume inlet, a three-bladed vertical axis turbine 

with diameter and height 0.12m and NACA0015 blades of chord length 0.03m, was mounted in the centre of the 
flume, constantly rotating at 59rpm for an optimum tip speed ratio of 1.9. A test section of 0.75m was delimited by 
honeycomb flow straighteners 0.25m upstream and 0.5m downstream of the turbine (Figure 1) and illuminated 
with spot lights on either side of the test section. A camera (60fps, 1920x1080px) was mounted approx. 1m  
above the flume to record the behaviour of fish swimming individually (5cm standard length) for 5min. A 0.01m 
thick Perspex plate was placed on top of the water surface, ensuring a clear view of the test section. Fish 
behaviour was analysed using an adapted version of the Matlab-based Sensory Orientation Software (Gomez- 
Marin et al., 2012), to identify the fish centre of mass (COM), as well as head (yhead(t)) and tail (ytail(t)) position 
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center of mass 

in each frame (Figure 1 (right)).   Based on these time-dependent variables,  we recorded spatial preference,   
head and tail kinematics, covered distance, and swimming speed. Near-wake hydrodynamics for this VAT were 
measured in a 10m long, 1.2m wide and 0.3m flume under similar flow and rotational conditions, using Acoustic 

Doppler Velocimetry (sampling time 180 − 300s, sampling rate 200Hz). 
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Figure 1: Flume test section used for fish behaviour experiments, comprising a single VAT, upstream and downstream mesh. 
Individual fish were released furthest downstream. Fish behaviour and kinematics were recorded over time, including the 
lateral position of the head and the tail, and centre of mass (COM). 

3 WAKE HYDRODYNAMICS AND FISH BEHAVIOUR 

Wake velocity measurements showed a region of low momentum immediately downstream of the turbine,  with  
a wake asymmetric about its centreline.  This region was accompanied by an increase in velocity on either side    
of the turbine, as indicated in Figure 1. Blade induced vortices were convected downstream along the edges of  
the low-velocity region. Although fish spent most time downstream of the turbine within the low velocity region, 
they also occupied both low- and high-velocity regions. Despite the increased streamwise mean velocities on 
either side of the turbine, fish passed from downstream into the upstream area. So far, no avoidance behaviour 
concerning the turbine was observed as fish swam even close to the rotating turbine. Tip and dynamic stall vor- 
tices, generated during the upstroke and downstroke rotations of the turbine, did not negatively impact swimming 
stability. 

4 CONCLUSIONS 

The application of a motion tracking algorithm generated useful insights into fish behaviour adaptations in re- 
sponse to a single VAT, namely spatial preference, attraction and avoidance behaviours. Fish occupied both 
the low- and high- momentum areas of the VAT near wake and swam unimpeded when passing the turbine. 
This may help to improve turbine arrangements, operation, and design, and to foster VATs as an environmental- 
friendly technology. Future research will test more fish and analyse swimming behaviour in the wake of VAT for 
a range of discharges and turbine rotational speeds. 
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ABSTRACT 

 
The studies of ecohydraulics are essential for discovering complex processes occurring in natural aquatic 

ecosystems. Investigation of the turbulence downstream submerged vegetation is essential to evaluate the effect 

of plants on the water mixing and sediment transport. The experiments in natural river were performed, where the 

velocity field was measured downstream single patches of submerged plants. Increased 𝑢̈’𝑤’ Reynolds stress 

outlined the spatial reach of wake area and signalized the presence of the coherent structures in the flow, which 

transported momentum and mass. The combined results from different measuring points showed that downstream 

the plant patch, the magnitude of bursting events depended on the distance and relative position to the vegetation 

height. The use of thresholding in the detection of coherent structures revealed that the passage of roller vortices 

was visible at the upper boundary of the plant’s wake. 

 
Keywords: turbulence, bursting events, coherent structures, quadrant analysis, aquatic vegetation. 

 
 
 

1 INTRODUCTION 

Consideration of the role of aquatic plants in the water resources management is related to the study of 
interactions between flow, aquatic vegetation and sediment at various scales. The use of acoustic doppler 
velocimetry and data about morphological and biomechanical traits can be merged to take a more detailed look 
into those connections. Such approach is important in the field of ecohydraulics, where different elements of 
ecosystems are taken into analysis. For example, laboratory tests implied that movements of flexible stems are 
the same as the frequency of ambient turbulences (Siniscalchi and Nikora, 2013). Therefore, plant traits have 
an impact on the vegetation induced drag and turbulences, which then influence momentum transport and fluxes 
(Nikora, 2010). Furthermore, Marjoribanks et al. (2017) showed in simulation that turbulent events in even 
quadrants are correlated with the presence of roller vortices and that two types of events dominate in flow 
through the submerged vegetation. Continuing the investigations of flow-plant-sediment interactions 
(Przyborowski et al., 2019), the focus on bursting events induced by the presence of flexible vegetation may 
reveal more about the sediment transport and scouring effect downstream such obstacles in natural river 
habitats. 

 
2 METHODOLOGY 

To study flow-plant-interactions, experiment in the unaltered, sandy bedded lowland river in central Poland, the 
Świder River, was conducted. Naturally occurring flexible aquatic plants growing from the riverbed were 
identified and described in terms of their morphological traits, further supplemented by the information of their 
biomechanical traits. Two different plant species, M. spicatum L. and P. crispus L., growing in patches of similar 
dimensions (i.e., about 1 meter long, submerged of about 15 centimeters height), were chosen for the 
experiment. Acoustic Doppler velocimeters were installed downstream of the plants on a wide platform (more 
details on the poster) to stabilize probes and guarantee the precision of positioning. The recorded velocity time 
series were filtered out of spikes using a variety of methods specially fitted for that purpose. The quadrants 
analysis method with the modification described by Ferreira et al. (2009) was used to enhance the detection of 
the events. To calculate the magnitude of events above threshold of h = 1.8, the total value of 𝑢̈’𝑤’ Reynolds 
stress from each detected event in each quadrant was normalized by the whole length of measurement period. 
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3 RESULTS 

Downstream both plants, increased values of Reynolds stresses marked the area of turbulent mixing between 
free flow and the wake. In the case of M. spicatum at the maximal height of the floating plant stems, the greatest 
turbulence was visible around 0.3 meter downstream (Fig. 1), farther than in the case of P. crispus. Closer to 
the plant, the strong sweep events, which were marked in the fourth quadrant, were the most numerous and 
further away from the plant’s edge, the strong ejections made its appearance. More detailed description of the 
results are presented in the conference poster. 

 

Figure 1. Interpolated field of 𝑢̈’𝑤’ Reynolds stress and magnitudes of four types of events in the measured 
points downstream of M. spicatum patch at the height of the vegetation top. 

 

4 CONCLUSIONS 

The pattern in the magnitude of strong bursting events downstream the submerged patch indicated the presence 
of roller vortices, which was in line with the simulations done by Marjoribanks et al. (2017) for a submerged plant 
canopy. It is worth noting that biomechanical tests proved the M. spicatum stems to be less flexible but still 
undergo swaying motions. Further time analysis of coherent structures occurrence should then reveal the length 
and frequency of the detected event sequences possibly matching the swaying frequency of the plant stems. 
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ABSTRACT 

 
Plastic debris are an important issue due to the environmental impact it induces at the aquatic ecosystems. 

Since most of plastics come from land-based sources, rivers play an important role in transporting plastic 

patches. The Magdalena river, the most important river in Colombia ranks among the most contaminated rivers 

by plastic in the world. This contribution analyzes in situ data recorded during beach and river cleaning events, 

among of them stands out the data obtained from a coastal garbage island. The latter allowed estimating the 

plastic mass input of the Magdalena. This analysis could be used to raise societal attention on this eco-hydraulic 

problem and to highlight the need of an engineered plastic patches management plan and field measurements. 

 
Keywords: plastic, Magdalena River, Garbage Island, eco-hydraulics. 

 
 

1 INTRODUCTION 

The Magdalena River is both the main fluvial system and a national symbol of Colombia as it constitutes the 

largest fluvial waterway that runs from the center of the country to the Caribbean Sea and holds around 80% 

of the Colombian population (Galvis & Mojica, 2007). It is also the habitat for several flora and fauna species. 

In recent years, the Magdalena has exhibited a marked increase in plastics flow. Plastic litter is detrimental for 

river biota as it can be ingested by aquatic animals and affect plant species such as mangrove forest trees 

(Tim and Schwarz, 2020). In average, Colombia produces 24 kilograms of plastic per capita per year 

(Greenpeace, 2018), which is not adequately disposed. A global model of plastic inputs by Lebreton et al. 

(2017) ranks the Magdalena river as 15th World’s watercourse that discharges higher amounts of plastics into 

the ocean (1.67x104 ton/year midpoint plastic mass). However, to date there is not information related to field 

measurements and/or plastic classification at the Magdalena mouth. 

The amount of waste transported in rivers has increased worldwide for several years because of plastic 

dependence in cities (Plastics Europe, 2016). Barranquilla (population 1.2 million) is located at the Magdalena 

mouth and is the largest river city. Since the year 2015 beach and river cleanups at the Magdalena mouth 

during the winter season (May-July) have been frequently conducted. Thus, plastic islands at the river channel 

and the coastal area have been identified. This study posits that yearly mass estimates of plastic mass can be 

obtained by analyzing these islands. 

 
2 DATA AND METHODS 

A review of data from cleaning events in the adjacent zone of the river mouth has been conducted starting 
from 2015 (Fig. 1). In Sabanilla, Puerto Colombia, during a beach cleaning event in mid-June 2015, about 25 
tons of garbage were collected, which contained a high percentage of plastics (Limpieza en Sabanilla, 2015). 
Another cleaning event took place on the riverbank, near the Gran Malecón of Barranquilla, in October 2018. 
Around 3 tons of garbage that contained 3 kilograms of recyclable material were removed (Limpieza en el río 
Magdalena, 2018). In June 2019, an environmental emergency arose in the department of Atlántico, since an 
island of garbage boarded the beaches of Puerto Colombia, which are among the most crowded in the region. 
The island (Fig. 2) contained more than 1050 tons of garbage. Parts of this debris were plastics (volume ~ 

20%), non-biodegradable waste, branches and logs coming from many of the streams that cross the city of 
Barranquilla (Playas de Puerto Colombia, 2019). This island was formed in a period of two – four days, 
initiating the accumulation of garbage on May 27th and being fully formed on May 31th. By analyzing data from 
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satellite images and videos, we estimated that the approximate daily mass of plastics (assuming a LDPE 
density of 940 kg/m3) that entered the island in this time interval (3 days midpoint) was 65 tons. This 
estimation demanded delimiting the surface of the garbage island, by rebuilding in Qgis the affected area 
captured in drone videos. A subsequent correction, comparing several newspaper images, was carried out to 
find the real dimensions of the debris island. 

Finally, an annual projection of this rate results in 2.37 x 104 ton/year, which approaches both the midpoint 
(1.67 x 104 ton/year) and upper mass inputs (2.95 x 104 ton/year) estimated by Lebreton et al., (2017) for the 
lower Magdalena. 

 

 

Figure 1. Geographic location of the cleaning events. 

 

Figure 2. Island of garbage in Puerto Colombia 
in June 2019. 

 
3 CONCLUSIONS 

The data reviewed confirm the incidence of plastic flow in the lower Magdalena river that significantly affects 
both the biota and the community welfare. Although preliminary, our results suggest that garbage patches 
volumes may be used as proxy information to estimate the plastic mass inputs. Likewise, underline the need 
for further research concerning eco-hydraulic impact of plastics. 
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ABSTRACT 
Milluni Valley is located at the beginning of the Katari basin, Bolivia, where mining caused heavy metal 
pollution in soil and water bodies, including Milluni reservoir, which is partially destined for human 
consumption throughout two important cities. Moreover, this basin drains towards Titicaca Lake, 
polluting the highest lake in the world. Therefore, this research assesses the use of Fuertesimalva 
Echinata and Lupinus Ballianus, plateau native species, for the phytoremediation technique of the soil. 
Plants were kept in greenhouse conditions and planted in pots with different proportions of polluted soil 
from Milluni Valley and potting soil. We measured pH and conductivity, as parameters to assess the soil 
status, and microscopical observation of the leaves at the end of the study period. Results showed a 
maximum increment of 53,2% in pH and a maximum reduction of 61,14% in conductivity over time. 
Fuertesimalva Echinata demonstrated more resistance against toxicologic effects than Lupinus 
Ballianus. 

 
Keywords: Phytoremediation, heavy metals, soil pollution, water management. 

 
 

1 INTRODUCTION 

Controlless intense mining activities were carried out along the Milluni Valley, Bolivia, causing unattended 
environmental passives due to the acid mine drainages (Salvarredy et al., 2008). Hence, Milluni Grande and 
Milluni Chico lagoons, which are partially destined for human consumption throughout La Paz and El Alto cities, 
were polluted with high concentrations of heavy metals (Campanini, 2019). These lagoons are significant 
sources of pollution in the Katari basin, which finally drains into Titicaca Lake, an important Bolivian plateau 
water resource. The exchange of heavy metals cations in the interface between the water and soil led to the 
impoverishment of the soil quality (Cunningham, 1997). Phytoremediation is a mitigation measure that could be 
applied in this context, because it bases on the partial or total remotion of contaminants from a medium, reducing 
its concentration and toxic effects (Pivetz, 2001). The aim of the study was to assess the employment of 
Fuertesimalva Echinata (FE) and Lupinus Ballianus (LB) as plateau native species in the soil phytoremediation 
technique for the Milluni Grande area. 

 
2 MATERIALS AND METHODS 
Simple samples were taken from the Milluni Grande area on October 25th of 2018, along the edge of the lagoon, 
where the soil has an orange characteristic color. We followed a zig-zag sequence in order to obtain a composed 
sample, which then was mixed with potting soil and distributed in six pots, according to the proportions: M1 
(0,00%), M2 (58,33%), M3 (67,74%) and L1 (0,00%), L2 (28,57%), L3 (60,00%); where M1, M2, and M3 
correspond to FE, and L1, L2, L3 to LB. We kept them in greenhouse conditions during the study period, from 
October 27th to November 27th of 2018, in order to maintain the soil temperatures in the range of 21ºC to 26ºC. 

 

Control tests were carried out once a week, in which we measured the parameters of pH, temperature and 
conductivity from the soil of each pot. We considered pH as an indicator of the acid conditions of the soil, and 
conductivity to assess the presence of ions in the soil. We took samples of 75 g of soil, which were mixed with 
150 ml of distilled water. A multimeter HANNA HI 9828 was used to take the data of pH and conductivity from 
the mix, and a Mercury Thermometer for the temperature. At the end of the study period, we extracted some 
leaves from FE (M2 and M3) to observe with the microscope the presence or absence of chloroplasts using 
methylene blue. Finally, percentage differences were used to analyse the evolution of soil status over time and 
Analysis of Variance was applied to study three sources of variability: the species of plants with six different 
concentrations, the time and random error, with an alpha value of 5%. 
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3 RESULTS 
Analysis of Variance and percentages differences were performed for pH and conductivity. We detected 
statistical differences among the treatments and a pH increment and a conductivity reduction over time. Results 
are shown on Table 1. During the microscopic observation of the leaves’ chloroplasts of each FE, we did not 
observe any sign of chlorosis effect. On the other hand, LB showed a periodic decay until the end of the study 
period, thus, the microscopic observation was not performed for this species. 

 
Table1. Weekly data and percentage differences between W1 and W3. 

 
4 DISCUSSION 
Results suggest that the absorption of metallic ions from the soil by the plant’s roots may have occurred. We 
cannot ensure the process of translocation of these ions within the plant’s system, since we did not perform an 
analysis of the stems. The absence of chlorosis in the FE leaves can be attributed to either one of two 
phenomena: 1) During the study period, the translocation of metals towards the upper parts of the plant did not 
occur. 2) The FE species is resistant to the accumulation of heavy metals. Although FE species demonstrated 
a slower remediation of the contaminated soil, it did not show any visual toxicologic effect. On the other hand, 
even though LB showed the greatest improvement of the soil status, its periodic decay of LB may be assumed 
as a toxicologic effect of the heavy metal ions on the plant, which turns the use of LB unsustainable over time. 

 

5 CONCLUSIONS 
● FE may be considered as a phytoremediator plant due to the absence of toxicologic effects during the 

study period. 
● LB employment can be discarded for this remediation technique since its periodic decay could be 

understood as a toxicologic effect of the heavy metals on its system. 
● The performance of this study in the environmental conditions of Milluni Valley would be necessary for 

a better assessment of the phytoremediation effectiveness. 
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ABSTRACT 

Grass-lined spillways represent an environmental friendly solution for flow conveyance in mildly-sloped water ways. 

The grass linings act as roughness elements that facilitate the stability of the soil and the safe conveyance of flows. 

Velocity profiles of grass-lined open channel flows have been extensively studied under subcritical flow conditions, 

whereas experiments in supercritical flows are limited. Herein, velocity profiles and flow resistance on a mildly sloped 

chute with artificial grass were experimentally investigated using a Prandtl Pitot tube. The velocity profiles exhibited 

the development of the boundary layer along the chute achieving uniform flow conditions towards the chute’s end. 

The results revealed similarities of the velocity profiles to a previously proposed velocity decomposition and provided 

insights into point flow resistance. 

 
Keywords: Boundary layer; Eco-friendly hydraulic structures; Flow resistance; High-velocity flows 

 
 
 

1 INTRODUCTION AND METHODOLOGY 

The velocity profile of a channel equipped with Kikuyu grass was first studied by Eastgate (1966), indicating that 
the velocity distribution in subcritical flow follows the logarithmic profile. Recent development considered the 
separation of soil and grass and revealed substantially more complex distributions (Nepf et Vivoni, 2000; Nikora  
et al., 2004; Nepf, 2012; Nikora et al., 2013), comprising the following regions: (i) uniform velocity distribution 
layer with almost constant velocity, (ii) mixing layer with appearance of an inflection point, (iii) logarithmic layer 
that follows the logarithmic growth of the velocity, and (iv) wake region. These four regions are characterized by 
the velocities UUD, UML, ULL and UWF, where the near bed boundary layer has been omitted. 

Historic developments and mentioned contemporary velocity models were established in subcritical flow, which 
may be different from high-velocity flows characterized by free-surface roughness and air entrainment. Given the 
common occurrence of supercritical flows over grass-lined conveyance and embankment protection structures, 
detailed investigations of velocity and shear stresses are essential and results are presented herein. 

New experiments with flow rates ranging from Q = 25 l/s to 250 l/s were conducted at the UNSW Water Research 

Laboratory (WRL), which corresponds to the Froude numbers of Fr = U/
√

gH  = 1.46 to 3.42 in the uniform 
region,  where U is the mean velocity,  H is the water depth and g is the gravitational acceleration.  A 0.8 m   
wide, 8 m long flume was inclined at θ = 10.8◦ and the flume’s bed was equipped with artificial grass elements, 
generating self-aerated flows (Fig. 1a). 

The measured supercritical velocity profiles (Pitot tube) were fitted to a semi-analytical model of Nikora et al. 
(2013), who proposed to decompose the time-averaged velocity U as follows: 
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where S0 is the bed slope, CD the drag coefficient, a the frontal vegetation area per unit volume, Ui the velocity 
at the inflection point, y the vertical coordinate, yi the elevation of the inflection point, Le the mixing length scale, 
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Figure 1: Experimental setup and and preliminary results (a) Grassed spillway with self-aerated flows at 125 l/s;(b) Velocity 
profiles along the channel at Q = 150 l/s; (c) Velocity profile fitting example at x = 7.5 m for Q = 150 l/s; 

 
u∗m the shear velocity at the canopy top, d the hydraulic roughness length scale, z0 the zero-plane displacement, 
κ the Von-Karman constant and Π the wake strength parameter. 

 
 

2 RESULTS 

Volumetric air concentrations (C) and particle count rates (F ) were measured with a phase-detection probe, 
indicating self-aeration in the upper flow region (Figs. 1a,b). Mean velocity profiles (Pitot tube) are shown for 
Q = 150 l/s at different measurement points along the flume (Fig. 1b), revealing the boundary layer development 
along the chute as well as the presence of uniform flow conditions towards the chute’s end. The velocity profiles 
resembled the four regions with distinct shapes in the mixing layer and logarithmic layer (Fig. 1c), while the 
uniform flow layer appeared to have zero contribution to the velocity structure. The inflection point between the 
mixing layer and logarithmic layer could clearly be identified, enabling the fitting of the velocity profiles to Eq. (1). 
The comparison of the measured velocity profile with Nikora et al. (2013)’s model, as Fig. 1c suggests, clearly 
demonstrated similarities between subcritial and supercritical flow, allowing to evaluate the shear stress at the 

canopy top of the grass elements u∗m and Coles’ wake strenght parameter Π. 

 
3 CONCLUSION 

The velocity profiles of a grass-lined spillway were systematically investigated under high-velocity supercritical 
flow conditions. With the current configuration, the intermittent level of self-aeration did not exert significant 
influence on the structure of the velocity profile, which was demonstrated through comparison with a model 
developed for subcritical flows. Through data fitting, the velocity profiles were used to estimate the indicative 

shear stress at the canopy top u∗m, which allowed for a decomposition of the flow resistance.  These findings   

aim to provide a better understanding of flow resistance of supercritical flows on grass-lined spillways. 
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ABSTRACT 

 
Fishways are common approaches to restore habitat fragmentations. A novel fishway design, the UNSW tube 

fishway, has been developed recently. A detailed understanding of methods for fish attraction into a tube is 

essential for the operation of the tube fishway. Herein, systematic fish attraction experiments were conducted to 

find suitable fish attraction conditions for silver perch (Bidyanus bidyanus), an Australian native fish species. 

Groups of five naïve silver perch were attracted into the tube irrespective of the attraction flow velocities, with the 

highest entry rate for velocities of 0.15 to 0.4 m/s. Streamlining of the entry geometry increased the entry rate and 

reduced the first entry time. The preliminary results show that hatchery-bred juvenile silver perch can be attracted 

reliably into a closed conduit, paving the way for field deployment of the UNSW tube fishway. 

Keywords: attraction velocity, fishway entrance, fish attraction, silver perch, tube fishway. 

 
 

1 INTRODUCTION 

Many natural and anthropogenic barriers fragment habitat for freshwater organisms. Fishways are the most 
viable solution to facilitate fish migration (Katopodis et al., 2001). However, long-term observations over 50 
years of fish passage indicated that numbers of silver perch, an Australian native fish species, declined by up 
to 95–100% (Mallen‐Cooper et al., 2007). While fish entrances are of utmost importance for fishway 
effectiveness, knowledge of their design requirements is incomplete (Wilkes, et al., 2018). There is a need to 
better understand fish attraction mechanisms, reflecting fish behavior and preference. A new type of fishway, 
the UNSW tube fishway, was recently introduced (Harris et al., 2020). A key process is the volitional attraction 
of fish into the tube fishway before hydraulically lifting fish across a barrier. To facilitate successful field 
deployment of the tube fishway it is important to understand and optimize the attraction of fish into a tube. Our 
study had the objectives: (1) to assess the possibility of attracting fish into a tube with a slotted entrance and 
(2) to identify the most favorable flow velocity at the slotted entrance for fish attraction into the tube. 

 
2 METHODOLOGY 

A fish attraction facility was established in an open channel flume of 6 m length, 0.6 m width and 0.6 m height 
at the UNSW Water Research Laboratory. At one end of this flume, the attraction tube is placed, consisting of 
a slot of 0.03 m width across the full height of the tube of 0.4 m diameter and 0.7 m length (Fig.1). Outflows 
from the pipe into the observation zone via the slotted entrance provided the attraction flows. A skylight above 
the tube maintained ambient light for attracted fish (Harris et al., 2020). At the start of each experiment, groups 
of 5 naïve silver perch (mean total length TL = 70 mm ± 1.58 SE) were placed in the observation zone. Three 
GoPro cameras were installed at the top and side of the observation zone to monitor any fish movements and 
fish entry into the tube via the slotted entrance. 

Five attraction flow velocities at the slotted entrance between 0 and 0.5 m/s were tested. An additional 
configuration with a more streamlined entrance was also tested by blocking the corners next to the slotted 
entrance with angled plates (not shown). For all flow conditions, the water depth at the slotted entrance was 
kept at 80% of the tube diameter. Downstream of the observation zone, water exited the test section via a weir 
(Fig. 1). Based upon pilot tests, the fish were acclimated in the observation zone for one hour without attraction 
flow and with the entrance slot blocked. After acclimation, the entrance slot was opened, and the attraction flow 
established. Fish entry was then monitored for one hour. All captured videos were manually analyzed, providing 
information about the number of fish that entered the tube as well as details of the time of first entry, the 
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maximum number of fish inside the tube at any given time and the duration that fish stayed in the tube. Fish 
entry patterns was observed to better understand fish behavior, including entry height and entry patterns. 

 

Figure 1- 3-D schematic view of the setup of the attraction experiments; flow direction from left to right 
through the slotted entrance of the tube, 

 
3 RESULTS AND DISCUSSION 

Figure 2 illustrates the accumulative number of fish inside the tube over the duration of the experiment for three 

attraction flow velocities of 0.15, 0.4, and 0.5 m/s. The results indicate that groups of five naïve silver perch 

were attracted to the entrance for all flow conditions, with strongest fish attraction for velocities of 0.15 m/s. 

Groups of 5 silver perch tended to stay in the tube for longer duration at a lower discharge (0.15 m/s). These 

findings emphasize the importance of providing low attraction flow velocity to stimulate silver perch of this size 

range to enter and stay in the attraction tube. Streamlining of the entry geometry increased the entry rate and 

reduced the time taken for fish to enter the tube for the first time by up to 28%. 

These preliminary experiments demonstrated favorable conditions for attracting naïve silver perch into a tube, 

paving the way for prototype deployment of the tube fishway. The attraction flow research is ongoing involving 

repeated experiments with naïve silver perch using different tube sizes to test the scalability of the tube fishway. 
 

Figure 2. Accumulative number of fish in the tube for attraction velocities of 0.15, 0.4 and 0.5 m/s 
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ABSTRACT 

 

Hydro-environment is composed by two words hydro and environment. the concept of hydro- 
environment was first introduced at the IAHR World Congress at Vancouver in 2009. but is currently 
used in the scientific community because it involves the new trends of hydrology and environmental 
themes which nowadays most important is pollution. 
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1 INTRODUCTION 

 
Defining both words, starting with “hydro” from the Greek which means “Water”; and environment as the 

elements, factors, conditions or influences in the surroundings. However, nowadays when must people talk or 

refer to Environment, immediately they focus on trees, rivers, mountains, etc. Therefore, today, they forget what 

these landforms are made of, climate, and their physical and chemical features. 

There are different sciences and subjects that have been studying the water bodies for many years. Mainly to 

mention is the Hydrology. 

Hydrology is the science that studies the water’s properties on the Earth’s surface and below it, including all the 

physical and chemicals processes and components, also all factors, cycles and changes of matter in the water. 

All other sciences and auxiliary sciences have their basics principles in Hydrology such as the hydrodynamics, 

oceanography, hydrography, limnology, etc. 

 

2 HYDRO-ENVIRONMENT, ANA KAROLINA VALENCIA. 

 
 

3 WHAT IS HYDRO-ENVIRONMENT? 

 
Based on the interview with Mr. Joseph Hun-Wei posted on the IAHR News Portal, president of the IAHR, 

the concept of hydro-environment was first introduced at the IAHR World Congress at Vancouver in 2009. 

This word is not officially recognized either in Merriam-Webster Dictionary nor Oxford English Dictionary but 

is currently used in the scientific community because it involves the new trends of hydrology themes. 

 
The most common topics today are environmental problems and based on the approach mentioned in the 

first paragraph hydro-environment responds to today’s issues. 

 
Hydrodynamic studies the movement of the fluids in all known spaces. As we are in a living world all matter 

is constantly in change and motion, that is why the water or fluids arise. Based on that statement is why 

hydrodynamic is very relevant to environmental studies. 

 
Both sciences hydrodynamics and hydrology are very helpful in our modern times because they allow us to 

know the behavior of the water in our environment. This is reflected in  this interesting article written by R. 

J. W. Nooij et al entitled “The Importance of Hydrodynamics for Protected and Endangered Biodiversity of 

mailto:Valekarol13@gmail.com


Proceedings of the 1st IAHR 
Young Professionals Congress 

17-18 November 2020 

 

ISBN: 978-90-824846-6-3  |  PAGE: 216  

 

Lowland Rivers”, in which the importance of hydrodynamics along rivers and ecosystems is mentioned in 

various taxonomic groups. 

 
Knowing all different uses of water, it is almost impossible not to have damages and consequences that 

cause a lot of pollution to the water bodies and other side effects such as contaminant transport and 

interaction. This is one of the major ways of damaging of contamination, for instance when someone 

throws a plastic wrap on the street, suddenly it rains and this tiny piece of plastic gets into the drain and so 

to the channel, then to the river, and finally to the sea: A simple way of contaminant transport. Therefore, 

unchain some other effects in soil and ground water, all this because of water flow. 

It is good to highlight the importance of following modern trends on the care of the environment, and in this 
specific case of the hydro-environment. This trend leads us to develop new sciences or new modalities of 
the existing ones, for example eco-hydrology and eco-hydraulics, which help us to create new ways of 
sustainable uses of our water bodies according to environmental policies and international regulations. 

 

CONCLUSIONS 

We should learn from the existing worldwide situation of pandemic to get more involved, encouraged, and 
supported researches and studies in order to anticipate problems that will affect more our environment and thus 
be better prepared to solve them. So does famous people from scientific community as Bill Gates who wrote on 
his blog a post in which he mentions one of his recent books “My plan to avoid a climate disaster”. Like the tittle, 
it mentions a variety of ideas to treat some environmental problems that we actually have and some we may 
have in the future if we do not pay the proper attention in the way we take care of our environment. 
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ABSTRACT 

 
Anthropogenic stressors have altered the hydromorphological characteristics of many rivers worldwide, including 

those in the European Alps. Environmental guiding principles are essential for the planning of sustainable river 

restoration measures. The goal of this study is to elaborate such guidelines and to support process understanding. 

The alpine river Biya, located in the Russian Altai mountains, represents a least disturbed hydromorphological 

reference system. The present work aims to analyze planform hydromorphological patterns for selected reaches 

along the Biya based on topographic maps and satellite data. These parameters will be set in relation with changes 

in slope and interactions with the surrounding floodplain area. The obtained characteristics will be discussed 

alongside historical topography maps of selected segments of comparable alpine rivers in Europe in order to 

demonstrate that the dataset from the Biya can be used as an assisting tool in the planning process of restoration 

measures in the European Alps. 

 
Keywords: hydromorphology, sinuosity, reference conditions, alpine rivers. 

 
 

 
1 INTRODUCTION 

Throughout the history of human societies, the exploitation of natural resources has been a basis for increasing 

wealth and rising standards of living. River systems have undergone a particularly strong process of 

degradation, resulting from river straightening and other regulation measures. Over the past decades, there has 

been growing demand to reorganize anthropogenic use of watercourses and the surrounding floodplains, in 

order to improve ecological functionality (Muhar, 2000; Muhar, 1996). Efficient river restoration approaches are 

needed to meet both ecological goals and legal requirements like the EU Water Framework Directive (WFD, 

2000/60/EC). For this purpose, it is vital to have a predefined restoration goal in mind. This is usually expressed 

by a so-called reference condition, which represents the state a river would have without anthropogenic 

disturbances. Due to the lack of rivers that have remained free from anthropogenic impacts in the Alps (Comiti, 

2012), reference sites must be found elsewhere. This approach follows the premise, that reference sites at 

currently undisturbed rivers are preferable to historically reconstructed reference conditions (Wyżga et al., 

2012). A river basin (including its ‘reference situation’) should not be understood as something static: A wide 

range of influencing factors makes changes over time unavoidable (Newson and Large, 2006). The goal is not 

to recreate a past situation, but to reach a self-sustaining status under the given circumstances, instead of 

recreating a past situation that may no longer be supported by current environmental conditions. This ideally 

requires little management interventions while retaining a desirable status. The mountain river Biya, located in 

the Russian Altai region, is regarded as one such undisturbed example. It has been researched regarding 

hydrological properties (Chalov and Ermakova, 2011) as well as its geological origins (Baryshnikov et al., 2016). 

Together with the Katun (Seidl, 2020), the Biya is one of the two headstreams of the river Ob. It shares its history 

of past glaciation with European alpine rivers (Baryshnikov et al., 2016), which suggests a certain degree of 

comparability. 

The underlying hypothesis of this first part of the study is, that the river Biya is (over a wide range) free from 

anthropogenic disturbances and exhibits a natural succession of hydromorphological patterns. This leads to the 
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assumption that the hydromorphological characteristics observed at selected sub-stretches of the Biya can be 

used to describe reference sites. It is further assumed that the hydromorphological characteristics of the Biya 

are comparable to those found at alpine rivers in Europe with similar topographic conditions. This makes the 

reference sites described at the Biya applicable for river restoration planning in the Alpine region. 

 
2 METHODS 

The 301 km of the river Biya will be divided into morphological sub-stretches, which will be the basis for this 

hydromorphological study. The required data will consist mainly of satellite imagery and topographic maps, 

which will be processed using Geographic Information Systems (GIS software). Sinuosity will be assessed 

based on the definitions provided by Mueller (1968). Channel width will be determined for cross sections along 

the river. Additionally, the longitudinal gradient of grain size distributions is assessed based on the random 

Wolman (1954) pebble count method using data from sampling sites on the riverbanks between the river’s 

source and its confluence with the Katun. The aim is to make qualitative statements about the changes along 

the river. Research suggests that channel sinuosity is tightly linked to variations in channel width (Ferrer-Bolx 

et al., 2016; Luchi et al., 2010). There is also a close connection between topographic parameters, especially 

slope and channel geometry (Belmont, 2011; Pitlick and Cress, 2002). For these reasons, channel planform 

parameters will be related to changes in slope along the river course. A catalogue of hydromorphological 

characteristics will be established for the Biya. This systematic compilation of hydromorphological parameters 

will ideally serve as ecological guiding principle for river restauration planning in the European Alps. 

 
3 OUTLOOK 

The initial focus of the study lies on establishing a descriptive inventory of morphological parameters along the 

Biya. This represents the starting point of a longer analysis that will go more into detail: 

 Interactions between the main channel and the surrounding floodplains are of integral ecological 
importance and will consequently be modeled by applying a 1-D model (HEC-RAS). 

 The proposed study will eventually provide an example of the application of the proposed guiding 
principles for an anthropogenically impacted Alpine river in Europe. 
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ABSTRACT 

Flow simulations with the depth-averaged shallow water equations are applicable to many naturally occurring surface 

water flows, such as open channel flow or floods. Improving the performance of simulation software enables a 

higher resolution, larger computational domain or more runs with different parameters within the same time frame, 

or less time required to obtain results and lower energy consumption for the same simulation. To explore avenues 

for performance improvements of shallow water flow simulations, an open-source C++ framework for explicit finite- 

volume-method solvers was designed and a robust shallow water equations solver based on a previous in-house 

development was implemented. First results show the expectable performance improvements from vectorisation of 

cell-based calculations, and preliminary tests show measurable speedups from reordering edge flux computations 

to reduce cache misses and locks between threads. Furthermore, a simple load rebalancing scheme for distributed 

computations is introduced and two load criteria are compared. 

 
Keywords: shallow water equations, finite volume method, high performance computing. 

 
 
 
 

1 INTRODUCTION 

The depth-averaged shallow water equations (SWE) are a simplification of the Navier-Stokes equations and 
are applicable to a wide range of surface water flows, such as open channel flow and floods. Numerical SWE 
solvers are an important tool for modelling such flows. Improving the performance of such solvers allows for 
higher resolutions, longer simulated time frames, larger computational domains or more runs with different 
test parameters for the same computational cost, or shorter computation times and energy costs for the same 
simulation. Especially in time-critical applications, such as when the decision making process for a flood event 
requires modelling of different scenarios, time savings can be greatly beneficial. 

At the Chair of Water Resource Management and Modeling of Hydrosystems at TU Berlin,  a robust solver for    
the SWEs has been developed since 2005, as part of a Java framework called the Hydroinformatics Modeling 
System (hms) (Simons et al., 2013). 

To make full use of high-performance compute libraries as well as distributed computing with MPI, a new C++ 
framework named hms++ is being created. It provides an expressive interface to create explicit solvers for the 
finite volume method (FVM) on arbitrary meshes, but with a focus on structured ones (both rectangular and non-
rectangular). The well-tested SWE solver from hms has been reimplemented in this new framework, to investigate 
two main approaches for performance improvements: 

Firstly, the code implementing the solver logic is restructured to improve general metrics such as cache utili- 
sation, vectorisation, branch prediction and parallelism (specifically wait times for locks or atomic operations). 
Results obtained here are likely applicable to any (explicit) FVM solver.   Secondly,  SWE simulations with both    
wet and dry regions can cause load  imbalances  between  threads  and/or  nodes,  because  some  calculations 
can be skipped for dry cells. Therefore, to maximise utilisation, dynamic intra- and inter-node load balancing is 
another key area of investigation. 
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2 GENERAL PERFORMANCE IMPROVEMENTS FOR FVM SOLVER FRAMEWORK 

By using existing and mature linear algebra  libraries,  non-interdependent  computations  on  contiguous  data 
can be optimised with relative ease. The library used here, called eigen, provides expression templates for both 
matrix and coefficient-wise array operations, which are internally resolved to vectorisable loops. For calculations 
that only require single-cell-based data, using such expressions typically results in significant speedups over per-
cell function calls.   This was observed in the calculations of the maximum stable time step,  source terms   and 
new state variables. After a rewrite of these steps to allow vectorisation, they take up only 10–15 % of the 

computation time per time step, as opposed to about 50 % before. Overall computation time was roughly halved. 

However,  the flux calculation of FVM solvers requires data of at least two cells per flux over one edge,  and        
can therefore not easily be expressed as a set of matrix or array operations. Given that this step now takes up 85–

90 % of the computation time, it is the focus of further optimisation efforts. 

For structured meshes, including non-rectangular ones, the concept is, to investigate different orders in which 
edges are traversed and the corresponding fluxes are calculated. These traversal methods define the order in 
which cell-based data is accessed.   This can be used to improve data locality and thus cache usage,  as well          
as minimising wait times for parallel write access to shared memory. Preliminary investigations indicate that 
removing atomic write accesses may reduce flux calculation times by around 20 %, while traversing edges in 

blocks can reduce flux calculations by another 10 %, likely due to higher retention of relevant data in the cache. 
However, results are still subject to change, as the relevant code sections are still being worked on. 

 
 

3 DRY CELL EXPLOITATION AND DYNAMIC LOAD BALANCING 

Ginting et Mundani (2019) found dry cells to require only about half the computational effort of wet cells in SWE 
simulations. However, depending on both implementation and the simulated case, dry cells may not lead to less 
computation time overall: While they reduce the load of the corresponding thread, this may simply lead to higher 
idle times. Therefore, static and dynamic thread scheduling are compared and wet/dry aware thread spawning 
methods (i.e. skipping large dry regions altogether) are explored. 

For distributed memory computations, dynamic load balancing requires mesh and data redistribution. Here, a 
simple and fast two-stage scheme for rebalancing structured meshes is introduced, which is portrayed in Fig. 
1. Furthermore, two criteria for load imbalance are compared: average processor load per node is used as  
an aggregate criterion, while wet/dry flags per cell are used as a more highly resolved criterion. First results 
indicate that rebalancing quality, measured by the sum of load deficits over all nodes, is similar between both 
criteria, while the computational cost of the aggregate criterion is much lower. Nevertheless, these results are 
still preliminary and are only meant as a proof of concept. 

 
 
 

 

=> => 
Load 

factor 

1.0 

0.8 

0.6 

0.4 
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Figure 1: Two-stage scheme for rebalancing structured meshes. First, the mesh is divided into bands with similar loads, 
then these bands are divided again to form partitions with similar loads.  
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ABSTRACT 

 
Large-scale laboratory experiments on bottom gravity currents and stratified exchange flows have been conducted 

at the CNRS Coriolis Rotating Platform at LEGI. Both rotating and non-rotating experiments were performed in a 

trapezoidal cross section channel and different configurations were considered by varying both the upper fresh 

water volume fluxes and the channel rotation rates. Detailed velocity fields were measured by 2D Particle Image 

Velocimetry in different vertical planes spanning the width of the channel. Results highlight the role that both 

ambient rotation and net-barotropic forcing have on the geostrophic adjustment of the dense outflowing. As the 

rotation rate increases, the tilt of the interface between lower salty and upper fresh water flow increases, 

generating a meandering pattern within the salty layer along the trapezoidal channel. 

 
Keywords: Geophysical Flows, Rotation, Stratified flow. 

 
 

1 INTRODUCTION 

Bottom gravity currents and stratified exchange flows develop in submerged channels, such as sea straits and 
estuaries, when two water masses with horizontal density differences (i.e. baroclinic forcing) or pressure 
gradient (i.e. barotropic forcing), meet. Earth rotation can affect the flow dynamics by introducing a geostrophic 
adjustment of the internal fluid flow, with resulting cross channel variations in velocity and density profiles, and 
by inducing secondary flows (Cossu et al., 2010; Cuthbertson et al., 2011). Additionally, the nature of these 
buoyancy-driven flows depends on strong topographic controls imposed by seafloor bathymetry and channel 
shape, playing a significant role in flow dynamics (Laanearu et al., 2014; De Falco et al., 2020). In the present 
study, the behavior of bottom gravity currents and stratified exchange flows along a trapezoidal-shaped channel 
is investigated to determine the relative influence of the net-barotropic forcing and Coriolis forces on the lateral 
distribution of the (counter-) flowing water masses. The experimental apparatus and the exchange flow 
dynamics at the interface, with particular focus on the observed lateral variations in cross-channel dense 
interface are discussed. 

 
2 EXPERIMENTAL APPARATUS 

The experiments were conducted in the CNRS Coriolis Rotating Platform a 13 m in diameter and 1.2 m deep 
circular tank with a rotation period that can be rotated in a anti-clockwise or clockwise direction at a constant 
angular velocity Ω to simulate the Coriolis forces experienced in the Northern and Southern hemispheres. The 

rotation of the Coriolis Platform was varied with four angular velocities Ω tested (i.e. Ω= 0,0.05,0.1,0.2 rads-1). 
Bottom gravity currents and stratified exchange flows of a saline solution and fresh water were reproduced in a 
trapezoidal cross section channel, 6.5 m long placed in the center of the platform (Figure 1a). The channel had 
a 2.0 m top and 1.0 m bottom width and a total depth of 0.5 m with side slopes of αs=45°. Two slopes with 
αb=26.57° connected the channel to the inlet saline water basin (B), and the outlet fresh water basin (A). The 
circular tank was filled with fresh water at initial density ρF in order to have in the channel the submergence 
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depth Hch=0.4 m. A constant saline water discharge Q2=4.4 l/s at density ρS, was then fed into basin B to 
establish a stable, bottom gravity current along the trapezoidal channel. Two water pumps in the upper part of 
Basin B were employed to provide a constant fresh water flux Q1, which was increased over a range of values 

(Q1=0, 8, 20 ls-1, i.e. q*= Q1/Q2=0, 1.8, 4.5), to generate a stratified exchange flow. Two-dimensional Particle 
Image Velocimetry (PIV) was used to obtain high temporal and spatial resolution velocity fields across the 
channel, within a central 1 m-long section of the channel (Figure 1a). In particular, the velocity fields were 
acquired in 11 vertical sections (XZ) at lateral positions ranging between -79.2 cm < y < 20.8 cm (Figure 1b). 

 

Figure 1. (a) 3D schematic representation of the trapezoidal cross section channel placed in the Coriolis 
Rotating Platform. (b) Trapezoidal channel side view and PIV fields of view (green vertical lines). 

 
3 RESULTS 

Detailed information on the spatial flow structure of the upper and lower layers across the channel were obtained 
by PIV measurements. In particular, the cross channel variation in zero-velocity interface elevation is shown in 
Figure 2 in the measured PIV sections for the three q* values tested. 

Figure 2. Cross channel zero-velocity interface, for different q* and angular velocity (a) Ω=0 rads-1 and (b) 

Ω=0.05 rads-1. 

The non-rotating experiments (Figure 2a) are compared with the experiments with an angular velocity Ω=0.05 

rads-1 (Figure 2b). For Ω=0 rads-1, the increasing upper fresh water flow (i.e. increasing q*) causes the 
reduction of the lower layer thickness (Figure 2a) defined as the zero-velocity interface. Whereas, when the 

angular rotation Ω plays a key role in the counter-flowing water masses (i.e. for Ω =0.05 rads-1, Figure 2b), a 
tilt in the interface is observed and is coupled with the effect of the increasing q*, causing a significant deflection 
of the saline outflow on the right hand side of the trapezoidal channel. In conclusion, the rotation causes the 
deflection of the current to the right hand side of the trapezoidal channel and the exchange flows are 
geostrophically adjusted to the channel rotation. In the rotating stratified exchange flows, the coupled effect of 
an increase of both rotation and upper fresh water flow enhances the tilt of the interface up to generate a 
meandering pattern in the trapezoidal channel. 
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ABSTRACT 

 
The dynamics of gravity currents interacting with sloping and overhanging barrier are investigated by laboratory 

experiments. Gravity currents are generated in a tank and an image analysis technique is applied to evaluate the 

instantaneous density fields. A wide range of slope angles are tested. The position of the incoming gravity currents 

and outgoing bores for flows reflected is evaluated and discussed. The analysis performed showed how a complex 

topography strongly affects the dynamics of the dense current. Despite the initial development of the dense flow 

exhibiting a similar behaviour for both cases, when the dense current approaches the foot of the barrier, the 

deceleration of the current is larger for overhangs than slopes. Consequently, the reverse flow develops a different 

dynamics. 

Keywords: gravity currents, stratified flows, complex topography. 

 

1 INTRODUCTION 

Gravity currents, also known as density currents, are flows driven by a density difference due to a temperature 

or a salinity difference or the presence of suspended particulates. These flows often occur both in the natural 

environment and in man-made situations (Simpson, 1998). For this reason, gravity currents have been the 

subject of intensive research over the last decades. Despite several studies investigating gravity currents 

propagating on a horizontal boundary (Ottolenghi et al., 2018; Inghilesi et al., 2018), generally those flows 

develop over natural surfaces characterized by complex geometries (De Falco et al., 2020). Salt wedges in 

estuaries as well as sea-breeze are typical examples of gravity currents interacting with an up-sloping or 

overhanging topography. 

The aim of this work is precisely to investigate the interaction of gravity currents with slopes (S runs) and 
overhang barriers (O runs) using laboratory experiments. 

 
2 EXPERIMENTAL PROCEDURE 

 

Figure 1. Sketch of the tank used to perform laboratory experiments respectively a) slope and b) overhang 
barrier cases. 

Several laboratory experiments are conducted in a 3𝑚 long, 0.2𝑚 wide and 0.3𝑚 deep Perspex tank. Using an 
experimental set-up, similar to the one described in Lane-Serff et al. (1955) (Fig.1), a fixed gate is placed at 
𝐿0 = 0.4𝑚 leaving a rectangular opening at the bottom across the width of the tank. A 4𝑚𝑚 thick, removable, 
gate is inserted vertically to cover the opening, thus forming a lock region filled with salty water at density 𝜌1 while 
the rest of the tank is filled with an ambient fluid of density 𝜌0 < 𝜌1. A controlled quantity of dye is added to the 
salty water in order to allow the visualization of the dense current during the experiment. A Perspex slope is 
placed at 𝐿𝑆 = 0.85𝑚 from the fixed gate with different angles 𝜗, in order to represent up slopes or overhanging 
barriers cases. For all experiments an electronic density meter is used to obtain a density difference equal to 
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∆ρ=40 Kg⁄m3, with ∆𝜌 = 𝜌1 − 𝜌0. The run starts with the sudden removal of the sliding gate, causing an 

exchange flow through the opening. The dense fluid collapses under the lighter one forming a gravity current. 
The experiment stops when a reflected dense flow, generated by the presence of the slope, has reached the 
opening of the fixed gate. The experiments are recorded by a camera. Images are extracted from the acquired 
movie and for each experiment the instantaneous density fields are evaluated using an image analysis 
technique. 

 
3 RESULTS 

In order to study the instantaneous front position and the reflected bore position of the dense current, the 
instantaneous dimensionless density 𝜌∗(𝑥, 𝑦, 𝑡) is defined by Eq. [1]: 

 

𝜌∗ =
 𝜌(𝑥,𝑦,𝑡)−𝜌0 

𝜌1−𝜌0 

[1] 

 

The experimental front position is obtained by using the non-dimensional iso-density contours at 𝜌∗ = 2%, while 

the reflected current position is defined as the first point identified using a non-dimensional iso-density contours 

at 𝜌∗  = 50%. The dimensionless front/outgoing bore position,  𝑥∗ = 𝑥/𝐿0, versus the dimensionless time,  𝑡∗  = 
𝑡/𝑡0, for the Up-Slope cases and the Overhangs cases are shown in Fig.2. In the Up-Slope cases (Fig.2a), the 
current is characterized by a constant front speed until it reaches the slope where it starts to decelerate as it 

flows up the slope. At the same time, 𝑡𝑏0, a reflected bore propagates back upstream. Differences in the time 

𝑡𝑏0  can be observed for different angles, the smaller is 𝜗 the grater is 𝑡𝑏0. In the overhang case, the current 
decelerates as it approaches the foot of the barrier being affected by its presence. In this case the reflection 

starts in a close range of time 𝑡𝑏0 for all the experiments. Furthermore, the density fields analysis emphasizes 

a more complex dynamics in overhangs due to the presence of the barrier. In conclusion, this work shows how 
the dynamics of the gravity current are strongly affected by the nature of the barrier and then on the topographic 
features of the domain. 

Figure 2. The dimensionless front position and outgoing bores for flows reflected from Up-Slopes a) and 
Overhangs b). 
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ABSTRACT 

Flow simulations in rivers are typically carried out using spatially-averaged quantities, which are affected by choice of 

grid structure. To isolate these effects, we set-up schematised river meanders with a flat bed in the transverse flow 

direction. We considered curvilinear and triangular grids with a high, medium and low resolution for cases where 

floodplains are excluded. Next, curvilinear, triangular and hybrid (combination of curvilinear and triangular cells) grids 

with a high and medium resolution are applied in schematised rivers where floodplains are present. The analysis 

showed that lower depth-averaged flow velocities and higher water depths are simulated with coarser grids. The 

numerical effects by the coarser grids are substantially larger in cases with distinct flow changes, such as in sharper 

river bends, and areas with high discharges per unit width. With the presence of floodplains, the latter decreases, 

leading to a damping of the numerical effects created by the grid. 

 
Keywords: Grid resolution, Grid shape, Numerical diffusion, false diffusion, Two-dimensional depth-averaged model. 

 
 
 
 

1 INTRODUCTION 

To evaluate the efficacy and impact of river interventions a detailed insight in flow patterns in rivers is essential. 
A common approach to investigate such processes is by making use of hydrodynamic simulations, which solve 
the (depth-averaged) shallow water equations. In these models, fully triangular and fully curvilinear grids are 
commonly applied to discretise study areas. A combination of both grid shapes is also possible, which is known 
as a hybrid grid. Bomers et al. (2019) have shown that the accuracy and computation time of depth-averaged 
models is substantially influenced by the grid structure. 

In Caviedes-Voullième et al. (2012) and Bomers et al. (2019), it has been highlighted that in river models, grid 
coarsening and poor alignment between grid and the direction of the flow, lead to a smoothed hydrograph, 
resulting in a lower depth-averaged flow velocities and hence higher water depths. These generated effects by 
a grid are referred as respectively numerical diffusion and false diffusion. Nonetheless, in these studies, grid 
effects are interrelated with how well the bathymetry is captured by a grid. Consequently, it is unclear to what 
extent effects by grid generation choices influence hydraulic river modelling outcomes, especially in river bends. 
The objective of this study is to understand under which conditions effects by grid generation choices affect 
hydraulic river modelling outcomes in schematised meander bends. 

 
 

2 MODEL SET-UP 

The schematised rivers are set-up based on the characteristics of the Grensmaas river, which is a section of 
the Meuse River, the Netherlands. The Grensmaas river consists of both mild and sharp bends with large local 
variations in floodplain width. To capture the extremes of these geometrical characteristics in the Grensmaas 
river, four idealised river schematisations are set-up which can be differentiated by a mild or sharp bend and the 
presence/absence of floodplains with all a total length of 50km (Fig. 1). 
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Figure 1: In (a-d) a top-view of a section of the four schematised rivers and (e-f) the applied cross-sections in the absence/p- 
resence of floodplains respectively. 

 

For the cases with floodplains, a floodplain height of 6m is considered with respect to the bed level of the main 

channel (Fig. 1). For all idealised models a valley slope of 4.49  10−4m/m is applied, which is the slope along 

a straight line through the meanders bends. Except for the transition between main channel and floodplains 
a constant bed level in transverse flow direction is used. All four rivers are forced at x = 0 with a constant 
discharge until similar water levels are obtained between the cases. Three flow scenarios are calculated with 
each lasting 10 days: (i) low; (ii) mid and (iii) high discharge range. The downstream boundary conditions are 
set by predefined rating curves based on steady uniform flow considerations. 

Curvilinear and triangular grids are considered with three different grid resolutions (high, medium and low) in 
case a and b (Fig.  1).  Regarding the resolution in the main channel of the curvilinear grids,  20,  10 and 5 grid  
cells are placed in the transverse flow direction for respectively the high, medium and low resolution. For the 
triangular grids, 8, 4 and 3 cells in the transverse flow direction are placed for respectively the high, medium and 
low resolution. In cases c and d (Fig. 1),  curvilinear and triangular grids, as well as hybrid grids,  are used with  
only a high and medium grid resolution. D-Flow FM is used as the software to perform the computations. 

 
 

3 RESULTS 

The analysis showed that lower depth-averaged flow velocities and hence higher water depths are obtained 
with coarser grids in the schematised river meanders in the absence of floodplains. Even larger deviations are 
simulated in the sharper bend, as rapid flow changes have to be captured by the grids. These differences are 
more evident at higher discharges. Regarding the differences between grid shapes, a higher false diffusion is 
obtained with curvilinear grids at lower resolutions than triangular grids. The opposite is observed at highest 
resolution of both grids. 

In contrast to the cases without floodplains, negligible differences are obtained in terms of the water level in case 
c and d (Fig. 1). This is a consequence of relatively less deviations in depth-averaged flow velocity differences 
throughout the spatial domain even though considerable differences are present in the main channel. 

 
 

4 CONCLUSIONS 

The results showed that the generated numerical diffusion and false diffusion become larger in the case of 
higher discharges and hence higher depth-averaged flow velocities, and under circumstances in which rapid 
flow changes occur (i.e. for cases with sharp river bends). The influence of the generated numerical diffusion 
and false diffusion is dampened by the presence of floodplains. This indicates that the numerical effects are 
proportional to the discharge per unit width. 
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ABSTRACT 

Confluence channel flow is complex and it is important in river flow such as mixing and sediment transport. Conflu- 

ence channel flow changes depending on geometry and hydraulic conditions. Through numerical simulations, effects 

of tributary channel location and discharge ratio (also, momentum ratio) on meandering confluence channel flow 

have been investigated.  Depending on location of tributary channel, flow pattern in meandering channel is greatly 

influenced. Shear lay er mode is examined through vorticity and Kelvin-Helmholtz mode is shown when velocity of 

tributary channel is high. 
 

Keywords: Confluence channel flow, Meandering, Flow pattern, Separation, Shear layer 

 
 
 
 

1 INTRODUCTION 

  Representative geometry features in natural rivers are confluence and meandering channel.  These show no- 
ticeable flow patterns, for example, separation zone, deflection, mixing layer, and secondary flow can be seen in 
confluence channel and the features for meandering channel flow are asymmetric horizontal velocity distribution 
and secondary flow. These characteristics have great effects on natural river such as mixing, sediment trans- 
port, and morphology change.  In this study, the flow in meandering confluence channel has been investigated 
by numerical simulation using openFoam. The main goal of this study is understanding the flow structure shown 
in confluence channel with curvature of downstream channel.  Also, we aim to understand is how flow regime 
changes depending on the location of tributary channel and the discharge ratio (also, momentum ratio).  

 
 

2 METHODOLOGY 

 

2.1 Description of the model 

3-dimensional numerical simulations have been conducted to simulate the complex flow structure by openFoam 
which is the open source CFD tool.  Large eddy simulation with Smargorinsky for subgrid scale model has 
been  applied.  The numerical  models  have  been  constructed  and validated  according  to previous  experimental 
study Lee (2013).  The experiment (Lee (2013)) examined flow structures in confluence channel under various 
 conditions including bed elevation difference between main channel and tributary channel. 

 

 2.2 Description of the simulation cases 

Downstream  channel  of  the  confluence  model  has  strong  curvature  which  is  similar  to  Nakdong  River  and 
Geumho River confluence, South Korea. It is expected that the flow structure is changed by inflow direction 
from tributary, so that, four models with different tributary channel location are constructed.  Different mean 
velocities are used at inlet of main channel to control the discharge ratio ratio and mean velocity at inlet of 
tributary channel is maintained. 
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3 RESULTS 

It can be seen that flow in meandering channel is disturbed by flow from the tributary channels and different 
velocity distributions after the junction are shown depending on the location of tributary channel (Fig 1). Height 
of separation zone is similar in case of same discharge ratio. It infers that the height is related to flow deflection 
marked black dotted line in Fig 1 affected by discharge ratio.  The location of tributary channel does not have 
great effect on separation zone size, however, it has effect on shear layer.  The length of shear layer becomes 
shorter as the tributary channel moves to the center of meandering channel. It is due to that the velocity along 
the outer bank increases as the curve progresses.  In the meandering confluence channel, confluence channel 
flow characteristics is affected by meandering channel flow distribution.  It can be seen that Kelvin-Helmholtz 
instability occurs at junction and the vorticity develops strongly along the shear layer when the discharge ratio 

increases. The mode of shear layer can be classified as Kelvin-Helmholtz mode. 

 

(a) Streamwise Velocity (b) Vorticity 

Figure 1: Comparing numerical simulation results of Streamwise velocity and vorticity  
 

 
 

 4 CONCLUSIONS 

Effects of two parameters, namely (i) the radial location of the joint in half-circular channel and (ii) the discharge 
 ratio  (also,  momentum  ratio)  have  been  investigated.   The  location  of  tributary  channel  and  discharge ratio 
have greater influence on shear layer.  On the other hand, separation zone is affected by discharge ratio rather 
than the branch location.  Flow pattern along the meandering channel is affected by location and velocity of 
tributary channel since distribution of flow velocity in meandering channel is spatially varied. Shear layer mode 
in confluence channel is classified into wake mode and Kelvin-Helmholtz mode (Constantinescu et al. (2016)) 
which can be decided according to vorticity fields. Shear layer tends to develop in Kelvin-Helmholtz mode when 
flow velocity of tributary channel is increased. 
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ABSTRACT 

In this work, a novel framework for the construction of Discontinuous Galerkin schemes using augmented Riemann 

solvers for the resolution of the shallow water equations is proposed. The benefits of this family of solvers lie in the 

exact preservation of the Rankine Hugoniot (RH) condition at cell interfaces at the discrete level, ensuring the preser- 

vation of equilibrium solutions (i.e. the well-balanced property) without requiring extra corrections of the numerical 

fluxes. 

 
Keywords: shallow water, augmented solver, high order, source terms, Discontinuous Galerkin 

 
1 INTRODUCTION 

Many engineering and environmental problems that involve steady and transient free surface water flows can 
be described by the Shallow Water Equations (SWE). High order methods are becoming increasingly popular 
in shallow water flow modelling motivated by their high computational efficiency. In particular, Discontinuous 
Galerkin (DG) schemes Reed et Hill (1973); Cockburn et Shu (1989) are very well suited for the resolution of 
the SWE, due to their many advantages: high accuracy, inherent conservativeness, compactness, high parallel 
efficiency, flexibility for hp-adaptivity and possibility of using arbitrary geometry and meshes. 

When considering the SWE with bottom topography, numerical schemes must preserve a relevant equilibrium 
state called quiescent equilibrium, also known as “lake at rest”, where the water surface elevation is constant. 
Numerical schemes satisfying such equilibrium state are called well-balanced methods Bermudez et Vázquez- 
Cendón  (1994);  J.M.  Greenberg  (1996);  V.  Caleffi  (2015).   In  this  work,  the  DG  formulation  is  combined  with 
augmented Riemann solvers to design a well-balanced arbitrary order discretization of the SWE. 

 
2 NUMERICAL METHOD 

The x-split SWE can be expressed as Ut + Fx = S, where U = (h, hu, hv)T , F = (hu, hu2 + 0.5gh2, huv)T , 

S = (0, ghzx, 0)T , with h the water depth, hu and hv the discharges, g the acceleration of gravity and z the bed 
elevation. 

The DG method is based on the approximation of the solution by a linear combination of basis functions 

{φl} 
 

l=0,...,Nd as  follows  U(x, t)  ≈ Ui(x, t)  =  
ΣNd   Û 

i,l(t)φl(x).   This  allows  to  express  the  updating  scheme 

for the unknown degrees of freedom as Û 
i,k(t) 

 

∂Û 
i,k  1 

= − φ  FY,−dΓ − 

∫

 F · 
∂φk 

dx − 

∫

 φ Sdx

Σ 

, (1) 
   

 

where  F is  the  matrix  of  physical  fluxes,     Y,−  stands  for  the  numerical  flux  in  the  x-direction  and  S is  source 
term.  Numerical fluxes are usually computed by means of the resolution of the Riemann Problem (RP) at cell 
interfaces in order to obtain accurate numerical solutions.  Augmented Riemann solvers were introduced in an 
attempt to represent the effect of the source term in the solution of the RP and automatically fulfill RH conditions 
Navas-Montilla et al. (2020). 

Second and third order Discontinuous Galerkin (DG2 and DG3) schemes with Strong Stability Preserving third 
order Runge-Kutta (SSPRK3) integrator will be compared with a first order Godunov’s scheme.  

Ωi Ωi Γi 
∂t ak 

.∫ 
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3 NUMERICAL RESULTS 

Three different cases are tested. First of all,  Case 1 is an evaluation of the convergence rates of the well-  
balanced DG3-SSPRK3 scheme with smooth topography. Table 1 shows its error norms and convergence rates. 
Cases 2 and 3 are Riemann Problems, designed as a dam break the first one and as an equilibrium representing  
an ideal shear layer (contact wave) the second one, whose initial conditions are provided in Table 2. The solution 
for the water surface elevation of Case 2 is plotted in Figure 1a. It is observed that the intermediate states are 
accurately predicted, as well as the location of the shock wave and rarefaction wave. 

h hu 

Meshes (Nj/Nj+1) L1(h) OL1 L∞(h) OL∞ L1(hu) OL1 L∞(hu) OL∞ 

160/320 4.17e-09     3.48     2.97e-08 3.54 1.86e-08 3.48 1.40e-07 3.571 
320/640 4.72e-10     3.14     3.30e-09 3.17 2.11e-09     3.14     1.55e-08 3.17 

640/1280 5.74e-11     3.03     4.00e-10 3.04 2.57e-10     3.03     1.88e-09 3.04 

1280/2560 7.12e-12     3.01     4.93e-11 3.02 3.19e-11     3.01     2.33e-10 3.01 

Table 1: Convergence rates for Case 1 for the water depth and discharge, h and hu, associated to the L1 and L∞ error norms. 
 

Label hL hR huL huR hvL hvR zL zR T N 

RP1 1.0     0.1614067989 0.0 0.0 1.0 0.1614067989 0.0     0.05 0.02 320 

RP2 1.0 1.0 0.0 0.0 1.0 2.0 0.0 0.0 0.032    160 
 

Table 2: Initial condition for Cases 2 and 3. Units in m, m2/s and s. 

In Case 3, Figure 1b shows that the 1-st order scheme adds a large amount of numerical diffusion, which would 
involve a strong mixing between the left and right regions in the context of the resolution of a shear layer. The 
DG2-SSPRK3 scheme reproduces a sharper transition across the contact discontinuity. Its performance is much 
better than the first order version of the augmented Riemann solver and even than other higher order schemes. 
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(a) Case 2. Numerical solution for h + z. 

 
0.2 0.22 0.24 0.26 0.28 0.3 

x 

(b) Case 3. Numerical solution for hv. 

Figure 1: Cases 2 and 3 are computed by the well-balanced first order Godunov’s scheme (green) and DG2-SSPRK3 (purple), compared 
with the exact solution (black solid line), and the analytical solution in Case 3 (dashed line). Units are given in m and m/s. 

4 CONCLUSIONS 

It is herein evidenced that DG schemes are automatically well-balanced when using augmented solvers, pro- 
vided:  (i) the use of an exact quadrature rule for the surface and volume integrals and (ii) the reconstructed    
data satisfy the discrete equilibrium. The numerical results evidence that the proposed scheme achieves the 
prescribed convergence rates and preserves the equilibrium states of relevance with machine precision. 

Our immediate goals are the limitation of shock oscillations and the correct resolution of dry/wet fronts. Also the 
parallelization of the 2D scheme using CUDA/OpenACC to solve it in the GPU is within the next steps. 

References 

Bermudez  A.,  Vázquez-Cendón  M.  (1994).    Upwind  methods  for  hyperbolic  conservation  laws  with  source  terms.    Comput.  Fluids  23, 
1049–1071. 

Cockburn B., Shu C.-W.  (1989). Tvb runge-kutta local projection discontinuous galerkin finite element method for conservation laws ii:  
General framework. Math. Comput. 52, 411–435. 

J.M. Greenberg A. L. (1996). A well-balanced scheme for the numerical processing of source terms in hyperbolic equations. SIAM J. Numer. 
Anal. 33, 1–16. 

Navas-Montilla A.,  Solán-Fustero P.,  Murillo J.,  Garcı́a-Navarro  P. (2020,  04).   Discontinuous  Galerkin well-balanced  schemes using  aug- 
mented Riemann solvers with application to the shallow water equations. Journal of Hydroinformatics. 

Reed W., Hill T. (1973). Triangular mesh methods for the neutron transport equation. National topical meeting on mathematical models and 
computational techniques for analysis of nuclear systems. University of California. 

V. Caleffi, A. Valiani G. L. (2015). A comparison between bottom-discontinuity numerical treatments in the dg framework. Appl. Math. 
Model.. 

Detail 

x 

h
+

z
 

h
v
 



Proceedings of the 1st IAHR 
Young Professionals Congress 
17-18 November 2020 

 

ISBN: 978-90-824846-6-3  |  PAGE: 232  

 
 
 

TURBULENT FLOW STRUCTURE UPSTREAM OF AN ISOLATED BOULDER: 
IMPLICATIONS FOR SEDIMENT DEPOSITION 

Micah A. Wyssmann 1, James G. Coder 2 & John S. Schwartz 3 

 
1 Dept. Civil and Env. Engineering, The University of Tennessee, Knoxville, TN, USA 

e-mail mwyssman@vols.utk.edu 
2 Dept. Mech., Aerospace and Biomedical Engineering, The University of Tennessee, Knoxville, TN, USA 

e-mail jcoder@utk.edu 
3 Dept. Civil and Env. Engineering, The University of Tennessee, Knoxville, TN, USA 

e-mail jschwart@utk.edu 

 
 

ABSTRACT 

 
In mountainous gravel-bed rivers, boulders tend to stimulate the development of unique bed morphological 

features in their vicinity due to their effects on local flow structure. The important role of boulder submergence on 

the location of depositional patches has also been highlighted in recent research. However, limited studies have 

provided quantitative measurements of turbulence structure upstream of boulders for different submergence 

conditions to help explain this behavior. This study is motivated by this research gap and provides results from 

new laboratory particle image velocimetry (PIV) measurements focused upstream of an isolated spherical boulder 

in a laboratory flume. The mean flow velocity results for a fully submerged boulder are presented and may explain 

in part the sediment deposition observations made in previous studies at similar conditions. 

 
Keywords: turbulent flows, boulders, relative submergence, gravel-bed rivers, sediment deposition 

 
 
 

1 INTRODUCTION 

In mountainous gravel-bed rivers, large and relatively immobile boulders exert a significant influence on 
turbulent flow structure in their vicinity as they cause flow acceleration and deceleration and the formation of 
vortex structures. As a result, boulders tend to stimulate deposition and erosion of sediment in their vicinity and 
thereby affect the morphology of the surrounding riverbed (Monsalve and Yager, 2017; Schömer et al., 2020). 

A key parameter that has been recently found to affect the characteristics of sediment depositional features 
around boulders is the relative submergence, which is defined as the ratio of the flow depth to the boulder height 
(Papanicolaou et al., 2018). Specifically, sediment has been observed to preferentially deposit either upstream 
or downstream of boulders depending on the relative submergence. A clear explanation for this behavior has 
not been developed, however, largely due to the limited amount of quantitative data documenting turbulent flow 
structure upstream of boulders under different submergence conditions. The present study is motivated by this 
research gap and aims to provide new turbulence measurements in the vicinity of boulders. 

 
2 METHODS 

The experimental setup is developed at the Hydraulics and Sedimentation Lab (HSL) at the University of 
Tennessee by using a recirculating laboratory flume to provide well-controlled conditions for examining 
turbulence structure upstream of an isolated boulder. The flume bed is covered with five layers of well-packed 
spherical particles (18.5-mm diameter) to represent a porous gravel sediment bed with an idealized geometry. 
The isolated boulder used in this study is a 55-mm diameter sphere, which is mounted and secured atop the 
bed (Papanicolaou et al., 2018). 

Experiments are conducted for a fully submerged flow condition where the ratio of the water depth, Hw, to the 
boulder height, Hb, is equal to 2.18. The key experimental parameters are summarized in Table 1, which include 
the bed slope, S0, bulk velocity, U, Froude number, Fr, channel Reynolds number, Re, and boulder Reynolds 
number, Reb. A TSI, Inc. volumetric, three-component particle image velocimetry (PIV) system is utilized to 
document turbulent flow statistics within a control volume located upstream of the spherical boulder. 
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Table 1. Conditions for fully submerged boulder experiments. 
  Hw/Hb (-)  Hw (m)  S0 (-)  U (m/s)  Fr (-)  Re (-)  Reb (-)  

2.18 0.12 0.0052 0.822 0.76 3.9 x 105
 4.5 x 104

 

 
 

3 RESULTS 

Mean streamwise velocity, �̅�̈, and mean vertical velocity, �̅�, profiles (with respect to the vertical direction, z) are 
plotted in Figure 1, which are taken from the streamwise-vertical plane along the boulder centerline. Streamwise 
locations, x, of the profiles are normalized with the boulder width, Wb (and x = 0 is at the spherical boulder’s 

most upstream point). The �̅�̈ profiles show a gradual flow deceleration within the region below and just above 
the boulder height as the boulder is approached. The lowest flow velocities are observed near the stagnation 
point on the boulder (i.e., x = 0 mm at the height indicated in Fig. 1) and no near-bed mean flow recirculation 

region is observed for x/Wb ≤ 0. The relatively high near-bed velocities may partly explain the limited deposition 
in this region observed by Papanicolaou et al. (2018) for similar conditions. The �̅� profiles exhibit inflection 
points at the height of the stagnation point, with upward directed flow above this height and downward directed 
flow below it.  The significant downward flow velocity near the bed at the base of the boulder (�̅�/𝑈 ≈ -0.2) may 
also suggest flow intrusion into the porous gravel bed (e.g., Apsilidis et al. 2016). 

Figure 1. Mean velocity profiles upstream of the boulder. (a) Mean streamwise velocity, �̅�̈; and, (b) mean vertical 

velocity, �̅�. 
 

4 CONCLUSIONS 

Laboratory experiments documenting turbulent flow structure upstream of a fully submerged, spherical boulder 
are performed. These measurements can provide improved understanding of flow structure around boulders 
and insights into the characteristics of sediment deposition and mobilization. 
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ABSTRACT 

 
TELEMAC-3D is an open source software created by Electricité de France (EDF) applied for Computational Fluid 

Dynamics (CFD) in the area of Hydraulics. This software is constantly tested and improved by academic and 

private organizations such as ARTELIA, engineering group which continually collaborates with enhancements and 

practical applications of TELEMAC-3D. At the moment, ARTELIA is interested in employing this software for 

simulating scour, and the first step is to study the fine-scale hydraulic phenomena. Therefore, this work focuses 

on evaluate TELEMAC-3D for fine-scale-hydraulics based on two cases: Flat-Bed-Channel and Flow-Around-Pile, 

both have been analyzed and compared with other published experimental studies. 
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1 INTRODUCTION 

For future TELEMAC-3D applications in scour, it is necessary to explore the fine-scale phenomena. This work 

evaluates the fine-scale hydrodynamics based on two cases: Flat-Bed-Channel and Flow-Around-Pile. For the 

first case, simulations varying turbulence model and mesh are presented and compared with experimental 

measurements obtained by (MF Tachie, 2003). For the second case, the results of the simulations are compared 

with studies carried out by (Roulund, 2005) and (Nagel, 2018). Flat-Bed-Channel aims to evaluate the influence 

of turbulence model and mesh, while Flow-Around-Pile is presented as an application example. In addition to 

TELEMAC-3D, BlueKenue and ParaView have been used for Pre- and Post-Processing. 

 
2 FLAT BED CHANNEL and FLOW AROUND PILE 

Flat-Bed-Channel results are compared with vertical velocity profiles obtained in an open channel with smooth 

surface by (M.F. Tachie, 2003). For the simulations run in the present study, horizontal element size is about 

0.05 m for meshes MA and MA3. Concerning vertical element size, MA elements has a constant size of 0.01 

m, while MA3 elements grow from the bottom to the water surface locating its first vertical element at 0.0002 m. 

In addition, each mesh has been simulated with two turbulence models: k-epsilon and k-omega. This first case 

explores how turbulence model and mesh influence the dimensionless wall distance y+. Regarding the second 

case, (Roulund, 2005) and (Nagel, 2018) mainly evaluate scour around a pile. However, in the first place both 

of them analyzed the hydrodynamics over a rigid bed. The Flow-Around-Pile case utilizes this rigid bed 

configuration for the comparison. Geometry and Mesh was provided by Damien Pham-Van-Bang (Zhang, 

Zapata, Bai, Pham-Van-Bang, & Nguyen, 2019). The horizontal element size varies from 0.2 m to 0.003 m. 

Water depth was divided into 32 horizontal levels (vertical element size=0.01 m). Concerning turbulence model, 

k-epsilon has been chosen due to its practicality. 

 
3 RESULTS AND DISCUSSION 

 

3.1 Flat-Bed-Channel 
As expected, inside the viscous sublayer, a higher mesh resolution better approximates physical 
measurements. MT_4 (MA3 and k-omega model) presents the most acceptable behavior. This be in accord 
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with the fact that k-omega model works well as long as the first element is ubicated on the viscous sublayer. In 
contrast, inside the logarithmic sublayer, MT_2 (MA3 and k-epsilon model) presents furthest behavior from the 
measurements. This would suggest that k-epsilon needs the first element to be found in the logarithmic sublayer. 
In fact, TELEMAC theory and user guide establish this as a hypothesis for k-epsilon algorithm (Leroy, 2018) 
(Mattic, 2018) (Hervouet, 2007). In general, there is a better consistency for the logarithmic sublayer. 

 

Figure 1. Flat-Bed-Channel comparison inside boundary layer. 
 

3.2 Flow-Around-Pile 
With regard to flow velocities u, at elevation z=20 cm there is a good agreement with the other studies. For 
vertical velocities w it could be said that TELEMAC 3D is closer to Roulund numerical model (Rou-Num). In 
general, none of the numerical models perfectly approximates the phenomena either upstream or downstream, 
but there is an acceptable concordance in order of magnitude. 
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Figure 2. Mean-stream u (left) and vertical velocity w (right) at z=20cm 
 

4 CONCLUSIONS 
The Flat-Bed-Channel is a suitable example for analyzing a wall function behavior. Results confirm that a wall 
function only “transmits” viscosity effect to the main flow but without simulating it. For obtaining the “direct” 
representation of the viscosity, it would require elements smaller than the thickness of the viscous sublayer. 
From the two cases with their respective comparisons, it can be seen that TELEMAC-3D is certainly capable of 
representing phenomena close to the boundary layer in order of magnitude, as well as vertical velocities. Deeper 
code changes would allow for better results. 
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ABSTRACT 

 
Smoothed Particle Hydrodynamic (SPH) is a Lagrangian meshless numerical scheme suited to simulate complex 

flows with fragmented interfaces and/or moving boundaries. In the present work, a novel formulation has been 

developed in the framework of Arbitrarily Lagrangian-Eulerian SPH schemes to improve the particle distribution 

and, consequently, the accuracy. A fictitious pressure has been introduced to overcome the limitation of other 

existing corrections for the transport velocity. The new formulation has been tested against the inviscid Taylor- 

Green flow and its capability of preserving good quality in particle distribution without introducing significant 

overheads has been demonstrated and it can be applied to a wide range of fluid simulations. 

 
 

Keywords: ALE-SPH: Arbitrarily Lagrangian-EulerianSmoothed Particle Hydrodynamics, PST: Particle Shifting 

Technique. 

 

 
1 INTRODUCTION 

 
The Smoothed Particle Hydrodynamics (SPH) numerical scheme has been originally introduced by Gingold et 
al. (1977) in astrophysics and later it has been adapted to solve the Navier-Stokes equations (Monaghan, 1994). 
Despite the success of SPH models to simulate complex flows, there are still some fundamental issues related 
to their mathematical properties which require further investigations. For this reason, different corrections to the 
pure Lagrangian trajectories of the particles have been proposed in literature to improve the particle distribution. 
One of the most effective approach is the shifting formulation originally introduced by Lind et al. (2012) for 
Incompressible SPH schemes. In the present work a shifting correction has been introduced for the transport 
velocity of the ALE-SPH formulation (Vila, 1999), to achieve an adequate accuracy of the SPH interpolation, 
ensuring mass and momentum conservation. 

 
2 METHODOLOGY 

 
In ALE-SPH schemes the particle position update is controlled by the transport velocity, d𝒙𝑖 ∕ 𝑑t = 𝒗0𝑖, (Oger et 

al., 2016), which is completely independent from the fluid velocity 𝒗. Neuhauser (2014) proposed to compute 
the 𝒗0 as follow: 

𝒗0(𝒙𝑖) = 𝒗(𝒙𝑖) − 𝛿𝒗(𝒙𝑖) [1] 

where δ𝒗(𝒙𝑖) is a correction defined as: 
 

𝑝𝑟𝑒𝑓 𝑐0 

𝛿𝒗(𝒙𝑖) = ∑ 𝜔𝑗 [ 
𝜌 

+ 
2 

(𝒗0(𝒙𝑖) − 𝒗0(𝒙𝑗)) ∙ 𝒏𝑖𝑗] 𝛻𝑊𝑖𝑗 

𝑗∈𝐷𝑖 
0

 

 

[2] 

where 𝑝𝑟𝑒𝑓 = 𝜌0𝑐2 ∕ 𝛾 is a constant background pressure field, 𝜌0 and 𝑐0 are respectively the reference density 
and speed of sound, 𝜔𝑗 is the particle volume, 𝛻𝑊𝑖𝑗 is the kernel function gradient and 𝒏𝑖𝑗 is the unit vector 
between particle i-th and particle j-th. In Weakly-Compressible SPH the speed of sound 𝑐0 is usually defined as 
10-20 times the maximum expected velocity 𝑈𝑚𝑎𝑥 (corresponding to Mach number on the order of 0.1). As 

defined in Eq [2] the magnitude of δ𝒗(𝒙𝑖) is proportional to 𝑐0. In order to obtain satisfactory results for most 
demanding test cases, in the framework of ALE-SPH, the speed of sound 𝑐0   had to be increased up to 50-100 
𝑈𝑚𝑎𝑥 , leading to a very small time integration interval ∆t, remarkably increasing the computational cost. In the 
present work a new approach for the 𝛿𝒗0  correction, is proposed with the aim to overcome the issue above 
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described. A fictitious pressure field, 𝑃𝐹, (that has no influence on physical quantities), has been defined as 

follow: 
 

𝜌0𝑐
2 𝜌0𝑐

2 𝜔0   
𝛾 

𝑃𝐹 = 
0  

+ 
0 

[( ) − 1] 
𝛾 𝛾 𝜔 

[3] 

Substituting Eq [3] in Eq [2] (with 𝛾 being an arbitrary dimensionless coefficient) the correction δ𝒗(𝒙𝑖) becomes: 
 

1   𝑃𝐹 + 𝑃𝐹 𝑐0 
𝛿𝒗(𝒙 ) =  ∑ 𝜔 [− 

𝑖 𝑗   
− (𝒗 (𝒙 ) − 𝒗 (𝒙 )) ∙ 𝒏 ] 𝛻𝑊 

𝑖 𝑗 𝜌 2 2 0 𝑖 0     𝑗 𝑖𝑗 𝑖𝑗 

𝑗∈𝐷𝑖 0 

 

[4] 

This correction has the capability to couple the kinematics equations of ALE scheme (volume variation and 

particle position). The quality of particle spatial distribution has been evaluated measuring the particle 

concentration with the so-called Error Closed Box magnitude (ECB) (Neuhauser, 2014) defined as: 
 

𝐸𝐶𝐵𝑖 = ∑ 𝜔𝑗𝛻𝑊𝑖𝑗 

𝑗∈𝐷𝑖 
[5] 

High values of 𝐸𝐶𝐵 can show the presence of clusters or holes in particle distribution that affect negatively the 
accuracy of the SPH interpolation. The inviscid Taylor Green Vortex (TGV) test case with 𝑈𝑟𝑒𝑓 = 1𝑚/𝑠 has 

been used to evaluate the capability of Eq [4] to maintain high quality of particle distribution (i.e. low values of 

𝐸𝐶𝐵). Main results, 𝐸𝐶𝐵 𝐿2 norm and computational time, for different simulations using Eq [2], with 𝑐0 value 
equal to 10𝑈𝑟𝑒𝑓 and 100 𝑈𝑟𝑒𝑓 and simulation using Eq [4] with 𝑐0 equal to 10𝑈𝑟𝑒𝑓 are shown in Figure 1. 

 

 
Figure 1. TGV simulations. 𝐸𝐶𝐵 𝐿2 norm (left). Computational time (right) Note: computational time for 
simulations with same 𝑐0 are almost coincident and overlapped in figure. 

3 CONCLUSIONS 

 
In the present work a novel formulation for the transport velocity 𝒗0 of ALE-SPH schemes has been proposed 

and tested for the inviscid Taylor Green flow in which the particles, following counter-rotating trajectories, tend 
to create hole or cluster in the domain. Ensuring a uniform particle concentration is necessary to guarantee the 
accuracy of the SPH spatial interpolations in the continuity and momentum equations. The formulation herein 
proposed guarantees a constant particle concentration, as observed with 𝐸𝐶𝐵 𝐿2 norm (Figure 1 (left)) without 

introducing any additional computational cost (Figure 1 (right)). 
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