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## Chapter 1

## Electric charge



Electric field of a positive and a negative point charge.
Electric charge is the physical property of matter that causes it to experience a force when placed in an electromagnetic field. There are two types of electric charges: positive and negative. Positively charged substances are repelled from other positively charged substances, but attracted to negatively charged substances; negatively charged substances are repelled from negative and attracted to positive. An object is negatively charged if it has an excess of electrons, and is otherwise positively charged or uncharged. The SI derived unit of electric charge is the coulomb (C), although in electrical engineering it is also common to use the ampere-hour (Ah), and in chemistry it is common to use the elementary charge $(e)$ as a unit. The symbol $Q$ is often used to denote charge. The early knowledge of how charged substances interact is now called classical electrodynamics, and is still very accurate if quantum effects do not need to be considered.

The electric charge is a fundamental conserved property of some subatomic particles, which determines their electromagnetic interaction. Electrically charged matter is influenced by, and produces, electromagnetic fields. The interaction be-
tween a moving charge and an electromagnetic field is the source of the electromagnetic force, which is one of the four fundamental forces (See also: magnetic field).
Twentieth-century experiments demonstrated that electric charge is quantized; that is, it comes in integer multiples of individual small units called the elementary charge, $e$, approximately equal to $1.602 \times 10^{-19}$ coulombs (except for particles called quarks, which have charges that are integer multiples of $e / 3$ ). The proton has a charge of $+e$, and the electron has a charge of $-e$. The study of charged particles, and how their interactions are mediated by photons, is called quantum electrodynamics.

### 1.1 Overview



Diagram showing field lines and equipotentials around an electron, a negatively charged particle. In an electrically neutral atom, the number of electrons is equal to the number of protons (which are positively charged), resulting in a net zero overall charge

Charge is the fundamental property of forms of matter that exhibit electrostatic attraction or repulsion in the presence of other matter. Electric charge is a characteristic property of many subatomic particles. The charges of free-standing particles are integer multiples of the elementary charge $e$; we say that electric charge is quantized. Michael Faraday, in his electrolysis experiments, was the first to note the discrete nature of electric charge. Robert Millikan's oil-drop experiment demonstrated this fact directly, and measured the elementary charge.

By convention, the charge of an electron is -1 , while that of a proton is +1 . Charged particles whose charges have
the same sign repel one another, and particles whose charges have different signs attract. Coulomb's law quantifies the electrostatic force between two particles by asserting that the force is proportional to the product of their charges, and inversely proportional to the square of the distance between them.
The charge of an antiparticle equals that of the corresponding particle, but with opposite sign. Quarks have fractional charges of either $-1 / 3$ or $+2 / 3$, but free-standing quarks have never been observed (the theoretical reason for this fact is asymptotic freedom).

The electric charge of a macroscopic object is the sum of the electric charges of the particles that make it up. This charge is often small, because matter is made of atoms, and atoms typically have equal numbers of protons and electrons, in which case their charges cancel out, yielding a net charge of zero, thus making the atom neutral.

An ion is an atom (or group of atoms) that has lost one or more electrons, giving it a net positive charge (cation), or that has gained one or more electrons, giving it a net negative charge (anion). Monatomic ions are formed from single atoms, while polyatomic ions are formed from two or more atoms that have been bonded together, in each case yielding an ion with a positive or negative net charge.


Electric field induced by a positive electric charge (left) and a field induced by a negative electric charge (right).

During formation of macroscopic objects, constituent atoms and ions usually combine to form structures composed of neutral ionic compounds electrically bound to neutral atoms. Thus macroscopic objects tend toward being neutral overall, but macroscopic objects are rarely perfectly net neutral.
Sometimes macroscopic objects contain ions distributed throughout the material, rigidly bound in place, giving an overall net positive or negative charge to the object. Also, macroscopic objects made of conductive elements, can more or less easily (depending on the element) take on or give off electrons, and then maintain a net negative or positive charge indefinitely. When the net electric charge of an object is non-zero and motionless, the phenomenon is known as static electricity. This can easily be produced by rubbing two dissimilar materials together, such as rubbing amber with fur or glass with silk. In this way non-conductive materials can be charged to a significant degree, either positively or negatively. Charge taken from one material is moved to the other material, leaving an opposite charge of the same magnitude behind. The law of conservation of charge always applies, giving the object from which a negative charge has been taken a positive charge of the same magnitude, and vice versa.

Even when an object's net charge is zero, charge can be distributed non-uniformly in the object (e.g., due to an external electromagnetic field, or bound polar molecules). In such cases the object is said to be polarized. The charge due to polarization is known as bound charge, while charge on an object produced by electrons gained or lost from
outside the object is called free charge. The motion of electrons in conductive metals in a specific direction is known as electric current.

### 1.2 Units

The SI unit of quantity of electric charge is the coulomb, which is equivalent to about $6.242 \times 10^{18} e(e$ is the charge of a proton). Hence, the charge of an electron is approximately $-1.602 \times 10^{-19} \mathrm{C}$. The coulomb is defined as the quantity of charge that has passed through the cross section of an electrical conductor carrying one ampere within one second. The symbol $Q$ is often used to denote a quantity of electricity or charge. The quantity of electric charge can be directly measured with an electrometer, or indirectly measured with a ballistic galvanometer.

After finding the quantized character of charge, in 1891 George Stoney proposed the unit 'electron' for this fundamental unit of electrical charge. This was before the discovery of the particle by J.J. Thomson in 1897. The unit is today treated as nameless, referred to as "elementary charge", "fundamental unit of charge", or simply as "e". A measure of charge should be a multiple of the elementary charge $e$, even if at large scales charge seems to behave as a real quantity. In some contexts it is meaningful to speak of fractions of a charge; for example in the charging of a capacitor, or in the fractional quantum Hall effect.

In systems of units other than SI such as cgs, electric charge is expressed as combination of only three fundamental quantities such as length, mass and time and not four as in SI where electric charge is a combination of length, mass, time and electric current.

### 1.3 History

As reported by the ancient Greek mathematician Thales of Miletus around 600 BC , charge (or electricity) could be accumulated by rubbing fur on various substances, such as amber. The Greeks noted that the charged amber buttons could attract light objects such as hair. They also noted that if they rubbed the amber for long enough, they could even get an electric spark to jump. This property derives from the triboelectric effect.
In 1600 , the English scientist William Gilbert returned to the subject in De Magnete, and coined the New Latin word electricus from $\eta \lambda \varepsilon \kappa \tau \varrho O v$ (elektron), the Greek word for amber, which soon gave rise to the English words "electric" and "electricity." He was followed in 1660 by Otto von Guericke, who invented what was probably the first electrostatic generator. Other European pioneers were Robert Boyle, who in 1675 stated that electric attraction and repulsion can act across a vacuum; Stephen Gray, who in 1729 classified materials as conductors and insulators; and C. F. du Fay, who proposed in $1733^{[1]}$ that electricity comes in two varieties that cancel each other, and expressed this in terms of a two-fluid theory. When glass was rubbed with silk, du Fay said that the glass was charged with vitreous electricity, and, when amber was rubbed with fur, the amber was said to be charged with resinous electricity. In 1839, Michael Faraday showed that the apparent division between static electricity, current electricity, and bioelectricity was incorrect, and all were a consequence of the behavior of a single kind of electricity appearing in opposite polarities. It is arbitrary which polarity is called positive and which is called negative. Positive charge can be defined as the charge left on a glass rod after being rubbed with silk. ${ }^{[2]}$
One of the foremost experts on electricity in the 18th century was Benjamin Franklin, who argued in favour of a one-fluid theory of electricity. Franklin imagined electricity as being a type of invisible fluid present in all matter; for example, he believed that it was the glass in a Leyden jar that held the accumulated charge. He posited that rubbing insulating surfaces together caused this fluid to change location, and that a flow of this fluid constitutes an electric current. He also posited that when matter contained too little of the fluid it was "negatively" charged, and when it had an excess it was "positively" charged. For a reason that was not recorded, he identified the term "positive" with vitreous electricity and "negative" with resinous electricity. William Watson arrived at the same explanation at about the same time.

### 1.4 Static electricity and electric current

Static electricity and electric current are two separate phenomena. They both involve electric charge, and may occur simultaneously in the same object. Static electricity refers to the electric charge of an object and the related electrostatic discharge when two objects are brought together that are not at equilibrium. An electrostatic discharge
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Coulomb's torsion balance
creates a change in the charge of each of the two objects. In contrast, electric current is the flow of electric charge through an object, which produces no net loss or gain of electric charge.

### 1.4.1 Electrification by friction

Further information: triboelectric effect

When a piece of glass and a piece of resin—neither of which exhibit any electrical properties—are rubbed together and left with the rubbed surfaces in contact, they still exhibit no electrical properties. When separated, they attract each other.
A second piece of glass rubbed with a second piece of resin, then separated and suspended near the former pieces of glass and resin causes these phenomena:

- The two pieces of glass repel each other.
- Each piece of glass attracts each piece of resin.
- The two pieces of resin repel each other.

This attraction and repulsion is an electrical phenomena, and the bodies that exhibit them are said to be electrified, or electrically charged. Bodies may be electrified in many other ways, as well as by friction. The electrical properties of the two pieces of glass are similar to each other but opposite to those of the two pieces of resin: The glass attracts what the resin repels and repels what the resin attracts.
If a body electrified in any manner whatsoever behaves as the glass does, that is, if it repels the glass and attracts the resin, the body is said to be 'vitreously' electrified, and if it attracts the glass and repels the resin it is said to be 'resinously' electrified. All electrified bodies are found to be either vitreously or resinously electrified.
It is the established convention of the scientific community to define the vitreous electrification as positive, and the resinous electrification as negative. The exactly opposite properties of the two kinds of electrification justify our indicating them by opposite signs, but the application of the positive sign to one rather than to the other kind must be considered as a matter of arbitrary convention, just as it is a matter of convention in mathematical diagram to reckon positive distances towards the right hand.
No force, either of attraction or of repulsion, can be observed between an electrified body and a body not electrified. ${ }^{[3]}$
Actually, all bodies are electrified, but may appear not to be so by the relative similar charge of neighboring objects in the environment. An object further electrified + or - creates an equivalent or opposite charge by default in neighboring objects, until those charges can equalize. The effects of attraction can be observed in high-voltage experiments, while lower voltage effects are merely weaker and therefore less obvious. The attraction and repulsion forces are codified by Coulomb's Law (attraction falls off at the square of the distance, which has a corollary for acceleration in a gravitational field, suggesting that gravitation may be merely electrostatic phenomenon between relatively weak charges in terms of scale). See also the Casimir effect.

It is now known that the Franklin/Watson model was fundamentally correct. There is only one kind of electrical charge, and only one variable is required to keep track of the amount of charge. ${ }^{[4]}$ On the other hand, just knowing the charge is not a complete description of the situation. Matter is composed of several kinds of electrically charged particles, and these particles have many properties, not just charge.
The most common charge carriers are the positively charged proton and the negatively charged electron. The movement of any of these charged particles constitutes an electric current. In many situations, it suffices to speak of the conventional current without regard to whether it is carried by positive charges moving in the direction of the conventional current or by negative charges moving in the opposite direction. This macroscopic viewpoint is an approximation that simplifies electromagnetic concepts and calculations.

At the opposite extreme, if one looks at the microscopic situation, one sees there are many ways of carrying an electric current, including: a flow of electrons; a flow of electron "holes" that act like positive particles; and both negative and positive particles (ions or other charged particles) flowing in opposite directions in an electrolytic solution or a plasma.
Beware that, in the common and important case of metallic wires, the direction of the conventional current is opposite to the drift velocity of the actual charge carriers, i.e., the electrons. This is a source of confusion for beginners.

### 1.5 Properties

Aside from the properties described in articles about electromagnetism, charge is a relativistic invariant. This means that any particle that has charge $Q$, no matter how fast it goes, always has charge $Q$. This property has been experimentally verified by showing that the charge of one helium nucleus (two protons and two neutrons bound together in
a nucleus and moving around at high speeds) is the same as two deuterium nuclei (one proton and one neutron bound together, but moving much more slowly than they would if they were in a helium nucleus).

### 1.6 Conservation of electric charge

Main article: Charge conservation

The total electric charge of an isolated system remains constant regardless of changes within the system itself. This law is inherent to all processes known to physics and can be derived in a local form from gauge invariance of the wave function. The conservation of charge results in the charge-current continuity equation. More generally, the net change in charge density $\varrho$ within a volume of integration $V$ is equal to the area integral over the current density $\mathbf{J}$ through the closed surface $S=\partial V$, which is in turn equal to the net current $I$ :

$$
-\frac{d}{d t} \int_{V} \rho \mathrm{~d} V=\oiint_{\partial V \mathbf{J} \cdot \mathrm{~d} \mathbf{S}=\int J d S \cos \theta=I .}
$$

Thus, the conservation of electric charge, as expressed by the continuity equation, gives the result:
$I=\frac{d Q}{d t}$.
The charge transferred between times $t_{i}$ and $t_{f}$ is obtained by integrating both sides:
$Q=\int_{t_{\mathrm{i}}}^{t_{\mathrm{f}}} I \mathrm{~d} t$
where $I$ is the net outward current through a closed surface and $Q$ is the electric charge contained within the volume defined by the surface.

### 1.7 See also

- Quantity of electricity
- SI electromagnetism units


### 1.8 References

[1] Two Kinds of Electrical Fluid: Vitreous and Resinous - 1733
[2] Electromagnetic Fields (2nd Edition), Roald K. Wangsness, Wiley, 1986. ISBN 0-471-81186-6 (intermediate level textbook)
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[4] One Kind of Charge

### 1.9 External links

- How fast does a charge decay?
- Science Aid: Electrostatic charge Easy-to-understand page on electrostatic charge.
- History of the electrical units.


## Chapter 2

## Electrostatic induction

Electrostatic induction is a redistribution of electrical charge in an object, caused by the influence of nearby charges. ${ }^{[1]}$ In the presence of a charged body, an insulated conductor develops a positive charge on one end and a negative charge on the other end. ${ }^{[1]}$ Induction was discovered by British scientist John Canton in 1753 and Swedish professor Johan Carl Wilcke in $1762 .{ }^{[2]}$ Electrostatic generators, such as the Wimshurst machine, the Van de Graaff generator and the electrophorus, use this principle. Due to induction, the electrostatic potential (voltage) is constant at any point throughout a conductor. ${ }^{[3]}$ Induction is also responsible for the attraction of light nonconductive objects, such as balloons, paper or styrofoam scraps, to static electric charges. Electrostatic induction should not be confused with electromagnetic induction.

### 2.1 Explanation



Demonstration of induction, in the 1870s. The positive terminal of an electrostatic machine is placed near an uncharged brass cylinder, causing the left end to acquire a positive charge and the right to acquire a negative charge. The small pith ball electroscopes hanging from the bottom show that the charge is concentrated at the ends.

A normal uncharged piece of matter has equal numbers of positive and negative electric charges in each part of it, located close together, so no part of it has a net electric charge. The positive charges are the atoms' nuclei which are bound into the structure of matter and are not free to move. The negative charges are the atoms' electrons. In electrically conductive objects such as metals, some of the electrons are able to move freely about in the object.
When a charged object is brought near an uncharged, electrically conducting object, such as a piece of metal, the force of the nearby charge due to Coulomb's law causes a separation of these internal charges. For example, if a positive charge is brought near the object (see picture at right), the electrons in the metal will be attracted toward it and move to the side of the object facing it. When the electrons move out of an area, they leave an unbalanced positive charge due to the nuclei. This results in a region of negative charge on the object nearest to the external charge, and a region of positive charge on the part away from it. These are called induced charges. If the external charge is negative, the polarity of the charged regions will be reversed.
Since this process is just a redistribution of the charges that were already in the object, it doesn't change the total charge on the object; it still has no net charge. This induction effect is reversible; if the nearby charge is removed, the attraction between the positive and negative internal charges cause them to intermingle again.

### 2.2 Charging an object by induction



Gold-leaf electroscope, showing induction, before the terminal is grounded.
However, the induction effect can also be used to put a net charge on an object. If, while it is close to the positive charge, the above object is momentarily connected through a conductive path to electrical ground, which is a large reservoir of both positive and negative charges, some of the negative charges in the ground will flow into the object, under the attraction of the nearby positive charge. When the contact with ground is broken, the object is left with a net negative charge.

This method can be demonstrated using a gold-leaf electroscope, which is an instrument for detecting electric charge. The electroscope is first discharged, and a charged object is then brought close to the instrument's top terminal. Induction causes a separation of the charges inside the electroscope's metal rod, so that the top terminal gains a net charge of opposite polarity to that of the object, while the gold leaves gain a charge of the same polarity. Since both leaves have the same charge, they repel each other and spread apart. The electroscope has not acquired a net charge: the charge within it has merely been redistributed, so if the charged object were to be moved away from the electroscope the leaves will come together again.

But if an electrical contact is now briefly made between the electroscope terminal and ground, for example by touching the terminal with a finger, this causes charge to flow from ground to the terminal, attracted by the charge on the object close to the terminal. This charge neutralizes the charge in the gold leaves, so the leaves come together again. The electroscope now contains a net charge opposite in polarity to that of the charged object. When the electrical contact to earth is broken, e.g. by lifting the finger, the extra charge that has just flowed into the electroscope cannot escape, and the instrument retains a net charge. The charge is held in the top of the electroscope terminal by the attraction of the inducing charge. But when the inducing charge is moved away, the charge is released and spreads throughout the electroscope terminal to the leaves, so the gold leaves move apart again.

The sign of the charge left on the electroscope after grounding is always opposite in sign to the external inducing charge. ${ }^{[4]}$ The two rules of induction are: ${ }^{[4][5]}$

- If the object is not grounded, the nearby charge will induce equal and opposite charges in the object.
- If any part of the object is momentarily grounded while the inducing charge is near, a charge opposite in polarity to the inducing charge will be attracted from ground into the object, and it will be left with a charge opposite to the inducing charge.


### 2.3 The electrostatic field inside a conductive object is zero

A remaining question is how large the induced charges are. The movement of charge is caused by the force exerted by the electric field of the external charged object, by Coulomb's law. As the charges in the metal object continue to separate, the resulting positive and negative regions create their own electric field, which opposes the field of the external charge. ${ }^{[3]}$ This process continues until very quickly (within a fraction of a second) an equilibrium is reached in which the induced charges are exactly the right size to cancel the external electric field throughout the interior of the metal object. ${ }^{[3][6]}$ Then the remaining mobile charges (electrons) in the interior of the metal no longer feel a force and the net motion of the charges stops. ${ }^{[3]}$

### 2.4 Induced charge resides on the surface

Since the mobile charges in the interior of a metal object are free to move in any direction, there can never be a static concentration of charge inside the metal; if there was, it would attract opposite polarity charge to neutralize it. ${ }^{[3]}$ Therefore in induction, the mobile charges move under the influence of the external charge until they reach the surface of the metal and collect there, where they are constrained from moving by the boundary. ${ }^{[3]}$
This establishes the important principle that electrostatic charges on conductive objects reside on the surface of the object. ${ }^{[3][6]}$ External electric fields induce surface charges on metal objects that exactly cancel the field within. ${ }^{[3]}$ Since the field is the gradient of the electrostatic potential, another way of saying this is that in electrostatics, the potential (voltage) throughout a conductive object is constant. ${ }^{[3]}$

### 2.5 Induction in dielectric objects

A similar induction effect occurs in nonconductive (dielectric) objects, and is responsible for the attraction of small light nonconductive objects, like balloons, scraps of paper or Styrofoam, to static electric charges. ${ }^{[7][8][9][10]}$ In nonconductors, the electrons are bound to atoms or molecules and are not free to move about the object as in conductors; however they can move a little within the molecules.

If a positive charge is brought near a nonconductive object, the electrons in each molecule are attracted toward it, and move to the side of the molecule facing the charge, while the positive nuclei are repelled and move slightly to


Surface charges induced in metal objects by a nearby charge. The electrostatic field (lines with arrows) of a nearby positive charge $(+)$ causes the mobile charges in metal objects to separate. Negative charges (blue) are attracted and move to the surface of the object facing the external charge. Positive charges (red) are repelled and move to the surface facing away. These induced surface charges create an opposing electric field that exactly cancels the field of the external charge throughout the interior of the metal. Therefore electrostatic induction ensures that the electric field everywhere inside a conductive object is zero.

the opposite side of the molecule. Since the negative charges are now closer to the external charge than the positive
charges, their attraction is greater than the repulsion of the positive charges, resulting in a small net attraction of the molecule toward the charge. This is called polarization, and the polarized molecules are called dipoles. This effect is microscopic, but since there are so many molecules, it adds up to enough force to move a light object like Styrofoam. This is the principle of operation of a pith-ball electroscope. ${ }^{[11]}$

### 2.6 Notes
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[3] Purcell, Edward M.; David J. Morin (2013). Electricity and Magnetism. Cambridge Univ. Press. pp. 127-128. ISBN 1107014026.
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[6] Saslow, Wayne M. (2002). Electricity, magnetism, and light. US: Academic Press. pp. 159-161. ISBN 0-12-619455-6.
[7] Sherwood, Bruce A.; Ruth W. Chabay (2011). Matter and Interactions, 3rd Ed. USA: John Wiley and Sons. pp. 594-596. ISBN 0-470-50347-5.
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[9] Henderson, Tom (2011). "Charge and Charge Interactions". Static Electricity, Lesson 1. The Physics Classroom. Retrieved 2012-01-01.
[10] Winn, Will (2010). Introduction to Understandable Physics Vol. 3: Electricity, Magnetism and Ligh. USA: Author House. p. 20.4. ISBN 1-4520-1590-2.
[11] Kaplan MCAT Physics 2010-2011. USA: Kaplan Publishing. 2009. p. 329. ISBN 1-4277-9875-3.

### 2.7 External links
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## Chapter 3

## Coulomb's law

Coulomb's law, or Coulomb's inverse-square law, is a law of physics describing the electrostatic interaction between electrically charged particles. The law was first published in 1784 by French physicist Charles Augustin de Coulomb and was essential to the development of the theory of electromagnetism. It is analogous to Isaac Newton's inversesquare law of universal gravitation. Coulomb's law can be used to derive Gauss's law, and vice versa. The law has been tested heavily, and all observations have upheld the law's principle.

### 3.1 History

Ancient cultures around the Mediterranean knew that certain objects, such as rods of amber, could be rubbed with cat's fur to attract light objects like feathers. Thales of Miletus made a series of observations on static electricity around 600 BC , from which he believed that friction rendered amber magnetic, in contrast to minerals such as magnetite, which needed no rubbing. ${ }^{[1][2]}$ Thales was incorrect in believing the attraction was due to a magnetic effect, but later science would prove a link between magnetism and electricity. Electricity would remain little more than an intellectual curiosity for millennia until 1600, when the English scientist William Gilbert made a careful study of electricity and magnetism, distinguishing the lodestone effect from static electricity produced by rubbing amber. ${ }^{[1]} \mathrm{He}$ coined the New Latin word electricus ("of amber" or "like amber", from $\dot{\eta} \lambda \varepsilon \kappa \tau \varrho о v ~[e l e k t r o n], ~ t h e ~ G r e e k ~ w o r d ~ f o r ~ " a m b e r ") ~ t o ~$ refer to the property of attracting small objects after being rubbed. ${ }^{[3]}$ This association gave rise to the English words "electric" and "electricity", which made their first appearance in print in Thomas Browne's Pseudodoxia Epidemica of $1646 .{ }^{[4]}$

Early investigators of the 18th century who suspected that the electrical force diminished with distance as the force of gravity did (i.e., as the inverse square of the distance) included Daniel Bernoulli ${ }^{[5]}$ and Alessandro Volta, both of whom measured the force between plates of a capacitor, and Franz Aepinus who supposed the inverse-square law in $1758 .{ }^{[6]}$
Based on experiments with electrically charged spheres, Joseph Priestley of England was among the first to propose that electrical force followed an inverse-square law, similar to Newton's law of universal gravitation. However, he did not generalize or elaborate on this. ${ }^{[7]}$ In 1767, he conjectured that the force between charges varied as the inverse square of the distance. ${ }^{[8][9]}$
In 1769 , Scottish physicist John Robison announced that, according to his measurements, the force of repulsion between two spheres with charges of the same sign varied as $\mathrm{x}^{-2.06} \cdot{ }^{[10]}$

In the early 1770 s , the dependence of the force between charged bodies upon both distance and charge had already been discovered, but not published, by Henry Cavendish of England. ${ }^{[11]}$
Finally, in 1785, the French physicist Charles-Augustin de Coulomb published his first three reports of electricity and magnetism where he stated his law. This publication was essential to the development of the theory of electromagnetism. ${ }^{[12]} \mathrm{He}$ used a torsion balance to study the repulsion and attraction forces of charged particles, and determined that the magnitude of the electric force between two point charges is directly proportional to the product of the charges and inversely proportional to the square of the distance between them.

The torsion balance consists of a bar suspended from its middle by a thin fiber. The fiber acts as a very weak torsion spring. In Coulomb's experiment, the torsion balance was an insulating rod with a metal-coated ball attached to one


Charles-Augustin de Coulomb
end, suspended by a silk thread. The ball was charged with a known charge of static electricity, and a second charged ball of the same polarity was brought near it. The two charged balls repelled one another, twisting the fiber through a certain angle, which could be read from a scale on the instrument. By knowing how much force it took to twist the fiber through a given angle, Coulomb was able to calculate the force between the balls and derive his inverse-square proportionality law.

### 3.2 The law

Coulomb's law states that:

The magnitude of the electrostatic force of interaction between two point charges is directly propor-



Rwiter wis.

Coulomb's torsion balance
tional to the scalar multiplication of the magnitudes of charges and inversely proportional to the square of the distance between them. ${ }^{[12]}$

The force is along the straight line joining them. If the two charges have the same sign, the electrostatic force between them is repulsive; if they have different signs, the force between them is attractive.

Coulomb's law can also be stated as a simple mathematical expression. The scalar and vector forms of the mathematical equation are

$$
|\mathbf{F}|=k_{e} \frac{\left|q_{1} q_{2}\right|}{r^{2}} \quad \text { and } \quad \mathbf{F}_{1}=k_{e} \frac{q_{1} q_{2}}{\left|\mathbf{r}_{21}\right|^{2}} \mathbf{\hat { L }}_{21}, \quad \text { respectively },
$$



## A graphical representation of Coulomb's law

where $k_{e}$ is Coulomb's constant ( $k_{e}=8.9875517873681764 \times 10^{9} \mathrm{~N} \cdot \mathrm{~m}^{2} \cdot \mathrm{C}^{-2}$ ), $q_{1}$ and $q_{2}$ are the signed magnitudes of the charges, the scalar $r$ is the distance between the charges, the vector $\boldsymbol{r}_{21}=\boldsymbol{r}_{\boldsymbol{1}}-\boldsymbol{r}_{2}$ is the vectorial distance between the charges, and $\hat{\boldsymbol{r}}_{21}=\boldsymbol{r}_{21} /\left|\boldsymbol{r}_{21}\right|$ (a unit vector pointing from $q_{2}$ to $q_{1}$ ). The vector form of the equation calculates the force $\mathbf{F}_{1}$ applied on $q_{1}$ by $q_{2}$. If $\mathbf{r}_{12}$ is used instead, then the effect on $q_{2}$ can be found. It can be also calculated using Newton's third law: $\mathbf{F}_{2}=-\mathbf{F}_{1}$.

### 3.2.1 Units

Electromagnetic theory is usually expressed using the standard SI units. Force is measured in newtons, charge in coulombs, and distance in metres. Coulomb's constant is given by $k_{e}=1 /\left(4 \pi \varepsilon_{0}\right)$. The constant $\varepsilon_{0}$ is the permittivity of free space in $\mathrm{C}^{2} \mathrm{~m}^{-2} \mathrm{~N}^{-1}$. And $\varepsilon$ is the relative permittivity of the material in which the charges are immersed, and is dimensionless.

The SI derived units for the electric field are volts per meter, newtons per coulomb, or tesla meters per second.
Coulomb's law and Coulomb's constant can also be interpreted in various terms:

- Atomic units. In atomic units the force is expressed in hartrees per Bohr radius, the charge in terms of the elementary charge, and the distances in terms of the Bohr radius.
- Electrostatic units or Gaussian units. In electrostatic units and Gaussian units, the unit charge (esu or statcoulomb) is defined in such a way that the Coulomb constant $k$ disappears because it has the value of one and becomes dimensionless.


### 3.2.2 Electric field

An electric field is a vector field that associates to each point in space the Coulomb force experienced by a test charge. In the simplest case, the field is considered to be generated solely by a single source point charge. The strength and direction of the Coulomb force $\boldsymbol{F}$ on a test charge $q_{t}$ depends on the electric field $\boldsymbol{E}$ that it finds itself in, such that $\boldsymbol{F}=q_{t} \boldsymbol{E}$. If the field is generated by a positive source point charge $q$, the direction of the electric field points along lines directed radially outwards from it, i.e. in the direction that a positive point test charge $q_{t}$ would move if placed in the field. For a negative point source charge, the direction is radially inwards.

The magnitude of the electric field $\boldsymbol{E}$ can be derived from Coulomb's law. By choosing one of the point charges to be the source, and the other to be the test charge, it follows from Coulomb's law that the magnitude of the electric field $\boldsymbol{E}$ created by a single source point charge $q$ at a certain distance from it $r$ in vacuum is given by:
$|\boldsymbol{E}|=\frac{1}{4 \pi \varepsilon_{0}} \frac{|q|}{r^{2}}$

### 3.2.3 Coulomb's constant

Main article: Coulomb's constant

Coulomb's constant is a proportionality factor that appears in Coulomb's law as well as in other electric-related formulas. Denoted $k_{e}$, it is also called the electric force constant or electrostatic constant, hence the subscript $e$.

The exact value of Coulomb's constant is:


If the two charges have the same sign, the electrostatic force between them is repulsive; if they have different sign, the force between them is attractive.

$$
\begin{aligned}
k_{e} & =\frac{1}{4 \pi \varepsilon_{0}}=\frac{c_{0}^{2} \mu_{0}}{4 \pi}=c_{0}^{2} \times 10^{-7} \mathrm{H} \cdot \mathrm{~m}^{-1} \\
& =8.9875517873681764 \times 10^{9} \mathrm{~N} \cdot \mathrm{~m}^{2} \cdot \mathrm{C}^{-2}
\end{aligned}
$$

### 3.2.4 Conditions for validity

There are three conditions to be fulfilled for the validity of Coulomb's law:

1. The charges considered must be point charges.
2. They should be stationary with respect to each other.
3. The two point charges should be placed in a single medium.


The absolute value of the force $\boldsymbol{F}$ between two point charges $q$ and $Q$ relates to the distance between the point charges and to the simple product of their charges. The diagram shows that like charges repel each other, and opposite charges attract each other.

### 3.3 Scalar form

When it is only of interest to know the magnitude of the electrostatic force (and not its direction), it may be easiest to consider a scalar version of the law. The scalar form of Coulomb's Law relates the magnitude and sign of the electrostatic force $\boldsymbol{F}$ acting simultaneously on two point charges $q_{1}$ and $q_{2}$ as follows:
$|\boldsymbol{F}|=k_{e} \frac{\left|q_{1} q_{2}\right|}{r^{2}}$
where $r$ is the separation distance and $k_{e}$ is Coulomb's constant. If the product $q_{1} q_{2}$ is positive, the force between the two charges is repulsive; if the product is negative, the force between them is attractive. ${ }^{[13]}$

### 3.4 Vector form

Coulomb's law states that the electrostatic force $\boldsymbol{F}_{1}$ experienced by a charge, $q_{1}$ at position $\boldsymbol{r}_{1}$, in the vicinity of another charge, $q_{2}$ at position $\boldsymbol{r}_{2}$, in a vacuum is equal to:
$\boldsymbol{F}_{\mathbf{1}}=\frac{q_{1} q_{2}}{4 \pi \varepsilon_{0}} \frac{\left(\boldsymbol{r}_{\mathbf{1}}-\boldsymbol{r}_{\mathbf{2}}\right)}{\left|\boldsymbol{r}_{\mathbf{1}}-\boldsymbol{r}_{\mathbf{2}}\right|^{3}}=\frac{q_{1} q_{2}}{4 \pi \varepsilon_{0}} \frac{\hat{\boldsymbol{r}}_{\mathbf{2 1}}}{\left|\boldsymbol{r}_{\mathbf{2 1}}\right|^{2}}$,
where $\boldsymbol{r}_{21}=\boldsymbol{r}_{1}-\boldsymbol{r}_{2}$, the unit vector $\hat{\boldsymbol{r}}_{21}=\boldsymbol{r}_{\mathbf{2 1}} /\left|\boldsymbol{r}_{\mathbf{2 1}}\right|$, and $\varepsilon_{0}$ is the electric constant.
The vector form of Coulomb's law is simply the scalar definition of the law with the direction given by the unit vector, $\hat{\boldsymbol{r}}_{21}$, parallel with the line from charge $q_{2}$ to charge $q_{1} \cdot{ }^{[14]}$ If both charges have the same sign (like charges) then


In the image, the vector $\boldsymbol{F}_{1}$ is the force experienced by $q_{1}$, and the vector $\boldsymbol{F}_{2}$ is the force experienced by $q_{2}$. When $q_{1} q_{2}>0$ the forces are repulsive (as in the image) and when $q_{1} q_{2}<0$ the forces are attractive (opposite to the image). The magnitude of the forces will always be equal.
the product $q_{1} q_{2}$ is positive and the direction of the force on $q_{1}$ is given by $\hat{\boldsymbol{r}}_{21}$; the charges repel each other. If the charges have opposite signs then the product $q_{1} q_{2}$ is negative and the direction of the force on $q_{1}$ is given by $-\hat{\boldsymbol{r}}_{21}$; the charges attract each other.

The electrostatic force $\boldsymbol{F}_{\mathbf{2}}$ experienced by $q_{2}$, according to Newton's third law, is $\boldsymbol{F}_{\mathbf{2}}=-\boldsymbol{F}_{\mathbf{1}}$.

### 3.4.1 System of discrete charges

The law of superposition allows Coulomb's law to be extended to include any number of point charges. The force acting on a point charge due to a system of point charges is simply the vector addition of the individual forces acting alone on that point charge due to each one of the charges. The resulting force vector is parallel to the electric field vector at that point, with that point charge removed.
The force $\boldsymbol{F}$ on a small charge, $q$ at position $\boldsymbol{r}$, due to a system of $N$ discrete charges in vacuum is:
$\boldsymbol{F}(\boldsymbol{r})=\frac{q}{4 \pi \varepsilon_{0}} \sum_{i=1}^{N} q_{i} \frac{\boldsymbol{r}-\boldsymbol{r}_{\boldsymbol{i}}}{\left|\boldsymbol{r}-\boldsymbol{r}_{\boldsymbol{i}}\right|^{3}}=\frac{q}{4 \pi \varepsilon_{0}} \sum_{i=1}^{N} q_{i} \frac{\widehat{\boldsymbol{R}_{\boldsymbol{i}}}}{\left|\boldsymbol{R}_{\boldsymbol{i}}\right|^{2}}$,
where $q_{i}$ and $\boldsymbol{r}_{i}$ are the magnitude and position respectively of the $i^{t h}$ charge, $\widehat{\boldsymbol{R}_{i}}$ is a unit vector in the direction of $\boldsymbol{R}_{i}=\boldsymbol{r}-\boldsymbol{r}_{i}$ (a vector pointing from charges $q_{i}$ to $q$ ). ${ }^{[14]}$

### 3.4.2 Continuous charge distribution

In this case, the principle of linear superposition is also used. For a continuous charge distribution, an integral over the region containing the charge is equivalent to an infinite summation, treating each infinitesimal element of space as a point charge $d q$. The distribution of charge is usually linear, surface or volumetric.

For a linear charge distribution (a good approximation for charge in a wire) where $\lambda\left(\boldsymbol{r}^{\prime}\right)$ gives the charge per unit length at position $r^{\prime}$, and $d l^{\prime}$ is an infinitesimal element of length,

$$
d q=\lambda\left(\boldsymbol{r}^{\prime}\right) d l^{\prime} .^{[15]}
$$

For a surface charge distribution (a good approximation for charge on a plate in a parallel plate capacitor) where $\sigma\left(\boldsymbol{r}^{\prime}\right)$ gives the charge per unit area at position $\boldsymbol{r}^{\prime}$, and $d A^{\prime}$ is an infinitesimal element of area,
$d q=\sigma\left(\boldsymbol{r}^{\prime}\right) d A^{\prime}$.
For a volume charge distribution (such as charge within a bulk metal) where $\rho\left(\boldsymbol{r}^{\prime}\right)$ gives the charge per unit volume at position $\boldsymbol{r}^{\prime}$, and $d V^{\prime}$ is an infinitesimal element of volume,

$$
d q=\rho\left(\boldsymbol{r}^{\prime}\right) d V^{\prime}
$$

The force on a small test charge $q^{\prime}$ at position $\boldsymbol{r}$ in vacuum is given by the integral over the distribution of charge:

$$
\boldsymbol{F}=\frac{q^{\prime}}{4 \pi \varepsilon_{0}} \int d q \frac{\boldsymbol{r}-\boldsymbol{r}^{\prime}}{\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|^{3}}
$$

### 3.5 Simple experiment to verify Coulomb's law



Experiment to verify Coulomb's law.
It is possible to verify Coulomb's law with a simple experiment. Let's consider two small spheres of mass $m$ and same-sign charge $q$, hanging from two ropes of negligible mass of length $l$. The forces acting on each sphere are three: the weight $m g$, the rope tension $T$ and the electric force $\boldsymbol{F}$.
In the equilibrium state:
and:
Dividing (1) by (2):
Being $L_{1}$ the distance between the charged spheres; the repulsion force between them $F_{1}$, assuming Coulomb's law is correct, is equal to
so:
If we now discharge one of the spheres, and we put it in contact with the charged sphere, each one of them acquires a charge $q / 2$. In the equilibrium state, the distance between the charges will be $L_{2}<L_{1}$ and the repulsion force between them will be:

We know that $F_{2}=m g \cdot \tan \theta_{2}$. And:
$\frac{\frac{q^{2}}{4}}{4 \pi \epsilon_{0} L_{2}^{2}}=m g \cdot \tan \theta_{2}$
Dividing (4) by (5), we get:
Measuring the angles $\theta_{1}$ and $\theta_{2}$ and the distance between the charges $L_{1}$ and $L_{2}$ is sufficient to verify that the equality is true taking into account the experimental error. In practice, angles can be difficult to measure, so if the length of the ropes is sufficiently great, the angles will be small enough to make the following approximation:

Using this approximation, the relationship (6) becomes the much simpler expression:
In this way, the verification is limited to measuring the distance between the charges and check that the division approximates the theoretical value.

### 3.6 Electrostatic approximation

In either formulation, Coulomb's law is fully accurate only when the objects are stationary, and remains approximately correct only for slow movement. These conditions are collectively known as the electrostatic approximation. When movement takes place, magnetic fields that alter the force on the two objects are produced. The magnetic interaction between moving charges may be thought of as a manifestation of the force from the electrostatic field but with Einstein's theory of relativity taken into consideration.

### 3.6.1 Atomic forces

Coulomb's law holds even within atoms, correctly describing the force between the positively charged atomic nucleus and each of the negatively charged electrons. This simple law also correctly accounts for the forces that bind atoms together to form molecules and for the forces that bind atoms and molecules together to form solids and liquids. Generally, as the distance between ions increases, the energy of attraction approaches zero and ionic bonding is less favorable. As the magnitude of opposing charges increases, energy increases and ionic bonding is more favorable.

### 3.7 See also

- Biot-Savart law
- Gauss's law
- Method of image charges
- Electromagnetic force
- Molecular modelling
- Static forces and virtual-particle exchange
- Darwin Lagrangian
- Newton's law of universal gravitation, which uses a similar structure, but for mass instead of charge.
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May we not infer from this experiment, that the attraction of electricity is subject to the same laws with that of gravitation, and is therefore according to the squares of the distances; since it is easily demonstrated, that were the earth in the form of a shell, a body in the inside of it would not be attracted to one side more than another?
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On page 68, the author states that in 1769 he announced his findings regarding the force between spheres of like charge.
On page 73, the author states the force between spheres of like charge varies as $\mathrm{x}^{-2.06}$ :

The result of the whole was, that the mutual repulsion of two spheres, electrified positively or negatively, was very nearly in the inverse proportion of the squares of the distances of their centres, or rather in a proportion somewhat greater, approaching to $\mathrm{x}^{-2.06}$.

When making experiments with charged spheres of opposite charge the results were similar, as stated on page 73 :

When the experiments were repeated with balls having opposite electricities, and which therefore attracted each other, the results were not altogether so regular and a few irregularities amounted to $1 / 6$ of the whole; but these anomalies were as often on one side of the medium as on the other. This series of experiments gave a result which deviated as little as the former (or rather less) from the inverse duplicate ratio of the distances; but the deviation was in defect as the other was in excess.

Nonetheless, on page 74 the author infers that the actual action is related exactly to the inverse duplicate of the distance:

We therefore think that it may be concluded, that the action between two spheres is exactly in the inverse duplicate ratio of the distance of their centres, and that this difference between the observed attractions and repulsions is owing to some unperceived cause in the form of the experiment.

On page 75, the authour compares the electric and gravitational forces:

Therefore we may conclude, that the law of electric attraction and repulsion is similar to that of gravitation, and that each of those forces diminishes in the same proportion that the square of the distance between the particles increases.
[11] Maxwell, James Clerk, ed. (1967) [1879]. "Experiments on Electricity: Experimental determination of the law of electric force.". The Electrical Researches of the Honourable Henry Cavendish... (1st ed.). Cambridge, England: Cambridge University Press. pp. 104-113.
On pages 111 and 112 the author states:
We may therefore conclude that the electric attraction and repulsion must be inversely as some power of the distance between that of the $2+1 / 50$ th and that of the $2-1 / 50$ th, and there is no reason to think that it differs at all from the inverse duplicate ratio.
[12] Coulomb (1785a) "Premier mémoire sur l'électricité et le magnétisme," Histoire de l'Académie Royale des Sciences, pages 569-577 - Coulomb studied the repulsive force between bodies having electrical charges of the same sign:

Il résulte donc de ces trois essais, que l'action répulsive que les deux balles électrifées de la même nature d'électricité exercent l'une sur l'autre, suit la raison inverse du carré des distances. Translation: It follows therefore from these three tests, that the repulsive force that the two balls - [that were] electrified with the same kind of electricity - exert on each other, follows the inverse proportion of the square of the distance.

Coulomb also showed that oppositely charged bodies obey an inverse-square law of attraction.
[13] Coulomb's law, Hyperphysics
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## Chapter 4

## Electric field



Electric field lines emanating from a point positive electric charge suspended over an infinite sheet of conducting material.
The electric field is a component of the electromagnetic field. It is a vector field, and it is generated by electric charges or time-varying magnetic fields as described by Maxwell's equations. ${ }^{[1]}$ The concept of an electric field was introduced by Michael Faraday. ${ }^{[2]}$

### 4.1 Definition

The electric field $\mathbf{E}$ at a given point is defined as the (vectorial) force $\mathbf{F}$ that would be exerted on a stationary test particle of unit charge by electromagnetic forces (i.e. the Lorentz force). A particle of charge $q$ would be subject to
a force $\mathbf{F}=q \cdot \mathbf{E}$.
Its SI units are newtons per coulomb ( $\mathrm{N} \cdot \mathrm{C}^{-1}$ ) or, equivalently, volts per metre $\left(\mathrm{V} \cdot \mathrm{m}^{-1}\right)$, which in terms of SI base units are $\mathrm{kg} \cdot \mathrm{m} \cdot \mathrm{s}^{-3} \cdot \mathrm{~A}^{-1}$.

### 4.2 Sources of electric field

### 4.2.1 Causes and description

Electric fields are caused by electric charges or varying magnetic fields. The former effect is described by Gauss's law, the latter by Faraday's law of induction, which together are enough to define the behavior of the electric field as a function of charge repartition and magnetic field. However, since the magnetic field is described as a function of electric field, the equations of both fields are coupled and together form Maxwell's equations that describe both fields as a function of charges and currents.
In the special case of a steady state (stationary charges and currents), the Maxwell-Faraday inductive effect disappears. The resulting two equations (Gauss's law $\nabla \cdot \mathbf{E}=\frac{\rho}{\varepsilon_{0}}$ and Faraday's law with no induction term $\nabla \times \mathbf{E}=0$ ), taken together, are equivalent to Coulomb's law, written as $\boldsymbol{E}(\boldsymbol{r})=\frac{1}{4 \pi \varepsilon_{0}} \int d \boldsymbol{r}^{\prime} \rho\left(\boldsymbol{r}^{\prime}\right) \frac{\boldsymbol{r}-\boldsymbol{r}^{\prime}}{\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|^{3}}$ for a charge density $\rho(\mathbf{r})$ ( $\mathbf{r}$ denotes the position in space). Notice that $\varepsilon_{0}$, the permittivity of vacuum, must be substituted if charges are considered in non-empty media.

### 4.2.2 Continuous vs. discrete charge repartition

Main article: Charge density

The equations of electromagnetism are best described in a continuous description. However, charges are sometimes best described as discrete points; for example, some models may describe electrons as punctual sources where charge density is infinite on an infinitesimal section of space.
A charge $q$ located in $\mathbf{r}_{\mathbf{0}}$ can be described mathematically as a charge density $\rho(\mathbf{r})=q \delta\left(\mathbf{r}-\mathbf{r}_{\mathbf{0}}\right)$, where the Dirac delta function (in three dimensions) is used. Conversely, a charge distribution can be approximated by many small punctual charges.

### 4.3 Superposition principle

Electric fields satisfy the superposition principle, because Maxwell's equations are linear. As a result, if $\mathbf{E}_{1}$ and $\mathbf{E}_{2}$ are the electric fields resulting from distribution of charges $\rho_{1}$ and $\rho_{2}$, a distribution of charges $\rho_{1}+\rho_{2}$ will create an electric field $\mathbf{E}_{1}+\mathbf{E}_{2}$; for instance, Coulomb's law is linear in charge density as well.
This principle is useful to calculate the field created by multiple point charges. If charges $q_{1}, q_{2}, \ldots, q_{n}$ are stationary in space at $\mathbf{r}_{1}, \mathbf{r}_{2}, \ldots \mathbf{r}_{n}$, in the absence of currents, the superposition principle proves that the resulting field is the sum of fields generated by each particle as described by Coulomb's law:
$\mathbf{E}(\mathbf{r})=\sum_{i=1}^{N} \mathbf{E}_{i}(\mathbf{r})=\frac{1}{4 \pi \varepsilon_{0}} \sum_{i=1}^{N} q_{i} \frac{\mathbf{r}-\mathbf{r}_{i}}{\left|\mathbf{r}-\mathbf{r}_{i}\right|^{3}}$

### 4.4 Electrostatic fields

## Main article: Electrostatics

Electrostatic fields are E-fields which do not change with time, which happens when charges and currents are stationary. In that case, Coulomb's law fully describes the field.


Illustration of the electric field surrounding a positive (red) and a negative (blue) charge.

### 4.4.1 Electric potential

Main article: Conservative vector field § Irrotational vector fields

By Faraday's law, the electric field has zero curl. One can then define an electric potential, that is, a function $\Phi$ such that $\mathbf{E}=-\nabla \Phi .{ }^{[3]}$ This is analogous to the gravitational potential.

### 4.4.2 Parallels between electrostatic and gravitational fields

Coulomb's law, which describes the interaction of electric charges:

$$
\mathbf{F}=q\left(\frac{Q}{4 \pi \varepsilon_{0}} \frac{\mathbf{f}}{|\mathbf{r}|^{2}}\right)=q \mathbf{E}
$$

is similar to Newton's law of universal gravitation:

$$
\mathbf{F}=m\left(-G M \frac{\mathbf{f}}{|\mathbf{r}|^{2}}\right)=m \mathbf{g}
$$

(where $\mathbf{~} \mathbf{r}=\frac{\mathbf{r}}{|\mathbf{r}|}$ ).
This suggests similarities between the electric field $\mathbf{E}$ and the gravitational field $\mathbf{g}$, or their associated potentials. Mass is sometimes called "gravitational charge" because of that similarity.

Electrostatic and gravitational forces both are central, conservative and obey an inverse-square law.


Electric field between two conductors

### 4.4.3 Uniform fields

A uniform field is one in which the electric field is constant at every point. It can be approximated by placing two conducting plates parallel to each other and maintaining a voltage (potential difference) between them; it is only an approximation because of boundary effects (near the edge of the planes, electric field is distorted because the plane does not continue). Assuming infinite planes, the magnitude of the electric field $E$ is:
$E=-\frac{\Delta \phi}{d}$
where $\Delta \phi$ is the potential difference between the plates and $d$ is the distance separating the plates. The negative sign arises as positive charges repel, so a positive charge will experience a force away from the positively charged plate, in the opposite direction to that in which the voltage increases. In micro- and nanoapplications, for instance in relation to semiconductors, a typical magnitude of an electric field is in the order of $10^{6} \mathrm{~V} \cdot \mathrm{~m}^{-1}$, achieved by applying a voltage of the order of 1 volt between conductors spaced $1 \mu \mathrm{~m}$ apart.

### 4.5 Electrodynamic fields

Electrodynamic fields are $\mathbf{E}$-fields which do change with time, for instance when charges are in motion.
The electric field cannot be described independently of the magnetic field in that case. If $\mathbf{A}$ is the magnetic vector potential, defined so that $\mathbf{B}=\nabla \times \mathbf{A}$, one can still define an electric potential $\Phi$ such that:
$\mathbf{E}=-\nabla \Phi-\frac{\partial \mathbf{A}}{\partial t}$
One can recover Faraday's law of induction by taking the curl of that equation
[4]
$\nabla \times \mathbf{E}=-\frac{\partial(\nabla \times \mathbf{A})}{\partial t}=-\frac{\partial \mathbf{B}}{\partial t}$
which justifies, a posteriori, the previous form for $\mathbf{E}$.

### 4.6 Energy in the electric field

If the magnetic field $\mathbf{B}$ is nonzero,
The total energy per unit volume stored by the electromagnetic field is ${ }^{[5]}$
$u_{E M}=\frac{\varepsilon}{2}|\mathbf{E}|^{2}+\frac{1}{2 \mu}|\mathbf{B}|^{2}$
where $\varepsilon$ is the permittivity of the medium in which the field exists, $\mu$ its magnetic permeability, and $\mathbf{E}$ and $\mathbf{B}$ are the electric and magnetic field vectors.
As $\mathbf{E}$ and $\mathbf{B}$ fields are coupled, it would be misleading to split this expression into "electric" and "magnetic" contributions. However, in the steady-state case, the fields are no longer coupled (see Maxwell's equations). It makes sense in that case to compute the electrostatic energy per unit volume:
$u_{E S}=\frac{1}{2} \varepsilon|\mathbf{E}|^{2}$,
The total energy $U$ stored in the electric field in a given volume $V$ is therefore
$U_{E S}=\frac{1}{2} \varepsilon \int_{V}|\mathbf{E}|^{2} \mathrm{~d} V$,

### 4.7 Further extensions

### 4.7.1 Definitive equation of vector fields

See also: Defining equation (physics) and List of electromagnetism equations

In the presence of matter, it is helpful in electromagnetism to extend the notion of the electric field into three vector fields, rather than just one: ${ }^{[6]}$
$\mathbf{D}=\varepsilon_{0} \mathbf{E}+\mathbf{P}$
where $\mathbf{P}$ is the electric polarization - the volume density of electric dipole moments, and $\mathbf{D}$ is the electric displacement field. Since $\mathbf{E}$ and $\mathbf{P}$ are defined separately, this equation can be used to define $\mathbf{D}$. The physical interpretation of $\mathbf{D}$ is not as clear as $\mathbf{E}$ (effectively the field applied to the material) or $\mathbf{P}$ (induced field due to the dipoles in the material), but still serves as a convenient mathematical simplification, since Maxwell's equations can be simplified in terms of free charges and currents.

### 4.7.2 Constitutive relation

Main article: Constitutive equation

The $\mathbf{E}$ and $\mathbf{D}$ fields are related by the permittivity of the material, $\varepsilon .{ }^{[7][8]}$
For linear, homogeneous, isotropic materials $\mathbf{E}$ and $\mathbf{D}$ are proportional and constant throughout the region, there is no position dependence: For inhomogeneous materials, there is a position dependence throughout the material:
$\mathbf{D}(\mathbf{r})=\varepsilon \mathbf{E}(\mathbf{r})$
For anisotropic materials the $\mathbf{E}$ and $\mathbf{D}$ fields are not parallel, and so $\mathbf{E}$ and $\mathbf{D}$ are related by the permittivity tensor (a 2nd order tensor field), in component form:
$D_{i}=\varepsilon_{i j} E_{j}$
For non-linear media, E and D are not proportional. Materials can have varying extents of linearity, homogeneity and isotropy.

### 4.8 See also

- Classical electromagnetism
- Field strength
- signal strength in telecommunications
- Magnetism
- Teltron Tube
- Teledeltos, a conductive paper that may be used as a simple analog computer for modelling fields.
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### 4.10 External links

- Electric field in "Electricity and Magnetism", R Nave - Hyperphysics, Georgia State University
- 'Gauss's Law' - Chapter 24 of Frank Wolfs's lectures at University of Rochester
- 'The Electric Field' - Chapter 23 of Frank Wolfs's lectures at University of Rochester
-     - An applet that shows the electric field of a moving point charge.
- Fields - a chapter from an online textbook
- Learning by Simulations Interactive simulation of an electric field of up to four point charges
- Java simulations of electrostatics in 2-D and 3-D
- Interactive Flash simulation picturing the electric field of user-defined or preselected sets of point charges by field vectors, field lines, or equipotential lines. Author: David Chappell


## Chapter 5

## Electric flux

In electromagnetism, electric flux is the measure of flow of the electric field through a given area. Electric flux is proportional to the number of electric field lines going through a normally perpendicular surface. If the electric field is uniform, the electric flux passing through a surface of vector area $\mathbf{S}$ is
$\Phi_{E}=\mathbf{E} \cdot \mathbf{S}=E S \cos \theta$,
where $\mathbf{E}$ is the electric field (having units of $\mathrm{V} / \mathrm{m}$ ), $E$ is its magnitude, $S$ is the area of the surface, and $\theta$ is the angle between the electric field lines and the normal (perpendicular) to $S$.
For a non-uniform electric field, the electric flux $d \Phi \boldsymbol{E}$ through a small surface area $d \mathbf{S}$ is given by
$d \Phi_{E}=\mathbf{E} \cdot d \mathbf{S}$
(the electric field, $\mathbf{E}$, multiplied by the component of area perpendicular to the field). The electric flux over a surface $S$ is therefore given by the surface integral:
$\Phi_{E}=\iint_{S} \mathbf{E} \cdot d \mathbf{S}$
where $\mathbf{E}$ is the electric field and $d \mathbf{S}$ is a differential area on the closed surface $S$ with an outward facing surface normal defining its direction.

For a closed Gaussian surface, electric flux is given by:

$$
\Phi_{E}=\oiiint_{S \mathbf{E} \cdot d \mathbf{S}=\frac{Q}{\epsilon_{0}}}
$$

where
$\mathbf{E}$ is the electric field,
$S$ is any closed surface,
$Q$ is the total electric charge inside the surface $S$,
$\varepsilon_{0}$ is the electric constant (a universal constant, also called the "permittivity of free space") ( $\varepsilon_{0} \approx 8.854$ $187817 \ldots \times 10^{-12}$ farads per meter (F.m ${ }^{-1}$ )).

This relation is known as Gauss' law for electric field in its integral form and it is one of the four Maxwell's equations.
While the electric flux is not affected by charges that are not within the closed surface, the net electric field, $\mathbf{E}$, in the Gauss' Law equation, can be affected by charges that lie outside the closed surface. While Gauss' Law holds for
all situations, it is only useful for "by hand" calculations when high degrees of symmetry exist in the electric field. Examples include spherical and cylindrical symmetry.
Electrical flux has SI units of volt metres $(V m)$, or, equivalently, newton metres squared per coulomb $\left(N m^{2} C^{-1}\right)$. Thus, the SI base units of electric flux are $\mathrm{kg} \cdot \mathrm{m}^{3} \cdot \mathrm{~S}^{-3} \cdot A^{-1}$.

Its dimensional formula is $\left[\mathrm{L}^{3} \mathrm{MT}^{-3} \mathrm{I}^{-1}\right]$.

### 5.1 See also

- Magnetic flux
- Maxwell's equations
related websites are following: http://www.citycollegiate.com/coulomb4_XII.htm ${ }^{[1]}$


### 5.2 References

[1] electric flux

### 5.3 External links

- Electric flux - HyperPhysics


## Chapter 6

## Field line

This article is about the modern use of "field lines" as a way to depict electromagnetic and other vector fields. For the role of these lines in the early history and philosophy of electromagnetism, see Line of force.
A field line is a locus that is defined by a vector field and a starting location within the field. Field lines are useful for


Field lines depicting the electric field created by a positive charge (left), negative charge (center), and uncharged object (right).


The figure at left shows the electric field lines of two equal positive charges. The figure at right shows the electric field lines of a dipole.
visualizing vector fields, which are otherwise hard to depict. Note that, like longitude and latitude lines on a globe, or
topographic lines on a topographic map, these lines are not physical lines that are actually present at certain locations; they are merely visualization tools.

### 6.1 Precise definition

A vector field defines a direction at all points in space; a field line for that vector field may be constructed by tracing a topographic path in the direction of the vector field. More precisely, the tangent line to the path at each point is required to be parallel to the vector field at that point.
A complete description of the geometry of all the field lines of a vector field is sufficient to completely specify the direction of the vector field everywhere. In order to also depict the magnitude, a selection of field lines is drawn such that the density of field lines (number of field lines per unit perpendicular area) at any location is proportional to the magnitude of the vector field at that point.

As a result of the divergence theorem, field lines start at sources and end at sinks of the vector field. (A "source" is wherever the divergence of the vector field is positive, a "sink" is wherever it is negative.) In physics, drawings of field lines are mainly useful in cases where the sources and sinks, if any, have a physical meaning, as opposed to e.g. the case of a force field of a radial harmonic.

For example, Gauss's law states that an electric field has sources at positive charges, sinks at negative charges, and neither elsewhere, so electric field lines start at positive charges and end at negative charges. (They can also potentially form closed loops, or extend to or from infinity, or continuing forever without closing in on itself). A gravitational field has no sources, it has sinks at masses, and it has neither elsewhere, gravitational field lines come from infinity and end at masses. A magnetic field has no sources or sinks (Gauss's law for magnetism), so its field lines have no start or end: they can only form closed loops, extend to infinity in both directions, or continue indefinitely without ever crossing itself.

Note that for this kind of drawing, where the field-line density is intended to be proportional to the field magnitude, it is important to represent all three dimensions. For example, consider the electric field arising from a single, isolated point charge. The electric field lines in this case are straight lines that emanate from the charge uniformly in all directions in three-dimensional space. This means that their density is proportional to $1 / r^{2}$, the correct result consistent with Coulomb's law for this case. However, if the electric field lines for this setup were just drawn on a two-dimensional plane, their two-dimensional density would be proportional to $1 / r$, an incorrect result for this situation. ${ }^{[1]}$

### 6.2 Examples

If the vector field describes a velocity field, then the field lines follow stream lines in the flow. Perhaps the most familiar example of a vector field described by field lines is the magnetic field, which is often depicted using field lines emanating from a magnet.

### 6.3 Divergence and curl

Field lines can be used to trace familiar quantities from vector calculus:

- Divergence may be easily seen through field lines, assuming the lines are drawn such that the density of field lines is proportional to the magnitude of the field (see above). In this case, the divergence may be seen as the beginning and ending of field lines. If the vector field is the resultant of radial inverse-square law fields with respect to one or more sources then this corresponds to the fact that the divergence of such a field is zero outside the sources. In a solenoidal vector field (i.e., a vector field where the divergence is zero everywhere), the field lines neither begin nor end; they either form closed loops, or go off to infinity in both directions. If a vector field has positive divergence in some area, there will be field lines starting from points in that area. If a vector field has negative divergence in some area, there will be field lines ending at points in that area.
- The Kelvin-Stokes theorem shows that field lines of a vector field with zero curl (i.e., a conservative vector field, e.g. a gravitational field or an electrostatic field) cannot be closed loops. In other words, curl is always
present when a field line forms a closed loop. It may be present in other situations too, such as a helical shape of field lines.


### 6.4 Physical significance



Iron filings arrange themselves so as to approximately depict some magnetic field lines. The magnetic field is created by a permanent magnet.

While field lines are a "mere" mathematical construction, in some circumstances they take on physical significance. In fluid mechanics, the velocity field lines (streamlines) in steady flow represent the paths of particles of the fluid. In the context of plasma physics, electrons or ions that happen to be on the same field line interact strongly, while particles on different field lines in general do not interact. This is the same behavior that the particles of iron filings exhibit in a magnetic field.

The iron filings in the photo appear to be aligning themselves with discrete field lines, but the situation is more complex. It is easy to visualize as a two-stage-process: first, the filings are spread evenly over the magnetic field but all aligned in the direction of the field. Then, based on the scale and ferromagnetic properties of the filings they damp the field to either side, creating the apparent spaces between the lines that we see. Of course the two stages described here happen concurrently until an equilibrium is achieved. Because the intrinsic magnetism of the filings modifies the field, the lines shown by the filings are only an approximation of the field lines of the original magnetic field. Magnetic fields are continuous, and do not have discrete lines.

### 6.5 See also

- Force field (physics)
- Field lines of Julia sets
- External ray - field lines of Douady-Hubbard potential of Mandelbrot set or filled-in Julia sets
- Line of force
- Vector field


### 6.6 References

- Griffiths, David J. (1998). Introduction to Electrodynamics (3rd ed.). Prentice Hall. pp. 65-67 and 232. ISBN 0-13-805326-X.
- "Visualization of Fields and the Divergence and Curl" course notes from a course at the Massachusetts Institute of Technology.
[1] A. Wolf, S. J. Van Hook, E. R. Weeks, Electric field line diagrams don't work Am. J. Phys., Vol. 64, No. 6. (1996), pp. 714-724 DOI 10.1119/1.18237


### 6.7 External links

- Interactive Java applet showing the electric field lines of selected pairs of charges by Wolfgang Bauer


## Chapter 7

## Conservative vector field


#### Abstract

In vector calculus a conservative vector field is a vector field that is the gradient of some function, known in this context as a scalar potential. ${ }^{[1]}$ Conservative vector fields have the property that the line integral is path independent, i.e. the choice of integration path between any point and another does not change the result. Path independence of a line integral is equivalent to the vector field being conservative. A conservative vector field is also irrotational; in three dimensions this means that it has vanishing curl. An irrotational vector field is necessarily conservative provided that a certain condition on the geometry of the domain holds, i.e. the domain is simply connected.

Conservative vector fields appear naturally in mechanics: they are vector fields representing forces of physical systems in which energy is conserved. ${ }^{[2]}$ For a conservative system, the work done in moving along a path in configuration space depends only on the endpoints of the path, so it is possible to define a potential energy independently of the path taken.


### 7.1 Informal treatment

In a two and three dimensional space, there is an ambiguity in taking an integral between two points as there are infinitely many paths between the two points - apart from the straight line formed between the two points one could choose a curved path of greater length as shown in the figure. Therefore in general the value of the integral depends on the path taken. However, in the special case of a conservative vector field, the value of the integral is independent of the path taken which can be thought of as a large-scale cancellation of all elements $d R$ which don't have a component along the straight line between the two points. To visualise this, imagine two people climbing a cliff; one decides to scale the cliff by going vertically up it, and the second decides to walk along a winding path that is longer in length than the height of the cliff, but at only a small angle to the horizontal. Although the two hikers have taken different routes to get up to the top of the cliff, at the top they will have both gained the same amount of gravitational potential energy. This is because a gravitational field is conservative. As an example of a non-conservative field, imagine pushing a box from one end of a room to another. Pushing the box in a straight line across the room requires noticeably less work against friction than along a curved path covering a greater distance.

### 7.2 Intuitive explanation

M. C. Escher's painting Ascending and Descending illustrates a non-conservative vector field, impossibly made to appear to be the gradient of the varying height above ground as one moves along the staircase. It is "rotational" in that one can keep getting higher or keep getting lower while going around in circles. It is non-conservative in that one can return to one's starting point while ascending more than one descends or vice versa. On a real staircase the height above the ground is a scalar potential field: if one returns to the same place, one goes upward exactly as much as one goes downward. Its gradient would be a conservative vector field, and is irrotational. The situation depicted in the painting is impossible.


Depiction of two possible paths to integrate. In green in the simplest possible path, blue shows a more convoluted curve

### 7.3 Definition

A vector field $\mathbf{v}$ is said to be conservative if there exists a scalar field $\varphi$ such that
$\mathbf{v}=\nabla \varphi$.
Here $\nabla \varphi$ denotes the gradient of $\varphi$. When the above equation holds, $\varphi$ is called a scalar potential for $\mathbf{v}$.
The fundamental theorem of vector calculus states that any vector field can be expressed as the sum of a conservative vector field and a solenoidal field.

### 7.4 Path independence

Main article: Gradient theorem

A key property of a conservative vector field is that its integral along a path depends only on the endpoints of that path, not the particular route taken. Suppose that $S \subseteq \mathbb{R}^{3}$ is a region of three-dimensional space, and that $P$ is a rectifiable path in $S$ with start point $A$ and end point $B$. If $\mathbf{v}=\nabla \varphi$ is a conservative vector field then the gradient theorem states that

M. C. Escher's lithograph Ascending and Descending
$\int_{P} \mathbf{v} \cdot d \mathbf{r}=\varphi(B)-\varphi(A)$.
This holds as a consequence of the chain rule and the fundamental theorem of calculus.
An equivalent formulation of this is to say that
$\oint_{C} \mathbf{v} \cdot d \mathbf{r}=0$
for every closed loop C in $S$. The converse of this statement is also true: if the circulation of $\mathbf{v}$ around every closed loop in an open set $S$ is zero, then $\mathbf{v}$ is a conservative vector field.

### 7.5 Irrotational vector fields



The above field $v=\left(-y /\left(\mathrm{x}^{2}+\mathrm{y}^{2}\right),+\mathrm{x} /\left(\mathrm{x}^{2}+\mathrm{y}^{2}\right), 0\right)$ includes a vortex at its center, so it is non-irrotational; it is neither conservative, nor does it have path independence. However, any simply connected subset that excludes the vortex line (0,0, z ) will have zero curl, $\nabla \times v=0$. Such vortex-free regions are examples of irrotational vector fields.

A vector field $\mathbf{v}$ is said to be irrotational if its curl is zero. That is, if
$\nabla \times \mathbf{v}=\mathbf{0}$.
For this reason, such vector fields are sometimes referred to as curl free field (curl-free vector field) or curl-less vector fields.

It is an identity of vector calculus that for any scalar field $\varphi$ :
$\nabla \times \nabla \varphi=\mathbf{0}$.

Therefore every conservative vector field is also an irrotational vector field.
Provided that $S$ is a simply connected region, the converse of this is true: every irrotational vector field is also a conservative vector field.

The above statement is not true if $S$ is not simply connected. Let $S$ be the usual 3-dimensional space, except with the $z$-axis removed; that is $S=\mathbb{R}^{3} \backslash\{(0,0, z) \mid z \in \mathbb{R}\}$. Now define a vector field by
$\mathbf{v}=\left(\frac{-y}{x^{2}+y^{2}}, \frac{x}{x^{2}+y^{2}}, 0\right)$.
Then $\mathbf{v}$ exists and has zero curl at every point in $S$; that is $\mathbf{v}$ is irrotational. However the circulation of $\mathbf{v}$ around the unit circle in the $x, y$-plane is equal to $2 \pi$. Indeed we note that in polar coordinates $\mathbf{v}=\mathbf{e}_{\phi} / r$, so the integral over the unit circle is equal $\oint_{C} \mathbf{v} \cdot \mathbf{e}_{\phi} \mathbf{d} \phi=2 \pi$. Therefore $\mathbf{v}$ does not have the path independence property discussed above, and is not conservative. (However, in any simply connected subregion of $S$, it is still true that it is conservative. In fact, the field above is the gradient of $\arg (x+i y)$. As we know from complex analysis, this is a multi-valued function which requires a branch cut from the origin to infinity to be defined in a continuous way; hence, in a region that does not go around the $z$-axis, its gradient is conservative.)
In a simply connected region an irrotational vector field has the path independence property. This can be seen by noting that in such a region an irrotational vector field is conservative, and conservative vector fields have the path independence property. The result can also be proved directly by using Stokes' theorem. In a connected region any vector field which has the path independence property must also be irrotational.
More abstractly, a conservative vector field is an exact 1 -form. That is, it is a 1 -form equal to the exterior derivative of some 0 -form (scalar field) $\phi$. An irrotational vector field is a closed 1 -form. Since $d^{2}=0$, any exact form is closed, so any conservative vector field is irrotational. The domain is simply connected if and only if its first homology group is 0 , which is equivalent to its first cohomology group being 0 . The first de Rham cohomology group $H_{\mathrm{dR}}^{1}$ is 0 if and only if all closed 1 -forms are exact.

### 7.6 Irrotational flows

## Main article: Vorticity

The flow velocity $\mathbf{v}$ of a fluid is a vector field, and the vorticity $\boldsymbol{\omega}$ of the flow can be defined by
$\boldsymbol{\omega}=\nabla \times \mathbf{v}$.
A common alternative notation for vorticity is $\zeta$. ${ }^{[3]}$
If $\mathbf{v}$ is irrotational, with $\nabla \times \mathbf{v}=\mathbf{0}$, then the flow is said to be an irrotational flow. The vorticity of an irrotational flow is zero. ${ }^{[4]}$

Kelvin's circulation theorem states that a fluid that is irrotational in an inviscid flow will remain irrotational. This result can be derived from the vorticity transport equation, obtained by taking the curl of the Navier-stokes equations.
For a two-dimensional flow the vorticity acts as a measure of the local rotation of fluid elements. Note that the vorticity does not imply anything about the global behaviour of a fluid. It is possible for a fluid traveling in a straight line to have vorticity, and it is possible for a fluid which moves in a circle to be irrotational.

### 7.7 Conservative forces

If the vector field associated to a force $\mathbf{F}$ is conservative then the force is said to be a conservative force.
The most prominent examples of conservative forces are the force of gravity and the electric field associated to a static charge. According to Newton's law of gravitation, the gravitational force, $\mathbf{F}_{G}$, acting on a mass $m$, due to a mass $M$ which is a distance $r$ away, obeys the equation


Examples of potential and gradient fields in physics
Scalar fields (scalar potentials) (yellow): VG - gravitational potential; Wpot - potential energy; VC - Coulomb potential; Vector fields (gradient fields) (cyan): $\boldsymbol{a} \boldsymbol{G}$ - gravitational acceleration; $\boldsymbol{F}$ - force; $\boldsymbol{E}$ - electric field strength
$\mathbf{F}_{G}=-\frac{G m M \hat{\mathbf{r}}}{r^{2}}$,
where $G$ is the gravitational constant and $\hat{\mathbf{r}}$ is a unit vector pointing from $M$ towards $m$. The force of gravity is conservative because $\mathbf{F}_{G}=-\nabla \Phi_{G}$, where
$\Phi_{G}=-\frac{G m M}{r}$
is the gravitational potential energy.
For conservative forces, path independence can be interpreted to mean that the work done in going from a point $A$ to a point $B$ is independent of the path chosen, and that the work $W$ done in going around a closed loop is zero:
$W=\oint_{C} \mathbf{F} \cdot d \mathbf{r}=0$.
The total energy of a particle moving under the influence of conservative forces is conserved, in the sense that a loss of potential energy is converted to an equal quantity of kinetic energy or vice versa.

### 7.8 $\quad$ See also

- Beltrami vector field
- Complex lamellar vector field
- Helmholtz decomposition
- Laplacian vector field
- Longitudinal and transverse vector fields
- Potential field
- Solenoidal vector field
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## Chapter 8

## Vector field



A portion of the vector field $(\sin \mathrm{y}, \sin \mathrm{x})$

In vector calculus, a vector field is an assignment of a vector to each point in a subset of space. ${ }^{[1]} \mathrm{A}$ vector field in the plane, for instance, can be visualized as a collection of arrows with a given magnitude and direction each attached to a point in the plane. Vector fields are often used to model, for example, the speed and direction of a moving
fluid throughout space, or the strength and direction of some force, such as the magnetic or gravitational force, as it changes from point to point.
The elements of differential and integral calculus extend to vector fields in a natural way. When a vector field represents force, the line integral of a vector field represents the work done by a force moving along a path, and under this interpretation conservation of energy is exhibited as a special case of the fundamental theorem of calculus. Vector fields can usefully be thought of as representing the velocity of a moving flow in space, and this physical intuition leads to notions such as the divergence (which represents the rate of change of volume of a flow) and curl (which represents the rotation of a flow).
In coordinates, a vector field on a domain in $n$-dimensional Euclidean space can be represented as a vector-valued function that associates an $n$-tuple of real numbers to each point of the domain. This representation of a vector field depends on the coordinate system, and there is a well-defined transformation law in passing from one coordinate system to the other. Vector fields are often discussed on open subsets of Euclidean space, but also make sense on other subsets such as surfaces, where they associate an arrow tangent to the surface at each point (a tangent vector).

More generally, vector fields are defined on differentiable manifolds, which are spaces that look like Euclidean space on small scales, but may have more complicated structure on larger scales. In this setting, a vector field gives a tangent vector at each point of the manifold (that is, a section of the tangent bundle to the manifold). Vector fields are one kind of tensor field.

### 8.1 Definition

### 8.1.1 Vector fields on subsets of Euclidean space




Two representations of the same vector field: $\mathbf{v}(x, y)=-\mathbf{r}$. The arrows depict the field at discrete points, however, the field exists everywhere.

Given a subset $S$ in $\mathbf{R}^{n}$, a vector field is represented by a vector-valued function $V: S \rightarrow \mathbf{R}^{n}$ in standard Cartesian coordinates $\left(x_{1}, \ldots, x n\right)$. If each component of $V$ is continuous, then $V$ is a continuous vector field, and more generally $V$ is a $C^{k}$ vector field if each component of $V$ is $k$ times continuously differentiable.
A vector field can be visualized as assigning a vector to individual points within an $n$-dimensional space. ${ }^{[1]}$
Given two $C^{k}$-vector fields $V, W$ defined on $S$ and a real valued $C^{k}$-function $f$ defined on $S$, the two operations scalar multiplication and vector addition

$$
\begin{aligned}
& (f V)(p):=f(p) V(p) \\
& (V+W)(p):=V(p)+W(p)
\end{aligned}
$$

define the module of $C^{k}$-vector fields over the ring of $\mathrm{C}^{k}$-functions.

### 8.1.2 Coordinate transformation law

In physics, a vector is additionally distinguished by how its coordinates change when one measures the same vector with respect to a different background coordinate system. The transformation properties of vectors distinguish a vector as a geometrically distinct entity from a simple list of scalars, or from a covector.

Thus, suppose that $\left(x_{1}, \ldots, x n\right)$ is a choice of Cartesian coordinates, in terms of which the components of the vector $V$ are

$$
V_{x}=\left(V_{1, x}, \ldots, V_{n, x}\right)
$$

and suppose that $\left(y_{1}, \ldots, y n\right)$ are $n$ functions of the $x i$ defining a different coordinate system. Then the components of the vector $V$ in the new coordinates are required to satisfy the transformation law

Such a transformation law is called contravariant. A similar transformation law characterizes vector fields in physics: specifically, a vector field is a specification of $n$ functions in each coordinate system subject to the transformation law (1) relating the different coordinate systems.

Vector fields are thus contrasted with scalar fields, which associate a number or scalar to every point in space, and are also contrasted with simple lists of scalar fields, which do not transform under coordinate changes.

### 8.1.3 Vector fields on manifolds

Given a differentiable manifold $M$, a vector field on $M$ is an assignment of a tangent vector to each point in $M .{ }^{[2]}$ More precisely, a vector field $F$ is a mapping from $M$ into the tangent bundle $T M$ so that $p \circ F$ is the identity mapping where $p$ denotes the projection from $T M$ to $M$. In other words, a vector field is a section of the tangent bundle.

If the manifold $M$ is smooth or analytic-that is, the change of coordinates is smooth (analytic)—then one can make sense of the notion of smooth (analytic) vector fields. The collection of all smooth vector fields on a smooth manifold $M$ is often denoted by $\Gamma(\mathrm{T} M)$ or $C^{\infty}(M, \mathrm{~T} M)$ (especially when thinking of vector fields as sections); the collection of all smooth vector fields is also denoted by $\mathfrak{X}(M)$ (a fraktur "X").

### 8.2 Examples

- A vector field for the movement of air on Earth will associate for every point on the surface of the Earth a vector with the wind speed and direction for that point. This can be drawn using arrows to represent the wind; the length (magnitude) of the arrow will be an indication of the wind speed. A "high" on the usual barometric pressure map would then act as a source (arrows pointing away), and a "low" would be a sink (arrows pointing towards), since air tends to move from high pressure areas to low pressure areas.
- Velocity field of a moving fluid. In this case, a velocity vector is associated to each point in the fluid.
- Streamlines, Streaklines and Pathlines are 3 types of lines that can be made from vector fields. They are :
streaklines - as revealed in wind tunnels using smoke.
streamlines (or fieldlines) - as a line depicting the instantaneous field at a given time.
pathlines - showing the path that a given particle (of zero mass) would follow.
- Magnetic fields. The fieldlines can be revealed using small iron filings.
- Maxwell's equations allow us to use a given set of initial conditions to deduce, for every point in Euclidean space, a magnitude and direction for the force experienced by a charged test particle at that point; the resulting vector field is the electromagnetic field.
- A gravitational field generated by any massive object is also a vector field. For example, the gravitational field vectors for a spherically symmetric body would all point towards the sphere's center with the magnitude of the vectors reducing as radial distance from the body increases.


A vector field on a sphere

### 8.2.1 Gradient field

Vector fields can be constructed out of scalar fields using the gradient operator (denoted by the del: $\nabla$ ). ${ }^{[3]}$
A vector field $V$ defined on a set $S$ is called a gradient field or a conservative field if there exists a real-valued function (a scalar field) $f$ on $S$ such that
$V=\nabla f=\left(\frac{\partial f}{\partial x_{1}}, \frac{\partial f}{\partial x_{2}}, \frac{\partial f}{\partial x_{3}}, \ldots, \frac{\partial f}{\partial x_{n}}\right)$.
The associated flow is called the gradient flow, and is used in the method of gradient descent.
The path integral along any closed curve $\gamma(\gamma(0)=\gamma(1))$ in a conservative field is zero:
$\oint_{\gamma}\langle V(x), \mathrm{d} x\rangle=\oint_{\gamma}\langle\nabla f(x), \mathrm{d} x\rangle=f(\gamma(1))-f(\gamma(0))$.
where the angular brackets and comma: $\langle$,$\rangle denotes the inner product of two vectors (strictly speaking - the integrand$ $V(x)$ is a 1 -form rather than a vector in the elementary sense). ${ }^{[4]}$

### 8.2.2 Central field

A $C^{\infty}$-vector field over $\mathbf{R}^{n} \backslash\{0\}$ is called a central field if


The flow field around an airplane is a vector field in $\mathbf{R}^{3}$, here visualized by bubbles that follow the streamlines showing a wingtip vortex.
$V(T(p))=T(V(p)) \quad(T \in \mathrm{O}(n, \mathbf{R}))$
where $\mathrm{O}(n, \mathbf{R})$ is the orthogonal group. We say central fields are invariant under orthogonal transformations around 0.

The point 0 is called the center of the field.
Since orthogonal transformations are actually rotations and reflections, the invariance conditions mean that vectors of a central field are always directed towards, or away from, 0 ; this is an alternate (and simpler) definition. A central field is always a gradient field, since defining it on one semiaxis and integrating gives an antigradient.

### 8.3 Operations on vector fields

### 8.3.1 Line integral

Main article: Line integral

A common technique in physics is to integrate a vector field along a curve, i.e. to determine its line integral. Given a particle in a gravitational vector field, where each vector represents the force acting on the particle at a given point in space, the line integral is the work done on the particle when it travels along a certain path.
The line integral is constructed analogously to the Riemann integral and it exists if the curve is rectifiable (has finite length) and the vector field is continuous.
Given a vector field $V$ and a curve $\gamma$ parametrized by $[a, b]$ (where $a$ and $b$ are real) the line integral is defined as
$\int_{\gamma}\langle V(x), \mathrm{d} x\rangle=\int_{a}^{b}\left\langle V(\gamma(t)), \gamma^{\prime}(t) \mathrm{d} t\right\rangle$.


A vector field that has circulation about a point cannot be written as the gradient of a function.

### 8.3.2 Divergence

Main article: Divergence

The divergence of a vector field on Euclidean space is a function (or scalar field). In three-dimensions, the divergence is defined by
$\operatorname{div} \mathbf{F}=\nabla \cdot \mathbf{F}=\frac{\partial F_{1}}{\partial x}+\frac{\partial F_{2}}{\partial y}+\frac{\partial F_{3}}{\partial z}$,
with the obvious generalization to arbitrary dimensions. The divergence at a point represents the degree to which a small volume around the point is a source or a sink for the vector flow, a result which is made precise by the divergence theorem.

The divergence can also be defined on a Riemannian manifold, that is, a manifold with a Riemannian metric that measures the length of vectors.

### 8.3.3 Curl

Main article: Curl (mathematics)

The curl is an operation which takes a vector field and produces another vector field. The curl is defined only in
three-dimensions, but some properties of the curl can be captured in higher dimensions with the exterior derivative. In three-dimensions, it is defined by
$\operatorname{curl} \mathbf{F}=\nabla \times \mathbf{F}=\left(\frac{\partial F_{3}}{\partial y}-\frac{\partial F_{2}}{\partial z}\right) \mathbf{e}_{1}-\left(\frac{\partial F_{3}}{\partial x}-\frac{\partial F_{1}}{\partial z}\right) \mathbf{e}_{2}+\left(\frac{\partial F_{2}}{\partial x}-\frac{\partial F_{1}}{\partial y}\right) \mathbf{e}_{3}$.
The curl measures the density of the angular momentum of the vector flow at a point, that is, the amount to which the flow circulates around a fixed axis. This intuitive description is made precise by Stokes' theorem.

### 8.3.4 Index of a vector field

The index of a vector field is a way of describing the behaviour of a vector field around an isolated zero (i.e. nonsingular point) which can distinguish saddles from sources and sinks. Take a small sphere around the zero so that no other zeros are included. A map from this sphere to a unit sphere of dimensions $n-1$ can be constructed by dividing each vector by its length to form a unit length vector which can then be mapped to the unit sphere. The index of the vector field at the point is the degree of this map. The index of the vector field is the sum of the indices of each zero.
The index will be zero around any non singular point, it is +1 around sources and sinks and -1 around saddles. In two dimensions the index is equivalent to the winding number. For an ordinary sphere in three dimension space it can be shown that the index of any vector field on the sphere must be two, this leads to the hairy ball theorem which shows that every such vector field must have a zero. This theorem generalises to the Poincaré-Hopf theorem which relates the index to the Euler characteristic of the space.

### 8.4 History



Magnetic field lines of an iron bar (magnetic dipole)
Vector fields arose originally in classical field theory in 19th century physics, specifically in magnetism. They were formalized by Michael Faraday, in his concept of lines of force, who emphasized that the field itself should be an object of study, which it has become throughout physics in the form of field theory.

In addition to the magnetic field, other phenomena that were modeled as vector fields by Faraday include the electrical field and light field.

### 8.5 Flow curves

Main article: Integral curve

Consider the flow of a fluid through a region of space. At any given time, any point of the fluid has a particular velocity associated with it; thus there is a vector field associated to any flow. The converse is also true: it is possible to associate a flow to a vector field having that vector field as its velocity.
Given a vector field $V$ defined on $S$, one defines curves $\gamma(t)$ on $S$ such that for each $t$ in an interval $I$
$\gamma^{\prime}(t)=V(\gamma(t))$.
By the Picard-Lindelöf theorem, if $V$ is Lipschitz continuous there is a unique $C^{1}$-curve $\gamma x$ for each point $x$ in $S$ so that
$\gamma_{x}(0)=x$
$\gamma_{x}^{\prime}(t)=V\left(\gamma_{x}(t)\right) \quad(t \in(-\varepsilon,+\varepsilon) \subset \mathbf{R})$.
The curves $\gamma x$ are called flow curves of the vector field $V$ and partition $S$ into equivalence classes. It is not always possible to extend the interval $(-\varepsilon,+\varepsilon)$ to the whole real number line. The flow may for example reach the edge of $S$ in a finite time. In two or three dimensions one can visualize the vector field as giving rise to a flow on $S$. If we drop a particle into this flow at a point $p$ it will move along the curve $\gamma p$ in the flow depending on the initial point $p$. If $p$ is a stationary point of $V$ then the particle will remain at $p$.
Typical applications are streamline in fluid, geodesic flow, and one-parameter subgroups and the exponential map in Lie groups.

### 8.5.1 Complete vector fields

A vector field is complete if its flow curves exist for all time. ${ }^{[5]}$ In particular, compactly supported vector fields on a manifold are complete. If $X$ is a complete vector field on $M$, then the one-parameter group of diffeomorphisms generated by the flow along $X$ exists for all time.

### 8.6 Difference between scalar and vector field

The difference between a scalar and vector field is not that a scalar is just one number while a vector is several numbers. The difference is in how their coordinates respond to coordinate transformations. A scalar is a coordinate whereas a vector can be described by coordinates, but it is not the collection of its coordinates.

### 8.6.1 Example 1

This example is about 2-dimensional Euclidean space $\left(\mathbf{R}^{2}\right)$ where we examine Euclidean $(x, y)$ and polar $(r, \theta)$ coordinates (which are undefined at the origin). Thus $x=r \cos \theta$ and $y=r \sin \theta$ and also $r^{2}=x^{2}+y^{2}, \cos \theta=x /\left(x^{2}\right.$ $\left.+y^{2}\right)^{1 / 2}$ and $\sin \theta=y /\left(x^{2}+y^{2}\right)^{1 / 2}$. Suppose we have a scalar field which is given by the constant function 1 , and a vector field which attaches a vector in the $r$-direction with length 1 to each point. More precisely, they are given by the functions

$$
s_{\text {polar }}:(r, \theta) \mapsto 1, \quad v_{\text {polar }}:(r, \theta) \mapsto(1,0)
$$

Let us convert these fields to Euclidean coordinates. The vector of length 1 in the $r$-direction has the $x$ coordinate $\cos \theta$ and the $y$ coordinate $\sin \theta$. Thus in Euclidean coordinates the same fields are described by the functions
$s_{\text {Euclidean }}:(x, y) \mapsto 1$,
$v_{\text {Euclidean }}:(x, y) \mapsto(\cos \theta, \sin \theta)=\left(\frac{x}{\sqrt{x^{2}+y^{2}}}, \frac{y}{\sqrt{x^{2}+y^{2}}}\right)$.
We see that while the scalar field remains the same, the vector field now looks different. The same holds even in the 1-dimensional case, as illustrated by the next example.

### 8.6.2 Example 2

Consider the 1-dimensional Euclidean space $\mathbf{R}$ with its standard Euclidean coordinate $x$. Suppose we have a scalar field and a vector field which are both given in the $x$ coordinate by the constant function 1 ,

```
sEuclidean : }x\mapsto1,\quad\mp@subsup{v}{\mathrm{ Euclidean }}{}:x\mapsto1
```

Thus, we have a scalar field which has the value 1 everywhere and a vector field which attaches a vector in the $x$-direction with magnitude 1 unit of $x$ to each point.
Now consider the coordinate $\xi:=2 x$. If $x$ changes one unit then $\xi$ changes 2 units. But since we wish the integral of $v$ along a path to be independent of coordinate, this means $v^{*} d x=v^{\prime} * d \xi$. So from $x$ increase by 1 unit, $\xi$ increases by $1 / 2$ unit, so $v^{\prime}$ must be 2 . Thus this vector field has a magnitude of 2 in units of $\xi$. Therefore, in the $\xi$ coordinate the scalar field and the vector field are described by the functions
$s_{\text {unusual }}: \xi \mapsto 1, \quad v_{\text {unusual }}: \xi \mapsto 2$
which are different.

## 8.7 f-relatedness

Given a smooth function between manifolds, $f: M \rightarrow N$, the derivative is an induced map on tangent bundles, $f^{*}$ : $T M \rightarrow T N$. Given vector fields $V: M \rightarrow T M$ and $W: N \rightarrow T N$, we say that $W$ is $f$-related to $V$ if the equation $W \circ f^{*}$ $=f^{*} \circ V$ holds.
If $V_{\mathrm{i}}$ is $f$-related to $W_{\mathrm{i}}, i=1,2$, then the Lie bracket $\left[V_{1}, V_{2}\right]$ is $f$-related to [ $W_{1}, W_{2}$ ].

### 8.8 Generalizations

Replacing vectors by $p$-vectors ( $p$ th exterior power of vectors) yields $p$-vector fields; taking the dual space and exterior powers yields differential $k$-forms, and combining these yields general tensor fields.
Algebraically, vector fields can be characterized as derivations of the algebra of smooth functions on the manifold, which leads to defining a vector field on a commutative algebra as a derivation on the algebra, which is developed in the theory of differential calculus over commutative algebras.

### 8.9 See also

- Eisenbud-Levine-Khimshiashvili signature formula
- Field line
- Field strength
- Lie derivative
- Scalar field
- Time-dependent vector field
- Vector fields in cylindrical and spherical coordinates
- Tensor fields
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