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Reading Assignment #12 (until Nov 22)

Read (required):

• Optimizing Parallel Reduction in CUDA, Mark Harris,
https://developer.download.nvidia.com/assets/cuda/files/reduction.pdf

• Programming Massively Parallel Processors book, 3rd edition
Chapter 8 (Parallel Patterns: Prefix Sum)

• GPU Gems 3 book, Chapter 39: Parallel Prefix Sum (Scan) with CUDA
https://developer.nvidia.com/gpugems/GPUGems3/gpugems3_ch39.html

Read (optional):

• Faster Parallel Reductions on Kepler, Justin Luitjens
https://devblogs.nvidia.com/parallelforall/faster-parallel-reductions-kepler/



CUDA Memory:

Shared Memory
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L1 Cache vs. Shared Memory

Different configs (on Fermi and Kepler; carveout on Maxwell and newer)

• 64KB total

– 16KB shared, 48KB L1 cache

– 48KB shared, 16KB L1 cache

– 32KB shared, 32KB L1 cache (Kepler only)

• Set per kernel
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L1 Cache vs. Shared Memory

Different configs (on Fermi and Kepler; carveout on Maxwell and newer)

• More shared memory on newer GPUs (64KB, 96KB, 100KB, 164KB, ...)

Carveout from unified data cache

(See CUDA C Programming Guide!)











© David Kirk/NVIDIA and Wen-mei W. Hwu, 2007-2009
ECE 498AL, University of Illinois, Urbana-Champaign

10

Parallel Memory Architecture

• In a parallel machine, many threads access memory
– Therefore, memory is divided into banks

– Essential to achieve high bandwidth

• Each bank can service one address per cycle
– A memory can service as many simultaneous 

accesses as it has banks

• Multiple simultaneous accesses to a bank
result in a bank conflict 
– Conflicting accesses are serialized

Bank 15
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Memory Banks

Fermi/Kepler/Maxwell
and newer:

32 banks

default:
4B / bank

Kepler or newer:
configurable
to 8B / bank
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Bank Addressing Examples

• No Bank Conflicts
– Linear addressing 

stride == 1

• No Bank Conflicts
– Random 1:1 Permutation
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Bank Addressing Examples

• 2-way Bank Conflicts
– Linear addressing 

stride == 2

• 8-way Bank Conflicts
– Linear addressing 

stride == 8

Thread 11
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Thread 0
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How addresses map to banks on G80

• Each bank has a bandwidth of 32 bits per clock cycle

• Successive 32-bit words are assigned to successive 
banks

• G80 has 16 banks
– So bank = address % 16

– Same as the size of a half-warp
• No bank conflicts between different half-warps, only within a 

single half-warp

Fermi and newer have 32 banks,
considers full warps instead of half warps!



full warps instead of half warps on Fermi and newer!





not true on Fermi, because of multi-cast!

not true on Fermi, because of multi-cast!





multi-cast on Fermi and newer!



















Thank you.

• Hendrik Lensch, Robert Strzodka

• NVIDIA


