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Abstract: During the past decade, computer simulations based on a quantum-mechanical description of the interactions
between electrons and between electrons and atomic nuclei have developed an increasingly important impact on solid-state
physics and chemistry and on materials science—promoting not only a deeper understanding, but also the possibility to
contribute significantly to materials design for future technologies. This development is based on two important columns: (i)
The improved description of electronic many-body effects within density-functional theory (DFT) and the upcoming post-
DFT methods. (ii) The implementation of the new functionals and many-body techniques within highly efficient, stable, and
versatile computer codes, which allow to exploit the potential of modern computer architectures. In this review, I discuss
the implementation of various DFT functionals [local-density approximation (LDA), generalized gradient approximation
(GGA), meta-GGA, hybrid functional mixing DFT, and exact (Hartree-Fock) exchange] and post-DFT approaches [DFT
+ U for strong electronic correlations in narrow bands, many-body perturbation theory (GW) for quasiparticle spectra,
dynamical correlation effects via the adiabatic-connection fluctuation-dissipation theorem (AC-FDT)] in the Vienna
ab initio simulation package VASP. VASP is a plane-wave all-electron code using the projector-augmented wave method
to describe the electron-core interaction. The code uses fast iterative techniques for the diagonalization of the DFT
Hamiltonian and allows to perform total-energy calculations and structural optimizations for systems with thousands of
atoms and ab initio molecular dynamics simulations for ensembles with a few hundred atoms extending over several tens
of ps. Applications in many different areas (structure and phase stability, mechanical and dynamical properties, liquids,
glasses and quasicrystals, magnetism and magnetic nanostructures, semiconductors and insulators, surfaces, interfaces
and thin films, chemical reactions, and catalysis) are reviewed.
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Introduction

The last two decades have witnessed tremendous progress in the
development of methods for ab initio calculations of materials prop-
erties and for simulations of processes in materials. The cornerstone
of this development was laid by density-functional theory (DFT),
which casts the intractable complexity of the electron—electron inter-
actions in many-electron systems into an effective one-electron
potential, which is a functional of the electron density only.!™
Although the form of this functional which would make the reformu-
lation of the many-electron Schrodinger equation (the Kohn—Sham
equations) exact is not known, starting with the pioneering work
of Perdew, Becke, and coworkers a hierarchy of approximate func-
tionals has been developed, which allow to predict many properties
of solids with increasing accuracy.”® However, it cannot be over-
looked that in the quest for better density-functionals, different

cultures have developed in quantum chemistry and in condensed-
matter physics. Quantum chemists have realized very early the need
to correctly reproduce the atomic one- and two-electron densities in
atoms and molecules, but in addition, to maximize accuracy a num-
ber of empirical parameters are often introduced in a functional® -4
The resulting semiempirical approximations may be very accu-
rate within their “training sets” (i.e., for systems similar to those
in the data sets used for the optimization of the adjustable para-
meters) but often fail when applied to different situations because
the optimized parameters are not transferable from one system
(e.g., small molecules) to another (e.g., solids or solid surfaces). A
striking example is provided by the B3LYP functional,!>'® which
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is the most popular functional in quantum chemistry. This func-
tional contains a total of eight empirical parameters, which allow
to achieve a very high accuracy for almost all properties of small
molecules. However, the B3LYP functional fails to reproduce the
correct exchange-correlation energy of the homogeneous electron
gas. Consequently, the accuracy of B3LYP predictions deteriorates
rapidly with increasing molecular size,!”'3 and the functional fails
quite badly for metallic solids.'® The solid-state physics commu-
nity, under the leadership of John Perdew, has followed another
strategy: Exchange-correlation functionals may also be designed
to satisfy as many exact constraints (known, e.g., from many-body
theory) as possible. Parameters introduced into the functional are
nonempirical in the sense that they are determined by these con-
straints instead of being adjusted to reproduce experimental data.
Nonempirical functionals that satisfy a sufficient number of con-
straints?%-23 are more likely to be transferable and to perform equally
well in different tasks. A particular challenge in the construction of
nonempirical functionals is to respect the two paradigms prevalent
in quantum chemistry and in solid state physics: the one- and two-
electron densities in molecular quantum chemistry and the slowly
varying electron densities in condensed matter physics. The rel-
evance of the electron-gas limit to atoms, molecules, and solids
and the difficulties to construct an exchange-correlation functional
whose gradient-dependence allows to achieve good accuracy for
atomization energies on one, and lattice parameters or surface ener-
gies on the other hand have very recently been discussed by Perdew
and coworkers.?+2

A substantial part of this review will be devoted to discuss the
implementation of these functionals in a code using a plane-wave
basis-set and their performance in describing various materials prop-
erties. However, even with the radical simplification introduced by
DFT, ab initio calculations for solids were restricted, for a long time,
to simple systems with small unit cells.

The rapid development of electronic-structure theory of solids
during the last decades was triggered by a seminal paper pub-
lished in 1985 by Car and Parrinello,?® in which they proposed to
solve the equations of motions of the coupled many-atom, many-
electron system via a dynamical simulated annealing strategy. The
Car-Parrinello (CP) method was designed to replace the traditional
approach consisting of the iterative selfconsistent solution of the
Kohn—Sham equations for the electrons, the calculation of the forces
acting on the atoms via the Hellmann—-Feynman theorem, and the
integration of the Newtonian equations of motions of the ions—the
procedure having to be repeated after each ionic integration step
until the ground state of the many-atom, many-electron system had
been reached. In addition, the CP paper introduced several other
important innovations. One which is very important for the method-
ology to be described below is the use of Fast Fourier Transforms
to switch between real-space and momentum-space representations
of the wave function because different parts of the calculation can
be done most efficiently in one space or another: The kinetic energy
has a diagonal representation in momentum space while the poten-
tial energy is diagonal in real space. The second step forward was
based on the observation that it is inefficient to do one part of
the calculation (the solution of the Kohn-Sham equations) with
very high accuracy while the other part (the determination of the
equilibrium ionic configuration) is still far from convergence. This
led immediately to the bold idea—already referred to above—that
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the total energy of a system could be minimized simultaneously
with respect to both the electronic and ionic degrees of freedom. It
was only after the publication of the CP paper that the full poten-
tial of DFT has been exploited: what had been so far a technique
used by a small community of solid-state theorists was transformed
into a powerful tool for materials research, with applications in
many different areas such as structural materials, catalysis and
surface science, nanomaterials, biomaterials, and geophysics (for
a recent review of the impact of DFT on materials research see
ref. 27).

Although much of the recent development was undoubtedly
triggered by the Car-Parrinello paper, it is a bit ironical that
the development of modern DFT calculations is characterized
by a rather quick return to the more traditional approach. The
reason is twofold: First, the CP approach of a dynamical updat-
ing of the electronic degrees of freedom requires electrons and
ions to be effectively decoupled such that, once the electronic
ground-state has been reached, the system remains close to the
adiabatic Born-Oppenheimer surface. This condition is met with
good accuracy for insulators and wide-gap semiconductors but
violated for metals and narrow-gap materials. The second rea-
son is that the minimization of the total energy does not allow
an efficient control of charge-density fluctuations during the itera-
tive process—for metallic systems such fluctuations (often referred
to as “charge-sloshing”) may even prevent a convergence of this
process.

Modern DFT calculations for solids are determined by sev-
eral technical choices: (i) The choice of a basis set to expand
the Kohn-Sham eigenfunctions. Essentially, the choice is between
plane waves and localized basis functions. (ii) The interactions
between the ionic core and the valence electrons can be described
either by a full-potential approach or by a pseudopotential elim-
inating the need to account for the complex nodal character of
the valence orbitals. (iii) The method adopted for the determina-
tion of the eigenstates of the Kohn-Sham Hamiltonian. (iv) The
description of the electron-electron interactions by choosing an
exchange-correlation functional within the hierarchy of functionals
proposed within DFT.3 In those cases where DFT alone does not
provide an adequate solution (strong electronic correlations, excited
eigenstates, . . .) post-DFT corrections such as many-body perturba-
tion theory?®?° or dynamical mean field theory®-3! may be used to
improve the DFT predictions.

In the present review, I shall concentrate on the theoretical back-
ground of the Vienna ab initio simulation package VASP developed
by Georg Kresse and his coworkers®?33 and on applications of this
code in key areas of modern solid-state physics and chemistry. VASP
is a plane-wave code for ab-initio density-functional calculations.
It attempts to match the accuracy of the most advanced all-electron
codes by using a projector-augmented-wave approach (PAW)* for
describing the electron-ion interaction. A stable and accurate solu-
tion of the Kohn-Sham equations, as well as a favorable scaling of
the computational effort with system size, are achieved by adopting
iterative diagonalization techniques and optimized charge-mixing
routines. Different levels of exchange-correlation functionals and
different post-DFT approaches have been implemented. A vari-
ety of routines added to the basic DFT solver allow to calculate a
wide variety of materials properties. I begin by reviewing the basic
methodology.
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Figure 1. Convergence of the relative bond-lengths of Cl,, CIF, and
HCI molecules calculated using various local basis sets [aug-cc-pVXZ
with X = 2 (double), 3 (triple), 4 (quadruple), 5 (quintuple)] rela-
tive to the plane-wave results. Cf. text. After Kresse et al.’ [Color
figure can be viewed in the online issue, which is available at
www.interscience.wiley.com.]

The Vienna Ab Initio Simulation Package VASP —
Basic Methodology

Why Plane Waves?

Modern electronic structure methods fall into two broad classes,
depending on the choice of the basis set for the expansion of the
valence orbitals, charge densities and potentials: plane-wave meth-
ods or methods using some kind of localized basis functions, e.g.,
Gaussian-type orbitals. The use of a plane-wave basis has several
immediate advantages: (i) It is easy to change from a real-space
representation (where the potential energy V has a diagonal repre-
sentation) via a Fast Fourier Transform to momentum-space where
the kinetic energy T is diagonal. (ii) The control of basis-set con-
vergence is almost trivial; it is sufficient to monitor the eigenvalues
and total energies as a function of the cut-off energy, i.e., the high-
est kinetic energy of a plane-wave within the chosen basis set.
(iii) The Hellmann-Feynman forces acting on the atoms and the
stresses on the unit cell may be calculated straightforwardly in terms
of the expectation value of the Hamiltonian with respect to the
ionic coordinates. (iv) Basis-set superposition errors that have to
be carefully controlled in calculations based on local basis sets are
avoided. On the other hand, a set of local Gaussian basis functions
allows an analytic integration of the 1/r singularity of the Coulomb
potential—this is instrumental to a fast calculation of exact (Hartree-
Fock) exchange. The treatment of exact exchange is more difficult
with a plane-wave basis. We shall return to this point below.

A very important point is that a reasonable convergence of a
plane-wave expansion can be achieved only if the nodal character
of the valence orbitals is eliminated, i.e., if the ion—electron inter-
action is described by some kind of pseudopotential. This raises the
question of the accuracy and transferability of pseudopotentials, and
the necessity linearize the valence-core exchange-correlation inter-
actions. I shall discuss below how these problems can be solved
within the projector-augmented wave method.>3
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The pseudopotential and related methods are sometimes
regarded as unnecessary approximations by quantum-chemists,
while the plane-wave community considers local basis set results
with some suspicion because of basis-set completness and basis-
set superposition errors. Therefore, a demonstration that both
approaches lead to perfectly converged results is very important.
Kresse et al.*’ have reported benchmark results on optimized
geometries and atomization energies of molecules calculated with
VASP (using a plane-wave basis set and the projector-augmented
wave method) and GAUSSIANO3 (G03)® using large local basis
sets. An illustration of the results is given in Figure 1 for the diffi-
cult (for plane waves) case of diatomic molecules containing CI. It
is evident that a very large local basis set [an augmented correlation-
consistent polarized valence quintuple-zeta (aug-cc-pV5Z) basis
set] is required to match the converged plane-wave results. Generally
bond lengths of small molecules agree within 0.1%. The necessity
to use a large basis set also has a consequence on the computational
cost. While for the small molecules the plane-wave VASP and local
basis-set quadruple-zeta calculations perform roughly equally, the
cost increases dramatically for the quintuple-zeta basis necessary
to achieve full convergence. In fairness, it must be pointed out that
the GO3 calculations are all-electron calculations, while the VASP-
PAW calculations are full-potential valence-only calculations. As
a consequence, GO3 calculations will be very expensive for larger
systems for which plane-wave calculations are suited very well. The
influence of the frozen-core approximation used in the PAW method
will be discussed below.

Very recently, a comparative investigation of the performance of
plane-wave (VASP) and local-basis set methods (using the GAUS-
SIAN and SIESTA packages*’) in structural studies of small gold
clusters has been presented by Gruber et al.’*® For a wide class
of relatively compact cluster structures the authors found excel-
lent agreement between between the binding energies calculated
using both methods, while planar structures where found to have a
somewhat reduced stability in the local-basis set calculations. This
difference was attributed to the fact that the quality of the plane-wave
basis set is independent of the topology of the system while the qual-
ity of a basis composed of atom-centred local orbitals depends on the
relative atomic positions (a situation which is evidently reminiscent
of the basis-set superposition error). It was concluded that the rela-
tively lower binding energy of planar clusters provided by SIESTA
and GAUSSIANO3 could be a consequence of a lower “effective
quality” of the basis set for systems that are more extended in one
or two dimensions compared with more compact structures

Potentials, pseudopotentials

Pseudopotentials have been introduced to avoid the need for an
explicit treatment of the strongly bound and chemically inert core
electrons. They are a necessary ingredient of all plane-wave meth-
ods, but they can also be used in local-basis set methods to reduce
the computational effort. The theory of pseudopotentials is mature,
but the practice of constructing accurate, transferable, and effi-
cient pseudopotentials is far from straightforward. Methods for
generating pseudopotentials include the ‘norm-conserving’ pseu-
dopotentials*'*? (the “norm-conservation” criterion applied to the
node-less pseudo wave functions ensures that not only the loga-
rithmic derivative of the exact and pseudo-wavefunctions, but also
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their derivatives with respect to the energy agree at the chosen
reference energy and cut-off radius) and the “ultrasoft” pseudopo-
tentials (where the norm-conservation criterion is dropped, but
the logarithmic derivatives are matched at two or more reference
energies spanning the entire range of eigenvalues of the valence
electrons).*1*3 The ultrasoft pseudopotentials have the merit to
make calculations for first-row elements and for systems with d—
or f —electrons feasible at tractable effort. The criterion for the qual-
ity of a pseudopotential is not how well it matches experiment, but
how well it reproduces the results of accurate all-electron calcu-
lations. A certain drawback of pseudopotential calculations is that
because of the nonlinearity of the exchange interaction between
valence and core electrons, elaborate non-linear core corrections*
are required for all systems where the overlap between valence- and
core-electron densities is not completely negligible. This deficiency
may be removed by using the projector-augmented wave method.

Projector-augmented waves

The projector-augmented wave (PAW) method originally intro-
duced by Blschl3® represents an attempt to achieve simultaneously
the computational efficiency of the pseudopotential method as well
as the accuracy of the full-potential linearized augmented-plane-
wave (FLAPW) method,*> which is commonly regarded as the
benchmark for DFT calculations on solids. Unlike the pseudopo-
tential approach, the PAW method accounts for the nodal features
of the valence orbitals and ensures orthogonality between valence
and core wave functions. In the PAW approach, the all-electron (AE)
valence wave functions w,fE are reconstructed from the pseudo (PS)
wave functions via a linear transformation’>3

) = o)+ 37 (|605) = [@P )PP lwr).
1

The pseudo-wave functions 1//},) S (nis the band index) are the vari-
ational quantities and are expanded in plane waves. In the regions
between the PAW spheres surrounding the atoms, the y'S are identi-
cal to the AE wave functions 1//,’,“5, but inside the epheres the 1//n
only a bad approximation to the exact wave functions, they are used
only as a computational tool. The AE partial waves ¢IAE are are
solutions of the spherical scalar-relativistic Schrédinger equation
for a nonspinpolarized atom at a reference energy ¢; in the valence
regime and for an angular momentum /; (we use atomic units),

1
(—5A+ eﬁ) |67F) = eil¢""). @

where veff is the spherical component of the AE potential. The index
i is short-hand for the reference energy ¢;, the angular momen-
tum quantum numbers (/;, m;), and the atomic coordinates f\’,-. The
PS partial waves d)f S are node-less and identical to the AE par-
tial wave outside a core radius 7. (approximately equal to half the
nearest-neighbor distance) and match continuously to gbf S inside
these spheres.

The projector functions pfs are constrained to be dual to the
partial waves, they are constructed by a two-step procedure: First,
intermediate functions x; are computed via
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1
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where vgfsf is the spherical component of the effective pseudopo-
tential, which can be chosen arbitrarily inside the radius r. but
must match v for r > r.. The projector functions are linear
combinations of the x; with3543

%) =" (Bi') | ),

J

By = (") @

such that the ¢fs and p}’s are dual, (pfs | ¢})S) = §;,and (r | p})s) =
Oforr > rc.

It may be shown that the PS partial waves are exact solutions of
a generalized Kohn-Sham eigenvalue equation

_*A+Veff+Z|P zJ(I’,PS| “P}:S)

=o |1+ Dl Pl ©

with the integrated compensation charges Q;; and the one-center
strength parameters D;; defined by

Qi = (¢ |07"%) — (¢ |0]°). ©)
D,,-=<¢,.AE —%A+veﬁ ¢AE> <¢, ;A—i—v PS>. N

Within the PAW method the charge density corresponding to an
all-electron eigenstate WAE, n(7) = (WAE|F) (r|WAE) is composed
of three contributions,

n(F) = i F) — SN FE + B @), 8)
where
nS(F) = (WrS|F)(r| s 9)

is a pseudo charge density expanded in a plane wave basis whereas

5 = P ) o)

iy
and

G = e ) an

ij

are pseudo and all-electron on-site charge densities that are
expanded on atom-centered radial grids. The decomposition of the
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wave functions and of the charge density illustrates the princi-
ple of the PAW method: A node-less pseudo wave function and
the corresponding pseudo charge density are determined by solv-
ing a generalized Kohn-Sham equation in a plane wave basis. The
exact all-electron wave function and charge density displaying the
full nodal character are reconstructed by subtraction of the pseudo
on-site terms and addition of the exact on-site terms, both are
expanded on a radial support grid. An analogous decomposition
with no cross-terms between on-site and plane-wave terms holds
for all expectation values of quantum-mechanical operators, and in
particular for the total energy of the electrons, i.e.,

E = EPS _ EPS,I +EAE,1, (12)

where each of the three terms consists of a kinetic, Hartree, and
exchange-correlation contribution.

Forces on the atoms and stresses on the unit cell are calculated
within VASP as derivatives of the free energy with respect to the
ionic positions and the shape of the unit cell. The derivatives of the
free-energy contain both Hellmann-Feynman*® as well as Pulay*’
contributions—note that for a pure plane-wave basis set no Pulay
contributions exist, but they contribute in calculations with the US-
PP and PAW methods because of the dependence of the on-site terms
on the ionic coordinates.

A detailed comparison of the performance of the PAW approach
implemented in VASP with all-electron calculations based on the
full-potential linearized augmented plane wave (FP-LAPW) plus
local orbital (lo) method as implemented in the WIEN2k code*®
and using a Gaussian-type orbitals approach*® has recently been pre-
sented by Paier et al.’® All calculations have been based on the same
gradient-corrected exchange-correlation functional due to Perdew,
Burke, and Ernzerhof (PBE).2° The comparison demonstrates that
for lattice constants and bulk moduli perfect agreement between
VASP-PAW and FP-LAPW + lo calculations is achieved for all
types of materials, although both are based on entirely different
approaches. Between VASP-PAW and GTO calculations, reason-
ably good agreement is found for most insulators, semiconductors,
and simple metals, whereas substantial differences exist for open-
shell transition metals. The comparison is illustrated in Figure 2
for the lattice constants of a few representative systems. The good
agreement between VASP-PAW and FP-LAPW + lo calculations
has also been confirmed for complex reactions at surfaces.”!

Compared with experiment, calculations using the PBE function-
als tend to overestimate the lattice constants, although the largest
error is only about 2% and the mean absolute error is around 0.04 A.
Improvement depends on the availability of a better functional, this
will be discussed below.

The PAW method has been described as an all-electron (AE)
method—this is correct in the sense that it correctly describes the
nodal features of the valence orbitals which are also correctly orthog-
onalized to the core wave functions. However, as it is based on a
frozen core (FC) approximation, it is not an AE method in the sense
that all electronic eigenstates are treated selfconsistently. This is
in contrast to the FP-LAPW method in which the core wave func-
tions and charge densities are computed self-consistently within a
spherical approximation to the one-center effective potential. How-
ever, it should be evident from the comparison discussed above
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Figure 2. Comparison of the error in the equilibrium lattice constants

of selected solids as determined using VASP-PAW, FP-LAPW + lo, and
GTO calculations. Cf. text. After Kresse et al.>"

that the FC approximation is by no means a crude approximation—
for the calculation of most properties of molecules or solids it is
perfectly legitimate. Only in two cases, the FC approximation is
questionable: (i) It leads to a substantial underestimation of the
s—d promotion energies in 3d transition metals. (ii) Core-relaxation
effects may affect the results of calculations of final-state core-level
shifts. The final step toward a relaxed-core projector-augmented-
wave (RC-PAW) method, including a selfconsistent optimization
of the core-charge density, preserving the orthogonality between
core and valence orbitals, has recently been made by Marsman and
Kresse.”

The RC-PAW method is based on the following selfcon-
sistent cycle: (i) Solve selfconsistently the spherical one-center
Schrodinger equation for the core states ¢, and the AE core charge
density n.. (ii) Solve the spherical Schrodinger equation for the new
AE partial waves ¢ . (iii) Pseudize the partial waves, pAE — ¢FS
and calculate the new compensation charges Q; and one-center
strength parameters D;;. (iv) Solve the generalized Kohn-Sham
equations, (H — &S)|WFS) for the PS wave functions. (v) Calcu-
late the pseudo valence charge density and the one-center PS and
AE charge densities. (vi) Mix the new charge densities with those
from the previous iteration step and return to (i), iterating until self-
consistency of core and valence states has been achieved. If the
core charge is confined to the PAW spheres (which also implies
that the pseudized ionic charge remains constant), the only contri-
butions to the total energy that are affected by the changes in the
core charge density are the Hartree and the kinetic energy - details
are described by Marsman and Kresse.>? It is important to note that
the inclusion of core relaxation hardly changes the computational
effort because the additional calculations are performed only within
the PAW spheres and are much less demanding than the plane wave
part of the computations.

The influence of the relaxation of the ionic core is largest in
calculations of the 4s23d" — 4s'3d"*! inter-configurational ener-
gies AE;. of the 3d transition metals: compared to AE calculations,
the FC approximations introduces an error of about —100 meV
in the AEj. varying between 1.4 eV for Ti and —2.03 eV for C,
which is reduced to less than 10 meV in RC-PAW calculations. In
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these calculations, only 4s and 3d electrons have been treated as
valence—if the 3p states are treated as valence states, the FC error
in the inter-configurational energies is reduced to about —15 meV,
and to less than 2 meV in a RC-PAW calculation.>? For surface core
level shifts, the RC corrections are about 10%. For the ground-state
properties of molecules and solids, the RC-PAW calculations con-
firm that the FC approximation is indeed very sound: atomization
energies of molecules are affected (with the only exception of LiF)
by at most 0.05 kcal/mol (generally by less than 0.02 kcal/mol),
lattice constants of Fe by at most 0.05 A. A certain advantage of
the RC-PAW method is that it completely eliminates a certain weak
dependence of the results on the atomic reference configuration cho-
sen for the construction of the PAW data set, but the influence of
the data set changes lattice constants by less than 0.01 A and even
large structural energy differences (e.g. bee vs. hep Fe) by only a
few meV/atom. Altogether the RC-PAW calculations confirm that
the good agreement between FC-PAW and genuine AE calculations
is real and not due to a cancellation of errors.

It has been emphasized above that the construction of accurate,
transferable, and efficient pseudopotentials or PAW data sets is by
no means a trivial task. Also, to allow to compare the results of dif-
ferent calculations, it is important that they have been executed with
the same set of potentials. It is therefore important that the VASP
package offers a complete set of thoroughly tested pseudopotentials
and PAW data sets for all elements of the Periodic Table, from H
to Pu. For many elements, a choice between soft and hard potential
(requiring low or high cut-off energies, respectively) is offered, the
selection may be made on the basis of the desired accuracy of the
total energies and of the acceptable computational effort.>?

Relativistic effects

In the standard mode, VASP performs a fully relativistic calcula-
tion for the core-electrons and treats valence electrons in a scalar
relativistic approximation. Spin-orbit coupling of the valence elec-
trons may be included using the second-variation method>* using the
scalar-relativistic eigenfunctions of the valence states. The inclusion
of spin-orbit coupling allows a calculation of orbital moments, the
determination of the easy axis of magnetization, and the calculation
of magnetic anisotropy energies.

Iterative schemes for calculating the Kohn—-Sham ground state

An argument that is often brought forward against the use of a plane-
wave basis set is that the number of plane waves Npw which must be
used to achieve basis-set convergence is usually much larger than the
number of basis functions used in minimal local basis sets. However,
this argument fails because (i) the action of the Hamiltonian onto
the trial wave functions can be evaluated very efficiently and (ii)
modern iterative algorithms for the calculation of the Kohn-Sham
ground state avoid the explicit calculation, storage and diagonaliza-
tion of the Npw x Npw Hamiltonian. These methods fall into two
distinctly different categories: (i) Direct methods based on the mini-
mization of the Kohn-Sham total energy functional (either using the
Car-Parrinello approach?® based on a pseudo Newtonian equation
of motion for the electronic degrees of freedom or by a conjugate-
gradient minimization of the total energy®®>7). (ii) Iterative methods
for a sequential updating the occupied and some empty eigenstates,
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in conjunction with an iterative improvement of the charge-density
or the potential (mixing) in a selfconsistency cycle (SC). Concep-
tually the direct methods are definitely more elegant than the SC
methods that have been used for a very long time for molecu-
lar and solid-state calculations. However, the recent development
has demonstrated that the SC methods are at least competitive with
the direct minimization methods for semiconductors and insulators
and that for metallic systems they definitely outperform any other
scheme 3334

For the iterative calculation of the lowest Kohn-Sham eigen-
states many different approaches may be used. Kresse and Furth-
miiller®®3% have analyzed in detail (i) the blocked Davidson
scheme, 8 (ii) the sequential conjugate-gradient (CG) algorithm pro-
posed by Teter et al.*% for the minimization of the total energy and
adapted by Bylander et al.>” for the iterative diagonalization of the
Hamiltonian, and (iii) a variant of the minimization of the norm
of the residual vector to each eigenstate combined with a direct
inversion in the iterative subspace (RMM-DIIS).%%6! An impor-
tant criterion for the efficiency of any iterative approach is that the
number of operations scaling with a higher power of Npw (e.g. the
orthogonalization of the eigenstates scaling as NSW) is kept at a
minimum. In the sequential CG algorithm attempting to minimize
the Rayleigh quotient

(Pm | H | ¢m)

m,app — 13
A = 6 1S | ) (13

the orthogonalization has to be performed after each update of
the eigenstate ¢,,. In contrast, the residuum minimization method
(RMM) proceeds by minimization of the norm of the residuum
vector defined as

[R(Pm)) = (H — &p1appS) | Pm) (14)

if (@ | S| dm) = 1. The minimization of || R(¢,,) | is free of orthogo-
nality constraints, it is sufficient to re-orthonormalize the eigenstates
after updating all bands by performing a sub-space diagonalization.
Minimization of the residuum is performed following Pulay®® in
the “iterative subspace” spanned by the search directions in a few
successive iterations steps, pre-conditioning is used to improve con-
vergence.’>34 A certain drawback of the RMM method is that it
always converges to the minimum closest to the initial state; there-
fore, initialization is a critical step. Problems can be avoided by
performing a sub-space rotation, i.e a unitary transformation such
that the Hamiltonian is diagonal in the subspace of all eigenstates
included in the iterative scheme.

A very important step is an efficient pre-conditioned mixing of
the input and output charge densities (the pre-conditioning serving
to damp the mixing factor for the low-q Fourier components of the
charge density where small changes in the charge lead to strong
fluctuations in the Hartree potential). Different mixing strategies
have been discussed by Kresse and Furthmiiller.3*3* A very effi-
cient routine is again based on a RMM-DIIS strategy based on the
charge-density residual vector R[pin] = Pout[pin] — pin and a pre-
conditioning based on a reasonable approximation to the charge
dielectric matrix of the systems—for all details, I refer to the original
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publications. There is also no room to discuss other important techni-
calities such as the method adopted for Brillouin-zone integrations,
for which the manual provides a detailed description.>?

Because in the approach (which could only be crudely sketched
above), all O(N)? operations (where N stands for the system size—
the number of valence electrons being a more meaningful measure
than the number of atoms) are reduced to their absolute minimum,
the overall scaling of the computational effort remains close to
O(N)? even for the largest systems tractable in ab initio DFT cal-
culations. Because of the progress in computer performance, the
limiting system size has been expanded considerably during the last
years. At the moment, the practical limit for static calculations on
medium-sized clusters is probably around 10* valence electrons.
Calculations with VASP coming close to this limit are the calcu-
lations of Ramos et al.®? on carbon impurities in group-III nitrides
using supercells with up to 2744 atoms (or even more than 10,000
valence electrons) per cell or the calculations of Kresse et al.%> on
Zn0O(0001) surfaces, using very large supercells (up to ~/48 x /48
surface cells on slabs consisting of eight double layers of ZnO) con-
taining more than 750 atoms (or nearly 7000 valence electrons). Ab
initio molecular dynamics simulations can be performed for cells
containing a few hundred atoms, extending over time-spans of up to
100 ps. An example are the investigations of Alfé on the coexistence
of solid and liquid Al, based on ab initio MD for 1000 atoms.%*

Hierarchy of DFT functionals

The attempts to render DFT calculations ever more accurate have led
to the development of an entire hierarchy of exchange-correlation
functionals, which is sometimes referred to as the “Jacob’s lad-
der” of density functional theory.> Concerning the construction of
exchange-correlation functionals, there is a marked cultural dif-
ference between quantum chemists and solid-state theorists. In
quantum chemistry, parameterized semi-empirical functionals, with
the parameters adjusted to a given set of experimental data, enjoy
a rather wide-spread popularity. An example for these function-
als is the three-parameter B3LYP functional,’” which has been
widely used in molecular quantum chemistry. Solid-state theorists
on the other hand tend to despise empirical parameterizations and
have concentrated on the development of ‘parameter-free’ function-
als fitted only to correlation energies from Quantum Monte-Carlo
(QMC) simulations for the homogeneous electron gas and to known
sum-rules, scaling relations, and asymptotic relations for the many-
electron system. The four rungs on Jacob’s ladder accessible so far
are (i) the local density approximation (LDA), (ii) the generalized
gradient approximation (GGA), (iii) the meta-GGA introducing in
addition a dependence on the Laplacian of the electron density (i.e.
on the density of the kinetic energy), and (iv) hybrid functionals mix-
ing DFT and exact (Hartree-Fock) exchange. All functionals exist
in a paramagnetic and in a spin-polarized version, all four levels of
approximation are accessible within VASP.

Local (spin)-density approximation (L(S)DA) and generalized
gradient approximation-GGA

At the level of the LDA, VASP uses a parameterization of the
exchange-correlation functional by Perdew and Zunger,? based on
Quantum Monte-Carlo simulations for the homogeneous electron
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gas by Ceperley and Alder.%> The extension of the LDA to the spin-
polarized case is based on the spin-interpolation proposed by Barth
and Hedin® and by Vosko, Wills, and Nusair.%” It is well known
that the LDA tends to overestimate the bond strength in solids: the
calculated lattice constants are too small, cohesive energies are over-
estimated, and energy gaps in semiconductors and insulators are
seriously underestimated.

The GGA introduces a dependence of the exchange-correlation
functional on the local gradient Vn(7) of the electron density. For
the exchange energy, the GGA has the form

ESn] = / dref™ (n(7)) Fx (s(7), (15)

where £UMif (1) is the exchange energy density of a uniform electron
gas (proportional to n*/3) and s =| Vn | /(2kpn) is the dimension-
less density gradient (kg = (372n)'/? is the Fermi wavevector).
Fx(s) is the so-called exchange enhancement factor characterizing
the precise form of the GGA. A similar formulation may also be
found for the correlation energy. GGA functionals implemented
in VASP are the functional proposed by Perdew et al. in 1991
(PW91),%8 the Perdew-Burke-Ernzerhof (PBE)?° functional and its
revised form proposed by Hansen et al. (RPBE),® and the functional
proposed by Armiento and Mattson (AMO5).”® The PW91 func-
tional has been constructed using QMC data for the uniform electron
gas and exact properties of the exchange-correlation hole. PBE
presented a more elegant derivation of the functional using exact
properties of the exchange-correlation energy. A slightly revised
version of the PBE functional (modifying the exchange enhance-
ment factor at intermediate values of s where it is not constrained by
exact conditions) referred usually as RPBE®® has been constructed
with the aim to yield more realistic binding and adsorption ener-
gies. A GGA functional designed to include surface effects was
developed by Armiento and Mattson (AMO05).70 A revised PBE
density-functional that improves predictions of equilibrium prop-
erties of solids (PBEsol) was very recently proposed by Perdew
et al.”® The PW91, PBE, RPBE, PBEsol, and AMO3 functionals are
available with VASP. Extensive tests of various forms of the GGA on
standard test sets of molecules and solids are available in the litera-
ture.37-30.79-74 The GGA corrects the overbinding tendency inherent
in the LDA, albeit with a certain tendency to overcorrect: lattice con-
stants are on average underestimated in the LSDA by about 1%, PBE
overestimates them by nearly the same amount. Other equilibrium
properties that are sensitive to the lattice constant such as bulk mod-
uli, phonon frequencies, and magnetic moments are also sometimes
over-corrected by the GGA.”! However, it must also be pointed out
that the GGA produces the correct ground state for magnetic tran-
sition metals where the LSDA fails quite badly: in the LSDA, Fe is
predicted to be hexagonal close-packed and nonmagnetic instead of
body-centered cubic and ferromagnetic,’® and body-centered cubic
Cr is predicted to be nonmagnetic instead of antiferromagnetic.”’
For surface energies, the LSDA predictions are too low, but even
lower values are produced in the GGA.”* For the adsorption ener-
gies of small molecules on solid surfaces, however, the lower values
predicted by GGA are definitely superior to the LSDA results. For
the adsorption on transition metals, the RPBE results come closer to
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Table 1. Lattice Constants a (in A) and Bulk moduli B (in GPa) for Solids Calculated Using VASP and Various

GGA Functionals.”* 82

2051

Solid apBg Bpgg @PBEsol BpBEsol aAAMOS Bamos expt. Bexpt.
Li 3.438 13.7 3.437 13.5 3.455 13.0 3.477 13
Na 4.200 7.80 4.174 7.88 4212 7.36 4.225 8
Al 4.040 76.6 4.106 81.1 4.004 83.9 4.032 79
C 3.574 431 3.557 448 3.551 442 3.567 443
Si 5.469 87.8 5.436 93.2 5.431 90.2 5.430 99
LiF 4.068 67.3 4.013 73.1 4.039 65.8 4.010 70
MgO 4.258 150 4.222 156 4.232 152 4.207 165
Cu 3.635 136 3.569 164 3.565 157 3.603 142
Rh 3.830 254 3.780 294 3.773 285 3.798 269
Pd 3.943 166 3.877 203 3.872 194 3.881 195

experiment than PBE, but for adsorption on noble metals RPBE pro-
duces unrealistic results (endothermic adsorption energies).”> The
LDA produces wrong results for the potential-energy profiles for the
dissociation of diatomic molecules on on metallic surfaces (barriers
in the entrance instead of the exit channel) which are corrected in
the GGA.787°

In a few cases, LDA calculations yield better agreement with
experiments than calculations using the GGA. Examples are layered
crystals such as graphite and hexagonal boron nitride or molec-
ular crystals where the binding between atomic layers or between
molecules is based on van der Waals interactions only. In such cases,
interlayer or intermolecular distances are in better agreement with
experiment if the LDA has been used;’> 3 however, it has to be
pointed our that this is a mere artefact due to the overbinding inher-
ent in the LDA and not a proper description of the physical binding
mechanism (which is based on correlation effects which cannot be
described within DFT, see also below).

Attempts to construct a GGA functional that improves total
or cohesive energies and bond lengths or lattice constants to the
same extent meet a dilemma highlighted recently by Perdew and
coworkers.”8! An enhanced gradient dependence improves total
energies,° while a reduced gradient dependence improves lattice
constants but worsens energetics.”"73 Perdew et al.?> have pointed
out that the dilemma arises from the limiting behavior of the
exchange enhancement factor for small s, any GGA recovering the
uniform electron gas limit has

Fe)=1+us’+.... (s—> 0). (16)

For slowly varying densities, the gradient expansion is accurate
for u = uge = 10/81 ~ 0.1234. On the other hand, the asymptotic
behavior of the exchange energy for heavy atoms is well described
by Ex = —0.2208Z°/3 —0.196Z +.. ... To recover the second term
which arises from the s> term in the expansion of the enhancement
factor requires © ~ 2ugg. This condition is almost met by the
PBE functional, although the value of 1 = 0.2195 was determined
by another argument. A similar analysis may be performed for the
correlation contribution. Perdew et al.>> proposed a new GGA func-
tional for solids, called PBEsol, where the exchange-enhancement
factor is density-dependent, i.e. Fxc = Fxc(rs,s), where r is the
usual electron radius and where the gradient-dependence is reduced
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at low densities. PBEsol has recently been implemented in VASP,3?
a few representative results for the lattice constants for solids are
compiled in Table 1.

A larger compilation may be found in the papers by Mattson
et al.”* and Paier et al.3? For the lattice constants, the mean rela-
tive error (MRE) for this larger set of solids is reduced from 0.83%
with the PBE functional to —0.27% (PBEsol) and —0.04% (AMO05),
for the bulk modulus MRE = —8.6% (PBE), 0.1% (PBEsol), and
—3.1% (AMOS5). The price for the significant improvement for lat-
tice constants and bulk moduli is, however, a reduced accuracy
of the calculated atomization energies. The AMO5 functional per-
forms similar to PBEsol, but it should be pointed out that the
PBESsol correctly respects the Lieb-Oxford bound (lower limit to
the exchange-correlation energy), while the AMOS functional does
not.

Meta-GGA

The meta-GGA is a straightforward extension of the concept under-
lying the GGA—in addition to the dependence on the local density
n(7) and its gradient Vn(7), the meta-GGA functional depends also
either on the Laplacian of the electron density An(7) or on the local
kinetic energy density 7 (7) defined as

I .
HOEED AL G 17
k=1

where the summation extends over all occupied Kohn-Sham eigen-
states. Meta-GGA functionals using the kinetic energy density 7 (7)
depend explictly on the orbitals. Again, the many meta-GGA func-
tionals proposed in the literature may be divided into semi-empirical
parameterized functionals (such as that proposed by Voorhis and
Scuseria®) and functionals following the philosophy of the PBE-
GGA and attempting to eliminate adjustable parameters as far as
possible. An example is the PKZB functional proposed by Perdew
et al.,'8 which may be cast into the form of an exchange enhance-
ment factor which reduces in the limit of a slowly varying density to
a fourth-order gradient expansion®? depending on the square of the
reduced density gradient and the reduced Laplacian of the density.
Animproved forms of the meta-GGA has been proposed by Tao et al.
(TPSS).!7-21:23 Molecular tests?* proved a substantial improvement
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Eads [eV]

Co Ni Cu Rh Pd Ag Ir Pt Au

Figure 3. Comparison adsorption energies of CO on the (111)
surfaces of transition metals, calculated using the GGA (PW9II,
RPBE), and meta-GGA (PKZB). Cf. text. After Hirschl.3* [Color
figure can be viewed in the online issue, which is available at
www.interscience.wiley.com.]

of atomization energies, while for lattice constants and bulk moduli
of solids the performance of the PKZB and TPSS meta-GGA’s is
essentially on par with the PBE results.?»>3

The PKZB meta-GGA has also been implemented in VASP, and
extended tests for molecules and solids have been performed by
Hirschl.3* The implementation is non-selfconsistent (as in the work
of PKZB), i.e, the meta-GGA corrections are calculated a poste-
riori with PBE orbitals. However, Tao et al.'”"2! have emphasized
that self-consistency does not significantly alter the conclusions.
For small molecules, the meta-GGA leads to significant improve-
ments of the atomization energies, but for solids the results are more
ambiguous, in agreement with the conclusions of TPSS.

Hirschl also made an attempt to apply the meta-GGA to surface-
science problems. For the adsorption of small molecules on the
surfaces of transition- and noble metals the results are ambigu-
ous. Energies for CO adsorption on transition metals are reduced
compared to the GGA(PWO91 or PBE) results (but not as much
as for the RPBE functional which leads to better agreement with
experiment- see Fig. 3). On noble metal surfaces the difference
between the PW91 and the PKZB results is more modest, both are
in reasonable agreement with experiment, whereas for Ag and Au
the RPBE predicts endothermic adsorption energies. For the disso-
ciative adsorption of hydrogen molecules on Pd surfaces, serious
differences appear between PBE results on one side and the meta-
GGA results on the other side. Potential-energy profiles from LDA
and GGA calculations®> % predict that dissociation is a nonacti-
vated process, with a dynamic precursor in the entrance channel, in
agreement with experiment. The RPBE functional and the PKBZ
meta-GGA strongly reduce the binding between adsorbate and
substrate—not only for the dissociated product, but already for the
approaching molecule. As a result, the barrier separating the pre-
cursor and the final state is increased and dissociation is predicted
to be an activated process (see Fig. 4).

Mittendorfer et al.¥” have applied both GGA and meta-GGA
calculations to study the stepwise hydrogenation of benzene to

Journal of Computational Chemistry

cyclohexene, both in the gas-phase and catalyzed on a Ni(111) sur-
face. In the gas-phase the energy differences between the different
cyclic hydrocarbon species (benzene, cyclohexadiene, cyclohex-
ene) are correctly described only in the meta-GGA, while for the
adsorbed species only minimal differences exist between the GGA
and meta-GGA predictions. This suggests that the main merit of the
meta-GGA 1is to predict more accurate energy differences between
single and double bonds, while for the adsorbed species where
the hybridization with the substrate reduces the difference between
single and double bonds and between aromatic and non-aromatic
behavior the meta-GGA corrections are less significant.

I have included these last results to emphasize the point that
the calculation of a number of simple ground-state properties of
an even rather extensive set of atoms, molecules, and solids should
not be considered as a final assessment of the quality of a func-
tional. If applications are extended to more complex situation, some
surprising results might appear.

Hybrid functionals

Hybrid functionals are characterized by mixing nonlocal Fock
exchange and local or semilocal DFT exchange in a certain pro-
portion. The construction of hybrid functionals is motivated by
the fact that the deficiencies of DFT and HF are in some sense
complementary: band gaps predicted by DFT are too narrow, gaps
calculated using HF are far too wide. Hence there is some hope that
a mixed functionals may not only predict more accurate gaps, but
also lead to more accurate total energies and geometries. The mix-
ing of HF and DFT exchange energies may also be justified to some
extent by the adiabatic connection formula (ACF) for the exchange
energy.®®89 The most popular hybrid is the three-parameter B3LYP
functional>'® mixing 80% of LDA with 20% of HF exchange
(adding a certain amount of Becke’s correction, AEZ%®), and mixing
in the correlation part 19% of the Vosko-Wilk-Nusair (VWN) func-
tional®” with 81% of Lee-Yang-Parr90 correlation (note that these
exchange and correlation functionals in turn contain some empirical
parameters),

0.4 T T
Pd (111) PBE ——
Pd {111) RPBE ———
Pd(111) PKZB (apgg) - - - -
o2 /"“\\ Pd (111) PKZB (apyzp) -------

AE [eV]

45
Figure 4. Potential energy profile for the dissociative adsorption of a

hydrogen molecule on a Pd(111) surface, calculated using the GGA
(PW91, RPBE) and meta-GGA (PKZB). Cf. text. After Hirschl.3*
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EZWYP = 08ELPA+0.2E 7 +0.72AEP¥ +0.19E) YN 14081 ELF.
(18)

The mixing coefficients have been determined by a fit to a test
set of molecules, and the B3LYP functional enjoys an enormous
popularity in molecular quantum chemistry. However, it has to be
pointed out that the correlation part of the functional is incorrect in
the limit of the homogeneous electron gas.

An attempt to reduce the degree of empiricism has been made
with the PBEO and HSEO3 functionals. The PBEO functional?®

1

mixes ; of exact (HF) exchange with % of PBE exchange, and

describes correlation in the GGA (PBE),
EFBE0 — 0.25EMF 4+ 0.75EFBE + EPBE, (19)

For molecular systems, the improvement achieved with the PBEO
functional is well documented,?"-°! and it can be attributed to the
fact that an admixture of a certain part of exact exchange reduces the
self-interaction error of DFT.?? Under periodic boundary conditions
the calculation of the HF exchange energy is very expensive because
of the slow decay of the exchange interaction with distance. To avoid
this difficulty Heyd et al.** proposed to separate the Coulomb kernel
into a short- and long-range part,

1
= =8u(N) + Lu(r) = erfe(ur)/r + erf (ur)r, (20)

r

where u is the range-separation parameter determining the distance
(equal to ~ 2/u) beyond which the short-range interaction becomes
negligible. In the HSEO3 functional, the mixing of HF and DFT
exchange is applied only to the short-range interaction, i.e.,

E)I::SEOfi — 0.25E}s(r,HF + 0.75E;T’PBE + E)I{,PBE +E§BE (21)

It has been established empirically that 4 ~ 0.2 — 0.3 A~!
is a good universal choice of the range-separation parameter. The
mixing ratio adopted in the PBEO and HSEO3 functional is not the
result of a fitting—it has been argued®? that this ratio is suggested
by the result of a coupling constant integration between the HF and
DFT limit.

All three hybrid functionals discussed above (B3LYP, PBEO,
HSEO03) have been implemented in VASP.!%37-50 The implementa-
tion of Hartree-Fock exchange in a plane-wave code using the PAW
method is by no means trivial. The first task is the representation of
the exchange energy in the PAW formalism. To treat the long-range
electrostatic interactions is is necessary to introduce an additional
quantity, the compensation density n€ (#) which is chosen in such a
way that the sum of the pseudo on-site charge and of the compensa-
tion charge density, nPSLF) +n€ (), has exactly the same moments
as the all-electron charge density n®-! (7) within each PAW sphere
- this implies that the electrostatic potential associated with B! (7)
is identical to that of n?! () + n€ (¥) outside the spheres. A separa-
ble representation of the exchange energy, with three noninteracting
terms based on the pseudo orbitals represented by plane waves, and
on AE and PS orbitals represented on radial support grids may be
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based on the decomposition of the charge density related to two AE
orbitals WAE and WRE, nyy (F) = (WAE | F) (7 | W2E) according to®

nap(F) = [ () +nG ()] + niE () — [nhe' () + 1G], (22)

i.e., by adding and subtracting the compensation charge from the
expression for the total charge density. A further problem arises
from the singularity of the Fourier-transformed Coulomb potential
at G = 0. Setting V(é) = 0 is equivalent to the assumption of a
compensating uniform background charge and leads to slow conver-
gence with respect to the size of the computational cell. In VASP, this
problem is solved, following Massida and Posternak® and Makov
and Payne,” by calculating the electrostatic energy between period-
ically repeated point charges and a compensating background and
subtracting the self-energy of an isolated point charge, i.e., V(E}) is
given by the energy difference between an isolated and a periodically
repeated charge, divided by the cell volume.?’

Still, calculations using hybrid functionals mixing DFT, and
Hartree-Fock in a plane-wave basis require a very fine k-point mesh
in the Brillouin zone to achieve convergence of the Fock exchange
energy.”® In this respect, the screening of the long-range interac-
tions in the HSEO3 functional offers a significant computational
advantage, as it allows a “downsampling” of the short-range Fock
interactions on a considerably coarser grid.

The computational cost scales with the square of the number of
occupied bands Np,ngs times the number of k-points, Ny, multiplied
by the cost for a single fast Fourier transform Ngpr/nNgpr where
Nepr is the number of grid points for the FFT. Hence the entire
calculation scales as

(NoandsNi)*NerrinNrer. (23)

However, as for solids Npands X Natomss Nk X 1/Nyom and
Nrrr X Naoms, the computational efforts scales linearly with the
number of atoms, as long as with an increasing cell size the number
of k-points can be reduced in proportion.

Details on the CPU-timings of GGA and hybrid functional cal-
culations with VASP and GAUSSIANO3 have been given by Paier
et al.>” The timing ratio between PBE and PBEO calculations for
small molecules is about 2 for plane-wave calculations. For this case,
plane-wave calculations with a very large basis set (cut-off energy
1000 eV) and the local aug-cc-pVQZ basis set perform roughly
equal, while with the aug-cc-pV5Z basis required to match the fully
converged plane-wave results the computational effort is already
much higher at the PBE level and the PBEO/PBE timing ratio also
increases to about five. To be honest, it has to be pointed out that
the GAUSSIANO3 calculations are all-electron calculations, while
the VASP calculation are full potential valence only calculations.
This makes the calculations with local basis sets particularly expen-
sive for heavy molecules - with the advantage if increased precision
(but see the section on relaxed-core PAW). For solids, the screen-
ing of the Fock-exchange in the HSEO3 functional allows to restrict
Brillouin-zone sampling: Typically a (6 x 6 x 6) mesh of k-point
is sufficient to achieve converged results for total energies, even in
metals, whereas at least a (12 x 12 x 12) mesh is required if the
bare exchange operator is used.>
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Figure 5. (a) Comparison of the error in the calculated atomization
energies of small molecules calculated using VASP and the PBE, PBEO,
and B3LYP functionals. Part (b) confronts the results of calculations
using VASP and GAUSSIAN, using the same set of functionals. After
Paier et al.!>37 [Color figure can be viewed in the online issue, which
is available at www.interscience.wiley.com.]

The implementation of Hartree-Fock exchange and of hybrid
functionals in VASP has been thoroughly tested for molecular
and solid-state systems against calculations with local basis sets
(using GAUSSIANO3 and Gaussian-type orbitals). As an example
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Figure 5 compares the atomization energies of small molecules,
calculated using VASP and the PBE, PBEO and B3LPYP function-
als, part (b) of the figures compares the results for the same three
functional achieved using VASP and GAUSSIANO3. The differ-
ences between the plane-wave and the local-basis-set results never
exceeds 1 kcal/mol. Both hybrid functionals achieve an significantly
improved accuracy of the predicted atomization energies.

For solids the performance of hybrid functionals is more ambigu-
ous. The first observation is that the PBEQ and HSEO3 hybrid
functionals predict more accurate lattice constants and bulk moduli
for most solids than standard GGA functionals, whereas on average
the B3LYP results are at best on par with the GGA results (a few
selected results are listed in Table 2, for a more complete listing I
refer to the original publications). Results obtained using PBE0O and
HSEO3 are essentially on par—this demonstrates that the screening
of the long-range exchange is legitimate and that the computational
advantages of the HSEO3 should be exploited. For the B3LYP func-
tional one has to differentiate between different types of solids:
whereas the predicted lattice constants are more accurate than the
PBE results for ionic solids (MgO) and, to a lesser extent, for large-
gap semiconductors (diamond), they are definitely less accurate for
transition metals.

For the atomization energies, the overall accuracy achieved with
hybrid functionals is lower than at the PBE level (see Fig. 6). For a
representative set of 21 solids (metals, semiconductors, and insula-
tors), the mean absolute relative error (MARE) is 3.4%, 6.3%, 7.4%
and 17.6% for the PBE, PBEO, HSE03, and B3LYP functionals. If
metals are excluded, the MARE are reduced to 3.4%, 3.6%, 3.6%,
and 8.0%, respectively.'® These results show that for nonmetals, the
performance is comparable for the PBE, PBEO, and HSE(03, while
B3LYP definitely under-performs compared to all functionals. For
metals, the performance of all hybrid functionals is unsatisfactory.
For the PBEO and HSEO3 functionals, the reason for the reduction of
the atomization energy is likely associated with the overestimation
of the stability of the spin-polarized atom, arising from an overes-
timation of the exchange-splitting.”® For the B3LYP functional the
performance is further reduced because the LYP correlation energy
fails to correctly describe the homogeneous electron gas. Better
results are achieved for the heats of formation of insulating solids,
where the reference is not the isolated atom, but the elemental solid.

A main failure of DFT calculations is the pronounced underesti-
mation of the band gaps in semiconductors and insulators—in this
respect the GGA does not represent any advantage over the LDA.
The admixture of screened HF exchange in the HSEO3 functional

Table 2. Lattice Constants a (in A)and Bulk Moduli B (in GPa) of Selected Solids, Calculated using VASP and

the PBE, PBEO, HSE03, and B3LYP functionals (after Paier et al.!%-50).

Solid apBE Bpgg apBE0 BpgEo AHSE03 Buseos aB3LYP BgaLyp Qexpt. Bexpt.
C 3.574 432 3.550 466 3.549 467 3.569 443 3.567 443

Si 5.469 87.8 5.439 96.5 5.433 99.0 5.478 90.2 5.430 99.2
GaAs 5.752 59.9 5.696 69.5 5.672 72.9 5.772 62.4 5.648 75.6
MgO 4.258 149 4212 168 4211 169 4212 162 4.207 165
Na 4.200 7.80 4.225 8.45 4.229 8.22 4.203 7.12 4.225 7.50
Al 4.040 76.6 4.025 81.1 4.102 86.0 4.058 66.8 4.032 79.4
Rh 3.830 254 3.786 285 3.785 291 3.851 239 3.798 269
MAE 0.045 12.4 0.024 8.6 0.022 7.9 0.040 9.7
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Figure 6. Comparison of the error in atomization energies of a few
selected solids calculated using VASP and the PBE, HSEO3, and B3LYP

functionals. After Paier et al.'>37 [Color figure can be viewed in the
online issue, which is available at www.interscience.wiley.com.]

dramatically improves band-gaps—most notably for narrow- and
medium-gap semiconductors, while for large-gap insulators, the
band gaps are still underestimated (see Fig. 7). Detailed HSEO3 cal-
culations for lead chalcogenides®® have produced excellent results
for structural properties, band-gaps and effective masses. The failure
for large-gap systems is clearly due to the fact that in these sys-
tems the non-local exchange should approach the unscreened Fock
exchange. PBEO calculations overestimate the gap for small-gap
systems (the shift is almost uniformly 0.8 eV), but still underes-
timate it for large-gap systems where many-body corrections are
required (see below).

Severe problems arise if hybrid functional are applied to itiner-
ant magnetic metals. For Fe, for example, the magnetic moments
increases from a PBE value of 2.2 ug (in perfect agreement with
experiment) to 2.7 up, accompanied by a strong overestimation of
the exchange splitting and a broadening of the valence band.”® The
broadening of the d-band exists also in non-magnetic d-metals. As
a consequence, hybrid functionals still fail to correct the failure of
DFT to describe the adsorption of CO on some transition-metals
(Cu, Rh, Pt—adsorption is predicted in a threefold hollow instead
of in an on-top geometry). It had been shown that when the HOMO-
LUMO gap of the adsorbate is increased to its correct value, while
retaining a PBE description of the substrate, the correct result is
achieved.”” A hybrid functional corrects the HOMO-LUMO gap
of the CO molecule, but unphysically broadens the d-band—as a
result the correct adsorption site is still not found for Pt.® The
conclusion—as has already been emphasized at the end of the para-
graph on meta-GGAs is that an assessment of the usefulness of a
functional requires more than a calculation of lattice constants and
atomization energies.

Recent applications to solids where standard semi-local func-
tionals do not provide a satisfactory description have dealt mostly
with rare-earth and transition-metal oxides which are insulating and
antiferromagnetic and where GGA calculations seriously under-
estimate both the band gap and the exchange splitting: CeOy,”
MnO,.'% 101 The results demonstrate that hybrid functionals cure
both defects.
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Range-separated hybrid functionals

A shortcoming of DFT functionals that is only partially corrected
by hybrid functionals is the incorrect long-range behavior of the
exchange-correlation potential. In atoms and molecules, the xc
potential of semilocal functionals decays exponentially, while the
asymptotic form of the exact xc potential is —1/r.192 For hybrid
functionals mixing exact and GGA exchange, the xc potential decays
asymptotically as —a/r where a is the fraction of Hartree-Fock
exchange. To recover the exact —1/r asymptote, it has been sug-
gested to separate the Coulomb kernel into a short- and long-range
part, as described above for the HSEO3 functional, but now to replace
the long-range part of the DFT exchange by the Hartree-Fock coun-
terpart. Hence a range-separated or long-range corrected (LC)
hybrid functional is defined as'03-100

E)I;CCfDFT — Eir’DFT + E}I(r,HF + E?FT, (24)

where DFT stands for any possible flavor of DFT (LDA, GGA,..).
Both the long- and short range parts of the exchange interaction
depend of course on the value of the separation parameter Vydrov
and Scuseria'% have demonstrated that a long-range corrected PBE
functional (LC-PBE) is remarkably accurate for a broad range
of molecular properties, including activation energies of chemical
reactions and processes involving long-range charge transfer such
as the dissociation of ionic diatomics. However, it has also been
pointed out 7 that, as the description of long-range correlation is not
improved at the same time, the LC or range-separated hybrid func-
tionals produce HOMO-LUMO gaps approaching the HF values
(and hence grossly overestimated).
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Figure 7. Comparison of band gaps in semiconductors and insulators,
calculated using the PBE and HSEO3 functionals. After Paier et al.'*3’
[Color figure can be viewed in the online issue, which is available at
www.interscience.wiley.com.]
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The implementation of Hartree-Fock exchange in VASP?” also
allows to apply LC-hybrid functionals to solids. Gerber et al.'%8
have demonstrated that even a LC-LDA yields improved structural
parameters, but the study also demonstrates that band gaps in semi-
conductors are strongly overestimated. Only for large gap insulators
(NaCl, Ar), the LC-hybrid functional predicts also reasonable gap-
widths. For the moments the conclusion must be that to realize
further progress with long-range corrected hybrid functionals, a
better description of long-range correlation must be achieved.

Spin-polarized DF T—collinear and noncollinear magnetic ordering

All levels of DFT are available in VASP also in a spin-polarized
version. For the exchange part of the functional, the spin-polarized
version may be derived straightforwardly from the general spin-
scaling relation

1
ESPT(n, ny] = E(EDFT[zm] + EPFT2n,)). (25)

The correlation energy of the spin-polarized homogeneous elec-
tron gas may be evaluated in the random-phase approximation,%%67
the result may be written as a function of the fractional spin
polarization ¢,

ny —ny
_m-n 26
¢ ny +ny o
as
ESPFT — / dr ec(n(?), £ (7)), @7

where .(n, ¢) is the correlation energy of the spin-polarized elec-
tron gas. For an explicit expression, see ref. 67. Spin-polarization
has been implemented in VASP at all levels of the DFT hierarchy.

‘We have already emphasized that for itinerant magnets, only the
GGA leads reliable and accurate results’®”7 while the LDA predicts
often the wrong ground state. Hybrid functionals tend to overesti-
mate magnetic moments and exchange splitting, because in metallic
systems the screening of the HF exchange is underestimated. For
systems with local magnetic moments such as the insulating anti-
ferromagnetic transition-metal oxides, the GGA underestimates the
exchange-splitting quite severely, while hybrid functionals or the
DFT + U approach (vide infra) lead to improved results.**'0!

In most magnetically ordered (ferro-, ferri-, or antiferro-
magnetic) systems the spin-moments on all sites are aligned
(“collinear”). Noncollinear magnetic ordering may arise from a
topological frustration of exchange interactions (e.g., the frustration
of antiferromagnetic interactions on triangular or Kagomé lat-
tices'%%), the competition between spin- and orbital magnetism,!!”
from competing ferromagnetic and antiferromagnetic interactions
in disordered alloys.'!" Noncollinear magnetism was first imple-
mented in DFT calculations by Kiibler et al.!'> The original
implementation was based on an atomic-sphere approximation,
assuming fixed spin-quantization axes in each atomic sphere. A
fully unconstrained approach to noncollinear magnetism, based on
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a vector-field description of the magnetization and of the exchange
field was first attempted by Oda et al.!'> within a plane-wave pseu-
dopotential scheme and implemented with the PAW approach used
in VASP by Hobbs, Kresse and Hafner.!'*

For the description of noncollinear magnetism, DFT is expressed
in terms of a 2 x 2 density matrix n*# (7). The electron density is
given by the trace of the density matrix,

TP ()] = npe(7) = Y n™(7) (28)

while the magnetization density /n(7) is given by

i) =y nt@) -5, (29)
op

where ¢ = (oy, 0y, 0;) is the vector of the Pauli spin matrices. The
exchange-correlation energy is a functional of the electron density
and of the magnetization field,

Exeln®] = / i1y (Pexcln™ ()1dF (30)

_ / 1y P exclrn (P, [71(P)|1dF. 31

The exchange-correlation potential consists of a scalar contribu-
tion

L SEx[n¥f
Ve[nP)(F) = TT[’Z?)] (32)
af (7
= &xc [naﬂ](;) + nTr(;)M (33)
ATy (}’)

and of the magnetic exchange-correlation field

> o (SExc[naﬁ]
of —
b[n*](r) = G 34)
o Oeen® ()]
= e(r)nT,(r)ia IR (35)
am@)|

where é(7) = e 1S the local direction of the magnetization at
the point 7. Details of the generalization of the PAW equation to the
density-matrix formulation have been given by Hobbs et al.!'* A
special type of noncollinear magnetic structures are spin spirals or
helical spin waves. For spin-spirals Herring has demonstrated that
by applying generalized Bloch conditions the calculations may be
performed for the unit cell of the underlying crystal lattice.'!> 116
VASP has been used to investigate noncollinear magnetism in
small magnetic clusters,''* in ultrathin triangular antiferromagnetic
films,!'7 at frustrated ferro/antiferromagnetic interfaces,'!® and in
antiferromagnetic a-Mn.''® As an example Figure 8 shows the non-
collinear antiferromagnetic structure in the 58-atom unit cell of

DOI 10.1002/jcc



Ab-Initio Simulations of Materials Using VASP 2057

Figure 8. Noncollinear magnetic structure of «-Mn. Different col-
ors distinguish crystallographically inequivalent sites, the length of the
arrows is proportional to the magnitude of the local magnetic moments.
The noncollinearity of the magnetic structure is triggered by the frus-
tration of the antiferromagnetic interactions in triangles of the Mn-IV
atoms shown in yellow. After Hobbs et al.'!®, Cf. text.

o-Mn which is in good agreement with the results of magnetic neu-
tron scattering.'?° The noncollinearity of the spin-moments results
from the frustrated antiferromagnetic coupling in Mn-triangles with
short interatomic distances. Note that in this case antiferromagnetic
ordering is accompanied by a small tetragonal distortion of the body-
centered cubic structure which is also correctly described by the
calculations.

Spin-spiral structures have been investigated in body-centered
cubic 8-MnM8 and in face-centered cubic y-FeM®. In this case the
broken crystalline and magnetic symmetries are strongly correlated
and it has been demonstrated that the experimentally observed spin-
spiral structure with a propagation vector ¢ = 2m/a x (0.1,0,1)
can be found only if an unconstrained vector-field description of
magnetization is used.!!®

Beyond density-functional theory

Even after climbing to the highest rung of John Perdew’s “Jacob’s
ladder,” DFT does not solve all problems. Examples are strongly
correlated materials (d- and f-electron systems with narrow bands),
excited states in semiconductors and insulators, and dispersion
forces in rare-gas solids or molecular crystals. In all cases, it is nec-
essary to go beyond DFT—in the following, I describe very briefly
the post-DFT capabilities implemented in VASP.

Correcting on-site Coulomb repulsions—DFT+U

In DFT, the orbital-dependence of the exchange correlation energy
is rather weak. In many cases, this is appropriate, but in systems with
narrow 3d- or 5f-bands and localized orbitals, DFT fails to account
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for the strong Coulomb repulsion between electrons occupying
these narrow bands, which leads to an enhanced exchange split-
ting between occupied and empty eigenstates. The DFT+U method
attempts to cure this defect by adding a Hubbard-type Coulomb
repulsion to the DFT Hamiltonian. Many versions of the DFT+U
have been presented in the literature, the implementation in VASP
is based on the work of Dudarev'?! and Liechtenstein,'?? using
the spin-dependent on-site density matrix pg to define the DFT+U
energy functional as

v—-J o o o
Eprr+u = Eprr + T;Tr[p - p°0%], (36)

where the Hubbard parameter U, U = E(d"*') +E(d"~") — E(d"),
measures the increase in energy caused by placing an additional elec-
tron into a particular site, and J is a screened Stoner-like exchange
parameter. Note that in this formation the Hubbard-like part of the
Hamiltonian is rotationally invariant. If the density matrices are
idempotent, (p?)2 = p°, i.e. for a completely empty or a full band,
the energy is given by the DFT alone. The one-electron potential is
given by the variational derivative of the total energy with respect
to the density,

SEprr+u  SEDFT 1
yo = 5DV OEDFT gy Zsy— 0|, (37
A TRk LRI O

i.e., relative to the DFT eigenvalues the energies of occupied states
are lowered by —(U — J)/2) and increased by (U — J)/2 for unoc-
cupied states. The implementation of the DFT+U approach in the
PAW formalism of VASP follows Bengone et al.,'?* for details see
Rohrbach et al.'?* The DFT+U capability of VASP has been applied
to transition-metal sulphides,'?* transition-metal oxides'>~'?” and
to f-electron systems.'?® The DFT+U is a semi-empirical approach,
because the Hubbard parameter U is an adjustable parameter. How-
ever, is has been shown that if the Hubbard correction is applied to
spin-polarized GGA calculations, good agreement for lattice param-
eters, magnetic moments, band gap and exchange splitting can be
achieved with a single value of U. If, as often reported in the lit-
erature, the DFT+U is applied on the basis on non-spinpolarized
LDA or GGA results, a much larger value of U is required to repro-
duce the experimentally observed exchange splitting, spoiling the
agreement for the lattice parameters and other volume-dependent
quantities. To some extent, the DFT+U approach has been super-
seded by hybrid-functional calculations - however, it has still the
advantage of a much lower computational effort.

Many-body perturbation theory—The GW approach

The accurate calculation of excitation spectra (i.e. of quasiparticle
energies) is a long-standing problem of solid-state theory. That DFT
fails to correctly predict excited state energies is not surprising,
since there is no formal justification to interpret DFT eigenval-
ues for unoccupied states as quasiparticle energies. A widely used
approach to quasiparticle energies and spectral functions is the GW
approach.?82%129.130 Within The GW method, the quasiparticle
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energies EH%P are the solutions of the following set of nonlinear
equations

(T + Vie + Vi — EZ) 0,5 )+

/d3r/2(?,7/,E%P)\IJnE(?/) =0 (3%

where T is the kinetic energy operator, V,,, the potential of the nuclei,
Vi the Hartree potential and X is the self-energy operator given by

M o0
F 7, 0) = L/ GG w+ O YWEF, 0 )do' (39)
A7 J

where G is the Green’s function, and W is the screened Coulomb
interaction of the electrons. The GW method includes many-
body effects in the electron—electron interaction and goes beyond
the mean-field approximation for independent particles. This is
achieved via the dynamical screening of the exchange operator
with the frequency-dependent dielectric matrix of the system. The
GW method is conceptually rather simple, but computationally very
demanding. Therefore, realizations of the GW approach often rely
on a simplified description of dynamical effects via a plasmon-pole
model and/or replacing the quasi-particle eigenfunctions \IJIS-(P by
their LDA counterparts. Some time ago a simplified version of the
GW using the plasmon pole approximation has been implemented
in VASP by Furthmiiller et al.!3!

Very recently, Shishkin and Kresse have implemented different
versions of the GW method in VASP. At the lowest (and hence com-
putationally less demanding) level of sophistication, DFT (GGA)
eigenvalues and orbitals are used to calculate the Green’s function
G and the screened Coulomb interaction W (using the random-phase
approximation to the dielectric matrix)—this is commonly called the
GoW approximation.'3? Updating the eigenvalues in the Green’s
function G while the screening properties are still treated in the
RPA using GGA eigenvalues and orbitals leads the GW( approx-
imation, updating the eigenvalues in both the Green’s function G
and in the screening matrix determining W defines the selfconsis-
tent GW method. Shishkin and Kresse '3 have demonstrated that the
Go W approximation based on LDA or GGA eigenstates underesti-
mates the gaps for practically all materials. This conclusion agrees
with the results of GyW calculations based on the all-electron
full-potential linearized muffin-tin-orbital method!3* and on the
FLAPW method,'?® but contradicts a widespread belief based on
pseudopotential calculations - the good agreement achieved in these
calculations is due to a cancellation of errors. GW, calculations'??
yield excellent predictions for the band gaps, except for systems
with shallow d-states (e.g. ZnO) where the gaps are still underes-
timated by up to 10%. It has been demonstrated that this is due
to an overestimation of the static dielectric constant in the RPA.
Unfortunately the completely selfconsistent GW approach yields
consistently too large band-gaps(the overestimation is most pro-
nounced for narrow-gap semiconductors) - except for the systems
with shallow d-states.

The performance of GW calculations depends not only on the
level of selfconsistency that is achieved, as the GW method is
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a perturbative approach the results depend also on the choice of
the exchange-correlation functional chosen as a starting point. A
detailed comparison of the results achieved with different meth-
ods (LDA, PBEO and HSEO3 hybrid functionals, HF, screened
exchange) for the calculation of the one-electron eigenvalues and
wavefunctions has been presented by Fuchs et al.!3® It was found
that GoWy corrections applied to Kohn-Sham schemes based on
screened exchange (Screened HF, HSE03) yield good overall agree-
ment with experimental band gaps, while the quasiparticle correc-
tions are too small when applied to LDA or GGA eigenstates and too
large if added to PBEOQ results. For calculations based on the HSE03
functional, selfconsistency in G and W impairs the agreement with
experiment.

It has been suggested that the problems encountered in the self-
consistent GW calculations might be related to the neglect of the
attractive Coulomb interaction between electrons and holes, which
is also responsible for the excitonic effects observed in the optical
spectra,'3* which can be included in GW calculations via vertex cor-
rections. A selfconsistent GW including the effects of the electron
hole interaction has very recently implemented in VASP by Shishkin
and Kresse.!3? Following Reining et al.!37-138 the effects is cast into
the form of a nonlocal exchange-correlation kernel fx. (7, 7'), with
the full polarizability given by a Dyson equation,

x =1 = xo +fi)1 ™' X0, (40)

where xo is the non-interacting polarizability and v the Coulomb
interaction. Within DFT, the exchange-correlation kernel is given
by the second variational derivative of the exchange-correlation
functional with respect to the density:

82 Exc[n(7)]

Jre(r, 7)) = S(V—r)m- 41)

The inclusion of electron-hole interactions successfully corrects
the overestimation of the band-gap in the selfconsistent GW (see
Fig. 9) and also yields very accurate ion-clamped (high-frequency)
dielectric constants. An exception are again the systems with shall
d-states such as ZnO, where the screening is still underestimated.
Selfconsistent GW calculations including vertex corrections are
very demanding. Therefore, itis an important result that GW results
are consistently in good agreement with the vertex-corrected GW
gaps. This offers a convenient access to less demanding but still
accurate calculations.

Van-der-Waals bonding

A correct description of van-der-Waals interactions requires a treat-
ment of dynamic long-range correlation effects. In principle, an
exact expression for the correlation functional may be derived on
the basis of the adiabatic-connection fluctuation-dissipation theo-
rem (AC-FDT).'4%- 14! This theorem relates the correlation energy
to the electronic response of a system when the electron-electron
interaction is continously changed from the Hartree-Fock limit to
the full many-body interaction. The AC-FDT expression for the
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Figure 9. DFT and selfconsistent GW band gaps with and with-
out attractive electron-hole interactions (vertex corrections in W),
compared with experiment. After Shishkin and Kresse.'** [Color
figure can be viewed in the online issue, which is available at
www.interscience.wiley.com.]

correlation energy is

1 00
Eeon = — [ ax / 20 ol () — OG0 (42)
0 0 27T

where v stands for the Coulomb kernel in Fourier space, v & @
and the operator Tr includes taking the trace over the product of the
Coulomb kernel with the difference in the response tensors of the
interacting and non-interacting systems. The response function of
the A-interacting system is given by the Dyson equation,

X @ =x"@ + x°@[M@ +fL@ i) x*@.  @43)

The Dyson equation is solved in the random-phase approxima-
tion (RPA), i.e. by neglecting the local-field corrections fx.. The
total energy of a system is given by the sum of the expectation value
of the Hartree-Fock Hamiltonian evaluated with one-electron wave
functions from a DFT calculation plus the correlation energy. For
a more detailed discussion of the underlying theory see Furche'#!
or Dahlen et al.'*> Furche has shown that the AC-FDT combined
with the RPA leads to accurate atomization energies of diatomic
molecules.

The RPA-AC-FDT has very recently been implemented in VASP
by Harl and Kresse.'** Results of their plane-wave based calcu-
lations agree with the atomic-orbital results of Furche within 1
kcal/mol. Calculations of the lattice constants and cohesive ener-
gies of rare-gas solids (see Table 3) demonstrate that the approach
leads to a dramatic improvement of the calculated cohesive energies.

The LDA leads to a strong overbinding—too small lattice con-
stants and too large cohesive energies—while the PBE results show
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a significant underbinding. AC-FDT results have been calculated
with both LDA and PBE wave functions, with more accurate results
for AC-DFT calculations starting from the PBE level. While differ-
ences in the correlation energies are rather modest, the HF energies
calculated with PBE wavefunctions are smaller, improving agree-
ment with experiment. This suggests that the PBE wavefunctions are
closer to the ground-state HF orbitals. Although plane-wave calcu-
lations of correlation energies are rather demanding, these results
demonstrate that a treatment of van-der-Waals bonding in extended
systems is feasible.

Tools

So far, I have discussed the fundamental quantum-mechanical prin-
ciples and the numerical strategies implemented in VASP. Beyond
the accuracy, efficiency and stability of the basic code, the useful-
ness of a program package depends on the availability of routines
for calculating a wide range of physico-chemical properties and for
simulating atomic-scale processes, and also of software packages
allowing a visualization of the results—this is what I like to call
“tools.” In the following, I give a brief overview of some of the
“tools” available with VASP or developed by VASP users.

VASP contains a symmetry package returning the Bravais lattice
and point group symmetry corresponding to the input coordinates.
For spin-polarized calculations in addition the magnetic symmetry
group corresponding to the initial magnetic moments is returned.
This information is used to construct the k-space grid used for
Brillouin-zone integrations and to symmetrize total charge- and
spin-densities, forces, and stress-tensors of each iteration, unless
symmetrization is explicitly suppressed.

Static structure optimization of periodic systems (unit cell
parameters and internal coordinates) is performed routinely in VASP
via quasi-Newton, conjugate-gradient schemes or using a damped
second-order equation-of-motion for the ions, using the analytically
calculated Hellmann-Feynman forces acting on the atoms and the
stresses on the unit cell. Structure optimization may also be per-
formed at a fixed external pressure. The calculations are performed
in terms of Cartesian coordinates. Isolated molecules or clusters may
be treated by placing them into computational cells large enough
to suppress any interaction with the periodically repeated images.
Alternatively (and this might be preferable for complex molecules,
molecular crystals, layered crystals, or complex microporous solids)

Table 3. Equilibrium lattice constants ag (in A) and cohesive energies E,
(in meV/atom) for the fcc rare-gas solids, compared with experiment
(after Harl and Kresse'43).

DFT- ACFDT- DFT- ACFDT-
LDA LDA PBE PBE Expt.
Ne ag 39 4.7 4.6 4.5 4.35
E. 83 11 20 17 273
Ar ag 4.9 5.4 6.0 53 5.23
E. 140 59 22 83 88.9
Kr ag 53 5.8 6.4 5.7 5.61
E. 165 88 25 112 1225
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static optimization may be performed in internal (chemical) coor-
dinates using a routine developed by Bucko et al.'#*

The calculation of the structural energy differences allows
to determine the energetically most favorable structure among a
finite number of possible candidate structures, and also to inves-
tigate possible pressure-induced phase-transitions among these
structures (and also temperature-induced phase-transitions if the
vibrational contributions to the free energy are derived from phonon-
calculations). However, it does not allow to determine unknown
crystal structures. This has become possible by the development
of genetic algorithms such as that developed by Oganov and
Glass.!®> 146 Their USPEX package ! allows to predict the equilib-
rium structure of a system, using as input the chemical composition
and the forces and stresses calculated using a package such as VASP.

Molecular dynamics simulations may be performed in a micro-
canonical ensemble, or in a canonical ensemble using Nosé dynam-
ics. Either a Verlet algorithm or a predictor-corrector scheme is used
to integrate the Newtonian equations of motion of the ions. Note that
during MD runs, the volume and shape of the cell are kept fixed.

Transition-states on potential-energy surfaces (for the diffusion
of atoms, phase-transitions, chemical reactions etc.) may be deter-
mined using the nudged elastic band (NEB) method.'#7- 148 In this
approach, a “band” of intermediate states is constructed along an
assumed reaction path connecting the initial and final states. These
intermediate states are than relaxed in the subspace orthogonal to
the reaction coordinate. That the saddle point identified along this
path is areal transition state may be verified by calculating the vibra-
tional eigenfrequencies (see below). Calculation of the vibrational
eigenmodes for the initial and transition state also allows to calcu-
late reaction rates within the framework of harmonic transition-state
theory. 149150

The calculation of the Hessian matrix (i.e. the matrix of the
second derivatives of the total energy with respect to the atomic
positions) allows to determine the elastic constants and the vibra-
tional eigenmodes of a system. To calculate the Hessian matrix finite
differences are used, i.e. ions are displaced by small amounts from
their equilibrium positions in the direction of Cartesian coordinates
and the derivative of the reaction forces relative to the displace-
ment is calculated. This may be done either for all three Cartesian
coordinates of all atoms, or only symmetry-inequivalent displace-
ments are considered. The former mode of operation may be used
to calculate the vibrational eigenmodes of a part of the system, e.g.,
the vibrational eigenmodes of a molecule adsorbed on a substrate.
The calculation of the derivatives with respect to the symmetry-
inequivalent displacements allows a very economic calculation of
the vibrational eigenmodes of molecules!>! and of phonon spectra
of solids using the “direct” approach.!>? It must be emphasized that,
because the calculations are based on a periodically repeated super-
cell, the correct splitting of the longitudinal and transverse optical
requires corrections for the electrostatic dipole moments of polar
phonon modes, using the matrix of the Born effective charges. The
direct approach has also been implemented by Parlinski in a program
package allowing to calculate phonon spectra for bulk materials with
arbitrary symmetry, using the forces calculated by VASP as input.'>3
The PHONON package also offers a graphical user interface. A sim-
ilar package for phonon calculations is also available from Alfé.!>*
The elastic tensor for systems with arbitrary symmetry is calculated
from the stress-strain relationship and allowing a relaxation of all
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internal coordinates, following the method proposed by LePage and
Saxe.!%

The evaluation of the Berry phase expression for the polarization
of crystalline solids, % 157 appropriately generalized to the PAW for-
malism, has been implemented in VASP by Marsman (unpublished
observations). The frequency-dependent dielectric matrix may be
calculated. The imaginary part is calculated by summation over
empty states, the real part by a Kramers-Kronig integration. Den-
sity functional perturbation theory!3% 157 has been implemented in
VASP by Gajdos et al.!>® This allows to calculate the static dielectric
tensor, the piezoelectric tensor, the vibrational frequencies, and the
matrix of the Born effective charges. The approach avoids a sum-
mation over empty bands, instead the derivatives of the periodic
part of the eigenstates with respect to the wave vector are calculated
using perturbation theory. The calculation may be performed with-
out or including local field effects (as described in the section on
GW calculations). For the dielectric and piezoelectric tensors both
the ion-clamped and the relaxed-ion version may be calculated.

Note that not all capabilities are included in the version VASP4.6
distributed until March 2008, but require version VASPS5.1. Detailed
descriptions may be found in the VASP manual which is freely
accessible on the web-site.>

Applications

In the following, I want to highlight front-line applications of VASP
in many different areas. During 2007 alone, more than 300 papers
have appeared in the scientific literature in which VASP has been
used for some kind of ab initio calculations. It is hence quite impos-
sible to keep track of all interesting applications. The references
given below are hence necessarily fragmentary and concentrated on
the work of our own group.

Crystal structure and phase stability

Ab initio calculations of the stable crystal structure and of phase
transformations under increasing pressure and temperature are of
course a very active field. Ab initio results are now available for
almost all elements of the Periodic Table of the Elements and for a
large number on inorganic compounds, with a few applications also
to molecular crystals. Out of the many papers on the structures of the
elements, I only refer to the work on the polymorphs of Mn!!%1°
and their transformations under applied pressure - Mn is probably
the most complex of all metallic elements.

An important contribution of ab initio calculations based on
VASP was the elucidation of the complex quantum-mechanical
effects leading to the formation of novel, very complex structures of
many elements under extreme pressures. Under pressure, the poly-
valent metals and semimetals and the heavy alkali and alkaline-earth
metals transform from simple dense-packed to complex, more open
structures describable as (sometimes incommensurate) host-guest
structures.'® For the heavier pnictide elements As, Sb, and Bi,
Hiussermann et al.'®! have presented detailed ab initio calculations
of the phase transformations and discussed the dominant influ-
ence of pressure induced changes in the electronic structure. Even
more surprising were the theoretical predictions that under very
high compression the atomic and electronic structures of Li'®? and
Na'!®? depart significantly from the expected simple-metal behavior,
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showing low structural symmetry and semimetallic electronic prop-
erties. For Li, the structural sequence under pressure is predicted
to culminate in a nearly insulating ground state with paired atoms
and under extreme compression Na is also predicted to adopt a
paired structure and to become a zero-gap semiconductor. It has
been shown that the changes in the atomic and electronic structures
result from the combined effects of Pauli exclusion and core-valence
orthogonality: the valence electron density is minimal near and
between the ions and maximal in the interstitial regions, lowering
kinetic and exchange energies. Evidently the all-electron charac-
ter of the PAW approach implemented in VASP and the ability
to relax the 1s (Li) and 2s2p (Na) states is very important for
such calculations. Very recent work has extended these exploratory
studies to dense intermetallic compounds of Li and Be.!%* These
metals are immiscible under ambient conditions but form stable
intermetallic compounds under increased pressure, with complex
crystal structures and a striking deviation from free-electron like
behavior. Exploratory studies of the high-pressure structures of the
elements based on VASP combined with genetic algorithms have
been performed by Oganov and Glass for carbon, sulphur, oxygen,
nitrogen and hydrogen. VoZadlo et al.!% have used VASP to explore
the nature of the stable phase of iron in the Earth’s inner core, which
is still highly controversial.

VASP has been used extensively to explore the crystal struc-
ture of intermetallic compounds. Studies include aluminides,'06-168
silicides,'9-17! Laves phases (including an investigation of
temperature-induced phase transitions between different stacking
variants),! 72174 Zint] phases,'7>~177 Heusler alloys,'”® " Nowotny
“chimney-ladder” phases, %" shape-memory alloys,'8! 182 and crys-
talline approximants to quasicrystalline alloys.!33 The ab initio
calculations provide a detailed picture of the chemical bonding
in these complex phases and a clear understanding of the cor-
relation between the electronic and magnetic properties and the
crystal structures. As an example Figure 10 shows the complex
crystal structure of the compound AljyV. The structure consists
of a Kagomé lattice composed of intersecting, covalently bonded
-++—Al =V — Al —V — ... chains in whose cavities large Friauf
polyhedra of Al atoms are embedded. This structure is prototypic
for the crystalline constituents of high-strength nanocrystalline Al-
based alloys.'3* Calculations for approximants to icosahedral and
decagonal quasicrystals have been extended to unit cells with more
than five hundred atoms.'%3

Work on disordered alloys can be based either on a supercell
approach!'®> or combine ab initio DFT calculations with multi-
scale simulations techniques such as the cluster-expansion (CE)
approach.'86-187 Here DFT calculations are used to describe the
range, type (pairs, triplets, . ..) and chemical character of the inter-
action energies. On the basis of this information, CE opens the
possibility to quantitatively investigate temperature-dependent alloy
properties such as short-range order effects, mixing enthalpies or the
formation of microstructures.

An important application of the ability of VASP to provide
accurate structural and energetic information on multicomponent
systems (even if their crystal structures are incompletely specified or
unknown) is the use of these data in computational thermodynam-
ics approaches'3% 189 predicting complex, multicomponent phase
equilibria such as they are important in many industrial alloys. Reli-
able information from ab initio calculations has contributed to boost
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Figure 10. Optimized crystal structure of the intermetallic compound
AljpV. The structure consists of a Kagomé lattice of vanadium atoms
with Al atoms in the center of each V-V bond. In the large interstices of
the Kagomé lattice, large Friauf polyhedra of Al atoms are located. A
unit cell contains 176 atoms. After Jahnatek et al.'8

the predictive capabilities of these approaches - for an example
see, e.g., the work of Wolverton et al.'®" on metastable phases in
age-hardening aluminum alloys.

Applications of VASP to the structures of inorganic com-
pounds include oxides,79’ 99-101,125,126,191-193 sulphides,124' 194,195
hydrides,!?6-1%° carbides and related ternary compounds,?0%-20!
ceramics,?9%203 and clathrates.?%*20> The importance to include
corrections for strong electronic correlation effects has been evi-
denced not only for many transition-metal oxides,”®-101-12, 126,206
pronounced magneto-structural effects, and an important role of
electronic correlations has also been demonstrated for certain
transition-metal sulphides.''412* The studies on the mixed Li, CoO,
oxides!%? are motivated by the use of these materials as cathode
materials in Li batteries. The work on hydrides is of particularly
timely interest in connection with the search for novel hydrogen
storage materials.

Ab initio calculations using VASP have also been applied to
many minerals. One of the first studies in this field was the very
comprehensive investigation of polymorphism in silica.?’ The
changes in the crystal structures near the continuous o« — B
transitions in quartz and cristobalite and at the discontinuous
pressure-induced phase transitions from quartz to coesite and from
coesite to stishovite have been explored in detail. The work also
illustrates the limitations of local and semilocal DFT function-
als: while for a correct prediction of the transition pressures, the
GGA is largely superior to the LDA, the GGA predictions for
the energy differences between quartz and some low-density poly-
morphs (tridymite, keatite) are questionable. A re-investigation
using hybrid functionals has been started. The work has also been
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extended to high-pressure post-stishovite phases.??® The work on the
polymorphs of silica is closely related to studies of aluminosilicates,
including zeolites,?®2!! silicoaluminophosphates (SAPO’s),>!%213
and clays,?!4216 demonstrating the ability of VASP to accurately
describe the structures and physico-chemical properties of these
complex systems. The work on clays already highlights the impact
of VASP in the geosciences where the code has contributed to
the solution of long-standing problems (we have already referred
above to the work on the crystalline phases of Fe under extremal
pressures and temperatures). Of particular interest was the work
of Oganov and Ono?!’ on the structure and the physical proper-
ties of the “post-perovskite” phase assumed by MgSiO3 under the
conditions prevalent in the Earth’s lower mantle which lead to a
re-interpretation of puzzling aspects in the seismic data. A review
of applications of DFT in the geosciences (many of them based on
VASP) was recently given by Brodholt and Vodadlo.?!®

Applications of VASP to molecular crystals are still rather scarce.
The potential of the code in this field is, however, very nicely illus-
trated by the work of Plazanet et al.>!% 2% on crystalline DNA bases
(thymine, guanine, . ..) demonstrating that the structures optimized
at the GGA level provide an excellent basis for a highly accurate
calculation of the vibrational spectra of these hydrogen-bonded sys-
tems. In fact it seems that the proton-positions derived from the
calculations are more accurate than the available experimental data.

VASP has also been applied successfully to the structural
optimization of complex molecular systems. Examples are dye
molecules adsorbed on solid surfaces??! or the structure of the
molecular complexes formed by rhodopsin chromophore and vari-
ous counterions.???

Mechanical properties: Elasticity, theoretical strength, fracture

Ab initio DFT calculations based on VASP have a great potential for
the calculation of mechanical properties of solids (elastic constants,
theoretical strength under tensile and shear loading, plastic defor-
mation, fracture). Calculations of the full elastic tensor of materials
are now quite standard, for illustrative results for metals and inter-
metallic compounds see, e.g., ref. 167,223, for calculations of the
variation of the elastic constants of minerals over a wide range of
pressures, see refs. 145,224,225. A more recent application of first-
principles calculations is the investigation of the response of metals
and intermetallic compounds to tensile and shear loading, includ-
ing the determination of the theoretical strength and the elucidation
of the mechanism of structural transformations under applied non-
hydrostatic strains. As exemplary applications of VASP I would
like to mention the work of Ogata and Yip??6 of the shear strength
of face-centered cubic Al and Cu,22° the work of Morris et al. on
the ideal strength of iron, molybdenum and tungsten under tension
and shear.??”-228 The investigations have been extended to B2-type
transition-metal aluminum compounds (FeAl, CoAl, NiAl)*?*° and
to L1, and DO»;-type trialuminides of Sc, Ti and V,?3* Ogata et al.
have presented calculations of the ideal shear strength for a series
of simple metals and ceramics.??!

The potential of the ab initio calculations is illustrated in Figure
11, which shows the response of D0,;-type Al3Ti to uniaxial tensile
loading along the [110] direction. The scenario is quite remarkable:
(1) The deformation under uniaxial tension does not occur along the
tetragonal Bain path, but along an orthorhombic deformation path.
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(i1) Immediately after passing the saddle point along the orthorhom-
bic deformation path, a bifurcation to a tetragonal deformation
path occurs. This bifurcation occurs at the “special invariant state”
(labeled D) with Cy; = C33 which admits a bifurcation under dead
load. (iii) The tetragonal deformation leads to a “flipped” DO,, phase
with the same decoration of the tetragonal unit as in the initial state
A. This scenario is very similar to that proposed for the fcc metals
by Milstein et al. 232 where under very large strains the fcc structure
is restored by a “flip-strain” mechanism. It is interesting to note that
for the trialuminides the same mechanism operates for the tetrago-
nal D0,,-phases, but not for the cubic L1,-phase—the differences
in the response to tensile deformation have been analyzed in terms
of the metallo-covalent bonding properties of these phases.?3?

The correlation between elasticity and cleavage has been studied
by Lazar and Podloucky,??? the formation of grain boundaries and
their influence on the tensile strength has been studied for A1>** and
Fe.?> VASP has also been used to investigate segregation at grain
boundaries,?3¢ as well as segregation-induced embrittlement?36-237
and deformation twinning.?3

Dynamical properties: Collective and single-particle dynamics

The calculation of the phonon spectrum and of the vibrational con-
tributions to the free energy is one of the most popular applications
of VASP. The first applications within our group dealt with dia-
mond and graphite,'>? hexagonal and cubic BN?*® and fcc Rh.?*!
These calculations demonstrated that DFT-derived phonon frequen-
cies achieve in general agreement with experiment within a few
percent. However, the investigations of the transition metal Rh also
signaled a caveat: because of the long-range nature of the inter-
atomic forces in metals, convergence with respect to supercell size
cannot be achieved with a single large and isotropic supercell. A
converged solution could be achieved by deriving independent sets
of interplanar force constant from calculations withlong 1 x 1 x n
supercells (with n up to 13) stretching along the main crystallo-
graphic directions. This information may be used to fit a matrix of
long-range Born-van Karman force constants. The reward for this
extra effort is that even details of the dispersion relations such as
Kohn anomalies associated with nesting vectors of the Fermi surface
are described with good accuracy.?*! Not all subsequent applications
to metals took this lesson into account.

The calculations for the BN polymorphs where extended to a
calculation of the phonon Griineisen parameters which opens the
way to a calculation of the vibrational free energies in a quasi-
harmonic approximation and of the temperature-induced phase
transition from layered hexagonal to cubic BN.?* The investigations
on carbon-based systems have been extended to graphene layers and
nanotubes.?*0

Very recently much effort has been spent on ab initio calculations
of the thermodynamic properties of the metallic elements, based on
phonon spectra calculated via the “direct” method.!>? Grabowski
et al.>*2 have presented an extended study for nonmagnetic fcc met-
als (AL Pb, Cu, Ag, Au, Rh, Ir, Pd, Pt), including an investigation of
the influence of the exchange-correlation functional, the supercell
size and the k-space grid used for the calculation of the electronic
total energy and of the phonon density of states. It was demonstrated
that, if cubic supercells are used, full convergence is reached for Pb
(the worst case) only for 5 x 5 x 5 cells containing 500 atoms and that
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Figure 11. Top: Response of D0,,-type Al3Ti to [110]uniaxial loading: Energy-strain (top), stress-strain
(middle panel), and the strain dependence of the lattice parameters (bottom) are shown for unconstrained
relaxation under tension (UT) and compression (UC) and along the epitaxial Bain path (ET). Bottom:
Starting configuration (left) and flipped D02, structure (right). Al atoms are shown in white and light gray,
Ti atoms in black. Cf. text. After Jahnatek et al.>>* [Color figure can be viewed in the online issue, which
is available at www.interscience.wiley.com.]
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for transition metals 4 x 4 x 4 supercells with 256 atoms are required
to exclude safely all imaginary modes and to correctly reproduce
the experimentally observed Kohn anomalies, confirming the ear-
lier conclusions made at the example of the Rh calculations.?*! An
interesting observation is that the choice of the exchange-correlation
functional (LDA or GGA) influences the result mainly through the
determination of the equilibrium volume. If the calculations are
based on the theoretical T=0K lattice constants, LDA yields too
hard bulk moduli and phonon frequencies, while the GGA produces
too soft bulk moduli and vibrational eigenmodes. Thermal expan-
sion coefficients and heat capacities are larger in the GGA (for the
heavy elements the agreement with experiment is better in the LDA).
If the T=0K calculations are performed at the experimental lattice
constant, the situation is reversed, GGA frequencies are now softer,
the influence of the functional on the thermodynamic properties is
strongly reduced. This suggests that calculations using functionals
such as PBEsol or AMO5 giving better lattice constants and bulk
moduli than the conventional GGA (see Table 1) should also lead to
an improved prediction of phonon frequencies and thermodynamic
properties.

Similar studies including also bce (Nb, Mo) and hep (Ti, Y, Zr,
Ru, Tc, Ru) transition-metals have been performed by Souvatzis
et al.243:2% These calculations are based on much smaller supercells
(27 atoms for the hep, 64 atoms for the bee metals). Although for the
fcc metals the results are in semiquantitative agreement with those
of Grabowski et al.,2*? the difference between the LDA and GGA
predictions is even larger, with a still more pronounced preference
for the LDA (as the authors point out, this is at least partially due to
a cancellation of errors). A remarkable result for the hcp metals is
that the strong anisotropy of the thermal expansion and in particular
the negative values for the thermal expansion along the hexagonal
lattice observed for Ti at low temperatures is correctly reproduced
and assigned to a van-Hove singularity in the electronic density of
states. >3

Calculations of phonon dispersion relations and thermodynamic
properties have also been extended to intermetallic compounds. As
an example Figure 12 shows the dispersion relations calculated
for DOs-type Fe;Si, compared with the inelastic neutron scatter-
ing results.!”! The experimental investigations for this compound
have been motivated by the unusually fast diffusion of Fe atoms,
which had been tentatively attributed to soft lattice modes. The
figure demonstrates good agreement between theory and experi-
ment for all 12 dispersion branches and that the fast diffusion must
be attributed to another mechanism (see also below).

Extensive calculations of phonon spectra, thermodynamic prop-
erties and temperature-induced phase transitions have been per-
formed for Laves phases, including also an investigation of the
influence of magnetic ordering on the vibrational properties.!”%243
For ZrMn,, better agreement with the phonon densities of state mea-
sured at low temperature has been observed for the ferromagnetic
state.24

Only a few investigations of lattice vibrations in non-metallic
compounds can be mentioned here. Ab initio phonon calculations
for insulators are less demanding in the sense that due too the
short-range interactions, a smaller supercell is often sufficient. On
the other hand in heteropolar insulators cations and anions carry
effective charges (the Born effective charges) and due to the peri-
odic boundary conditions polar phonons create an electrostatic
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field suppressing the LO-TO splitting. To correct the effect of this
artifical field created by the boundary conditions requires the knowl-
edge of the matrix of the Born effective charges. Calculations of
pressure-induced phase transitions and of the phonon dispersion
relations have been performed for various polymorphs of GeO,,
with the aim of characterizing the order of the structural phase
transitions.?*® Studies of phonons in Fe-borate?*’ have elucidated
the influence of magnetic ordering on the lattice vibrations. Cal-
culations for a MgAl,O4 spinel display the ability to accurately
predict the acoustic and optic modes of an insulator with a com-
plex crystal structure with 56 atoms in the cubic unit cell.>*® The
acoustic modes are in good agreement with the inelastic neutron
scattering data, the optic modes at the I"-point compare very well
with the five Raman and four infrared active modes. Calculations
of phonon dispersion relations and of vibrational free energies for
different polymorphs of ceramic materials have recently been pre-
sented by Tanaka and Oba.?*? In combination with cluster expansion
techniques and Monte Carlo simulations, the first principles calcu-
lations have been extended to evaluate the temperature-dependence
of cationic disorder in AB,Qy spinels, where A and B are divalent
and trivalent cations, respectively.

Computational studies of single-particle dynamics are difficult.
Diffusive jumps of atoms or vacancies are rare events on the time-
scale of ab initio molecular dynamics simulations, but activation
energies for diffusion may be determined by via nudged-elastic band
calculations. This approach has been used to study the fast vacancy-
promoted diffusion of Fe-atoms in Fe-silicides'”! and the diffusion
of charged and neutral vacancies in Y-doped zirconia.>** A similar
approach has also been used to determine activation energies for
hopping- and exchange-diffusion on metallic surfaces.?0-2>2

Liquids and amorphous materials

The intention to perform ab initio molecular dynamics (MD) sim-
ulations for molten transition metals was one of the motivations
for the development of the first versions of VASP based on ultra-
soft pseudo-potentials - the structures of molten Cu and V belonged
to the early applications of the code.?> This was followed rather
soon by ab initio MD simulations of liquid Ge and of the formation
of an amorphous phase by ultrafast quenching®*—this simula-
tion demonstrated that ab initio MD simulations could be extended
over time-scales long enough to produce realistic amorphous struc-
tures by a simulated quench. The interest in the liquid-metal to
amorphous-semiconductor transition has recently been renewed by
reports®> that the transition is preceded by a liquid-liquid phase
transition from a high-density liquid with imperfect to a low-density
liquid with almost perfect tetrahedral coordination. Ab initio sim-
ulations based on VASP have been used by Jakse and Pasturel?*®
to confirm the existence of such a transition and to characterize the
structural and electronic properties of the two undercooled liquid
phases of silicon.

A number of investigations were devoted to molten metals under
extremal conditions: The structure and electronic properties of mer-
cury were studied along the liquid-vapor coexistence line, from the
triple-point up to the liquid-gas critical point.?>’ The liquid structure
was found in excellent agreement with experiment all the way up to
the critical point and it was demonstrated that the metal/nonmetal
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Figure 12. Phonon dispersion relations in DOs-type FesSi. Full lines, ab initio calculations; dots, inelastic
neutron scattering experiments. After Dennler and Hafner.!”! [Color figure can be viewed in the online
issue, which is available at www.interscience.wiley.com.]

transition taking place before reaching criticality is a simple band-
crossing transition, a gap develops between the s- and p-bands (but
no localization at the band edges is found). Molten Fe was stud-
ied at temperatures and pressures corresponding to the conditions
in the Earth’s molten core.?3%2% The viscosity of liquid Fe under
these conditions was derived via a Kubo-Greenwood relation from
the calculated stress autocorrelation function, with robust values
ranging between 15 to 8§ mPa.s, going from the inner-core bound-
ary to the core-mantle boundary. This information is important for
simulations of the magneto-hydrodynamics of the core, but had
been very controversial, with estimates spanning many orders of
magnitude.20

Extended ab initio MD simulations have been performed for
molten Zintl-alloys combining alkali metals with group-TV,%61:262
group-V,2%* and group-VI*® elements. According to the Zintl-
principle the structures of the binaries are characterized by electron
transfer from the alkali metal to the polyvalent element and the for-
mation of polyanionic substructures characteristic for the elements
in the next column to the right in the Periodic Table, e.g. tetrahedral
Sni_ clusters isostructural and isoelectronic to P4 molecules, infi-
nite spiral chains of Sb™ anions isostructural to the chains in trigonal
Se, and Te;™ dimers isoelectronic to halide molecules. Extended
diffraction experiments?% have demonstrated the existence of a pro-
nounced chemical and topological short-range order in the molten
alloys, which has been interpreted as a sign for the survival of the
polyanionic units in the molten phase.?%3 Ab initio MD simulations
of these short-range order phenomena are hampered by the fact that
if the calculation is initiated by melting the crystalline phase the
polyanionic units might survive for a long time, while if the simula-
tions are started from a random configuration the equilibration of a
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chemically ordered state is controlled by slow diffusive processes.
In any case, simulations for sufficiently large ensembles and long
time-intervals are required. The ab initio MD simulations on the
molten Zintl alloys have been performed in the canonical ensemble,
they were based on cells containing up to 125 atoms and covered
intervals of up to 60 ps. In this context it is important to point out
that as the system is relaxed to the electronic ground-state after each
ionic move, the time-increment is controlled by the ionic dynam-
ics alone and may be as large as 2 to 3 fs. This is in contrast to
a Car-Parrinello MD using a pseudo-Newtonian dynamics for the
electronic degrees of freedom which allows only much shorter time
increments (depending on the fictive mass chosen for the electronic
eigenstates).

Figure 13 shows a snap-shot of an instantaneous atomic config-
urations and valence-electron density distributions for molten KSn.
The graphs demonstrate that polyanionic clusters survive in the melt
and that they are stabilized by covalent multicenter bonds. How-
ever, not all these polyanionic clusters display the perfect tetrahedral
geometry of the crystalline phase. But comparisons with the avail-
able neutron diffraction data demonstrate that the degree of local
order is sufficient to reproduce the experimental structure factors.

Recent applications of ab initio MD based on VASP have
concentrated on the investigation of short-range order in liquid tran-
sition metals (Ni,Zr)z“'267 and molten alloys%&269 with the aim
of elucidating the ability to form glassy or quasicrystalline alloys.
Simulations of quench-condensation of metallic glasses where pre-
sented by Sheng et al.”’® and Ganesh and Widom.?”! The work
of Sheng et al. illustrates the state-of-the-art for this class of ab
initio simulations: the work is performed in a canonical ensemble
of 100-300 atoms, allowing about 10 ps for equilibration at high
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Figure 13. Top: Ball-and-spoke model of an instantaneous configuration in a molten KSn alloy. All Sn-
Sn bonds shorter than 3 A are shown by the red spokes, K atoms in green. Bottom: Constant electron-
density contours for two different configurations of molten KSn containing 64 and 96 atoms, respectively.
The electron-density contours demonstrate the existence of imperfect tetrahedral Sn clusters stabilized by
covalent multicenter bonds. After Genser and Hafner.?°! [Color figure can be viewed in the online issue,
which is available at www.interscience.wiley.com.]

temperatures and quench-rates of 20 to 200 K per 1000 time-steps
(of 5 fs) to produce the glassy phase. This allows to achieve excel-
lent agreement of the partial radial distribution functions for Ni-B
and Ni-Nb glasses with experiment.?’" Liquids and glasses have
been probed for icosahedral short-range order using Voronoi tes-
sellation?’%27! and common-neighbor analysis?®®-26%-2! and is was
concluded that while the glass-forming ability of bimetallic systems
is correlated to a high degree of icosahedral ordering in the melt,
no such correlations exists for the amorphous Fe- and Ni-borides
where the local arrangements are strongly influenced by the cova-
lent Fe(Ni)-d-B-p bonds. These ab initio simulations also support
earlier large-scale simulations of transition-metal-metalloid glasses
based on tight-binding-bond potentials.?’>

An interesting point raised by both Ganesh and Widom?’! and
by Jakse and Pasturel?’ is the persistence of magnetic moments in
the liquid phase. Ganesh and Widom point out that spin-polarized
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calculations yield better agreement with the measured structure fac-
tor of liquid Fe than nonmagnetic calculations. This is attributed to
amagneto-volume effect due to local paramagnetic moments. Jakse
and Pasturel report large magnetic moments on most Mn atoms in
dilute (20 at. pct or less Mn, i.e at compositions favoring the forma-
tion of quasicrystalline alloys) molten Al-Mn alloys. The formation
of local moments is interpreted in an impurity model. Increasing
temperature and thermal expansion enforces the impurity character
of the Mn atoms and favor increased magnetic moments, as observed
experimentally. However, the spin-polarized simulations of melts
have not yet exploited the possibility to simulate a non-collinear
arrangement of the spin-moments.

As an example of ab initio MD simulations of ionic liquids I
refer to the recent work on molten A1C1327* which presents a detailed
investigation of the dynamical formation and destruction of (AlCl3),
clusters.
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Magnetism and magnetic nanostructures

The potential of VASP for ab initio simulations of magnetic mate-
rials resides on the ability to simultaneously relax the structural,
electronic, and magnetic degrees of freedom as illustrated by the
elucidation of the complex magneto-structural effects in Mn (where
noncollinear magnetism is correlated to a tetragonal distortion of the
complex cubic crystal structure!!?), in y-Fe (where distortions of
the fcc crystal structure and the spin-spiral magnetism are strongly
correlated %), and in transition-metal oxides and sulphides where
in addition a correct description of strong electronic correlation
effects, either at the level of a GGA+U description'?* or using hybrid
functionals'%% 101 is required.

In this section, I shall briefly review applications of VASP to the
description of unexpected magnetic ordering in s-p bonded systems,
to strongly correlated transition-metal oxides, to magnetic nanos-
tructures and to novel complex magnetic materials such as magnetic
semiconductors and multiferroics. Experimental observations that
defects in the atomic network of all-carbon systems such as graphite
or polymerized fullerenes lead to itinerant ferromagnetism without
d-electrons have stirred much interest, because of the promise of
light-weight nonmetallic magnets in many applications. Lehtinen
et al.?” have used VASP to study the magnetic properties of defects
formed in graphite by irradiation—vacancies and vacancy-hydrogen
complexes. It was shown that both types of defects carry a magnetic
moment, but due to the high mobility of carbon interstitials they
will very likely annihilate with interstitials. Vacancy-hydrogen com-
plexes are less reactive and carry a magnetic moment large enough
to give a macroscopic signal in agreement with experiment.

While the structural and magnetic properties of many transition-
metal oxides with strong electronic correlations such as NiO are well
described with DFT+U,'2% 126 the approach is evidently unable to
account for systems with a more complex correlation between struc-
ture and magnetism. An example are the Mn-oxides in which Mn
assumes different oxidation states varying between +2 and +4. The
recent work of Franchini et al.!%% 1! includes a critical confronta-
tion of results achieved with a GGA+U approach and using hybrid
(PBEO and HSEO3) functionals. Important differences are found for
the equilibrium volumes (where PBE+U calculations suffer from a
strong overestimation, while PBEO and HSEO3 results are in excel-
lent agreement with experiment), for the band-gap and the magnetic
ground state. For all realistic values of U, PBE+U gaps are lower
than PBEO or HSEO3 gaps. For antiferromagnetic MnO the gap
increases from a PBE value of 0.9 eV to only 2.1 eV with PBE+U
and even a large value of U = 6 eV, while the PBEO gap of 3.8 eV
is in perfect agreement with experiment. Mn3Oy4 and «-Mn; O3 are
predicted to be metallic in PBE, half-metallic ferrimagnetic and fer-
romagnetic in PBE+U, while PBEO and HSEO3 predict insulating
behavior. -MnQO; is metallic in PBE and PBE+U and semiconduct-
ing in PBEO and HSEO3. Absolute values of magnetic moments also
show best agreement with experiment if a hybrid functional is used
in the calculations.

Ultrathin magnetic films have been a very active field of research.
Fe-films grown on a Cu(100) substrate have perhaps received more
attention than any other thin-film systems, because they illustrate
the complexity of magneto-structural effects: Up to about 11 mono-
layers (MLs), the structure of the films continues the fcc lattice of
the substrate, albeit with tetragonal distortions depending on the
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Figure 14. Atomic structure in the two topmost layers of the striped
(1 x 4) reconstruction of a 3 ML Fe/Cu(100) film. The shearing angle

is ¢ = 13° (theory) against 14° from the STM experiment. After SpiSdk
and Hafner.?”

magnetic order in the film. Up to 3—4 ML the film is ferromagnetic,
between 4 and 11 ML layered antiferromagnetism develops below
a ferromagnetically coupled bilayer at the free surface.”’® In addi-
tion, LEED experiments®”’ and STM studies?’® have demonstrated
that the surface of the films undergoes a (1 x n) reconstruction
(n = 4 — 6 in the ferromagnetic regime, n = 2 in the antiferromag-
netic thickness region) leading to the formation of a stripe pattern.
Ab initio calculations®” have shown that the reconstruction of the
films is related to a fundamental instability of all magnetic phases
of face-centered tetragonal Fe along the Bain-path against mono-
clinic distortions. In the y-Fe films the distortion occurs at the free
surface, but is limited in the deeper layers because of the epitaxial
relationship at the Fe/Cu interface. Figure 14 shows the (1 x 4)
striped phase for a 3ML film. The shearing angle of ¢ = 13° is
in perfect agreement with the STM results, the vertical corrugation
agrees very well with the STM results.

A surprising prediction, based on ab initio calculations and later
confirmed by experiment, was that in Fe monolayers grown on
W(100) surfaces the hybridization of the 3d-states of the adlayer
with the 5d-band of the substrate induces antiferromagnetic ordering
in the Fe-layer?®® while Mn mono- and bilayers grown on the same
substrate order ferromagnetically.?®! In ultrathin Mn films grown
on Fe(100) substrates, the competition between ferromagnetic cou-
pling across the interface and antiferromagnetic coupling in the film
induces the formation of a noncollinear magnetic spin-flop struc-
ture in the film where the antiferromagnetic moments in the film
are approximately perpendicular to the spins in the ferromagnetic
substrate (see Fig. 15) whose existence has been experimentally
confirmed.?$?

Investigations of magnetic nanostructures have been extended
to stripes?®® and nanowires?®* grown at the step-edges of vici-
nal surfaces, and to clusters in the gas-phase®> and supported on
nonmagnetic substrates.”8® Ab initio simulations reveal interesting
aspects of the physics of these systems: for the nanowires a tendency
to be buried below the step-edge of the substrates and a long-range
interwire-coupling mediated by the substrate,?8* for the gas phase
clusters the coexistence of structural and magnetic isomers and a
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(a) (b)
1

Figure 15. Noncollinear spin-flop structure in Mn mono- and bilay-
ers grown on Fe(100) surfaces. Mn atoms are picture yellow and
red, Fe atoms dark blue and green. After Spisdk and Hafner.?$?
[Color figure can be viewed in the online issue, which is available at
www.interscience.wiley.com.]

tendency to disfavor icosahedral motifs relative to fragments of crys-
talline structures®® have been established. Adatoms and clusters
supported on highly polarizable substrates such Pd, Rh or Pt induce
along-range magnetic polarization with a strong orbital component,
such that the substrate makes a strong, eventually even dominant
contribution to the magnetic anisotropy energies.?3

The GGA+U approach implemented in VASP,'?* eventually
coupled with a selfconsistent treatment of spin-orbit coupling™
has found widespread application. Recent studies treat ferromag-
netism in Mn-doped GaAs,?®” magnetic doping of cuprous oxide or
copper nitride,?8%2% orbital ordering and Jahn-Teller distortions in
perovskite-type Sr-ruthenate,?® and multiferroics.?!=2°3 The work
on the magnetic doping of GaAs exploits the high computational
efficiency of the approach which allows to achieve realistic dopant
concentrations by using large supercells. The investigation of fer-
roelectricity in the spin-spiral magnets LiCu,0; and LiCuVO,>*!
and in the orthorhombic perovskite HoMnQ32°? use also the capa-
bility to treat noncollinear magnetic structures and the Berry-phase
approach to polarization. For simpler systems, however, the GGA+U
approach begins to be superceded by calculations using hybrid
functionals,”~1%! which are, however, computationally much more
demanding.

Interesting applications of VASP to molecular magnetism are
the recent studies of Fe-phthalocyanine in the molecular phase
and adsorbed on Au(111) surfaces®* and of a single-molecule
Mnj, magnet (Mn2012(CH3C0O0)6(H20)4) attached toa Au(111)
surface through thiol groups.?>> The simulations of adsorbed Fe-
phthalocyanine allow to determine the stable adsorption configura-
tion which greatly influences measured scanning tunneling spectra
and the molecular Kondo effect. For the adsorbed Mn;, magnet the
calculations predict a slight increase of the magnetic moment from
18up to 20up induced by charge transfer from the substrate and a
significant increase of the transverse magnetic anisotropy compared
to the isolated Mn;, molecular magnet.

Semiconductors and insulators

For semiconductors and insulators studies using the version of VASP
based on GGA functionals have been performed on semiconductors
alloys,?% the structure and mobility of point defects in Si,27-2%8
in SiGe alloys,?®® in SiC,% in high-k dielectrics,*"-3%? and in Si
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nanocrystallites.3> Perhaps the studies of impurity diffusion and of
nanocrystallites illustrate best the potential of VASP. For B in Si the
ab initio calculations have been used to determine the optimal geom-
etry and charge-state of the B interstitial and either nudged elastic
band calculations have been used to determine migration barriers
for different diffusion mechanisms?®” or ab initio MD simulations at
high temperatures have been performed to monitor diffusion events.
Both simulations agree on a diffusion mechanism involving a boron-
silicon interstitial pair and a migration barrier of about 0.7 eV, in
excellent agreement with experiment.

The recent work on doping of Si nanocrystals®” with atoms
from groups III to V is based on varying crystallites sizes (up to
300 Si atoms plus H atoms saturating dangling bonds at the surface)
and shapes, spin-polarized calculations are used to monitor acceptor
(group III) and donor (group IV) levels as a function on the size of
the nanocrystallites. However, the predictions of impurity levels are
certainly limited by the well-known energy-gap problem of DFT.
Since, as discussed above, GW calculations now allow very accurate
calculations of energy gaps and also confirm that the gaps predicted
by hybrid functional are in consistently good agreement with the
many-body results, I expect that this will boost the use of VASP in
ab initio simulations of semiconductors.

First results have recently been presented for lead chalco-
genides®®—since these materials are narrow-gap materials, this is a
serious test for the theory. Calculations including spin-orbit (fully
relativistic for the core electrons and by the second-variation method
for the valence states) have been performed using the PBE and
HSEO3 functionals and in addition GW calculations have been per-
formed to validate the results obtained with the hybrid functional.
The lead chalcogenides are a very difficult case for DFT calcu-
lations - if SOC is properly included standard GGA calculations
predict negative band gaps at the L point and much too low carrier
masses.

The results compiled in Table 4 demonstrate that the HSEO3 cal-
culations including SOC predict band gaps in reasonable agreement
with experiment (with a maximum error of 0.1 eV), and also the
correct order of the band gaps within the series. The GW calcula-
tions achieve, as expected, even better agreement with experiment.
The hybrid functionals have also been used to calculate longitudi-
nal and transverse effective masses at the valence-band maximum
(VBM) and the conduction band minimum (CBM), achieving excel-
lent agreement with experiment, while PBE calculations predict
masses which are too large by a factor of 2 to 3.

303

Table 4. Fundamental Band Gaps E; (in eV) of the Lead Chalcogenides at
the L Point, as Calculated Without or With Spin-Orbit Coupling (SOC)
Using a Standard GGA Functional (PBE), a Hybrid Functional (HSE03),
and Using the GW( Approach, after Hummer et al.”

Method PbS PbSe PbTe
PBE 0.37 0.30 0.73
PBE+SOC —0.01 —0.12 —0.01
HSEO03 0.67 0.58 0.98
HSE03+SOC 0.31 0.18 0.25
GWy+SOC 0.45 0.23 0.30
Experiment 0.41 0.28 0.31
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The largest potential of hybrid-functional calculations for semi-
conductors is certainly in the determination of defect levels. Tanaka,
Oba and Kresse3** have used the hybrid functionals implemented
in VASP to investigate defects (charged and neutral oxygen vacan-
cies and Zn self interstitial) in ZnO, using supercells with up to 192
atoms to achieve realistic defect concentrations. As the O vacancy
level lies about 1 eV from the CBM and 2.5 eV from the VBM, only
the HSEO3 calculations predicting a band gap of 3.5 eV (in agree-
ment with experiment) can provide a realistic description, while
GGA calculations fail quite badly, since they predict a gap of only
0.7 eV.

However, hybrid functional calculation for large supercells are
still computationally very demanding. As a cheap alternative, van de
Walle30%-3% has recently proposed to use the DFT+U ability imple-
mented in VASP to achieve an improved description of band offsets,
defect formation energies and related quantities in semiconductors.
The approach is based on the idea that the underestimation of the
band gaps is partially due to the underestimation of the binding ener-
gies of the semicore d-states. The Hubbard potential is applied to
the completely filled d-band. In a series of studies it was demon-
strated that, although the band-gap error is only partially corrected,
this leads to a much better description of semiconductor-interfaces
and point defects.

Calculations of the static and frequency-dependent dielectric
constants of semiconductors and insulators within the PAW for-
malism and the LDA have been presented by Gajdos et al.'*® The
approach is based on the longitudinal expression for the polariz-
ability matrix and uses either a summation over conduction band
states or linear response theory. Very recently Paier?” has used time-
dependent DFT in combination with a hybrid-functional (HSE03)
and local field corrections to calculated static and frequency-
dependent dielectric functions for a number of semiconductors and
insulators. Excellent agreement with experiment is achieved: the
improved gap-width due to the admixture of exact exchange cor-
rects the low-frequency on-set of the absorption spectra, local-field
corrections lead to an improved description of excitonic effects.

Surfaces, interfaces, and thin films

The investigation of solid surfaces and thin films is one of the
most active research fields in the VASP developer group. Therefore
VASP has been applied to a wide range of surface related problems,
only a few selected studies can be mentioned here. Within VASP,
surfaces are modeled by periodically repeated slabs of sufficient
thickness, separated by wide vacuum regions. Early applications
where devoted to diamond surfaces (including an extensive ab-
initio MD simulation of the graphitization of the surface at high
temperatures3®). Applications to metallic surfaces included inter
alia the quasihexagonal (1 x 5) reconstruction of the (100) sur-
face of fcc Ir,% the “clock-rotated” reconstruction of a Pd-Cu
surface alloy on Cu(100)*'© and surface-segregation and its adsorp-
tion induced reversal on a Pt-Fe alloy surface.3'! Recently, the
studies of metallic surfaces have been extended to the fivefold sur-
faces of icosahedral Al-Pd-Mn>®'? and to the tenfold surfaces of
decagonal-A1-Ni-Co?'3 quasicrystals. The calculations are based
on large slab-models with more than 400 atoms in the computa-
tional supercell. Figure 16 shows the characteristic arrangement of
atoms with local fivefold symmetry, together with the simulated and
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measured STM contrast. Characteristic features with fivefold sym-
metry, often referred to as the “white flower” (WF) and the “dark
star” (DC) have been identified in the STM. The structural model
resulting from the ab initio modeling of the surface structure allows
to resolve the atomistic structure creating the observed pattern in
the STM images and to relate it to the quasicrystalline structure
built by large inter-penetrating Mackay and Bergman clusters.'? In
particular the DS feature could be identified with surface vacancies
originating from the irregular structure surrounding the Mn-centered
Mackay clusters.

Adatoms such as oxygen often induce complex surface recon-
structions or the formation of ultrathin layers of surface oxides with
stoichiometries and structures which are entirely different from the
bulk oxides. Traditional experimental methods such as low energy
electron diffraction (LEED), surface X-ray diffraction and scanning
tunneling microscopy are often insufficient to resolve the surface
structure. High-performance computing offers several interesting
approaches: Dynamical simulated annealing may be used for search-
ing possible structures in configuration space. This approach has
been used, e.g., to determine the structures of the oxygen-induced
¢(6%2) reconstruction of a V(110) surface?'? or the structure of two-
dimensional surface oxides.?'® Alternatively, genetic algorithms
may be used to solve complex surface structures.’'” An important
ingredient of these studies is the calculation, in the grand canonical
ensemble, of the surface free energy as a function of the chemical
potential of oxygen in the reactive atmosphere above the surface
which allows to determine the limits of stability of different surface
phases. Recent studies include surface-oxidation on different sur-
faces of Rh (including vicinal surfaces),?'331° Pd,320 and Ag.3?! On
Rh(110) surfaces for example, combined studies by ab initio calcu-
lations and STM have revealed (2 x 2)p2mg, c¢(2 x 6), and ¢(2 x 8)
missing-row reconstructions with increasing exposure to oxygen.

Ab initio calculations combined with experiment have eluci-
dated the physical mechanisms leading to the formation of quasi-one
dimensional surface structures on Pt(110), induced by the adsorp-
tion of Br. The adsorption provokes a missing-row reconstruction
of the substrate and the formation of close-packed rows of Br in the
troughs of the surfaces.3?? It has been shown that the reconstructed
Br/Pt(110) surface acts as a template for growing one-dimensional
arrays of adsorbates.

Investigation of the surfaces of bulk oxides have included the
polar ZnO(0001) surface®?® and surfaces of strongly correlated
oxides treated in the GGA+U approach such as NiO,>** Fe,03
(hematite) and Cr,O3 (chromia)®?®> and Mn0.326:327 For the three
last surfaces it was demonstrated that the on-site Coulomb poten-
tial required to describe electronic correlation effects in the narrow
d-bands induces a re-ordering of different surface terminations.
On the polar MnO(111) surface the corrections for strong corre-
lation favor an oxygen-terminated octopolar surface over a wide
range of the chemical potential of oxygen, only under strongly
oxidizing conditions a reconstructed stripe-phase becomes ener-
getically favored. Similar effects had been noted for hematite and
chromia.??

Extended studies of the (001) surface of anatase-TiO, and of the
(110) and (100) surface of y-Al,O3 under various reaction con-
ditions (varying partial pressures of H,O, H,S, H, and varying
temperature) have been performed by Digne et al.3?%32% and Arrou-
vel et a1.330:331 These studies allow to determine the precise degree
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Figure 16. Top: Atomic structure of a section of a fivefold surface of an icosahedral AIP dMn quasicrystal.
Aluminum atoms are shown in white, Pd in gray and Mn in black. Two characteristic motifs with fivefold
symmetry, commonly nicknamed the “dark star” (DS) and the “white flower” (WF) are highlighted. Bottom:
The left and right panels show the simulated and measured STM contrast around one of the ‘white flowers’,
the pentagonal structure of the support is indicated. Note that both pictures also show the signatures of ‘dark
stars” associated with surface vacancies. After Krajéf et al.3'*

of hydroxylation of the surfaces and the structure of the catalytically
active sites under realistic working conditions.

Ultrathin oxide films formed on other metallic substrates offer
a particularly rich phase diagram with many novel structures. That
ultrathin alumina films can be formed on NiAl(110) alloy surfaces
had been known for about thirty years, but their complex struc-
ture remained unresolved until the recent ab initio studies.’3> Using
dynamical simulated annealing, genetic algorithms and the com-
parison of simulated STM images with experiment the structure
could finally be resolved. The studies have also been extended to
defects structures induced by a partial reduction of the films.?*? Sim-
ilar complex structures are also observed for oxide films produced
by the oxidation of NizAl(111)surfaces.** The oxide films show
(V67 x +/6T)R12.2° periodicity with respect to the unit cell of an
ordered Ni3Al(111) surface, which makes an ab initio simulation a
rather challenging task. Kresse has performed dynamical simulated
annealing calculations for the complete surface cell which contains
721 atoms in the oxide layer, together with the substrate layers,
the computational cell contained 1257 atoms. In perfect agreement
with the atomically resolved STM images, the relaxed surface struc-
ture shows sixfold (at the corners of the surface cell), threefold
and twofold rotation axes (see Fig. 17). The DFT simulations also
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provide clear building rules for the structure of the oxide layer as
imposed by the strong chemical ordering of the surface of the sub-
strate. The hexagonal rings of atoms around the sixfold axes are
empty - these holes in the oxide films should be able to capture
metallic adatoms and for this reason the films could be attractive
templates for growing ordered structures of metallic clusters. Well
ordered Pd and Pd Au clusters have been grown, while attempts
to grow ordered structures of other metals failed. DFT simulations
demonstrated that Pd atoms diffusing on the oxide surfaces are easily
incorporated in the six-fold holes, while a barrier of about 0.2 eV
prevents a jump of a diffusing Fe atom into the hole.

Extensive investigation of ultrathin VOy films grown on Pd(111)
and Rh(111) surfaces have been performed by Kresse in cooperation
with experimentalists. A large variety of different thin-film oxides
has been observed experimentally, but details of their structure and
chemical identity could only be resolved on the basis of ab initio
simulations. A compilation of many results may be found in a recent
review.3%

Ab initio calculations have also been used to resolve the atomic
structure of quasiperiodic mono- and bilayers grown on the surfaces
of icosahedral quasicrystals,?*%337 based on an extended potential-
energy mapping of the quasicrystalline surface.
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Figure 17. Atomic structure of an oxide film on Ni3Al(111) as determined by DFT optimization: (a) side
view, (b) interface, (c) surface. The superposed grid lines indicate the distorted hexagonal lattice of the Al
surface atoms, symbols mark the hexagonal, trigonal and twofold rotation axes of the unit cell sketched in
(d). After Schmid et al.?3*

Adsorption, chemical reactions, and catalysis

DFT simulations have been used extensively for the simulation of
chemical reactions catalyzed by solid surfaces - to some extent it
even appears to be legitimate to say that the rapid development of
the DFT methodology was driven by the strong interest in atomistic
simulations of catalytic reactions - for a recent review of the field
see, e.g., the article by Ngrskov, Scheffler, and Toulhoat.338

VASP has been used to study molecular and dissociative
adsorption of molecules on solid surfaces, ranging from simple
diatomics®334! to larger organic molecules,*>3*3 to model oxi-
dation, redox3**3% and hydrogenation3”-34 reactions catalyzed by
metallic surfaces. Applications to industrially relevant reactions
include hydro-desulfurization catalyzed by transition-metal sul-
phides,?* the hydrogen production by water gas shift catalysts,3*
and hydrocarbon conversion reactions catalyzed by microporous
solid acids.>**

The studies of adsorption of CO*° and NO3* on the close-
packed surfaces of late transition and noble metals have allowed to
establish systematic trends in the adsorption behavior (including the
vibrational properties of the adsorbate-substrate complex), for NO
the determination of the activation energies for dissociation based on
nudged-elastic band calculations has allowed to underpin the valid-
ity of a generalized Brgnsted-Evans-Polanyi®*® relation between
the transition-state energy and the adsorption energy of the dissoci-
ation products. For light molecules such a hydrogen, the adsorption
dynamics is strongly influenced by quantum effects, and DFT
calculations may provide the information on the six-dimensional
potential-energy surface required to perform quantum-dynamics
simulations for the dissociation process.?*!

Ab initio calculations of reaction rates may be performed within
harmonic transition-state theory:'*° a search for the transition-
state and a calculation of the reaction-barrier is performed using
nudged-elastic band or similar techniques, the pre-exponential fac-
tor in the reaction rates is determined by the ratio of the partition
functions in the transition-state and the initial-state. For tightly
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bound transition-states the partition functions are derived from
the vibrational eigenfrequencies. Ab initio calculations of reaction
rates have been performed for CO oxidation on Pt surfaces,>** for
the redox reaction between CO and NO,3* for the hydrogenation
of benzene to cyclohexene catalyzed by a Ni(111),¥7 and for the
hydrogenation of formaldehyde and ethylene on Pt and PtFe alloy
surfaces. In general, GGA calculations yield good agreement with
experimental reaction rates: the DFT error in the adsorption ener-
gies in the initial and transition-states cancels out in the calculation
of the reaction barrier, and the good agreement achieved for the
vibrational eigenmodes also leads to accurate values for the pref-
actors. The calculated reaction rates agree with experiment over a
wide range of temperatures.

Motivated by the environmental importance, a lot of effort has
been spent on modeling hydro-desulfurization reactions of reactants
such as thiophene catalyzed by transition-metal sulphides.?#7-3%!
The catalysts are layered transition-metal sulphides like MoS,
or WS, whose catalytic activity is enhanced by doping with
‘promoters’ such as Ni or Co. The catalytically active sites are
coordinatively unsaturated metal sites exposed at the edges of the
MoS; sheets, whereas the basal planes are inert. The morphol-
ogy of the MoS; crystallites and the sulfur content of the exposed
edge-facets in equilibrium with the reactive atmosphere consisting
mainly of H, and H,S is one of the key factors for understand-
ing the working of the catalyst. Ab initio DFT calculations of the
surface energies of MoS; crystallites®>? allow to determine the
equilibrium crystallite shape and the S-decoration of the edges
under varying partial pressures and temperatures, providing excel-
lent agreement with experiment.>>3 DFT simulations also allow to
elucidate the role of promoters: Co or Ni atoms substitute Mo at
the outer edges, contributing to a reduction of the sulfur content.3>*
The reaction is also strongly influenced by the interaction of the
catalyst with the support (usually y-alumina or anatase). Detailed
simulations of small Mo-S clusters anchored on the hydroxylated
surfaces of the supports®>>3% have demonstrated that the shape
and orientation of the crystallites depend on the chemical potential
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of sulfur in the reactive atmosphere. Under strongly sulphideing
conditions, the MoS, platelets lies parallel to the surface and the
edges are fully S-saturated, while in a more reductive environ-
ment tilted or perpendicular orientations with exposed active sites
at the edges are stabilized. Anatase supports tend to support a lower
S-content - in agreement with the observed increased catalytic activ-
ity. Altogether, these studies nicely illustrate the capacity of ab
initio DFT simulations to contribute to the design of improved
catalysts.

The recent work of Opalka et al.>*® describes the development of
Pt/ceria-zirconia water gas shift catalysts by coordinated efforts in
atomic modeling, catalyst synthesis, structural characterization and
kinetic reaction analyses and performance tests. Atomic modeling
was used to interpret possible ligand configurations and blocking of
active sites on ceria-zirconia surfaces via associative reactions, as
suggested by the results of in-situ spectroscopies. Ab initio model-
ing was also used for the screening of new ceria-zirconia catalysts
doped with transition-metals (Nb, Mo, Ta, W) - the results pre-
dicted a more efficient re-oxidation in the regenerative steps of the
water-gas shift reaction which significantly enhanced the turnover
rates.

The atomistic modeling of chemical reactions in microporous
solid-acid catalysts such a protonated or metal-exchanged zeo-
lites of aluminosilicophosphates (SAPO’s) was for a long time the
domain of quantum-chemical simulations on finite clusters. It is
known, however, that the reactivity of Brgnsted and Lewis acid
sites depends significantly on the location of the site in the frame-
work and that the geometry of cavities and channels in the zeolites
plays an important role in determining the selectivity of the cat-
alyst. VASP has been used extensively for the characterization
of Brgnsted sites in protonated zeolites®”3>% and of Lewis sites
in metal-exchanged zeolites**3%! and SAPO’s.?!? These simula-
tions have demonstrated that the efficiency of VASP is sufficient
to model even zeolites with large unit cells such as mordenite
or faujasite. Investigations of the chemisorption of hydrocarbon
molecules$? 393 and of ammonia®%* have demonstrated the impor-
tant role of the geometry and the flexibility of the zeolitic framework
on the adsorption process. Combined with nudged elastic band
calculations and harmonic transition-state theory VASP has been
used to model a series of reactions catalyzed by acid zeolites:
isomerization of pentene, toluene, xylene and of thiophenic deriva-
tives, 393367 the alkylation of toluene with methanol, %8 the cracking
of thiophenic derivatives.?®® A particularly ambitious study was
the modeling of the Beckmann rearrangement of cyclohexanone
to e-caprolactam in the gas phase, catalyzed by acid mordenite.3”°
A comparative investigation of the barriers and rates for all steps
of the reaction catalyzed by a Brgnsted site in bulk mordenite,
by silanol nests formed by lattice defects, and by terminal silanol
groups at the outer surface was performed, demonstrating that only
Brgnsted sites are the active catalytic center. More information on
ab initio modeling of zeolite catalysis may be found in a recent
review.34

Within harmonic transition-state theory entropy effects on reac-
tion rates are considered only insofar as they are described by the
variation of the vibrational degrees of freedom along the reac-
tion path. This is adequate only for reactions where reactant and
transition-states are bound relatively tightly to the catalyst. For com-
plex, rather loosely bound systems where soft degrees of freedom

Journal of Computational Chemistry

such as hindered rotations or translations undergo changes during
the reaction, a more comprehensive treatment of entropic effects, i.e.
a calculation of the free-energy profile of the reaction is required.
Many techniques for the determination of free-energy transition-
states have been proposed in the literature - the drawback is that
in combination with ab initio calculations of interatomic forces
all are computationally very demanding. Very recently Bucko?”!
has implemented two free-energy methods in VASP: thermody-
namic integration based on constrained molecular dynamics along
a possible reaction path3’? and metadynamics®”? which allows to
determine multidimensional free-energy surfaces for chemical reac-
tions by including additional degrees of freedom which are used
to drive the system towards the reactant state. A first application
to an interesting reaction in a zeolite was devoted to proton-
exchange between hydrocarbon molecules and Brgnsted sites in
chabazite.?”* For these reactions, the origin of regioselectivity, i.e.
the much faster exchange rate for methyl than for methine groups
could not be explained on the basis of the calculated or measured
barriers in the potential energy. Figure 18 shows in part (a) the
transition-state for the proton exchange of between a methyl group
of isobutane and an acid site in chabazite. Part (b) shows the vari-
ation of the free-energy and of the entropy along the reaction path
for a proton exchange with a methyl or a methine group. The
lower free-energy barrier leads to a much faster proton exchange
by a methyl group. The analysis of the entropy profile shows
that the difference stems mostly from the larger loss of entropy
when a methine group forms an adsorption complex, while the
work required to break the C-H bond is nearly the same in both
cases.

Entropic effects have also been discussed for branching reactions
of a linear carbocation (nonenium ion) catalyzed by an ionic liquid
consisting of pyridinium cations and aluminum chloride anions.3”>
Ab initio MD simulations show that the branching reaction proceeds
via a closed transition state involving a protonated cyclopropane
structure (as also observation in isomerization reactions catalyzed
by a zeolite3%%), but entropy effects are found to favor open against
closed molecular structures. Preliminary results of simulations of
monomolecular cracking of hydrocarbons show that again entropy
plays a very important role.

Outlook

I have made an attempt to discuss the implementation of different
DFT and post-DFT approaches in the Vienna ab-initio simulation
package VASP and the progress realized by their application in many
areas of solid-state physics and chemistry and in materials science.
Of course this could only describe the actual state of development of
the methodology and of its applications. The development of DFT
and post-DFT methods leading even more accurate energies and
geometries, and their implementation in efficient and easy-to-use
codes is a dynamical process. The quest for more accurate energies,
treatment of even larger systems, access to the calculations of new
materials properties and the simulation of processes continues.
For example, although the GW approach has been developed to a
point where systematically improved and very accurate predictions
of quasiparticle spectra may be achieved, the calculation of similarly
accurate total energies based on many-body perturbation theories
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Figure 18. Left: Transition state for the proton exchange between a Brgnsted site in a zeolite and a methyl
group of isobutane. Right: Free-energy profile and entropy profile for the proton exchange with a methyl
or a methine group of isobutane with an acid site in chabazite. After Bucko et al.’* [Color figure can be
viewed in the online issue, which is available at www.interscience.wiley.com.]

is not yet possible. Future attempts to achieve more accurate total
energies will also draw on the experience from quantum-chemical
methods such as MP2 or coupled clusters.

Attempts to extend the applicability of ab initio DFT meth-
ods to even larger systems have been greatly assisted by the
improved performance of commodity clusters. The challenge is
now to improve the performance of calculations involving compu-
tationally more demanding approaches such as hybrid functionals
or GW.

Finally, with applications of the methods spreading to ever new
areas, new “‘tools” for the calculation of materials properties, spec-
tra, processes will be required. This exceeds by far the potential
of a single group of developers. Here we hope that the develop-
ment of the different phonon packages added to VASP will set an
example.
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