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Editorial Note

There is no doubt that the 6G research journey has set sail. All long-term research programs have 

invested heavily in 6G, and many governments have made 6G research an important agenda in their 

national strategies — this has become a global phenomenon. We can therefore say with certainty that 

6G is on the way.

However, the creation of 6G requires innovative technologies, and the success of 6G requires innovative 

applications. Revolutionary applications and revolutionary technologies are indispensable prerequisites.

The focus of this special issue is on the innovation of 6G technologies. For engineers, we are exploring 

what technologies are needed to enable 6G — the direction of this exploration is becoming clear. 

Because 6G is a market evolution, it cannot be accomplished overnight. We need to bear in mind that 

the innovation of 6G is in fact that 6G will enable more innovations beyond what we can imagine. 6G 

is not a technology-only innovation, but a pursuit of innovation to generate greater social value. In 

this direction, 6G-AI, 6G-ISAC, 6G-Extreme Connectivity, 6G-NTN, 6G-Trustworthiness, and 6G-Green 

will become the cornerstones of 6G. Therefore, the mobile communication network will truly transform 

into an intelligent bridge between the physical world and the digital world. As we move toward 6G, 

the focus of mobile communications is also evolving: from networks to terminals, from low frequency 

to high frequency, and from B2C to B2B. These changes present both challenges and opportunities.

As a foundational ICT platform — especially a mobile communications platform — for the next 

decades, 6G will be rooted in deep theories and cutting-edge engineering technologies, and require 

deep experience and practical expertise. We can see that the future 6G will require more efforts and 

investment, as it is a huge engineering endeavor.

History tells us that the success of 6G will depend on open cooperation and the commitment to 

embrace all partners and players. As a result, international cooperation has become a tradition in 

our industry — a characteristic reflected in this special issue. We would like to thank our friends and 

colleagues for their contributions.

Finally, let's remind ourselves that this special issue is the beginning, not the end, of the journey to 6G 

innovation.

Wen Tong

CTO, Huawei Wireless
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Abstract

6G will serve as a distributed neural network for the future Intelligence of Everything. Network Sensing and Native AI will 

become two new usage scenarios in the era of connected intelligence. 6G will integrate sensing with communication in a 

single system. Radio waves can be exploited to "see" the physical world and make a digital twin in the cyber world. This 

article introduces the concept of integrated sensing and communication (ISAC) and typical use cases, and provides two case 

studies of how to use 6G ISAC to improve localization accuracy and perform millimeter level imaging using future portable 

devices. The research challenges to implementing ISAC in practice are discussed.
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1 Introduction

In 6G mobile communication systems, the use of higher 

frequency bands (from mmWave up to THz), wider 

bandwidth, and massive antenna arrays will enable high-

accuracy and high-resolution sensing, which can help 

implement the integration of wireless signal sensing and 

communication (ISAC) in a single system for their mutual 

benefit. On the one hand, the entire communications 

network can serve as a sensor. The radio signals transmitted 

and received by network elements and the radio wave 

transmissions, reflections, and scattering can be used 

to sense and better understand the physical world. 

The capabilities to obtain range, velocity, and angle 

information from the radio signals can provide a broad 

range of new services, such as high accuracy localization, 

gesture capturing and activity recognition, passive object 

detection and tracking, as well as imaging and environment 

reconstruction [1]. This is called "network as a sensor". 

On the other hand, the capabilities of high-accuracy 

localization, imaging, and environment reconstruction 

obtained from sensing can improve communication 

performance — for example, more accurate beamforming, 

faster beam failure recovery, and less overhead when 

tracking the channel state information (CSI) [2–3]. This is 

called "sensing-assisted communication". Moreover, sensing 

is a "new channel" that observes, samples, and links the 

physical and biological world to the cyber world. Real-time 

sensing is therefore essential to make the concept of the 

digital twin — a true and real-time replica of the physical 

world — a reality in the future.

3GPP has initiated some preliminary study on use cases 

and potential ISAC requirements using the air interface 

of 5G advanced [1]. 6G ISAC systems will, however, 

be further optimized, fully integrated, and will not be 

constrained by the limitations of the current 5G system. 

The sensing use cases offered by future 6G ISAC systems 

will most likely include ultra-high accuracy localization and 

tracking, simultaneous imaging, mapping, and localization, 

Table 1  ISAC use cases as new services in 6G according to different categories

Use Case Category High-Accuracy 
Localization and 

Tracking

Simultaneous Imaging, 
Mapping, and Localization Augmented Human Sense

Gesture and Activity 
Recognition

Application Category

Vertical Industry                                   

Intelligent healthcare                              

Intelligent transportation                     

Intelligent factory/

manufacturing          

Smart agriculture

• Surgery with cooperative   

   robots

• Docking drone on a 

  moving vehicle

• Device/module 

   placement and  

   installation

• Livestock movement    

   and animal migration 

  monitoring

• Sensing glasses with ultra-

  high resolution imagery

• 3D road environment 

  mapping

• Warehouse robotics 

  automation system

• Crop production and crop 

  physiology

• Tele-surgery

• Pollution and air quality 

   detection

• Automatic flaw detection on 

   products

• Intelligent crop monitoring 

  for nutrients, water stress and   

  disease

• Imaging of water pipes 

  behind walls

• Calories count

• Contaminated ingredients 

  detection

• Crack detections in 

   buildings, bridges and  

   man-made structures                                                                            

•  Fine particulate matter 

   detection (PM10, PM2.5)

• Explosive detection and gas 

   sensing

• Security scans on packages

• Gesture-controlled 

  smart operation theater                           

• In-cabin monitoring 

   and contactless control                              

• Contactless control for 

   intelligent manufacturing 

   system

• Gesture-based robots and 

  machinery control for 

  precision agriculture

• Virtual piano                                                                                                      

• Touchless home appliances                                                              

• Contactless control on 

  intelligent screen

• Gesture-based 

   appliances for enhanced 

   accessibility for seniors 

   and differently abled people                                                                 

• Panic and terrifying emotion 

   recognition

• Close-in scene and object 

   imaging

• Wireless SLAM

• Drone base stations swarm 

   SAR imaging

• In-car sensing for driver and 

   passenger monitoring

• Collaborative robots for 

  household chores

• Precise localization of  

   small objects (tag or 

   active objects) using 

   mobile phones

• Drone as robotic waiter

• Hydrological monitoring 

   {e.g., precipitation, water 

   flow/level}

• Crowd management and

  emergency evacuation 

  for major events

Consumer       

                                             

Smart home & 

entertainment                    

Smart mobile devices

Public Service

Smart city

Smart environment

Smart security and 

public safety
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augmented human sensing, gesture and activity recognition, 

as illustrated in Table 1 [1]. The use cases and performance 

requirements will be further discussed in Section 2.

The integration of sensing and communication functions 

can happen at three different levels, from loosely coupled to 

fully integrated. At the lowest integration level, sensing and 

communication capabilities can co-exist on hardware by 

sharing the spectrum, which is more efficient than dedicated 

spectrum usage. Sensing can benefit from the economies of 

scale in the mobile communication network, where shared 

hardware will be cost effective and eases deployment and 

maintenance issues. The second level of integration calls 

for the integration of waveform and signal processing 

where the time, frequency, and spatial domain processing 

techniques have a common objective and can be combined 

to serve both sensing and communication functions. A 

fully integrated system with cross-layer, cross-module, and 

cross-node information sharing is expected to significantly 

enhance the mutual performance of both sensing and 

communication, as well as reduce the overall cost, size and 

power consumption of the network system.

In addition to the wider spectrum and the larger number 

of antennas, the sensing functionality and performance will 

be further enabled by other technology innovations such as 

the larger scale of cooperation between base stations and 

user equipment (UE), joint design of communication and 

sensing waveforms, advanced techniques for interference 

cancellation, and the native AI capability to better deal with 

the sensed data.

Next, we will discuss typical ISAC use cases and then 

elaborate on examples of ISAC application in enhanced 

localization and millimeter level resolution. Design 

challenges will be discussed thereafter, followed by the 

conclusions.

2 ISAC Use Cases

2.1 Overview

Wireless sensing has long been a separate technology 

developed in parallel with the mobile communication 

systems. Positioning is the only sensing service that mobile 

communication systems (until 5G) could offer. General 

sensing rather than positioning will become a new function 

integrated into the 6G mobile communication system. This 

capability will open up brand new services for 6G. These 

services are currently provided by various dedicated sensing 

equipment, such as radar, light detection and ranging 

(LIDAR), and professional CT and MRI equipment.

The ISAC capability will thus enable many new services that 

mobile communication system operators can offer. These 

include very high accuracy positioning, localization and 

tracking, imaging for biomedical and security applications, 

simultaneous localization and mapping to automatically 

construct maps of complex indoor or outdoor environments, 

pollution or natural disaster monitoring, gesture and 

activity recognition, flaw and material detection and many 

other services. These services will in turn enable application 

scenarios in all kinds of business for future consumers and 

vertical industries. The potential new services that could be 

supported by future ISAC systems are listed in Table 1. In 

the table, the use cases are categorized into four functional 

categories across different applications/industries (vertical 

industry, consumer and public services):

	·High-accuracy localization and tracking 

	·Simultaneous imaging, mapping and localization 

	·Augmented human sensing

	·Gesture and activity recognition

It is also worth mentioning that, in addition to the preceding 

services, sensing can also be used to assist communications 

and positioning, more details of which can be found in 

Section 5.4.

2.2 High-Accuracy Localization and 
Tracking

Low-latency high-accuracy localization and tracking enable 

meaningful association between cyber information and 

the locations of physical entities in multiple scenarios from 

factories to warehouses, hospitals to retail shops, and 

agriculture to mining. 

The 6G network will provide services for both device-

based and device-free object localization. For 6G device-

based localization, the target is a connected device in the 

network, and the location information is derived from 

the reference signals or measurement feedback from the 
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device. Localization for 6G device-free objects, on the other 

hand, does not need the object to be a connected device in 

the network. The estimation of delay, Doppler, and angle 

spectrum information (corresponding to the distance, 

velocity, and angle of the objects) are obtained from the 

scattered and reflected wireless signals either through 

monostatic sensing (receiver is the same as transmitter) 

or bistatic sensing (receiver is another node or device in 

the network). By processing these wireless signals further, 

the locations, orientations, velocity, and other geometric 

information of the objects in a physical 3D space can be 

extracted. With higher bandwidth and increased antenna 

aperture, the 6G ISAC system can have strong capabilities to 

separate multipaths, through which better localization and 

tracking performance can be achieved, and the localization 

accuracy for outdoor use cases can be up to the centimeter 

level.

Having high-accuracy relative localization is important 

when two or more entities exist and they are approaching 

one another, or the entities have coordinated moving 

direction and speed. In automatic warehousing applications, 

centimeter-level accuracy enables device-level placement, 

and the near-millimeter-level accuracy can further enable 

module-level installation and placement in tight spaces, 

allowing for efficient storage of components that have a 

small form factor. Relative localization is necessary as a 

viable alternative for close-in maneuvering owing to the 

fact that complexity, physical limitations, and external 

infrastructure are mission critical for each robot to 

accurately determine its location in relation to a common 

datum. An example will be a drone docking onto a moving 

vehicle with an extremely small margin for landing, due to 

the limited area of the moving vehicle's cargo platform.

Future ISAC systems that are empowered by native AI 

can provide semantic localization capability with context 

awareness. To support future smart home/shopping mall/

restaurant/hotel, and automatic factory applications, 

objects and parts need to have dispatchable localization 

information such as shelf level, seat number, table number, 

etc. In a restaurant, robotic waiters, which have semantic 

localization capability, can accurately deliver food to 

guests and even go a step further and set different level of 

protections according to different task specifics, e.g., fragile 

and rigid objects can be treated with different levels of 

location and velocity accuracy during transportation.

2.3 Imaging, Mapping, and Environment 
Reconstruction
In simultaneous imaging, mapping, and localization, the 

sensing capabilities from these three perspectives are 

mutually enhanced. Particularly, the imaging function is 

used to capture the images of the surrounding environment, 

and the localization function is used to obtain the locations 

of surrounding objects. These images and/or locations are 

then used by the mapping function to construct a map. 

The mapping function helps the localization function 

improve the inference of locations. ISAC will leverage on 

advanced algorithms, edge computing, and AI to produce 

super-resolution and highly recognizable images and maps 

in which the vast network of objects, including vehicles 

and base stations, act as sensors to provide a remarkably 

extended imaging area. Moreover, performance will 

significantly improve due to the ease of fusing results that 

are shared with cloud-based services across the entire 

network. 

6G-based super-resolution and high accuracy sensing 

applications open up a range of possibilities in 3D indoor 

imaging and mapping, which in turn enable various 

applications, such as scene reconstruction, spatial 

localization, and navigation for indoor scenarios, and help 

provide the most up-to-date knowledge of an environment 

for networks and devices. The accurate mapping information 

can then be applied to determine the multipath reflection 

points. Owing to the fact that scattered signals bounce 

multiple times where the LOS surfaces act as mirrors, 

compensated images of NLOS objects can be reconstructed 

by applying mirroring techniques. Once the environment 

is reconstructed, the next step will be the localization and 

imaging of the NLOS targets. Target locations can then 

be detected with good accuracy when prior information 

regarding the scene's geometry is known. 

In an outdoor imaging and mapping scenario involving a 

mobile vehicle, its sensors usually have a restricted view and 

limited coverage due to weather, obstacles, and the sensors' 

power control. That said, nearby stationary base stations 

may have a greater field of view, longer sensing distance, 

and higher resolution because they collect and use their 

own sensing data or sensing data of UE. Therefore, mobile 

vehicles can achieve higher levels of autonomy by utilizing 

the maps reconstructed by the base stations to determine 
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their next move. Moreover, the sensing resolution and 

accuracy performance will significantly improve due to the 

fusion of imaging results across the network. The densely 

distributed base stations in an urban area and ISAC make 

environmental reconstruction and 3D localization possible, 

which in turn form the virtual city. The reconstructed map 

used for smart traffic control scenarios, such as traffic flow 

monitoring, queue detection, and accident detection, are an 

important use case in the dynamic virtual city. 

2.4 Augmented Human Senses

Technology progress makes augmented human sensing a 

reality. Augmented human sensing aims to provide a safe, 

high-precision, low-power, sensing and imaging capability 

that exceeds human abilities, by means of a portable 

terminal (e.g., 6G-enabled mobile phones, wearables, or 

medical equipment implanted beneath human skin), to 

sense the surrounding environments. With the help of 

scientific and technological advancement, augmented 

human sensing can be achieved to facilitate information 

collect ion and integrate the maximum number of 

environmental messages into the 6G network.

In the 6G network, high-resolution imaging and detection 

sensing techniques will open the door for numerous 

applications, such as remote surgery, cancer diagnostics, 

detection of slits on products, and sink water-leakage 

detection. A surgeon may be able to conduct surgery at 

a different location through the help of an ultra-high-

resolution imaging monitor system and remote operation 

platform system. In addition, intelligent factories will 

leverage these superior sensing solutions to implement 

contactless ultra-high-precision detection, tracking, 

and quality control, where mill imeter-level radial-

range resolution and ultra-high cross-range resolution 

based on higher bandwidth and increased antenna array 

aperture, respectively, are required. 6G communication 

technologies, with high THz frequency and corresponding 

short wavelength that is less than 1 mm can increase 

the bandwidth and decrease the array size, so that these 

augmented human sensing functions can be integrated or 

installed in portable devices.

While ultra-high-resolution scenarios require higher 

bandwidth and increased antenna aperture, another 

application of "seeing beyond the eye" that can sense the 

changes beneath the skin, behind occlusion, or in darkness, 

poses different requirements. 6G radio wave (up to THz) 

based sensing can achieve the NLOS imaging ability, where 

technology for detecting hidden objects can be equipped on 

portable devices that have a powerful imaging capability. As 

such, mobile phones can be used to detect pipelines behind 

walls or perform security scans on packages by utilizing 

the penetration characteristics of electromagnetic waves. 

Moreover, 6G ISAC can enable atraumatic medical detection 

which plays an important role in eHealth procedures such as 

diagnosis, monitoring, and treatments. It provides ultra-high 

reliability and accuracy and does not harm human bodies.

Spectrogram recognition is another interesting application 

that could be supported by a 6G ISAC system. It can 

identify targets through spectrogram sensing of their 

electromagnetic or photonic characteristics. This includes 

the analysis of absorption, reflectivity, and permittivity 

parameters, which helps distinguish the type and quality 

of materials. Pollution and product quality management 

are some of the prospective applications of this technology. 

Spectrogram recognition can also be used in food sensing 

applications to detect the food type and ingredients 

through the transmission and reflection of THz signals. This 

technology will help identify different types of food, calorie 

content, presence of contaminated ingredients, etc.

2.5 Posture and Gesture Recognition

Device-free gesture and posture recognition using machine 

learning is the key to promoting human–computer 

interfaces that allow users to convey commands and 

conveniently interact with devices through body postures, 

hand gestures, etc. In 6G system, the higher-frequency band 

will enable higher resolution and accuracy to capture finer 

postures and gestures, and the detection of motion activities 

(resulting in Doppler shifts) will be more sensitive in the 

higher-frequency band. Furthermore, the massive antenna 

arrays allow for recognition with significantly improved 

spatial resolution and accuracy. Another important benefit 

of gesture and posture sensing by 6G is the fact that there is 

no risk of personal privacy information being compromised, 

as is the case with cameras now, which makes it ideal for 

many scenarios, especially smart home scenarios. In a future 

gesture and posture recognition system that utilizes the 

densely distributed 6G network, devices will be collectively 
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used to sense the surrounding environments, and sensing 

data association and fusion at an extended range will 

significantly improve the overall recognition performance.

There will be advanced gesture and posture recognition 

features in smart hospitals in the foreseeable future. The 

medical rehabilitation system in future smart hospitals will 

enable the automatic supervision of patients. This ensures 

that their gestures and movements during physiotherapy 

conform to the standard requirements of rehabilitation 

exercises. There will be prompt alerts on incorrect 

movements or gestures, significantly improving patients' 

rehabilitation. In addition, an alarm alerting the hospital's 

control center will be generated if a patient falls during an 

exercise, or if a suspicious person is detected intruding into 

a restricted area. 

The future smart home will be equipped with an advanced 

hand gesture capturing and recognition system where 

it allows a hand's 3D position, rotation, and gesture to 

be tracked. Thus, by simply waving our hands and other 

gestures, many household appliances such as smart light, 

smart TV, etc., can be remotely controlled. Looking ahead, 

more complicated functionalities can be realized by the 

advanced hand gesture capturing and recognition function 

in the 6G network, such as playing a virtual piano in the 

air, in order to provide a completely immersive experience 

anywhere, anytime. Without doubt, this futuristic concept 

would open up a range of possibilities for many more 

innovative applications related to high-accuracy finger 

motion detection and tracking.

2.6 Key Performance Indicators

Within the ISAC context, several new key performance 

indicators (KPIs) are introduced for sensing capability and 

they are listed in Table 2.

Table 3 presents the relevant key performance indicators 

along with the requirements that must be met in order 

to realize the important use cases discussed in the earlier 

sections.

3 ISAC for Centimeter-Level Positioning

3.1 Background, Motivation and 
High-Level Scheme

6G requires solutions for sub-centimeter level positioning 

techniques for various future applications and use cases. 

This level of accuracy for positioning requires much more 

detailed knowledge of the radio signal propagation 

environment where sensing comes into play. By learning the 

environment RF map and the way the transmitted waveform 

is manipulated by it, the UE position can be obtained as 

a function of the measurement parameters. This way, the 

multipath nature of the propagation channel will be helpful 

[4]. Moving to higher frequencies can further facilitate such 

sensing-assisted positioning because the channel becomes 

sparser, and hence, characterizing the mapping between 

UE position and its propagation channel takes less effort. 

In a reflection-dominant environment (which is the case 

in higher frequencies), one such mapping can be obtained 

by decomposing the multipath channel as multiple LOS 

channels coming from multiple anchors. Those anchors are 

obtained by mirroring the transmission point (TP) over the 

surface of the corresponding reflector for each path. Those 

virtual anchors are referred to as virtual TPs or vTPs.

Table 2  Sensing key performance indicators and their descriptions

Coverage

Accuracy

Resolution
Detection/False alarm probabilities

Availability

Refresh rate

Range and field of view limits within which objects can be 
detected by the system.

Difference between the sensed and real values in range, 
angle, velocity, etc.

Separation between multiple objects in range, angle, velocity, etc.

Probabilities that an object will be detected when one is present/not present.

Percentage of time for which a system is able to provide the sensing 
service according to requirements.

Rate at which positioning/localization data is refreshed.

Key Performance Indicator Description
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Table 3  ISAC use cases along with key performance indicators and requirements

High-accuracy localization and tracking

Simultaneous imaging, mapping, and localization

Augmented human sensing

Posture and gesture recognition

Module installation
and placement 10 m

50 m

50 m

50 m

100 m

100-200 m

2 m

0.5 m

0.5 m

10 m

10 m

1 mm

1-2 mm

1 mm

1 cm

0.5 mm

< 0.5 mm

0.5 mm

0.5 mm

0.5 cm

0.1 cm

99.9999%

99%

99%

99.9%

99%

< 1 ms

< 100 ms

< 100 ms

< 1s

< 1 ms

1 mm

1 cm

1 cm

5 cm

5 cm

0.5 m

1 cm

1 cm

0.1 m

99.99%

99.99%

99.9%

99.9%

99.9%

99%

< 100 ms

< 10 ms

< 100 ms

< 10 ms

< 10 ms

< 1s

-

-

-

-

-

-

-

-

-

-

-

-

-

-

SLAM

Indoor NLOS 
localization

Urban environment 
reconstruction 
(virtual city)

Remote surgery and 
medical diagnostics

Security scans on 
packages via mobile 

devices

Spectrogram 
recognition for 

calories

Medical 
rehabilitation activity 

recognition

Virtual piano 
anywhere,
anytime

Docking drone on a 
moving platform

Robot/Drone as 
waiter

Use Case Category Coverage Resolution Accuracy Probability Availability Refresh Rate

The advantage of such characterization is two-fold:

	·The vTPs are totally synchronous with the actual TP. 

This solves one of the prominent problems of current 

positioning technologies, which rely on multiple TPs that 

are not synchronous.

Figure 1 Mapping the objects/reflectors of the environment to 

virtual anchors, i.e., mapping multipath components to vTPs

 (a) the real reflectors map (b) the extracted geometrical representation

 to the visible reflectors

	·The channels between vTPs and the UE are LOS, which 

means that there is no NLOS bias.

Hence, it can solve the two limiting problems of NR 

positioning (i.e., synchronization error and NLOS error).

However, implementing such technology in a real cellular 

system is fraught with various challenges and the goal of 

this section is to provide solutions for these challenges and 

pave the way for utilizing sensing-assisted positioning in 

future 6G networks.

	·Potentially large number of vTPs: In the initial stage of 

environment sensing, the reflections of the TP location 

with respect to all objects in the map are obtained. The 

issue is that number of vTPs grows linearly with the 

number of reflection planes and grows exponentially 



Outlook

 | Communications of HUAWEI RESEARCH | September 2022 10 11September 2022 | Communications of HUAWEI RESEARCH | 

with the number of allowed bounces. This is, in particular, 

problematic in outdoor scenarios.

	·Association of the multipath measurements to vTPs: 

Another major challenge in implementing the multipath 

assisted positioning techniques is that a UE has no idea 

how to match each measurement parameter vector 

(consisting of angles, delay and Doppler) to a vTP and 

this can potentially produce a large positioning error. In 

general, the matching between the observations and the 

visible vTPs is a combinatorial problem with exponential 

complexity.

To solve the above issues, we introduce our proposed 

sensing-assisted position estimation (SAPE) scheme. The 

basic concept of SAPE is to utilize the high resolution 

capabi l i t ies  of  the mass ive  MIMO and mmWave 

technologies in space, angular, and time domains in order to 

increase the resolvability of the multipath components and 

exploit the environment RF map to identify the potential 

reflectors of such multipath components, thereby sensing 

the environment while localizing UEs with high resolution 

and accuracy. This allows for exploiting the multipath 

components (including NLOS) to enhance the accuracy 

of the position, velocity, and orientation information by 

providing the association between the observations reported 

from the UEs and the prior information corresponding to 

the main environment reflectors. Efficient association and 

accurate mapping need careful design of specific sensing 

signals, novel transmission and reception signal processing 

techniques, and their corresponding measurement and 

signaling mechanisms.

In particular, the proposed SAPE scheme comprises two 

main steps:

1. First step sensing or environment sensing, in which 

the network (TP) tries to find/update the location of 

the main reflectors of the environment and obtains the 

subspace for the next step sensing;   

2. Second step sensing, in which the TP sends tailored, 

specific sensing signals in the subspaces obtained in 

the first step sensing in order to enhance the multipath 

resolvabi l i ty and associat ion.  The UE performs 

measurements over the received sensing signals, and by 

proper mapping of the measurements to the vTPs, the 

UE position, as well as velocity vector and orientation 

(which is also referred to as pose estimation) can be 

obtained.

The proposed SAPE scheme is in contrast to most SLAM 

techniques where all the localization burden/processing is at 

the UE side.

3.2 Detailed Proposed SAPE Scheme

3.2.1 First and Second Step Sensing

In the initial environment sensing stage (first step), the 

TP senses the entire communication space by using a 

relatively wide beam or small bandwidth in order to 

generate a coarse RF map to the main reflectors/objects of 

the communication space. The main goal of this stage is to 

identify the potential reflectors and map them to vTPs. A 

static RF map is then available at the TP through this first 

stage sensing, based on which the location and orientation 

of the static objects or reflectors can be pre-calculated.

In the second step of sensing, which is the stage of 

environment sensing update or dedicated sensing, the TP 

starts targeted sensing based on the obtained RF map 

and coarse UE location. Particularly, the TP senses certain 

subspaces, based on the coarse UE location and location 

of the main reflectors, and processes the reflected signals 

to obtain finer sensing information of those reflectors. 

Simultaneously, the UE also performs measurements on the 

sensing signal to obtain information including multipath 

identification, range, Doppler, angular and orientation 

measurements in order to obtain the UE position. Therefore, 

the second step sensing refines the pre-calculated 

information obtained in the first phase and thus supports 

quasi-static environment. In addition, this step can correct 

the potentially large location errors of the vTP locations 

obtained from the first step sensing. The impact of vTP 

location errors will be studied in Section 4.
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3.2.2 Multipath Parameter Estimation

The problem involves estimating the parameters of the 

dominant J multipath components of the received signal 

at the UE per transmitted beam. The parameters to 

be estimated are the delay τ j, Doppler νj, channel path 

coefficients βj and angle of arrivals ϑj
r, φj

r, i.e., elevation and 

azimuth angles of the j -th path. All these parameters are 

collected into one vector denoted byθj , for all j. Given the 

transmitted signal sm(t) over the mth beam, the received 

signal is given by:

be classified into four categories, namely, spectra-based [5–

6], subspace-based [7–8], compressive sensing-based (sparse 

signal recovery/reconstruction) and maximum likelihood-

based (ML) approaches [9–11]. A high-level comparison 

between the four categories is provided in Table 4.

Among these algorithms, space alternating generalized 

expectation (SAGE) maximization is known to be a 

reasonable approach for reducing the computational 

complexity, and the slow convergence rate of the 

maximization step in the EM algorithm is improved by 

employing the alternating optimization concept over the 

estimated parameters for each path. Similar to EM, the 

SAGE consists of two consecutive and iterative steps, i.e., 

expectation and maximization. In the expectation step, 

the unobservable data (in our case they are the multipath 

components θj) is estimated based on the observation 

of the incomplete data and a previous estimate θ
Λ(i) of 

the parameters vector θ . In the maximization step, the 

parameters vector of j-th path θj is re-estimated iteratively 

by alternatingly optimizing the components of θj , i.e., delay, 

Doppler, channel coefficients and angle of arrivals. In this 

way, the multi-parameter optimization problem is reduced 

to multiple single-parameter optimization problems.

3.2.3 Multipath Parameter Association

The multipath parameter association problem requires 

finding a way to associate the estimated parameters, 

i.e., delays and angles of arrival, of the different channel 

Category

ML-based 

ML-based 

ML-based

ML-based 

Sparse signal 
reconstruction

Sparse signal 
reconstruction

Subspace-based

Subspace-based

Pros

The optimal solution

Superior performance

Superior performance

Super resolution

Competitive 
performance 

Super resolution

Medium resolution 

Low resolution 

Cons

Prohibitive complexity 

High complexity 
Slow convergence 

High complexity
Slow convergence 

Medium complexity
Fast convergence

Medium complexity 

High complexity 

Medium complexity 

Low complexity

Description

Maximum likelihood estimator  

Importance sampling ML

Expectation maximization 

SAGE

OMP and its variant 

Based on convex relaxations such as l1 
norm, nuclear norm, and atomic norm

MUSIC, ESPRIT, and their variants 

FFT

Table 4  Comprehensive comparison between channel parameters estimation

where X j(t ; θj) is the received signal of the j -th path. 

We note here that X j(t ;θj) subsumes the effect of the 

beamformer at the transmitter and the additive white 

Gaussian noise at the receiver. We note also that the 

TX beamforming, during the second step sensing stage, 

makes Y(m)(t) sparse, i.e., J(m) is small. The joint estimation 

of these space-time-frequency parameters results in 

complex noncovex optimization problems. Moreover, the 

entanglement of the paths' parameters limits the accuracy 

and reduces the resolution of the estimated parameters, 

thereby impeding their resolvability. In addition, the high 

dimensionality in space, time, and frequency, and real-

time processing requirements necessitate taking the 

computational complexity of the parameter estimation 

algorithm into consideration. Thus, we are looking for a low-

complexity super-resolution channel parameters estimator. 

The literature on the multipath parameters estimation can 

(1)
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multipath components, Z = {θ
Λ

1 ,..,θ
Λ

Nobs
}, where Nobs denotes 

the number of observation and Z is obtained by the UE for 

each measurement-beam pair, to their relevant visible vTPs 

represented by the set of the ground truth values 

G = {g1,..,gNvtp
}, where Nvtp denotes the number of visible 

vTPs and G is obtained by the TP through the first and 

second step sensing, as shown in Figure 2.

Figure 2 Illustration of measurements — vTP association problem

Extensive research has been conducted in order to alleviate 

the association error and reduce the computational 

complexity of the association algorithms. These works 

can be categorized into two main lines of thoughts, 

namely, soft-decision/probabilistic data association and 

hard decision data association [12]. In the probabilistic 

approach [13–16], all the vTPs are assigned to a certain 

measurement/observation with different probabilities, with 

the probabilities indicating how likely a given measurement 

is due to a particular vTP. This requires a proper selection 

of the statistical model for assigning these probabilities. In 

the hard decision data association approach [12, 17], each 

measurement/observation is associated only to one vTP. 

The techniques within this approach can be divided into 

two categories, namely, probabilistic-based hard decision 

algorithms and distance metric-based selection algorithms. 

In the former, the measurement is associated to the most 

likely association event according to a certain probabilistic 

measure such as maximum likelihood or a posteriori; in 

the latter, the measurement is associated to the nearest 

association event according to a certain distance metric such 

as the Mahalanobis distance [12, 17]. The main drawback 

of this approach is that it depends heavily on the accurate 

knowledge of the UE position as a prior.

Prior art adopts measuring the distance between the 

set of the measurements Z = {θ
Λ

1,..,θ
Λ

Nobs
} and the set of 

the expected ground truth values G  = {g 1, . . ,gNvtp
} , 

where θ
Λ

1 is the ith vector that contains range and angles 

of arrival of the measurement and gk is the distance 

vector between the expected UE position p
Λ
 and the k-th 

vTP obtained from previous estimations. However, this 

technique has two main shortcomings. First, it requires 

prior information about the UE's position which might not 

be available in many scenarios. Second, it requires using 

long training periods and measurements to iteratively 

update the prior knowledge of the UE's position to 

make the association algorithm converge. To cover these 

shortcomings, we propose a new technique that mainly 

exploits the differential/mutual distances between the 

members of the two measurement sets. The key idea of 

the proposed algorithm is to match the relative/differential 

distances between the members of the measurements set to 

the relative distances between a subset of visible/expected 

vTPs as shown in Figure 3.

This is mainly aimed at avoiding the dependency of G on p
Λ
. 

This requires two different modifications on the two sets, Z and 

G. First, instead of directly using the Nobs measurements, we 

convert them into Nobs hypothetical vTP locations relative 

to the origin point. We denote this set of hypothetical vTP 

locations by H z = {h 1,..,hNobs
}, where h i is the relative 

location vector of the i- th hypothetical vTP. Based 

on these relative location vectors, we calculate the 

differential/mutual distances between these relative 

locations, i.e., di j = h i - hj∀i ,j, i ≠ j. The set of the differential/

mutual Euclidean distances between the hypothetical vTPs' 

locations is defined as D and has a size of (Nobs
2 ) elements 

where its n-th element is denoted by d i j(n). The second 

modification is to build the set of the differential/mutual 

distances between the real vTPs' locations, i.e., D~. Because 

the set of hypothetical vTPs' locations, i.e., Hz and the set 

of the actual vTPs locations, i.e., R usually have a different 

cardinality, we divide the later set into ( Nv
No

tp
bs 

) subsets of size 

Figure 3  Illustration of relative/tdifferential distance (a) based on Z (b) based on G

Based on Z Based on G
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Nobs , with each containing a different combination of vTPs' 

locations. We denote these subsets by ri  = {r i 1,...,r iNobs
}, i ∈

{1,...,( Nv
No

tp
bs 

)}, where ri1 is the location vector of first vTP in 

the ith subset. For each ri , we define the differential/mutual 

distances between its members as d
~i

mn = ri m - r in,∀m,n,m≠n. 

The set of the mutual/differential between the members of 

ri is denoted by D
~ i. We measure the distance between the 

sets D and D
~ i by:

where, with a slight abuse of notation, d(n) and d
~ i

D
~ i

πj
(n) 

are n-th elements of D and D
~ i

πj
, respectively, and πj is the j-th 

permutation of the elements of D
~ i.. Using this new metric, 

the association is given by:

(3)

(2)

πopt contains the indices of those entries of R that are 

optimally assigned to D.

3.3 Performance Evaluation of the 
Proposed SAPE Scheme

3.3.1 Link-Level Evaluation

In this subsection, we mainly evaluate the average 

behaviour of the proposed association algorithm using 

statistically generated measurements. In the simulation, we 

generate 8 uniformly distributed vTP positions. We further 

assume each received observation θ (can be range or angle) 

has  Gauss ian no ise  wi th  s tandard dev iat ions  of 
√-c*CR-LB(θ), where CRLB(θ) denotes the Cramer-Rao Lower 

Bound for mean square error estimate of θ and the constant 

factor c accounts for the non-ideal factors in the detection 

which results in the gap between the real estimation and 

the lower-bound (in the evaluation results, c = 6). We 

calculate the association error by counting the number of 

different indices of the associated vTPs from the observed 

ones.

As shown in Figure 4, the proposed association algorithm 

provides a very good performance in the synthetic 

scenario. In addition, better performance is observed with 

more measurements (more vTPs) because more mutual/

differential distances are used for association. We note that 

the association error in Figure 4 represents the ratio of the 

number of vTPs wrongly associated to the total number 

of vTPs on average. For instance, in Figure 4, it is shown 

that with 3 observations, one gets an average association 

error of 0.07 at SNR of 5 dB, i.e., just 7 out of 100 vTPs on 

average will be associated wrongly. It is also noteworthy 

to mention that the average association error is different 

from the average position error. However, the former 

affects the later. In other words, wrongly associating one 

out of 10 vTPs might not produce significant position error 

if the measurements for this vTP have a lower weight in 

calculating the position error.

We further evaluate the performance of the proposed 

association algorithm and the impact on the positioning 

error in a real multipath environment. Without generality, 

we assume that the estimation error due to the channel 

parameters estimation stage follows the CRLB. Figure 5 

presents the CDF of the UE positioning error bound (PEB) 

due to the association scheme and compares it with the 

case of ideal association, which shows the promising 

performance of the proposed SAPE technology and its 

potential for 6G positioning.

Figure 5  Overall positioning performance of the 

proposed SAPE technology at the link level
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Figure 4  Average association error of the proposed association algorithm 
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Based on these parameters, the simulation results are given 

in Figure 6.

3.3.2 System-Level Evaluation

In this section, we provide the performance of the proposed 

SAPE scheme at the system level. Similar to the system-level 

communication performance evaluation, the key step in 

such an evaluation is abstracting the PHY-level performance 

at the network level, which is the so-called PHY abstraction. 

The rationale behind sensing PHY abstraction is to map 

the system parameters in terms of SINR, bandwidth, 

time duration, and antenna configuration to a sensing 

performance (i.e., range, Doppler or angle mean square 

errors). The proposed SAPE scheme is evaluated and 

compared with baseline NR in terms of PEB, based on the 

proposed PHY abstraction methodology in two scenarios:

Idealistic scenario: where the sensing is assumed to be 

perfect. In this case, the evaluation is based on applying 

the proposed PHY abstraction methodology in SLS and 

evaluating the candidate schemes in two scenarios: indoor 

hotspot (InH) and outdoor urban micro (UMI). Both 

scenarios are evaluated over mmWave bands and the 

simulation parameters are given in Table 5.

Figure 6  SLS results of the proposed SAPE vs. baseline NR in idealistic scenario

Table 5  Parameters for SLS evaluation

Bandwidth
Sensing time

Sub-carrier spacing
Number of subcarriers

Deployment

Channel model
Carrier frequency

Simulation methodology

Non-idealities modeled

Synch. error between TRPs

SCM (stochastic)
60 GHz

Based on SLS using the 
proposed sensing PHY 

abstraction 
Sensing error

0 (perfect synch.) or 1 ns

80 MHz
14 symbols

60 kHz
1024

Indoor hotspot, 256 × 32
UMI 32 × 16 (outdoor only), 

20 RRUs and 200 UEs

Parameter Value

Based on the results, we can observe that under ideal 

conditions (no RF impairments, no sensing error, no 

diffraction), SAPE can achieve an order of magnitude 

better accuracy compared to NR. In addition, the NR 

baseline cannot achieve good performance in any scenario, 

even under ideal conditions, due to NLOS bias and 

synchronization error between the TPs.

Realistic scenario: assuming sensing error, the candidate 

schemes are evaluated in outdoor UMI. The simulation 

parameters are the ones given in Table 5. For modeling the 

sensing error, we assume the vTPs corresponding to each 

path/cluster are Gaussian-distributed with some variances 

which are also modeled as random variables. In addition, 

the vTP location variance for the LOS link is set to 0 as it 

corresponds to the actual TP. Based on these parameters, the 

simulation results are given in Figure 7.

UMI (outdoor)
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Baseline NR positioning
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Figure 7  SLS results of the proposed SAPE vs. baseline NR in the realistic scenario

Based on the results, we can observe that SAPE can achieve 

an order of magnitude better accuracy (cm-level accuracy) 

when compared with NR, even with the sensing error.

4 ISAC for Millimeter-Level Imaging 
at the THz Band 

THz lies between the mmWave and infrared frequencies, 

and thus has millimeter-level and even sub-millimeter-

level wavelength, making the ISAC system at the THz band 

(ISAC-THz) particularly suitable for high resolution sensing 

applications such as millimeter-level resolution 3D imaging. 

Like the other lower frequency radio waves, THz can 

penetrate some obstacles, achieving high-precision sensing 

in all weather and lighting conditions. 

Recent developments in semiconductor technology have 

bridged the "THz band gap" and made the hardware 

feasible at the terminal side. ISAC-THz based portable 

devices will thus open the door for numerous new sensing 

applications such as augmented human sensing with 

very high resolution. Table 6 shows the allocated mobile 

frequency bands with a contiguous bandwidth greater 

than 5 GHz. The ultra-wide bandwidth in THz will also 

enable Terabits/second data rate transmission, especially 

in short-range communications. The corresponding range 

resolution (from equation 4) based on Heisenberg's 

Uncertainty Principle is also provided in this table. Under 

the assumption of synthesized aperture, the cross-range 

resolution is provided in Table 7 based on equation 5 

where λ is the wavelength, D is the aperture size, and r is 

the distance between transceiver and target. Because THz 

can provide high sensing resolution in addition to high 

communication throughput, the integration of THz sensing 

and communication has become an attractive and active 

research area.

(4)

(5)

Table 6  Maximum contiguous bandwidth in the range of 100-450 GHz and the 
corresponding range resolution

Freq. (GHz) Contiguous 
Bandwidth (GHz)

Range Resolution 
(mm)

102–109.5

141–148.5

151.5–164

167–174.8

191.8–200

209–226

252–275

275–296

306–313

318–333

356–450

7.5

7.5

12.5

7.8

8.2

17

23

21

7

15

94

20

20

12

19

18

8.8

6.5

7.1

21

10

1.6

The application of ISAC-THz design is expected to provide 

many opportunities for brand new services especially on 

future mobile devices or even wearables as illustrated 

in Figure 8. In addition to the localization and imaging 

applications, molecular spectrogram analysis is another 

interesting application area that could be enabled by ISAC-

THz, as discussed in Section 2.

Table 7  Aperture size and corresponding cross-range resolution at 140 GHz

Aperture Size (cm)

λ = 2.1 mm, r = 30 cm

Cross-Range Resolution 
(mm)

1

5

10

20

32

6.4

3.2

1.6

UMI (outdoor)

Sensing-assisted positioning
Baseline NR with perfect LOS identification and synch
Baseline NR positioning
Sensing-assisted positioning, realistic sensing  



Outlook

 | Communications of HUAWEI RESEARCH | September 2022 16 17September 2022 | Communications of HUAWEI RESEARCH | 

Figure 9  MIMO virtual aperture

In this section, we elaborate on our ISAC prototype of THz 

imaging on portable devices that achieves millimeter-level  

resolution. A robot arm equipped with ISAC-THz module 

is used to represent a human arm holding a THz imaging 

camera. The prototype is built to operate at 140 GHz carrier 

frequency with a bandwidth of 8 GHz. 

4.1 Hardware Architecture of the 
ISAC-THz Module

From the THz imaging aspect, thousands of antenna 

elements are required to create a large aperture for high 

cross-range resolution. However, it is clear that physically 

packing thousands of antenna elements into the portable 

device is infeasible due to the size and power constraint 

requirements of the device [18–19]. To solve this problem, 

virtual aperture techniques are applied in the prototype 

system [3]. In particular, the virtual MIMO antenna array 

design in the hardware transceiver architecture using the 

sparse sampling design in the scanning process is proposed 

[3, 20–21]. 

First, a virtual MIMO antenna array structure is constructed 

to form a virtual aperture that can achieve the same 

performance with respect to its equivalent physical aperture 

array as illustrated in Figure 9. Next, a sparse scanning 

approach is applied, transforming the degree-of-freedom 

in time and space into a larger virtual aperture, as shown 

in Figure 9. The scanning performed by the robot arm thus 

mimics a user holding a smartphone and imaging an object 

with a zigzag scanning trajectory.

Figure 8  THz application in sensing and communication
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To implement the overall solution of a virtual aperture, the 

following three requirements need to be satisfied in the 

hardware design: 

	·Multiple transceiver (TRX) chains to support the MIMO 

antenna array structure as the first step for the overall 

virtual aperture. 

	·Wide antenna pattern to cover the target scanning area 

in order to maintain the correlation among the reflected 

samplings. 

	·Real-time position information of the device to perform 

coherent processing of the received signals.

The schematic of the prototype architecture is shown in 

Figure 10. The transmitter antenna array has 4 RF ports and 

the receiver antenna array has 16 RF ports, forming a 4T16R 

MIMO antenna array structure [3]. The per unit antenna 

radiation pattern is a wide beam design with a 3 dB beam 

width of 50° and gain of 7 dBi.
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(b) Target object in the box

Figure 12  Setup of the ISAC-THz prototype
Figure 11  Illustration of the sparse scanning approach and the tomographic

 imaging techniques

 (a) Prototype setup for THz sensing where the ISAC-THz module is held by      

              a robot arm representing a human arm

Figure 10  Illustration of the architecture of ISAC prototype

4.2 Compressed Sensing-based 
Tomography Imaging

A major challenge for the virtual aperture imaging 

technique is the irregular scanning trajectory caused by 

the user moving the ISAC imaging module to perform THz 

scanning on an object. Assume a zigzag scanning routine is 

used to image an object, as shown in Figure 11. The echo 

samplings in the horizontal direction are continuous, i.e., 

the spatial spacing between sampling points is comparable 

to the wavelength of the echo signal. However, continuous 

sampling cannot be maintained in the vertical direction. 

As a result, the echo samplings in the vertical direction are 

sparse, which will cause high and non-uniform sidelobe 

effects, giving rise to false artifacts, which may lead to 

imaging failure.

To solve this challenge, we consider decomposing the 

scanning trajectory on a two-dimensional (2D) plane into 

several sets of linear scanning tracks along the horizontal 

direction, where the sparseness of the sampling signals in 

the vertical domain is then equivalent to the sparseness 

between horizontal tracks, as illustrated in Figure 11. In 

this case, the reflected/echo information from the object 

can be retrieved from these vertically sparse samplings via 

compressed sensing techniques [3]. 

As depicted in Figure 12a, the robotic arm scans at a speed 

of 1 m/s with the scanning area set as 10 cm by 12 

cm in the prototype. The longitudinal spacings of the scan 

trajectories are controlled to simulate the sparsity in the 

trajectories of the user's hand-held scanning behavior. The 

target object to be imaged, as shown in Figure 12b, is put in 

a box with a cap on top of it. As we can see from Figure 

12b, the smallest distance in the hallowed pattern is 3.5 

mm, so the highest resolution of the imaging results can be 

3.5 mm.
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Figure 13  Imaging results at different sparsity configurations

The proof-of-concept THz imaging performances with 

different sparsity configurations in the scanning patterns are 

presented and compared in Figure 13. In each of the figures, 

the 3D imaging results are shown on the left and the cross-

range profile perceived from top down is shown on the 

right.

The non-sparse full aperture scanning in Figure 13a is an 

ideal case, in which the vertical sampling is half wavelength 

adjacent. This achieves the best PSLR and ISLR performance, 

which is set as an upper bound performance reference. 

Then, in order to simulate the sparsity in real free hand 

scanning, we assume different sparsity configurations 

in tests, from 50% (medium sparsity) to 25% (most 

sparsity), where X% sparsity means that there are X% 

of the full samplings remaining in the vertical direction. 

With the collection of fewer samplings, stronger side-

lobe interference occurs at the resulted aperture, resulting 

in worse imaging performance. From the comparison of 

Figure 13c and Figure 13d, we see that when the sparsity 

is too high, the traditional tomography algorithm is not 

enough to recover the images. In this case, the compressed 

sensing based tomography approach showed its superior 

performance.

(a) Non-sparse full aperture scanning (ideal case)

(b) Sparse scanning with 50% sparsity (medium sparsity) 

(d) Sparse scanning with 25% sparsity (most sparsity) and using the compressed 

sensing based tomography approach

(c) Sparse scanning with 25% sparsity (most sparsity) and using the traditional 

tomography approach [22]

4.3 Multi-Channel Imaging

The multi-channel imaging process can be treated as a 

time-domain coherent combination of electromagnetic 

signals from multiple receiving channels. Theoretically, n 

receivers can reduce the sampling time to 1/n compared 

with one receiver with the same imaging quality. Less 

sampling time will reduce the difficulty of motion error 

compensation, which in turn will improve the imaging 

quality. 

However, in multi-channel imaging, one major challenge 

arises from the imbalance in gain and time delay of 

different receiver channels due to hardware imperfection. 

The antenna mounting positional imperfection will introduce 

the displaced phase center error, as shown in Figure 14. 

Multi-channel amplitude and phase imbalance will lead 

to azimuth ghosting, which will significantly degrade the 

imaging quality. The amplitude imbalance can be easily 

compensated by multichannel amplitude equalization 

methods [23], while phase imbalance compensation needs 

auto-focusing algorithm such as gradient descent.
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Figure 15  Imaging targets used in multi-channel imaging

Figure 16  Multi-channel imaging result of the 2D target

Figure 17  3D imaging result

(a) 2D imaging target                           (b) 3D imaging target

Figure 14  Illustration of the displaced phase center caused by multi-channel imaging

To validate the performance of multi-channel imaging, 

we use the same testbed described in the last subsection 

but a different target (resolution is similar, i.e., 3 mm) as 

shown in Figure 15. In this case, we tried both the 2D target 

shown in Figure 15a and the 3D target shown in Figure 

15b, where the 3D imaging target was formed by placing 

the two characters at different heights inside the box. With 

the aforementioned benefit of multi-channel imaging, very 

sparse sampling is needed for a good imaging quality. In the 

prototype, only 12% sparsity is configured in the scanning 

trajectory.

Figure 16 shows the imaging results of the 2D target. 

The imaging results without multi-channel phase error 

compensation are illustrated in Figure 16a where severe 

ghosting on the final image that significantly degrades 

the imaging quality can be prominently seen. Using the 

geometric interpretation algorithm, the sidelobe due to the 

multi-channel imbalance has been duly suppressed as can 

be clearly seen in Figure 16b.

(a) 

(b) 

Subsequently, the imaging results of the 3D target are 

shown in Figure 17. The imaging result clearly depicts the 

shape of the two characters and their relative distance in 

the 3D space. 

Displaced phase 
center 1-16

TX

RX 1-16
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5 Major Challenges for Making 
ISAC a Reality

5.1 Channel Modeling and Evaluation 
Methodology

In 6G, the channel model needs to be considered for both 

communication and sensing services. This brings significant 

challenges to the channel modeling methodology. Until 5G, 

because it has low computational complexity and is easily 

standardizable, stochastic channel modeling methodology 

dominated the evaluation of wireless communications, 

and is used in many projects and standards such as 3GPP-

SCM, WINNER-I/II, COST2100, and MESTIS. It is adequate in 

evaluating the communication performance. However, there 

is a doubt as to whether it still can meet the more diverse 

requirements from different sensing applications.

One typical sensing channel is the echo channel, which 

consists of the backscattering RCS characteristics from 

the object and its surroundings. This type of propagation 

channel brings new requirements for the physical 

electromagnetic (EM) characteristic which are not supported 

in the current communication channel models. One typical 

use case is the high resolution imaging application. This 

type of application requires the deterministic channel 

coherence of the antenna array aperture with the geometry 

information. This requirement is contradictory to the typical 

stochastic channel modeling approach. Therefore, the 

traditional channel modeling methodologies deserve some 

rethinking and innovation.

Another major challenge is the evaluation performance 

metr ics  based on the new sensing requirements .  

Conventionally, throughput, latency, and reliability are the 

main evaluation performance metrics for communication 

systems. However, due to the different sensing applications, 

there are new dimensions of evaluation metrics that need 

to be considered, such as sensing resolution, accuracy, 

detection probability, and update rate. So far, no KPIs have 

been proposed for the joint performance characterization 

and evaluation of both the communication and sensing 

services. This implies that a new scenario-dependent 

evaluation methodology may need to be investigated.

To address the challenges mentioned above, the following 

research directions are proposed:

	·Typical scenarios and evaluation methodology

The traditional indoor hotspot, urban micro, urban macro 

are defined in the 3GPP 38.901 communication channel. The 

environment and the purpose of the application will deeply 

affect the channel model parameters and even the channel 

model generation approach. Therefore, the ISAC typical 

scenario should be categorized and the typical use cases of 

each category should be highlighted for further evaluation.

For a given evaluation use case, metrics to characterize the 

joint performance between communication and sensing 

are needed in order to optimize the performance trade-

off for both services simultaneously. To characterize 

the performance of both functions as well as mutual 

enhancement ,  scenar ios  and metr ics  need to be 

implemented into the system level simulations and the 

ISAC performance must be evaluated in a fully integrated 

network.

	·Channel measurement and modeling methodology

Regarding ISAC channel modeling, a single channel 

modeling scheme may not meet the need to evaluate 

all ISAC applications. Instead, stochastic, deterministic, 

and even hybrid channel models must be considered. For 

instance, in the sensing-assisted beamforming use case, the 

stochastic channel modeling could be adopted, whereas 

for localization and tracking application, ray tracing could 

be considered as a strong candidate for channel modeling 

because the detailed contours for the object reflection/

scattering are not strictly required. On the other hand, for 

imaging and recognition applications, there is a need to 

consider EM algorithm when the size of the scatterers is 

close to the signal wavelength and therefore the interaction 

of the signal to the scatterers are strongly correlated with 

the EM characteristics.

5.2 Joint Waveform and Signal Processing 
Design

Most of the works on the joint design of sensing and 

communications mainly focus on the joint waveform 

design. The main challenge for the joint waveform design 

is the contradicting KPIs for communications and sensing. 

In particular, the main target for communications is 

maximizing the spectral efficiency, whereas the optimum 
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waveform design for sensing is focused on estimation 

resolution and accuracy. Because CP-OFDM has been 

proven to be a favorable option for communication, many 

researchers have considered this waveform for sensing as 

well. Although the introduction of cyclic prefix (CP) has 

been shown to degrade auto-correlation in the time domain 

[24], a novel approach of frequency domain processing 

[25] allows for efficient parameter estimation of CP-OFDM, 

achieving the maximum processing gain. Furthermore, CP-

OFDM has been shown to be free of the range-Doppler 

coupling problem, which means that the range and Doppler 

estimation can be performed independently [25]. However, 

these favorable properties of CP-OFDM depend on perfect 

synchronization (in both time and frequency domains) 

between the transmitter and the receiver, which may not be 

present, especially for bistatic sensing. In addition, the large 

peak to average power ratio (PAPR) of CP-OFDM is another 

major issue for radar applications where power efficiency is 

very important. 

Alternatively, frequency modulated continuous wave 

(FMCW) waveform, which has traditionally been used for 

radar, is not capable of carrying data at transmission rates 

desirable for communication services. Some researchers 

proposed to modify the FMCW waveform to make it more 

communication-friendly. Among the many contributions 

in this line of research, we can mention [26], in which the 

authors propose to use up-chirp for communication and 

down-chirp for radar, and [27], introducing trapezoidal 

frequency modulat ion cont inuous-wave (TFMCW) 

modulation in which the radar cycle and communication 

cycles are multiplexed in the time domain. Although these 

techniques enable efficient multiplexing of communication 

data in the sensing signal, they still suffer from low spectral 

efficiency due to the existence of the chirp-like sensing 

signal. Another line of research is devoted to using single-

carrier waveform based on the code domain spreading of 

joint radar and communication signals. For this class of 

waveforms, the radar performance has been shown to be 

affected by the auto-correlation of the sequences and the 

long spreading codes result in good auto-correlation at 

the expense of communication spectral efficiency [27]. In 

addition, Doppler estimation requires more complicated 

algorithms [27]. The current state of the art suggests that 

there is still room for waveform design to strike a balance 

between good communication and sensing performance to 

meet 6G ISAC requirements.

5.3 Hardware Co-design

In the design of the ISAC system, the solution that integrates 

the baseband and RF hardware reduces the overall power 

consumption, system size, and information exchange 

latency between the two systems. The hardware converging 

strategy facilitates the mutually beneficial functions of 

sensing and communication in distortion calibration and 

compensation. The common impairments in the ISAC 

system due to hardware imperfections are demonstrated in 

Figure 18.

It should be noted that in light of the differences in 

evaluation metrics and algorithms between communication 

and  sens ing ,  ha rdware  requ i rement s  a re  qu i t e 

different. Considering the cost and size of the historical 

communication and radar systems, the ISAC system 

hardware design will closely resemble the traditional 

communication architecture. As a tradeoff, we need to 

consider the impact of distortion parameters on sensing 

performance. For instance, a communications system 

depends on full duplex isolation to achieve high capacity. 

Figure 18  Impairments of ISAC transmission system
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In contrast, from the OFDM ISAC perspective, limited 

transmitter-receiver isolation is a primary concern in the 

detection of static targets [28]. Proper design of integrated 

RF architecture and self-interference cancellation in the ISAC 

system are key technical problems that need to be solved. 

Another issue is that sensing requires the accumulation 

of coherent signals to ensure performance, which makes 

the system more sensitive to sampling jitter, frequency 

offset, and phase noise [29]. This in turn leads to higher 

requirements on synchronization and stability of the system. 

In short, we need to consider these hardware challenges in 

the selection of ISAC waveforms, sensing algorithms, and 

non-ideal distortion compensation schemes.

5.4 Sensing-assisted Communication 

Although sensing will be introduced as a separate service 

in the future, it might still be beneficial to look at how 

the information obtained through sensing can be used in 

communication. The most trivial benefit of sensing will 

be environment characterization, which enables sensing-

assisted communication due to more deterministic and 

predictable propagation channels. It has been shown that 

the environment knowledge provided by sensing not only 

improves the accuracy of channel estimation in mmWave, 

but also significantly reduces the overhead because the 

environment is shared by potentially many UEs and sensing-

based channel acquisition does not repeat the channel 

estimation process for each individual link [30]. Another 

example would be sensing-assisted beam alignment, 

especially in mmWave vehicular communication where the 

main challenge is the frequent link reconfiguration resulting 

in significant overhead. In [31], it has been proposed to 

use the information obtained from a radar mounted on 

an infrastructure operating in a given mmWave band 

to configure the beams of the vehicular communication 

system operating in another mmWave band. Moreover, 

the users' location information and the environment map 

obtained by sensing helps identify the link blockage caused 

by large objects, especially in dense urban networks, so 

that the power and beams can be adjusted accordingly 

to improve the communication throughput [32]. Other 

examples of sensing-assisted communication can also be 

considered and studied to reduce the latency and overhead 

of communication systems in future 6G networks with the 

help of information provided by the sensing system. Another 

benefit of sensing for communication would be improving 

the users' positioning accuracy by combining the advantages 

of active localization and passive localization and thus 

overcoming their shortcomings to satisfy 6G localization 

requirements.

5.5 Communication-assisted Collaborative 
Sensing

6G ISAC takes advantage of the mobile communication 

network to support synchronized, collaborative multi-

node sensing. Sensing through cooperation refers to the 

sensing nodes that share their observations with each 

other and attempt to reach a common consensus on the 

surrounding environment. This will significantly improve 

localization performance. Integration of sensing capabilities 

into the existing communication network will be the 

most viable and cost effective option where the multiple 

network nodes (base stations, UEs, etc.) can function as 

a complete sensing system to enable network sensing 

operations for the use cases highlighted in Section 2. The 

process involves the collaborating nodes forming a dynamic 

reference grid through distributed sensing and processing. 

The collaboration reduces measurement uncertainty 

and provides greater coverage as well as higher sensing 

accuracy and resolution through sensing data fusion. 

In addition, this offers interesting possibilities for being 

able to carry out sensing under non-line-of-sight (NLOS) 

conditions. The major research challenges here would lie in 

the synchronization, joint processing, and network resource 

allocation in order to achieve the optimum sensing fusion 

results.

6 Conclusion

With the concept of ISAC being commonly accepted as 

one of the key technology trends for 6G, this paper takes 

a step forward and elaborates two case studies on how 6G 

ISAC technologies can be applied to improve localization 

and to perform high resolution imaging. In particular, the 

proposed SAPE scheme utilizes the joint benefit of device-

free and device-based sensing and greatly improves the 

positioning accuracy compared with the current NR scheme. 

The prototype of the THz camera justifies the feasibility 

of mm-level imaging resolution on portable devices for 
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both 2D and 3D objects placed in a box. Joint efforts from 

both academia and industry are needed to address further 

challenges in the system level evaluation of ISAC, new 

channel modeling methodology, new waveform design, low 

complexity algorithm design, and low cost hardware design.
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In this paper, we address the emerging privacy-preserving deep learning problem through a systemic approach. We 

generalize split learning (SL) and combine it with federated learning (FL) to obtain a two-level learning framework. 

This framework inherits the advantages of both SL and FL, yet avoids their drawbacks and allows for learning approach 

customization through cut layer selection. We further propose a 6G system architecture, named NET4AI, to support the two-

level learning framework (for example, perform learning approach customization) and to provide k-anonymity and data 

confidentiality protection. It is worth noting that the NET4AI is not limited to privacy-preserving deep learning, but designed 

to be a generic architecture supporting any computing-oriented services and artificial intelligence (AI) applications in 6G. 

The NET4AI leverages pervasive edge computing capabilities in 6G and offers an end-to-end solution to network-based AI, 

from deployment to operations.
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1 Introduction

Artificial intelligence (AI) refers to intelligence as exhibited 

by machines. It perceives external data and takes 

appropriate actions to achieve goals. AI techniques have 

become an essential tool for solving challenging problems 

in business analytics and decision-making. It is anticipated 

that AI applications will reach every possible sector of the 

global economy and affect all aspects of society [1].

AI techniques can be broadly classified as rule-based AI and 

learning-based AI. In rule-based AI (for example, an expert 

system), human knowledge is encoded into rules that apply 

to input data for problem solving. Rule-based AI is limited 

by its knowledge base and cannot solve unknown problems. 

In contrast, learning-based AI aims to learn rules from 

historical data and uses these rules to achieve specific goals. 

Learning-based AI is at the center of the current resurgence 

of AI research and development, with machine learning 

approaches becoming mainstream.

At the core of a machine learning algorithm is a learning 

model that describes the relationship between input data 

and output rules. Typical learning models include artificial 

neural networks (ANNs), genetic algorithms, and regression 

analysis, to name just a few. This paper draws attention to 

ANN-based machine learning, in particular deep learning, 

which is able to extract features from training data and 

identify which are relevant to a target problem. It is suitable 

for correlated data and prevails in a variety of applications 

[2]. In the sequel, we use "learning model" and "AI model" 

interchangeably.

ANN in deep learning includes multiple hidden layers 

between the input and output layers, and is often referred 

to as deep neural network (DNN). Figure 1 shows a DNN 

with three hidden layers. Deep learning relies on frequent 

data access and intensive computation to train the DNN. 

To reduce training time, distributed systems have been 

exploited for parallelizing time-consuming computation and 

slow I/O access in deep learning [3].

In parallel to the proliferation of machine learning, mobile 

computing has entered an exciting new era, where personal 

devices such as smart phones and tablets are becoming 

the primary computing platform for many people and 

applications. These devices have access to an unparalleled 

amount of data that is often not only personal but also 

private in nature.

When deep learning meets mobile computing, a new 

paradigm of privacy-preserving deep learning with 

decentralized data is revealed [4]. As collecting and storing 

such sensitive data comes with associated privacy risks, as 

well as the responsibility to protect the privacy embedded 

in the data, a large amount of research efforts have recently 

been devoted to differential privacy [5] in deep learning, 

which aims to protect the exact training data of individual 

devices to the point that they are indistinguishable.

A learning model is used for inference after it has been 

trained. Model inference can be performed at different 

places, depending on how the model is distributed. If 

the learning model is distributed to the client, inference 

happens locally. Local inference may place a large 

computational workload on the client. If the model is held 

on a server, the client will need to upload inference data to 

that server, and this can cause information leakage. Recent 

research [6] suggests splitting the model between the client 

and the server, so that the client sends intermediate results 

rather than raw data to the server. This split inference can 

reduce communication overhead and latency, and protects 

data privacy as the server cannot derive information about 

the raw inference data from the intermediate results. This 

is similar to split learning (SL), which is described later in 

Section 1.1.

Model inference is technically similar to a forward 

propagation step in model training. It is triggered by an 

inference data item, instead of a training data item, and it 

returns a classification result from the output layer rather 

Input 1

Input 2

Input 3

Input 4

Input 5

Output

Layer1           Layer2          Layer3          Layer4          Layer5

Bottom cut Middle cut

Top cut

n

Output m

Output1

Figure 1 A DNN with three hidden layers (layers 2–4)
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than triggers loss function evaluation and backpropagation. 

Due to this technical similarity, we will focus on model 

training here in this paper. However, our solution can be 

readily applied to model inference. Below we will briefly 

review existing work related to privacy-preserving deep 

learning.

1.1 Related Work

In terms of deep learning, differential privacy approaches 

include adding noise to training data without jeopardizing 

its statistical properties so that the trained model still 

captures features in the original dataset [7], and applying 

cryptographic techniques so that learning is based on 

encrypted data without decryption [8].

In this paper we draw attention to an alternative, where 

instead of sending raw training data, clients forward 

information that appears random. Federated learning (FL) 

[9] and SL [10] are two typical examples of this approach, 

and both train a deep learning model (such as a DNN) 

without requiring raw training data to leave the clients (for 

example, uploaded to a training server).

In FL [9], individual clients each train a local model using 

their own datasets only, and update the model parameters 

to a training server where a global model (specifically, 

global model parameters) is maintained. The training server 

aggregates updates received from the clients to adjust the 

global model, the parameters of which are then returned to 

the clients. Based on this information, the clients update the 

local model and continue the training. The procedure then 

repeats until the global model converges. FL can be viewed 

as a generalized implementation of stochastic gradient 

descent [11] with flexible batch size and participating 

clients.

In SL [10], the DNN is split into two disjoint components by 

a cut layer. The lower component includes the input layer 

and is run on the client side, while the remaining upper 

component runs on the server side. A cut normally occurs 

between two layers of the DNN (for example, between 

layers 2 and 3 in Figure 1), although in theory it can be 

freely defined as long as it produces two disjoint partitions 

of the DNN. Consequently, the two components can be 

viewed as two concatenated learning models — a client-

side model and a server-side model — with the client-

side model feeding its output to the server-side model as 

input. Clients (such as devices) interact with the training 

server sequentially to train the DNN using their local data, 

by iteratively sending intermediate results (such as the 

output of the client-side model) to the server and receiving 

the corresponding gradients from the server. When a 

client finishes the training with the server using its local 

data, it provides the latest model parameters to the next 

client, which continues the training using its own dataset. 

Training then proceeds sequentially among clients until all 

are finished. A new round of training may be initiated as 

needed.

FL combines simultaneously and individually trained 

local models to generate a global model. As the local 

models are based on pure local data that is usually non-

IID (independent and identically distributed), FL converges 

slowly. SL essentially trains the global model directly using 

all local datasets and can therefore converge fast (in terms 

of duration, but not necessarily in terms of training rounds). 

However, it requires synchronization among clients due 

to its sequential learning nature. A comparative study of 

FL and SL can be found in [4]. As clients do not send raw 

training data to the training server, FL and SL both offer 

differential privacy.

Study [12] has shown that an insider adversary with 

complete knowledge of the learning model can construct 

information that is very similar to the training data 

by taking advantage of the gradual course of model 

convergence. In FL, this can lead to information leakage to 

malicious clients without violating differential privacy. SL, 

in contrast, does not suffer from this problem, as none of 

its clients have complete knowledge of the deep learning 

model. That being said, if the learning process involves 

only a small number of clients, severe information leakage 

is possible as information similarity is narrowed down to 

the local data of the small set of clients. Consequently, it is 

desirable to ensure a minimum number k of participating 

clients, where k is a system parameter. This provides further 

privacy protection and is known as k-anonymity [13].

A secure aggregation protocol is proposed in [14] to achieve 

k-anonymity in FL. The protocol is built on the concept of 

secret sharing and runs between devices and the server. 

As k-anonymity relies on the server's involvement, the 

proposal may not ease devices privacy concerns especially 

if the devices do not trust the server. This anxiety is largely 

due to fear of concentrated power: the server is not only 
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the primary entity of the learning (it owns the learning 

model and oversees the entire learning process) but also 

knows which devices contributed to the learning. The 

work presented in this paper takes a systemic approach to 

address this anxiety and resolve the problem.

The work presented in this paper is also related to the 

shared machine learning system described in [15]. This 

system protects data security and privacy using specialized 

hardware that provides trusted execution environments. 

However, it is not suitable for large-scale public systems 

such as the telecommunication network.

1.2 Our Contribution

Privacy-preserving deep learning with decentralized data is 

tightly coupled with the telecommunication network when 

the training data sources are mobile terminal devices. It 

is envisioned that the 6G wireless system will go beyond 

connectivity provisioning to enable connected intelligence 

— in other words, distributed learning and inference. The 

6G wireless system should therefore provide native support 

to this new AI computing paradigm.

In this paper, we first generalize SL [10] by extending cut 

layer definition so that it covers FL [9] and centralized 

learning (CL) as special cases, and combine it with FL to 

obtain a two-level learning framework. The framework 

inherits the advantages of FL and SL, but not their 

drawbacks. We propose customizing the learning approach 

at the bottom level of the two-level framework by selecting 

proper cuts for the AI model. The cut layer selection takes 

into account a number of factors, and the goal is to balance 

the learning overhead on devices, on servers, and on the 

network. Such an optimization can result in a mix of local 

learning (at client side), CL (at server side) and SL (at both 

sides) to appear at the bottom level concurrently.

We then propose a 6G wireless system architecture, referred 

to as NET4AI, which bears a service-oriented design. It 

supports the two-level learning framework and offers 

learning approach customization as a value-added service. 

With the NET4AI architecture, the system can provide end-

to-end support to network-based AI applications, from 

deployment to operations. During the operation phase, 

the AI computing modules of AI applications and user 

devices (such as UEs) communicate anonymously to finish 

AI computing (for example, model training and model 

inference), as coordinated by the system. The system can 

further enforce k-anonymity for user privacy protection and 

apply proxy re-encryption to ensure data confidentiality.

The remainder of the paper is organized as follows: we 

describe important concepts and assumptions in Section 

2; we present the two-level learning framework and the 

NET4AI architecture in Section 3; we identify a number of 

challenges associated with NET4AI in Section 4; and we 

offer our conclusions in Section 5.

2 Terminologies and Assumptions

In this section, we will describe our assumptions about the 

network infrastructure and introduce radio computing node 

(RCN), a radio access network (RAN) node equipped with 

edge computing capabilities. We will also introduce some 

AI computing related concepts, including job, task, and 

routine. The networking logic of an AI computing service is 

expressed using these concepts.

2.1 Pervasive Edge Clouds

Algorithm, data, and computing power are the main driving 

factors of AI innovation. Conventionally, AI computing 

power is provided by a centralized cloud platform, and data 

is pushed to the central cloud for processing. In the era of 

big data and AI, this introduces a number of issues relating 

to data privacy, latency, and efficiency, which further 

trigger a paradigm shift in the other direction, that is, bring 

computing to data.

Edge computing (EC) is an approach to computing that 

reduces transmission delay and bandwidth consumption by 

moving computation and storage close to the network edge, 

and therefore to the end user and data. As EC techniques 

are developing into maturity, it is anticipated that EC 

capabilities, in the form of edge clouds, will be pervasively 

deployed in the network, for example, collocated with RAN 

nodes or base stations. When a RAN node or base station is 

equipped with EC capabilities, it is referred to as an RCN in 

this paper.

As the wireless network infrastructure offers both computing 

resources (such as CPU cycles, memory, storage, and I/O 

access) and communication resources (including radio 

resources and transport resources), it becomes possible to 

jointly optimize utilization of the distributed and diversified 
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infrastructure resources, and to enable ultimate, optimal 

end-to-end performance to end users. It is assumed that 

there are one or more entities in the network (for example, 

resource managers) performing infrastructure resource 

management.

2.2 Computing-related Concepts

An AI computing service can be an application-layer service. 

It can also be a network service that aims to optimize 

network management or operations.

The AI computing service includes one or more computing 

modules, called service functions. The AI computing service 

is associated with well-defined computing logic and 

delivers computational results according to input data. This 

computing logic includes algorithm implementations for 

each of these service functions and interactions between 

them. The latter can be specified in terms of job, task, and 

routine, as defined below.

The AI computing service includes one or more independent 

jobs, each of which is focused on a computational goal 

and exposed to the service consumer. An execution can be 

triggered at the job level, upon request, on some events, or 

under certain conditions. When a job is being executed, the 

service consumer can join in or contribute to the execution 

by providing input data and/or by receiving computational 

results, for example.

A job comprises one or more tasks that may have inter-

dependencies. During execution of a job, its tasks are 

executed in accordance with their interdependencies. A 

task that depends on another must be executed after the 

other task has been executed. Each task is associated with 

a service function chain (SFC), which comprises one or 

more routines, each of which corresponds to two adjacent 

service functions (routine server function and routine client 

function) in the SFC. Within a routine, the routine client 

function can represent devices, implying that the computing 

logic of the function runs on the devices. However, the 

routine server function cannot represent devices.

During execution of a task, its routines are executed in 

sequence along the SFC. When a routine is being executed, 

its client and server functions are triggered to communicate 

with each other. Figure 2 illustrates the relationship 

between a service, jobs, tasks, routines, and service 

functions, where arrowed lines indicate dependency. Let us 

take an AI computing service or application as an example. 

Model training and model inference can be two separate 

jobs of the AI computing service. The (model) training job 

can include a model training task and its dependent model 

validation task. The model training task can be associated 

with a three-function SFC, as illustrated in Figure 3, and it 

includes two routines, which respectively correspond to the 

bottom- and top-level learning in the two-level learning 

framework introduced later in Section 3.1.

Task 1

Job 2Task 4

Routine 1 Routine 2

Task 3

Task 2

F1 F2 F3

Job 1

Computing service

Figure 2 Illustration of a service, jobs, tasks, routines, and service functions (F)

Figure 3 Two-level learning framework

A service function (whether a routine client function or a 

routine server function) is regarded as a concrete service 

function if it does not represent devices. Alternatively, a 

service function representing devices is considered to be an 

abstract service function. When an AI computing service 

is deployed in the network, concrete service functions 

from the AI computing service are instantiated at network 

locations, such as edge clouds. After a concrete service 

function is instantiated at a network location, an instance 

of the service function runs on an application server (AS) 
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at the network location. Given a routine, we refer to an 

instance of the routine client function as a routine client, 

and an instance of the routine server function as a routine 

server. When the routine client function represents devices, 

these devices are considered routine clients.

3 Native Support of AI Applications

In this section, we will discuss how to offer native support 

for AI applications in 6G, particularly in regard to privacy-

preserving deep learning. This includes a two-level learning 

framework, which allows learning approach customization, 

and a service-oriented system architecture, which provides 

an end-to-end solution to AI computing services. We will 

also discuss protocol design in RCNs — RAN nodes that 

provide radio-and-computing integrated resources — and 

show how the proposed solution works through a case 

study.

3.1 Learning Approach Customization

We generalize SL [10] by extending the definition of cut 

layer to the point where FL [9] and CL become two special 

cases of SL. In FL, each device has complete knowledge of 

the AI model and trains the model using its local dataset. FL 

can be viewed as SL applying a top cut, where the cut layer 

is above the output layer. On the other hand, CL requires 

devices to send raw training data to a server and learning 

happens purely on the server side. As such, CL can be viewed 

as SL with a bottom cut applied, where the cut layer is 

below the input layer. Traditional SL [9] corresponds to cases 

where the AI model is partitioned by a middle cut. Bottom 

cut, middle cut, and top cut are illustrated in Figure 1.

We combine FL and the generalized SL to obtain a generic 

two-level learning framework. As shown in Figure 3, the 

framework can be expressed by a task composed of two 

routines, a bottom-level learning routine and a top-level 

learning routine. The generalized SL may be applied at the 

bottom level (the bottom-level learning routine) of the 

framework, while FL at the top level (the top-level learning 

routine). The bottom-level learning routine runs between 

two service functions: a data source function and a local 

training function. The data source function represents 

devices, while the local training function can be instantiated 

at local ASs to train local AI models. These local ASs can be 

located on RCNs, for example. The top-level learning routine 

runs between the local training function and a global 

training function, the latter of which can be instantiated at 

a global AS. The global AS can be located at an edge cloud 

relatively far from the RAN so that it can efficiently serve 

multiple local ASs (RCNs). Within this two-level learning 

framework, learning approach customization is realized 

through cut layer selection at the bottom level.

When a middle cut is selected for the bottom-level learning 

(routine), the two-level learning framework offers the 

advantages of both FL and SL. As the bottom-level learning 

is based on the combined datasets of multiple devices, 

which are less non-IID than a single device's dataset, the 

trained local AI models at the local ASs are more accurate 

than those trained by individual devices using their own 

dataset in FL. Generally, improved local model accuracy 

leads to accelerated convergence of the global model. As 

devices do not have complete knowledge of the AI model, 

information in the training data is not leaked to adversary 

devices as described in [13].

When the top cut is selected for the bottom level, local 

AI models are trained at individual devices, and the local 

training function receives local AI model parameters and 

sends them to the global training function in an aggregate 

form. In this case, the framework reduces to FL and suffers 

from the information leakage problem. When the bottom-

level learning applies the bottom cut, the framework does 

not offer differential privacy. The top cut and the bottom 

cut are not recommended as far as privacy is concerned. 

However, they may be used due to other factors as 

described below.

Devices associated with the same instance of the local 

training function for bottom-level learning should be 

assigned with the same cut layer, so that they and the local 

training function instance exhibit consistent behavior during 

the learning. Under this constraint, and considering model 

structure, device status (such as computing power and 

energy levels), server conditions (for example, AS loading), 

device locations, deployment locations of the local training 

function, and network conditions (for example, bandwidth 

or congestions), the bottom-level learning can apply a mixed 

cut to optimize device, server, and network performance all 

at the same time. When a mixed cut is applied, a different 

cut layer can be selected for different groups of devices, with 

each group associated with a different local training function 

instance, as illustrated in Figure 4.
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3.2 NET4AI System Architecture

Adhering to the concepts of job, task, and routine, we 

propose a 6G wireless system architecture to support the 

two-level learning framework. This architecture is known 

as NET4AI. A 6G wireless system using this architecture 

is referred to as a NET4AI system, and such a system can 

offer NET4AI services to its customers, providing end-to-end 

support of AI computing services. The NET4AI architecture 

operates under the assumption that service functions can 

be located at or run on devices or edge clouds. Figure 5 

illustrates the NET4AI architecture.

The NET4AI architecture includes a control plane (CP) and 

a compute plane (CmP). The control plane manages AI 

computing services and controls executions of jobs and tasks 

for those services, in addition to providing traditional device-

related management functionalities. It includes a number of 

CP entities, such as a service manager, orchestrator, resource 

manager, access manager, job manager, and task manager. 

Depending on implementation, some of these control plane 

entities can be merged — for example, the job manager 

can be merged into the service manager. Furthermore, 

and also depending on implementation, the control plane 

can span the RAN and the core network segments of the 

system, or dedicate itself to just one of them. The compute 

plane controls executions of routines for an AI computing 

service and supports data communication between service 

functions. It comprises one or more routine managers as 

well as a forwarding sub-plane, which can be simply called a 

forwarding plane (FP). The forwarding plane can correspond 

to the user plane (UP) in 3GPP 5G system architecture [17], 

and includes one or more forwarding plane functions (FPFs) 

and RAN nodes (specifically, the user plane part of RAN 

nodes). Note that each FPF can be integrated with a RAN 

node.

The links between entities in Figure 5 indicate the interfaces 

they use to communicate with each other and can be 

defined or created at a per-service granularity. Special 

attention should be paid to the T2 interface. When the FPF 

is separate from the RAN node, as illustrated by scenario 1 

in Figure 5, the T2 interface corresponds to the RAN node 

and maps to a radio bearer. When the FPF is integrated 

with the RAN node, as illustrated by scenario 2 in Figure 5, 

the RAN node implements the FPF's functionality. In this 

case, the interface T2 corresponds to the device and can be 

supported by a radio bearer. In either scenario, the radio 

bearer can be shared among multiple devices, such as a 

computing radio bearer (CRB) as described in Section 3.3. 

Note that in scenario 2, the T4 interface becomes integral to 

the RAN node in cases where the RAN node integrates with 

the edge cloud (such as when the RAN node is an RCN).

Figure 4 A mixture of different cuts applied to model training

Figure 5 NET4AI architecture

An authorized application controller (AC) can register an AI 

computing service with the NET4AI system. The AC belongs 

to the service provider, and is responsible for managing the 

AI computing service. During registration, the computing 

service is instantiated in the system. Every concrete service 

function of the AI computing service is instantiated at one 

or more network locations (such as edge clouds). After 

registration, the NET4AI system supports the AI computing 
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service's operations by coordinating executions of routines, 

tasks, and jobs of the AI computing service. We describe 

service instantiation and service operations in detail below.

3.2.1 Service Instantiation

The AC registers the AI computing service with the NET4AI 

system by sending information describing service functions, 

routines, tasks, and jobs of the AI computing service to a 

service manager, which interacts with the orchestrator to 

instantiate the AI computing service accordingly. During this 

process, the orchestrator determines the deployment of the 

AI computing service and selects an appropriate compute 

plane.

The deployment decision includes locations of instances 

of concrete service functions and the resources needed 

for each of the service function instances. These service 

function instances include routine servers and possibly 

routine clients of individual routines of the AI computing 

service. The deployment decision also includes logical links 

between routine clients and routine servers for each of the 

routines. In cases where there is a logical link between a 

routine client and a routine server, they can communicate 

with each other via the compute plane during execution of 

the routine.

The routine client is connected to an FPF in the compute 

plane via a T2 or T4 interface, while the routine server 

is also connected to an FPF in the compute plane, via a 

T4 interface. The two FPFs are either the same entity, or 

different entities that are interconnected via a T8 interface. 

The routine client and the routine server are assigned to the 

same routine manager in the compute plane. The routine 

manager manages execution of the routine with respect to 

the routine client and the routine server, by triggering data 

communication between them.

The orchestrator implements the deployment decision using 

the resource manager. The orchestrator informs the service 

manager about the compute plane selection result, and the 

service manager configures the compute plane accordingly.

3.2.2 Service Operations

The AI computing service comprises a job that includes a 

task for training an AI model using the two-level learning 

framework described in Section 3.1. We refer to this 

task as a model training task, and it involves a bottom-

level learning routine and a top-level learning routine, as 

illustrated in Figure 3. The service functions involved in the 

model training task include a data source function, local 

training function, and global training function. The data 

source function is the routine client function of the bottom-

level learning routine. It represents devices and acts as a 

source of training data. The local training function is the 

routine server function of bottom-level learning routine. 

We will now elaborate on how the NET4AI system supports 

service operations related to the job.

	·Control plane behavior

The AC requests execution of the job by sending a job order 

to the service manager, which then informs a selected job 

manager to execute the job. As described earlier, the service 

manager and the job manager can be combined in some 

implementations.

When executing the job, the job manager selects a task 

manager for each of the tasks (including the model 

training task) within the job, and triggers the task 

manager(s) to execute the tasks in accordance with their 

interdependencies. When executing a task, a task manager 

identifies related routine manager(s) in the compute plane, 

which correspond to the routines within the task. The task 

manager requests the routine manager(s) to execute the 

routines in accordance with their interdependencies.

If the routine client function (for example, the data source 

function) of a routine represents devices, the task manager 

selects these devices as routine clients and assigns each 

of them to a routine manager. The devices are selected 

among those that are allowed to access the AI computing 

service, have registered, and have given their consensus 

(on contributing to the job). A device can register to the 

NET4AI system and provide its consensus via the access 

manager, which may have functionalities similar to those of 

the access and mobility management function (AMF) in the 

3GPP 5G system architecture [17].

When executing the model training task, the corresponding 

task manager performs cut layer selection for the bottom-

level learning routine, as described in Section 3.1, in order 

to customize the learning approach for the AI model. The 

cut layer selection can be performed jointly with routine 

client selection described above. The task manager informs 
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the routine manager about the cut layer selection result.

	·Compute plane behavior

The NET4AI compute plane is deeply involving in the 

execution of each routine of the AI computing service. It 

is responsible for coordinating the participation of routine 

clients and routine servers in the routine execution, 

enforcing k-anonymity, and enabling anonymous data 

communication between the routine clients and the routine 

servers, as described below.

In the compute plane, a routine manager is assigned with 

routine clients and routine servers for the corresponding 

routine, and each routine server is associated with one 

or more routine clients. The server-client association is 

determined by the orchestrator during service instantiation 

if the routine client function is a concrete service function 

(as described in Section 3.2.1), and dynamically by the 

task manager and/or the routine manager in all other 

cases. The server-client association is not known at the 

application layer, which includes the routine clients, routine 

server, and AC.

When executing the routine, the routine manager triggers 

or invites the routine clients associated with a routine 

server into a data communication with the routine server. 

This communication is mutually anonymous as the 

communicating parties do not know about each other. 

The routine manager first invites the routine server via the 

forwarding plane. During this step, the routine manager 

can provide cut layer information to the routine server, 

if applicable. It then invites the routine clients, and these 

invitations can be sent via the access manager (for example, 

when the routine client is a device) or via the forwarding 

plane.

During data communication, data traffic is routed between 

a routine client and the routine server by the forwarding 

plane. Either the routine client or the routine server can 

notify the routine manager when it finishes communication, 

so that the routine manager can proceed to the next step, 

for example, inviting the next routine client to communicate, 

or notifying the task manager that the routine execution 

has completed.

Figure 6 illustrates a routine execution procedure in 

accordance with the above description. In step 6, the routine 

server can request to restart the data communication or 

submit a notification regarding its completion. In the case 

of a restart request, the routine manager repeats steps 

3–6 in step 7. If all routine servers have sent a completion 

notification, the routine manager notifies the task manager 

in step 8 that the execution of the routine has completed.

Figure 6 Routine execution procedure, with respect to a routine server

Note that step 5 can be performed in parallel to steps 3 and 

4, unless the routine requires sequential communication. 

For example, the bottom-level learning routine may require 

sequential communication if a middle cut is selected for 

it. In this case, when the routine server is associated with 

multiple routine clients, the routine manager invites one 

such client to communicate with the routine server at a 

time. When inviting a routine client, the routine manager 

can provide it with cut layer information.

During data communication, there may be a strong 

requirement for user privacy in cases where the routine 

client is a device. To address such privacy concerns, 

k-anonymity can be enforced in the compute plane, where 

the value of k is a system parameter or a requirement from 

the AC. Assume that the routine manager is assigned with 

m – 1 other routine servers during service instantiation. The 

task manager assigns at least m*k routine clients to the 

routine manager, which then associates at least k routine 

clients with the routine server.

There may also be a data confidentiality requirement 

for data communication. As communicating parties do 

not know about each other, end-to-end encryption is not 

applicable in this setting. Instead, data confidentiality can 
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be achieved through proxy re-encryption in the forwarding 

plane (i.e., FPFs). That is, data originating from a sender 

is in ciphertext and is forwarded by the forwarding plane 

without decryption. Before the data is forwarded, it is re-

encrypted using a re-encryption key, enabling the receiver to 

recover the original data (plaintext) using their own private 

key. The re-encryption key can be obtained by the routine 

manager in step 2 or 3 and configured into the forwarding 

plane before data communication begins.

3.3 Compute Plane Protocols in RCNs

The radio interface at a RAN node includes three protocol 

layers: layer 1 — physical layer, layer 2 — data link layer, 

and layer 3 — network layer. The NET4AI architecture 

focuses on protocols at layers 2 and 3.

A radio bearer is a layer 2 logical channel. It bridges layer 1 

and layer 3 to support the transfer of user or control data. 

Legacy radio bearer management assumes that the RAN 

node is a network access point, and that computing happens 

on the other side of the network. It may not be efficient or 

suitable for RCNs, where communication and computing 

are integrated to allow computing within the network. 

Consequently, the NET4AI compute plane introduces a CRB 

at layer 2 to enable RCNs to distinguish between data at the 

computing and user planes for self-loop computing services 

within RCNs. A CRB connects a UE served by an RCN and 

one or more service functions deployed on the RCN; in this 

sense, it provides the T2 interface functionality shown in 

Figure 5. A deep edge protocol (DEP) is a new simplified 

protocol, which is proposed at layer 3 to enable efficient 

exchange of data between the UE and service functions. 

The core reason for introducing DEP is to enable service 

functions to be deployed in a wireless network like the RAN. 

As a result, data transmission protocols can be simplified to 

a greater extent than through the use of traditional cloud 

deployments.

Figure 7 illustrates CRB and DEP, along with 5G layer 2 radio 

bearers and layer 3 protocols. In the figure, the AMF and 

the user plane function (UPF) are 5G network functions, 

which respectively provide some of access manager and 

FPF functionalities in the NET4AI architecture. The compute 

plane function (CPF) is a module within the RCN that 

implements the FPF's functionality. These radio bearers and 

protocols can all be present on an RCN to support different 

scenarios or needs. For instance, data radio bearers (DRBs) 

and Service Data Adaptation Protocol (SDAP) can be used 

to support UE connection to a service function that is not 

deployed on the RCN.

Assume that a UE is being served by an RCN. When a 

UE accesses a service function deployed on the RCN for 

computing, the RCN allocates a CRB to the UE, and the 

CRB connects the UE to the service function. An example 

basic procedure is as follows: The UE sends a computing 

request to the control plane of the NET4AI system via the 

RCN. When the NET4AI control plane notifies the UE that 

the request has been accepted, the NET4AI control plane 

also notifies the RCN to establish a DEP session for the UE. 

The RCN (the control plane part) will then allocate a DEP 

session to the UE accordingly. The DEP session maps to a 

CRB, which can be either newly created or an existing one. 

The RCN then transmits the CRB parameters to the UE over 

radio resource control (RRC) signaling, enabling the UE and 

service function to exchange data.

As illustrated in Figure 8, a DEP session may map to 

one or more CRBs, and a CRB can support one or more 

DEP sessions. Every CRB is configured with specific QoS 

capabilities. When a DEP session is mapped to multiple 

CRBs, these CRBs are configured with different QoS 

Figure 7 Illustration of CRB and DEP Figure 8 Mapping between CRBs and DEP sessions



Outlook

 | Communications of HUAWEI RESEARCH | September 2022 36 37September 2022 | Communications of HUAWEI RESEARCH | 

capabilities. Consequently, the DEP session supports multiple 

QoS flows via the corresponding CRBs. If a DEP session is 

mapped to a single CRB, the DEP session supports only one 

QoS flow.

3.4 Case Study

A healthcare institute is building a blood pressure model. 

The model is a DNN-based AI model designed to capture 

blood pressure ranges during various times of the day for 

different age groups in connection to certain geographic 

regions. The healthcare institute wants to bring the model 

online for a large population of users to contribute to model 

training. The healthcare institute registers an AI computing 

service with the NET4AI system to achieve this goal.

When registering the AI computing service, the healthcare 

institute provides information about the AI model, including 

the number of layers, number of neurons per layer, and 

number of links between every two adjacent layers. The AI 

computing service includes two concrete service functions: 

a local training function and a global training function. The 

local training function supports CL and SL for the AI model, 

while the global training function implements FL model 

aggregation logic.

The AI computing service includes a model buildup job, 

which in turn includes a model training task. The model 

training task includes a bottom-level learning routine and 

a top-level learning routine, as shown in Figure 3. The 

bottom-level learning routine is associated with the data 

source function, which represents devices, and the local 

training function. Meanwhile, the top-level learning routine 

is associated with the local training function and the global 

training function. The model buildup job can further include 

a model verification task intended to be executed after the 

model training task. For simplicity, we ignore the model 

verification task in this case study.

According to information about the AI computing service 

received from the healthcare institute, the NET4AI system 

deploys the AI computing service in the network (for 

example, at edge clouds). The deployment includes an 

instance of the global training function and multiple 

instances of the local training function. Each of these service 

function instances is attached to the NET4AI system via an 

attachment point, which is either an FPF or an RCN (when 

the service function instance is deployed on the RCN).

After the AI computing service is deployed, the healthcare 

institute requests the NET4AI system to execute the model 

buildup job. According to the request, the NET4AI system 

executes the model buildup job by notifying the instances 

of the local training function to execute the bottom-

level learning routine. As this routine requires devices to 

participate, execution does not start until such participation 

begins.

Once a device connects to the network, the NET4AI system 

informs the device about the model buildup job of the 

AI computing service. The device may then volunteer 

to contribute to the model buildup job and provide its 

consensus to the NET4AI system. At the same time, 

the device can provide information about its status (for 

example, computing power and energy levels) and privacy 

requirements, the latter of which indicates if the device is 

willing to provide raw data for the model buildup job.

Based on the information received from devices as well as 

other information (such as network conditions), the NET4AI 

system divides consenting devices into multiple groups. The 

NET4AI system selects a cut layer for each of the groups 

for the bottom-level learning routine, and associates each 

group of devices with a service function instance, which 

is either an instance of the local training function or the 

instance of the global training function. For example, as 

illustrated in Figure 4, where the three ellipses represent 

three groups of devices, the NET4AI system selects the 

bottom cut for a group, a middle cut for another, and 

the top cut for the remainder; it associates the first two 

groups respectively with two instances of the local training 

function, and the third group with the instance of the global 

training function.

The NET4AI system informs the devices within each of the 

groups about the cut layer selection result, and connects 

the devices to the attachment point of the corresponding 

service function instance. Devices that are assigned with 

a top cut or a middle cut further obtain the local training 

function from the NET4AI system (configured with the cut 

layer) and run it locally.

When sufficient devices are available (at least k devices 

within a group), the NET4AI system invites these devices 

into the execution of the bottom-level routine. These devices 

can then send data to the corresponding instance of the 

local training function via the NET4AI system. During data 



Outlook

 | Communications of HUAWEI RESEARCH | September 2022 36 37September 2022 | Communications of HUAWEI RESEARCH | 

communication, the devices and the local training function 

instance do not know about each other. The data sent from 

the devices includes blood pressure readings and user age 

information in cases where the devices are assigned with 

the bottom cut, corresponds to intermediate results as 

described in SL in cases where the devices are assigned with 

a middle cut, or comprises local model parameters as in FL 

in cases where the devices are assigned with the top cut.

When the instances of the local training function that are 

associated with devices finish computing (when local AI 

models are established), the NET4AI system knows that 

the execution of bottom-level learning routine has finished 

and notifies the local training function instances and global 

training function instance to execute the top-level learning 

routine. The model buildup job can be executed this way in 

rounds, until the global training function instance notifies 

the NET4AI system to stop (for example, when the global 

model converges).

The global training function instance can provide the model 

parameters to the healthcare institute via the NET4AI 

system. The healthcare institute then considers the blood 

pressure model to be successfully trained.

4 Technical Challenges

In order to support a vision of inclusive intelligence, 6G 

networks need to consider native AI design instead of 

overlay design at an architectural level, which introduces 

new technical challenges to 6G networks beyond traditional 

connectivity issues, involving issues such as data privacy, 

heterogeneous resources, and energy saving. Of particular 

concern is the complexity of the wireless edge environment, 

which occurs due to unstable wireless connections, large-

scale distribution, and heterogeneity of edge resources. The 

following issues require further study:

	·Energy efficiency

NET4AI may need to support large-scale distributed training 

within 6G networks. Data communication will be increased 

significantly for model and parameter synchronization, 

which, when combined with rising computing costs, results 

in severe energy consumption challenges.

Considering the training process, there are generally two 

ways to reduce communication overheads. The first is to 

reduce the amount of exchanged data per round, and 

includes model compression methods such as quantization, 

sparsification, and knowledge distillation [18–21]. The 

second is to reduce the number of communication rounds. 

For example, FedAvg performs multiple rounds of local 

updates before aggregation [9]. Further investigation 

is required in order to reach a compromise between 

communication overhead and AI training performance.

Topological structure design for communication networks 

is another effective method for improving communication 

efficiency [22]. For example, the Ring Allreduce solution 

in high-performance computing (HPC) may reduce 

communication bandwidth. However, the topology of 

wireless networks is not as flexible as IoT servers, and 

actually applying such mature HPC technologies to wireless 

networks still requires a lot of research.

	·Adapting to a dynamic environment

Distributed learning systems may consider certain fault 

tolerant mechanisms, such as the classical Byzantine [23]. 

However, this becomes more challenging with wireless 

networks. One of the reasons for this is because resources 

can dynamically change in wireless network environments 

that include connections. For example, an AI training task 

on a base station may be blocked by extreme burst traffic, 

or the sudden drop-out of terminal devices due to unstable 

wireless connections. As a result, to ignore failed nodes [24–

25] or perform redundant backups [26], further research 

may be needed for natively adapting to wireless dynamic 

environments.

	·Heterogeneous resource scheduling

To achieve NET4AI, we need to manage and schedule 

large-scale heterogeneous resources within a 6G network. 

However, designing an efficient distributed scheduling 

framework and algorithm is a challenging prospect.

To properly and efficiently deploy AI tasks to a wireless 

network, we must first perform general modeling for various 

heterogeneous resources, including computing power, 

memory, storage, and communication bandwidth. After 

that, the state and action spaces of resource scheduling can 

be defined, and then the distributed scheduling framework 

and algorithm can finally be designed. The scheduling 

algorithm needs to consider how to efficiently allocate tasks 
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among large-scale heterogeneous resources, which is an NP 

problem. The computational complexity increases greatly 

with the scaling.

	·Data service

Huge amounts of data (such as sensing data) may be 

generated, processed, and consumed in 6G networks to 

drive network intelligence and data sharing, and to improve 

network operation efficiency. However, this introduces 

challenges for 6G data services, including how to fully 

exploit data value while also ensuring data security and 

natively complying with data regulations such as the 

General Data Protection Regulation (GDPR) in the European 

Union (EU) and the European Economic Area (EEA) from 

architectural perspectives.

NET4AI needs to ensure that users have full control of 

their personal data and can decide whether to share, 

monetize, or offer the data for training. Certain standalone 

data protection solutions, such as k-anonymity, l-diversity, 

t-closeness [31], and differential privacy, may not be 

enough. Constructing a complete architecture-level 

data service framework with a transparent multi-party 

mechanism is a key challenge for 6G.

5 Conclusion

In this paper, we proposed NET4AI — a 6G system 

architecture intended to support future computing services, 

AI computing services in particular. The NET4AI offers 

end-to-end support to AI computing services, from the 

deployment phase to the operation phase. It addresses 

the emerging problem of privacy-aware deep learning 

and allows for learning approach customization. It can 

enforce k-anonymity and ensure data confidentiality in 

the compute plane, offering strong privacy protection. We 

discussed protocol design at layers 2 and 3 of RCNs, i.e., 

RAN nodes equipped with edge computing capabilities, and 

we introduced CRB and DEP to support efficient combined 

communication and computation on RCNs. We also 

identified a number of technical challenges associated with 

NET4AI. However, development of NET4AI architecture is 

still in its initial stages. Details of actual implementations 

(for example, mobility and connection management), with 

respect to the execution of routines, tasks, jobs, and other 

system procedures, are yet to be developed.
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1 Introduction

The idea of Very-Low-Earth-Orbit (VLEO), which is at an 

altitude of around 350 km, has the potential to change the 

paradigm for the Internet because it is much lower than the 

traditional low Earth orbit (LEO) of 600 km to 1200 km or 

geostationary Earth orbit (GEO) of 35768 km. Accordingly, 

communications based on mega VLEO constellations 

are envisioned owing to attractive features such as low 

transmission delay, smaller propagation loss, high area 

capacity, and lower manufacturing and launching cost when 

compared with traditional LEO or GEO satellites. All these 

features will contribute to wider global utilization. 

Satellite-based communications are believed to be an 

important part of 5G-Advanced and 6G by the global 

communication ecosystem. The 3rd Generation Partnership 

Project (3GPP) [1] has officially started researching on 

integrating satellite communications with 5G New Radio 

(NR) techniques titled "non-terrestrial network (NTN)." The 

study item (SI) of NTN (Release 14 to Release 16) identifies 

NTN scenarios, architectures, basic NTN issues and related 

solutions, and 12 potential use cases by considering the 

integration of satellite access in the 5G network including 

roaming, broadcast/multicast, and Internet of Things (IoT) 

[2-4]. In Release 17, the first work item (WI) of New Radio 

Non-terrestrial Network (NR-NTN) and Internet of Things 

Non-terrestrial Network (IoT-NTN) were approved at the 

end of 2019. NR basic features will be supported by both 

regenerative and transparent satellite systems in Release 17 

to Release 19. 6G NTN will begin from Release 20 and more 

enhancements and new features will be discussed, including 

but not limited to support for integrating terrestrial 

networks (TN) and NTN and improved spectral efficiency 

compared to 5G and 5G-Advanced NTN. NTN with ultra-

dense VLEO constellation will be a part of the 6G network 

and play an essential role in ensuring extremely flexible 

communication access services.

To achieve successful commercialization of VLEO-based 

NTN, new usage scenarios and applications need to 

be explored and a few technical challenges need to be 

addressed. A comprehensive discussion of the vision and 

challenges of VLEO-based NTN for 6G will be presented in 

this paper. The remaining parts of this paper are organized 

as follows. Section II introduces the driving factors and 

motivations of VLEO-based NTN networks according to 

the latest progress from the industrial community. Section 

III summarizes the usage scenarios and applications that 

mostly have gained the consensus of both the academia 

and the industry. Section IV identifies the challenges, and 

the potential solutions that might require a long-term effort 

for developing a competitive VLEO-based NTN. Section V 

draws the conclusion.

2 Driving Factors and Motivations

2.1 Requirements

Non-terrestr ia l  communicat ions such as satel l i te 

communications will be leveraged to build an inclusive 

world and enable new applications in a cost-effective way. 

The wireless coverage is expected to expand coverage from 

2D "population coverage" on the ground surface to the 3D 

"global and space coverage." Integrating non-terrestrial and 

terrestrial communications systems will achieve 3D coverage 

of the Earth. They will not only provide communications 

with broadband and wide-range IoT services around the 

world, but also provide new functions such as precision-

enhanced positioning and navigation and real-time earth 

observation.

With the development of new High-Throughput Satellite 

(HTS) as well as Non-Geostationary-Satellite Orbit (NGSO) 

systems such as the Medium-Earth-Orbit (MEO) system 

O3b and many proposed LEO and VLEO systems, such as 

Oneweb [5], Starlink [6], and TeleSat [7], it is expected that 

the cost will become much lower, the access capabilities 

will increase, and time delay of satellite connections will be 

reduced by VLEO constellations. SpaceX's Starlink project 

has launched over 1900 satellites by the end of December 

2021, which made this company the world's largest satellite 

communications operator [8]. The decreasing cost of the 

satellite manufacturing and launching service is making the 

advent of huge fleets of small satellites in low earth orbits 

a reality. In addition to bridging the "digital divide", the role 

of satellite communications in 2030 and beyond is perceived 

to be pivotal in ensuring data connectivity to both fixed and 

mobile users.
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2.2 Benefits of Integrating TN and 
NTN

Compared with the cellular network, the satell ite 

communications service still calls for dedicated and 

expensive user terminals, which are out of reach of common 

users. A fundamental integration of TN and NTN will change 

the status quo and significantly improve user experience. 

With this integration, the satellite communications industry 

can fully utilize the fast development and economies of 

scale of the cellular industry, thus reducing the cost of 

terminals and the service price to more attractive levels. By 

achieving unified design of TN and NTN, the barrier among 

different satellite systems will also be eliminated, allowing 

users to freely roam among terrestrial networks and non-

terrestrial networks of different operators.

3 Usage Scenarios and Applications

The VLEO-based NTN is expected to provide couples of 

usage scenarios and applications, as shown in Figure 1. 

altitude platforms, non-terrestrial networks can be flexibly 

deployed, connecting people through various devices such 

as smartphones, laptops, fixed-line phones, and televisions.

3 .2  Mobi le  Broadband for  the 
Unconnected

Current commercial satellite communications systems 

have low transmission rates and high costs. In addition, 

satellite mobile phones are not integrated with the 

terminal equipment of the traditional terrestrial cellular 

network, and people will have to use two different mobile 

phones to access the satellite network and the cellular 

network respectively. In the future, we believe satellites can 

directly connect to mobile phones, providing broadband 

connectivity, with data rates similar to those of cellular 

networks in remote areas. For example, the user data rate 

should be able to reach 5 Mbit/s for download and 500 

kbit/s for upload.

3.3 Broadband Connection on the 
Move

People should be able to access the Internet anytime, 

anywhere, no matter what kind of transportation they take. 

Take the air traffic scenario for example. In 2019, over 4 

billion people traveled by aircrafts, which means almost 12 

million people fly somewhere every day [9]. Most of them 

have no Internet connection during the flight or experience 

Internet access at very low speed. Future communications 

systems should provide MBB experience connections for all 

aircraft passengers.

3.4 Wide-Range IoT Services Extended 
to Unconnected Locations

Currently, IoT communications are implemented based 

on cellular network coverage. However, cellular-based IoT 

communications cannot guarantee connection continuity 

in many scenarios. In the future, IoT devices should be able 

to connect and report information anytime, anywhere. 

As a result, it will become easier to use NTN to collect 

information, such as the status of Antarctic penguins, 

the living conditions of polar bears, and animal and crop 

monitoring, from remote and uninhabited areas.

Non-terrestrial layer

Terrestrial layer

Figure 1 Usage scenarios and applications

3.1 Extreme Coverage

Today, almost half of the world's population lives in 

rural and remote areas that do not have basic Internet 

services. Non-terrestrial networks can provide affordable 

and reliable connectivity and broadband services for areas 

where telecommunications operators cannot afford to build 

terrestrial networks. By using non-terrestrial network nodes, 

such as satellites, unmanned aerial vehicles, and high-
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3.5 High-Precision Positioning and 
Navigation

In the future, most cars will have the capability to 

connect to the terrestrial network. However, the terrestrial 

network may not be able to provide high-quality vehicle-

to-everything (V2X) services for users in remote areas. 

The integrated network can implement high-precision 

positioning and navigation and improve the positioning 

accuracy from meters to centimeters. On this basis, 

automatic driving navigation, precision agriculture 

navigation, mechanical construction navigation, and high-

precision user positioning services can be provided.

3.6 Real-Time Earth Observation and 
Protection

With the development of remote sensing technology and 

the fast deployment of mega constellations, the future 

remote sensing technology will ultimately be in real time 

and feature high resolution. With these two significant 

features, earth observation can be introduced to more 

scenarios, such as real-time traffic dispatch, real-time 

remote sensing maps available to individual users, high-

precision navigation combined with high-resolution remote 

sensing and positioning, and quick response to disasters.

4 Challenges and Solutions

To realize the usage scenarios and applications listed earlier, 

critical challenges and possible solutions are identified in 

this section, as enablers to a fully integrated network with 

TN and NTN for the 6G era.

4.1 Integrated Network Architectures

To provide unified services with a single device, new 

integrated network architectures composed of both TN and 

NTN need to be proposed. However, several challenges need 

to be overcome to realize a truly integrated network. 

	·The integrated network is in general a 3D heterogeneous 

network, with each layer having different coverage 

ranges and link quality. It is critical to coordinate each 

layer in the network to achieve unified network access. In 

addition, user equipment (UE) should have the flexibility 

to communicate with the most appropriate layer based 

on its own capability and context. 

	·A wide range of services with different quality of service 

(QoS) requirements will be supported by the integrated 

6G network. However, the resources in the integrated 

network must exhibit a high level of heterogeneity. 

The resource availability for multiple services will vary 

over time, as each segment may dynamically allocate 

resources with high priority to support legacy services 

[10]. 

	·The global span of an integrated network calls for 

reliable control anywhere, anytime. This typically requires 

a large number of ground stations to be deployed all 

over the world, which induces high complexity and 

increases expenditure. The end-to-end delay can be quite 

large since core network functions are implemented 

at very few sites on the ground and inter-plane inter-

satellite link (ISL) communications are rather limited due 

to visibility and velocity constraints.

The following are potential technical solutions to overcome 

the preceding challenges. 

	·3D UE-centric cell-free communication [11] is a 

promising solution for the integrated network. With 

UE-centric methodology, the cell boundaries can be 

eliminated efficiently. This leads to interference-free and 

reduced handover communications in scenarios with 

many heterogeneous access points. On the other hand, 

spatial multiplexing for cell-free communications means 

that the beams from multiple nodes, e.g., satellites 

and terrestrial base stations, can be resolved by using 

different phase gradients on the receiving array. It is 

thus possible to serve any location on the ground from 

multiple distinct sites and directions by fully exploiting 

the space-air-ground dimensions of the entire network.

	·Network slicing enables multiple logical networks 

to run as independent tasks on a common shared 

physical infrastructure. Each network slice represents 

an independent virtualized end-to-end network and 

allows operators to perform multiple functions based 

on different architectures. As a consequence, a set of 

customized services with distinct QoS levels can be 
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provisioned by deploying multiple isolated and dedicated 

network slices on top of the integrated network.

	·A hierarchical control framework with very few ground 

stations and GEO satellites is used to achieve global 

network control, while MEO satellites and LEO/VLEO 

satellites with ISL capabilities are used for regional and 

local control. The concept of a space-based core network 

can be exploited to facilitate global control and reduce 

propagation delay. For example, some core network 

functionalities, e.g., user plane function (UPF) and access 

and mobility management function (AMF), can be placed 

onboard satellites, so that both control messages and 

UE traffic are not required to traverse to ground stations 

with many hops.

4.2 Air Interface Technologies

LEO/VLEO constellation will be an important component 

of 6G networks. The capacity density at each location on 

Earth can be used to understand the service capability of a 

constellation. Take Starlink "Gen2" constellation (including 

about 30000 satellites) [12] for instance. The peak average 

capacity density after full deployment is in the middle-

latitude area, which is about 3.6 Mbit/s/km2, as shown in 

Figure 2.

To fully unleash the service capabilities and address these 

fundamental challenges, two potential solutions are 

provided.

	·On-demand coverage for imbalanced requirements

The beam-hopping concept is introduced to adapt the 

imbalanced requirements over the satellite coverage area 

[14–15]. Satellites can scan through a set of predefined 

beam hopping patterns, during which beams are active 

for a period of time for different areas to fulfill the service 

requests. 

Beam-hopping technology can use all the available satellite 

resources to provide services to specific locations or users. 

By adjusting the beams' illumination duration and period, 

different offered capacity values can be achieved, i.e., 

the imbalanced requirements in different beams can be 

satisfied. 

Additionally, beam hopping can reduce co–channel 

interference by placing inactive beams as barriers between 

co–channel beams [15]. However, beam hopping brings 

new challenges to LEO/VLEO satellite communications, 

e.g., designing beam-hopping illumination patterns to 

completely satisfy location-based service requirements, and 

considering restrictions of on-board capabilities.

Figure 4 demonstrates a snapshot of beam-hopping 

scheduling during a period of satellite movement. The target 

area where UEs are located is covered by 4 satellites (cells) 

Figure 2 Starlink "Gen2" capacity density

Figure 3 Global population density (generated from [13])

Another concern is the limited link budget. The single-

user throughput provided by a single satellite is very 

limited, leading to less utilization of the spectrum assigned 

to satellite communications when compared with the 

terrestrial scenario. 

The peak average capacity density is still very low compared 

with that of cellular services although the constellation 

has been optimized to maximize the service capability in 

the middle latitudes. This is partly because the metric of 

average capacity density implicitly assumes that the service 

capability is averaged over the ground surface whereas 

populated ground areas, shown in Figure 3, occupy a small 

proportion of the Earth's total area, resulting in a large 

percentage of the capability being wasted on oceans and 

unpopulated ground.
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at the time of observation, whose coverage topologies are 

shown in red, green, blue, and black, respectively. Each 

satellite uses at most eight beams (i.e., the highlighted 

beams out of all the candidate beam locations in the 

figure) to provide services to the connected UEs. In the LEO/

VLEO system, due to the high mobility of satellites and the 

fact that traffic demand and buffer status of UEs will vary 

over time, both the candidate beams and the highlighted 

(illuminated) beams will be different between snapshots.

Figure 4 A snapshot of beam-hopping scheduling
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one user to receive multi-satellite signals simultaneously. 

Future LEO/VLEO mega constellations will include tens of 

thousands of satellites, which is the basis of multi-satellite 

cooperative transmission.

Figure 6 Multi-satellite cooperative transmission

Table 1  Performance of multi-satellite cooperative transmission

About 2,000,000

About 1,000

About 7,200

About 3.6

Satellite Coverage Area (km2)

Beam Coverage Area (km2)

Average Capacity
Density (Mbit/s/km2)

Cumulated Capacity Density
(Mbit/s/km2)

Accordingly, the transmission rate can be increased when 

a user receives signals from multiple satellites at the 

same time, or when multiple satellites receive signals 

from the user, as shown in Figure 6. Based on cooperative 

transmission, the peak capacity density can be significantly 

increased as shown in Table 1. Such a scheme makes sense 

considering the fact that only a very small percentage of 

the covered area is in service and multiple satellites are 

usually visible with a mega constellation. The multi-satellite 

cooperative transmission technique can also resolve the 

insufficient link budget problem that arises due to the 

limited transmit power of one user or satellite.

	·Multi-beam precoding for high spectral efficiency.

The spectral efficiency of existing satellite communications 

is much lower than that of terrestrial networks due to 

the insufficient link budget and co-channel interference 

among beams. Multi-color frequency reuse is usually 

adopted to mitigate the co-channel interference in satellite 

communications, which leads to very low system spectrum 

efficiency. Precoding technique, which is widely used in 

Figure 5 illustrates the average throughput for different 

scheduling algorithms based on the simulation of a time 

period. As can be observed, the throughput of the beam-

hopping based algorithm better matches the UEs' required 

capacity than the baseline Round Robin-scheduling, 

especially for UEs with higher traffic demands.

Multi-satellite cooperative transmission is another enabler 

to achieve on-demand coverage. This technology enables 
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terrestrial communications, can be employed to mitigate 

the co-channel interference [16]. As shown in Figure 7, 

multi-beam precoding can provide full-frequency reuse 

and improve the spectrum efficiency in VLEO/LEO satellite 

communications scenarios.

Figure 7 Multi-beam precoding

Figure 9  ISL-based route (upper) and ping RTT comparison between

                   ISL-based and terrestrial-based route (bottom)

Figure 8 Throughput with and without multi-beam precoding

Multi-beam precoding for satellites based on full channel 

feedback is not preferred as there will be a large feedback 

delay due to the long transmission delay. As the main 

characteristic of the satellite channel is Line of Sight, the 

multi-beam precoding matrix can be calculated based on 

the large-scale channel which is approximately decided by 

the relative location between the UE and the satellite. The 

performance of location-based multi-beam precoding is 

shown in Figure 8. It can be observed that, compared with 

no precoding (blue bar), the introduction of multi-beam 

precoding (green bar) can result in a huge gain in terms 

of total throughput during the time the satellite provides 

services.
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4.3 Dynamic Topology and Routing 
Algorithm

The end-to-end delay based on the VLEO constellation is 

expected to be lower than that based on the terrestrial 

Internet. Figure 9 shows the ISL-based route between 

Beijing and New York with the shortest distance as well as 

the ping Round-Trip-Time (RTT) comparison between ISL-

based route and typical Internet-based route. The ping RTT 

of the typical Internet-based route is about 250 ms while 

that of the ISL-based route can be as low as 100 ms along 

the satellite-based route.

The potential size of mega constellations is a concern when 

considering routing and forwarding. Specifically, routing 

table sizes can grow dramatically as the satellite network 

grows in size. In terrestrial networks, large networks 

are generally partitioned into smaller networks, either 

by creating subnets, or by utilizing some functionality, 

for example Open Shortest Path First (OSPF) areas or 

Intermediate System to Intermediate System (IS-IS) link 

levels. In a satellite network, the network is in continual 

motion and therefore will require continual network 

segmentation. Highly dynamic subnetting will have 

detrimental consequences for the data plane.
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Figure 10 Orthodrome relative to the great circle

OR consists of an addressing and forwarding plane, a path 

computation algorithm, and a limited flooding algorithm. 

The addressing plane of OR embeds the <X,Y,Z> coordinates 

of a point on the unit sphere for both the source and 

destination into the IP header thus obviating the need for 

constant translation of identification and location. The data 

plane then forwards packets to the closest satellite within 

a relatively small flooding vicinity along the shortest path 

(following the ISLs) to that satellite. All satellites also have 

coordinate-based addresses which are a strict function 

of time. Therefore, all satellites can calculate their own 

addresses and the addresses of the satellites in their flooding 

region as a function of time. Flooding over a limited radius 

of hops and then performing path computations on those 

limited radius graphs is well known and Dijkstra produces 

the first hop needed by the forwarding plane.

Based on the above concepts a class of OR algorithms 

are defined as OR(r) where r is the radius in hops of the 

floods. OR(∞) functions as link state protocols while OR(1) 

performs simple geographic routing (forwarding data to the 

closest neighbor). Of interest is to determine which OR(r) is 

to be used for a given constellation size and expected link 

failure probability. We have conducted simulation tests on 

some of these algorithms and the simulations show that 

OR(r) can produce robust distributed routing for a relatively 

small r value and 10-20% link failure probabilities. This 

means that OR(r) can be tailored to a given constellation 

size and worst case failure probabilities to provide fully 

distributed forwarding at low loss rates.

Additionally since OR(r) may require a forwarding table 

with O(r2) entries, we explore several hardware solutions 

to pick the appropriate entry with maximum parallelization 

and thus appropriate for minimum clock cycle hardware 

forwarding at line rates.

The OR(r) algorithm as described above is executed at each 

hop. Therefore, the choice of gateway/intermediate nodes 

can change at every step towards the destination. We also 

have a slight variation on OR(r), where once a gateway/

intermediate node is chosen, the packet is encapsulated 

with a source route such that the gateway can be used prior 

to extending its path further towards the destination. We 

refer to this as Piece-Wise Shortest Path OR(r) algorithm 

OR(r)-PWSPF.

However, each network node in a satellite network follows 

a predefined orbit around the Earth. Predictive routing 

is a specific class of routing and forwarding mechanism 

that takes advantage of the predictable nature of network 

topology changes. Unlike traditional routing and forwarding, 

where network nodes use flooding to signal topology 

changes, predictive routing allows the nodes to periodically 

switch routing tables that reflect the network topology 

graphs at different points of time. Each node contains an 

almanac that includes information such as the topology 

and time validity period. Provided that all nodes coordinate 

and have an accurate notion of time, the resulting network 

topology will appear stable. The periodicity of these changes 

will depend on factors such as the LEO/VLEO altitude and 

can be calculated by the satellite, or by a ground-based 

network control center.

Although the predictive routing mechanism works well in 

small networks as long as there are no unexpected events, 

an unpredicted link failure may result in a routing failure, 

the duration of which depends on the almanac update 

period. Typically, almanac updates are usually scheduled 

at a much slower rate than those of the traditional link 

state protocols, leaving nodes with outdated topology for 

a longer period of time. Furthermore, it requires precise 

timing synchronization among the satellite nodes to get 

all nodes updated, resulting in the data plane becoming 

unreliable during this time period.

Orthodromic Routing (OR) is a promising solution to 

address the above problems by trading some packet losses 

(especially when there are sufficiently large holes in the 

ISL mesh) against massive scalability. Since a sub-arc of 

the great circle between two points A and B is referred 

to as the Orthodrome, OR is defined as the shortest path 

routing on the surface of a unit sphere. Figure 10 shows the 

Orthodrome.
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Simulations are set up to compare the OR(r)-PWSPF with 

the basic OR(r) algorithm against a theoretical but non-

existent full knowledge Dijkstra algorithm. The Dijkstra 

algorithm based on full knowledge represents an upper 

bound on what is possible for a given constellation. Figure 

11 shows the CDF for path lengths (costs) for the different 

algorithms, with full knowledge Dijkstra in blue, OR(20) in 

red and OR(20)-PWSPF in yellow. A comparison of failed 

routing pairs i.e. source-destination pairs that cannot be 

reached under 30% link failure probabilities shows that 

both OR(20) and OR(20)-PWSPF come within 0.25% of full 

knowledge Dijkstra.

It can be concluded that both OR and OR-PWSPF are 

capable of delivering performance that is very close to 

performance in an ideal scenario, but require much less 

control (flooding) traffic and are thus more favorable to use 

in a highly dynamic network. 

The orthodromic family of routing algorithms employs 

precise local topology views at each node for global routing. 

Nodes in these methods only react to network events that 

happen in their own region, and they are unaware of events 

that happen elsewhere in the network. These techniques as 

discussed earlier, provide good performance in comparison 

with the traditional link state protocols. But the lack of 

convergence with respect to the global topology in these 

approaches might result in prolonged sub-optimal paths 

during network failures.

To solve the above mentioned issue, the routing can be via 

multiple-precision regions. Each node's link state database 

and topology graph consists of multiple zones/levels/

regions/radii. Each zone has a degree of precision with 

respect to the network event refresh time. The following 

illustrates an example of a multiple-precision region 

network graph in a node.

Figure 12 Multi-precision region graph: regions

Millisecond-level precision zone

Minute-level precision
zone

Hour-level precision zone

Multiple-precision regions with
different precisions in a node

Node,s global topology constructed from the
superimposition of its multiple topology regions 

with different precisions

Different techniques and strategies can be employed to 

deliver updates to a node for each of its topology zones 

based on the zone's precision requirement. While one 

zone can use an almanac, for example, the other can use 

traditional or limited flooding.

The nodes use the shortest path to the destination based 

on their global view of the network which now consists of 

multiple precision levels. This method can be applied to 

networks that employ traditional routing or networks that 

employ OR or OR-PWSPF algorithms to deal with node 

mobility in satellite networks and employ geographical 

addressing.

This technique shares the advantages provided by OR 

algorithms and allows the use of large flat topologies in 

network operations.

Figure 11 OR(20) routing cost comparisons and failed 
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Finally, in order to limit the dynamic change of the satellite 

constellation topology, ISLs are usually assumed within 

the same constellation layer, and each satellite can have 

only two intra-plane and two inter-plane ISLs. This greatly 

compromises the communication capability of the entire 

network, and the optimal bandwidth and minimum delay 

cannot be achieved. Therefore, new routing algorithms are 

expected to accommodate constellations with more free 

connections among satellites e.g. across layer connections, 

thus extending the capability boundaries of the LEO/VLEO 

constellation.

4.4 Powerful On-board Capabilities

The on-board capabilities call for thorough enhancements 

to accommodate communication requirements of NTN 

for 6G, mainly in on-board processors, radio frequency 

subsystem, antennas, and data transmission algorithms. 

Massive-beam satellites with on-board data processing 

capabilities and advanced algorithms will play a key role in 

future low-orbit satellite communications, providing more 

linking capabilities for users over the coverage area through 

frequency and beam traffic reconfiguration.

In future NTN, massive-beam high-gain phased array 

antennas will be equipped to prevent the extremely high 

path loss from space to ground. Assuming the altitude of 

Figure 13 Massive-beam satellites

the satellite is 300 km, the free space path loss is around 

170 dB at Ka band with an extra loss of 6 dB due to rain. 

When the diameter of the satellite payload antenna is 1.0 

m, the maximum antenna gain can be assumed as 45 dBi 

and the equivalent isotropically radiated power (EIRP) may 

reach 50 dBW, which is subject to the power restrictions on 

satellites. The typical diameter of a ground UE antenna for 

the Ka band is 0.5 m, which leads to a maximum gain of 

34 dBi and a G/T value of 8.5 dB. Approximate calculation 

shows that the downlink signal-to-noise ratio (SNR) may 

reach up to 27 dB with a bandwidth of 400 MHz. The signal 

quality is sufficient to support higher-order modulation 

of 64QAM. The data rate achieved by a single beam is 

1200 Mbit/s and the spectrum efficiency is 4.8 bit/s/Hz, 

considering interference.



Outlook

 | Communications of HUAWEI RESEARCH | September 2022 50 51September 2022 | Communications of HUAWEI RESEARCH | 

The challenge is to find a way to generate these beams 

by utilizing the limited physical space on the satellite. 

The digital beam forming (DBF) method is considered 

a promising solution for future phased antenna arrays, 

in which multiple beams are generated in the digital 

domain. The digitization of the Tx/Rx data can also provide 

maximum flexibility and dynamic range in large systems 

[17]. The practical challenges to implementing DBF are 

the large amounts of data that needs to be processed and 

the use of sophisticated transceivers that consume high 

amounts of power, which cannot be provided by satellites. 

The development of digital integrated circuits and mixed-

signal integrated circuits makes the DBF implementation 

realistic. In [18], a full DBF transceiver is designed for 

millimeter wave (mmWave) application. A maximum of 20 

digital beams are generated from 64 RF channels. In the 

future, the number of beams will extend to over 1000 and 

RF channels to over 4000. The progress in RF components 

and materials also helps reduce the power consumption and 

improve the on-board capabilities. 

4.5 Low-Cost Manufacturing & Service
Reducing the satellite components' manufacturing cost 

and the service price is the prerequisite for making satellite 

communications a part of daily life. 

Regarding the manufacturing, a full integration of satellite 

communications into the cellular system is expected to be 

the most effective way to reduce the cost of communications 

components in ground segment devices like UEs, gateways, 

as well as the on-board processing system. With a unified 

air interface design capable of satellite communications 

and terrestrial communications, the baseband chips and 

components of satellite communications can make full use 

Figure 14 Available SNR for different satellite antenna diameters
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of the economies of scale of the cellular industry, leading to 

much lower chip and device costs.

It is a challenge to reduce the cost of the space segment 

to achieve low-cost manufacturing. The space-class 

components are radiation-hardened and screened to make 

sure they are reliable enough in the space environment. 

Because this process is not industrialized, the cost is 

extremely high. In addition, because the quantity of 

radiation-hardened devices is very small, manufacturers 

have no incentive to perform radiation-hardening for 

the latest products, leading to a delay in the delivery of 

space products by several years or more when compared 

with their latest commercial counterparts. Low cost, high 

performance and low lead time are the requirements for 

commercial satellite parts. In recent years, there have been 

some explorations on using commercial-class devices i.e. 

the Commercial-Off-The-Shelf (COTS) parts in spacecrafts. 

Optimized processes, such as a better balance of the cost 

and reliability in the screening, new shield designs, and a 

fault detection and recovery mechanism, are needed to 

ensure the stability and commercial efficiency of spacecrafts. 

The service cost will also benefit from the full integration 

between  sa te l l i t e  communica t ions  and  ce l lu la r 

communications since it is also related to the economies of 

scale. Currently, the ecosystems of different constellations 

are isolated from each other and the number of users 

of each constellation is insufficient to make full use of 

constellation capacity, resulting in the cost per bit in existing 

satellite communications being much higher than that of 

terrestrial networks. In 6G, the wireless standards should be 

unified around the world, and with a single device, people 

should be able to freely roam between TN and NTN and 

between different NTNs. In this way, the network capacity 

of a satellite system can be much better utilized to reduce 

the overall service cost.

4.6 Interference Reduction and Co-
existence

It is critical to find a way to prevent the interference 

between TN and NTN in order to ensure communication 

service quality. Frequency sharing between cellular and 

satellite communications is a hot topic that has been 

discussed in both the academia and the industry. However, 

the current frequencies allocated to cellular and satellite 
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communications are usually isolated from each other. In 

actual practice, a gap is introduced to ensure that the 

out-of-band leakage of the waveform signal due to non-

linear devices can be sufficiently low. Owing to the fast 

development of cellular communication, the spectral 

efficiency of terrestrial networks has dramatically increased, 

and is much higher than that of satellite communications. 

The frequency resources allocated to cellular networks 

contribute more to human communication requirements. 

This motivates cellular operators to obtain more frequency 

resources from satellite operators to provide users with a 

better cellular experience. 

Considering the fact that very limited frequency resources 

are available, it is more important than ever to design a 

frequency sharing mechanism that not only considers the 

comprehensive utilization of the spectrum, but also meets 

the needs of different types of communications scenarios 

from a technical and neutral perspective. In general there 

are several hierarchical frequency sharing technologies that 

can be considered to reduce the interference among the 

different types of satellite communications and cellular 

communications.

	·Space isolation

The most straightforward method for interference reduction 

is space isolation. The same frequency resource can be 

allocated to both cellular and satellite networks that are 

geographically far away from each other to prevent any 

possible interference. For example, the frequency assigned 

for cellular operators in terrestrial networks can also be 

used for satellite communications on an ocean provided 

that the two deployment areas are geographically far away 

so that the maximum transmitted signals from the cellular 

base station would be much lower than the background 

thermal noise of the satellite communications terminal 

receiver after long propagation, and vice versa. 

An application of space isolation in scenarios where the 

cellular and satellite networks are striving for sharing the 

frequency resource is shown in Figure 15. For a cellular 

base station, the space area around this base station will 

be noted as an "electronically fenced area" where satellite 

beams are not allowed.

Figure 17 shows the interference along a time interval 

with two electronically fenced areas of width 0 km and 54 

km. A larger isolation distance can effectively reduce the 

probability of receiving high INR.

Figure 15 A demo of "electronically fenced area"

The size of the electronically fenced area will significantly 

affect the possible interference level from the LEO/VLEO 

satellites. Figure 16 shows one snapshot of the interference 

level in terms of interference noise ratio (INR). The satellite 

beams causing INR above -10 dB and -5 dB are marked in 

yellow and red, respectively, with difference in the size of 

the electronically fenced area. A 54 km-wide electronically 

fenced area is sufficient to eliminate all interference above 

-5 dB for the considered case.

Figure 16 Application of space isolation in interference avoidance          

               between satellites and cellular base stations

Electronically fenced area width = 54 km

Electronically fenced area width = 13 km Electronically fenced area width = 0 km

Electronically fenced area width = 39 km



Outlook

 | Communications of HUAWEI RESEARCH | September 2022 52 53September 2022 | Communications of HUAWEI RESEARCH | 

	·Angle isolation

For scenarios targeting mmWave bands where only UEs with 

directional antenna are deployed, angle isolation can be 

considered to prevent the interference caused from different 

systems. Considering a serving area illuminated by signals of 

the same frequency band from different systems, the arrival 

angle of the signals may be far different from each other. At 

the receiver side, the huge side-lobe reduction of directional 

UE provides good spatial filtering and can eliminate the 

interference. The potential interference to other systems 

can also be eliminated because the transmitted signals will 

experience huge attenuation due to the directional antenna. 

	·Scheduling-based interference coordination 

Scheduling-based interference coordination has been 

deployed in cellular communications systems to alleviate 

the interference in cell edge areas. With close interaction 

among neighboring base stations, joint decisions can be 

made among those stations to send signals to UEs at the 

cell edge with staggered frequency resources in order to 

prevent interference. Compared with the traditional sensing-

and-decision procedure, coordination-based scheduling 

attempts to solve the interference issue in a proactive way, 

and thus provide better user experience. 

However, coordination-based scheduling is rarely used 

between the cellular and non-terrestrial networks for the 

time being since they are isolated from each other. By 

taking the advantage of integrating cellular and satellite 

communications, scheduling-based interference coordination 

is expected to become possible.
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Figure 17 INR levels within a time interval of 600s with 

                different electronically fenced area widths

5 Conclusion

The successful realization of LEO/VLEO-based NTN 

communications calls for joint efforts from the academia 

and industrial communities. The ongoing development of 

new technologies and the growing interest and investments 

in space applications is extending the boundaries of 

potential LEO/VLEO-based communications to new 

heights. In addition to the technical aspects of satellite 

communications itself, a fundamental integration of 

cellular- and satellite-based communications at the physical 

layer from day one is also the key to the commercial 

success of LEO/VLEO-based satellite communications in 6G. 

The NR-based NTN discussion in 3GPP provides an excellent 

platform that traditional cellular and satellite communities 

can use to work together to build a fully integrated network. 

As the advanced frequency sharing schemes between the 

cellular network and NTN mature, regulatory authorities 

may have more room to assign frequency resources in an 

efficient way. 
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Abstract

The terahertz (THz) technologies are extremely promising for future 6G wireless communication and sensing systems 

because of the advantages of ultra-wide available bandwidth. However, the increased operating frequency and bandwidth 

pose higher requirements in terms of propagation channel modeling, new transmission technologies, high performance 

components, and signal processing complexity. Therefore, the challenge lies in how to achieve system demands as well as 

improve the system data rate and sensing resolution with limited hardware complexity and power consumption.

In this paper, the latest progress on spectrum and potential application scenarios for the THz band are examined. A hybrid 

channel modeling framework for the THz band is proposed to improve the accuracy and efficiency of the modeling. The 

potential intermediate radio frequency (IRF) architecture, key components, and antenna and integration technologies 

have also been investigated. In particular, the THz subsystem with silicon and III-V compound semiconductor material 

heterogeneous integration is proposed to promote the performance by utilizing the advantages of different processes and 

materials. Finally, the prototype and measurement campaign are conducted, which illustrate the advantages of the THz 

band for high throughput communication and high resolution sensing scenarios. A variety of measurement campaign 

examples show 210 Gbit/s data transmission rate at 330 m distance, and up to 3 mm invisible imaging, which is the highest 

performance in this field.
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channel model, phased array, reconfigurable intelligent surface, THz, THz antenna, THz integration technologies, integrated 
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1 Introduction

With the rapid development of  wire less  ce l lu lar 

communication from 1G to 5G, it is not just humans that 

are being better connected, but also an increasing number 

of intelligent things such as industrial equipment, cars, 

sensors, and home devices. This trend will continue beyond 

2030, leading to intelligent connection of everything, 

anywhere, all-time [1]. If these intelligent things also have 

the capability of sensing their surroundings and sharing 

this information with other intelligent things, this will 

make connections even more intelligent. Joint radar and 

communication technology have been considered in this 

regard. Co-located radar and communication systems have 

been emphasized for the goal of minimizing interference 

to each other in previous research [2–3]. However, it 

has stringent requirements on the information exchange 

between these two systems, hence leading to limitations in 

practice. Effective integrated sensing and communication 

(ISAC) systems, including those that are loosely coupled to 

those fully integrated, are expected to reduce the system 

size and information exchange latency between the co-

located radar and communication systems. With each 

new generation, higher spectrum with larger bandwidth is 

utilized. This is also beneficial for sensing. If we can make 

THz work for 6G, many new opportunities will be within 

our grasp. For the reasons previously stated, we believe the 

sensing will be one of key new services for 6G in addition to 

the continued expansion of 5G services.

To this end, the terahertz (THz) band (0.1–10 THz) is one 

of many promising pillar technologies that meets the 

requirements of 6G for 2030 and beyond, accommodating a 

massive number of connected devices and featuring ultra-

high user data rates in the order of terabit per second (Tbit/s) 

[1]. This is because the THz band has ultra-large available 

bandwidth resources and ultra-high communication 

rates. Therefore, THz communication is considered as an 

important alternative air interface technology for achieving 

Tbit/s communication rate. It is also expected to be applied 

to scenarios such as holographic communication, small-

scale communication, ultra-large-capacity data backhaul, 

and short-distance ultra-high-speed transmission. In 

addition, high-precision positioning and high-resolution 

sensing imaging of a network and/or a terminal device 

are performed by using a feature of an extremely large 

bandwidth, which is also an expansion direction of a THz 

communication application [4].

As mentioned previously, THz can provide high-quality 

imaging resolution equivalent to optics (about 100 microns). 

THz waves can penetrate many infrared opaque materials 

such as paper, plastics, ceramics and semiconductors. They 

can interact with molecular hydrogen bonds or van der 

Waals forces without any ionizing radiation and can be 

used for spectroscopic identification of organic materials. 

Terahertz photons have low energy (1 THz is equivalent to 

4 meV) and are not harmful to human beings, unlike high 

energy X-rays. The vibrational and rotational energy levels 

of molecules, as well as the phonon vibrational energy levels 

of semiconductors and superconducting materials are all 

within the THz band, so THz waves have great advantages 

in spectral analysis and material identification. Because THz 

can be used for both communication and sensing, it is a 

strong candidate for ISAC [5].

Compared with millimeter waves and microwaves in 

low frequency bands and visible light in high frequency 

bands, the THz channel characteristics are quite different. 

Compared with millimeter waves, THz waves have stronger 

frequency selectivity, more obvious scattering effect, and 

larger transmission loss. Compared with a light wave, a 

THz wave has less path loss, stronger volatility, stronger 

reflected energy, and is less likely to be blocked. Therefore, 

the existing channel models and measurement methods 

of millimeter waves, microwaves, and visible light systems 

cannot be directly applied to the THz band, which highlights 

the necessity of developing THz channel measurement 

instruments. In the field of wireless channel modeling, 

there are two modeling methods. One is statistical channel 

modeling methodology based on measured data, and the 

other is deterministic channel modeling methodology based 

on ray tracing or electromagnetic (EM) field boundary 

solving theory [6]. Statistical channel modeling theory is 

widely used in mobile communication standard channel 

modeling scenarios [7], such as the 3GPP standard channel 

model. However, with the continuous enrichment of next-

generation mobile communication scenarios, the demand 

for a new spectrum increases, and a statistical channel 

modeling method cannot completely meet the new channel 

requirements. Therefore, deterministic channel modeling 

methods are gradually being studied, and high-precision 

channel modeling in specific scenarios is carried out by 
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using computational electromagnetics (CEM) methods [8].

The device based on the THz semiconductor technology 

mainly refers to a transistor in the THz frequency band. 

The solid-state circuit based on the solid-state device can 

implement the THz source and perform frequency mixing, 

frequency multiplication, and amplification on the THz 

signal to generate and detect the THz wave at a specific 

frequency [9].

The Schottky barrier diode (SBD) can work at normal 

temperature, and has a low turn-on voltage and a very 

short reverse recovery time. At present, the SBD in the THz 

band is mainly based on GaAs material because of its high 

saturation electron rate and electron mobility. GaAs-based 

SBD is used in THz solid-state active circuit and represented 

by American VDI Company since 1960s, which has been very 

mature and industrialized. Currently, the cutoff frequency 

of the component is higher than 30 THz, and the frequency 

mixer and frequency multiplier basically cover the THz 

band.

Chip integration has become the most important research 

direction of THz semiconductor technology. Based on 

semiconductor materials, semiconductor devices used in 

THz band amplifiers can be divided into two types: Si-

based devices and III-V compound-based devices [10–11]. 

Si-based devices are mainly complementary metal–

oxide–semiconductor (CMOS) devices and SiGe bipolar 

complementary metal-oxide-semiconductor (BiCMOS) 

devices. Group III-V compound devices include GaAs 

pseudomorphic high-electron-mobility transistor (PHEMT), 

GaAs metamorphic high-electron-mobility transistor 

(MHEMT), InP high-electron-mobility transistor (HEMT), InP 

heterojunction bipolar transistor (HBT), and GaN HEMT.

The selection of the various process and material properties 

for THz devices is primarily based on the characteristic 

frequency and cutoff frequency. To select the right 

technology for THz applications, many parameters must 

be considered, such as cost, output power, efficiency, 

maturity of interconnection and packaging technologies, 

and integration capabilities. In the THz band, a large-

scale antenna array is usually required to ensure the 

transmit power. As the operating frequency increases, high 

integration becomes increasingly important. Obviously, a 

small wavelength of THz is very beneficial for implementing 

a large-scale antenna array with a small size. But the small 

wavelength also poses corresponding challenges.

Up to now, much progress has been made in key 

technological breakthroughs and prototype system 

development for THz communication and sensing systems. 

For example, Zhejiang University developed a multi-channel 

THz wireless communication system based on photoelectric 

combination [12]. The system uses an eight-channel THz 

carrier for modulation to achieve ultra-high-speed wireless 

communication, which is with a working frequency of 0.4 

THz, a modulation method of 16QAM, and a transmission 

rate of 160 Gbit/s. The advantage of the system lies in 

achieving ultra-high transmission rate and improving 

bandwidth utilization. In 2020, the University of Electronic 

Science and Technology of China achieved THz high-speed 

wireless communication with a working frequency of 0.22 

THz, a communication distance of more than 1000 m, a bit 

error rate of less than 1E-6, and a transmission rate of more 

than 20 Gbit/s [13]. For the sensing technologies, terahertz 

time-domain spectroscopy (THz-TDS) has been used for 

material's characterization and process control [14].

This article is organized as follows. After stating the latest 

progress on THz spectrum and potential application 

scenarios in Section 2, we discuss THz channel propagation 

and our latest measurement and modeling results on 

the THz band in Section 3. In Section 4, we focus on the 

key components and intermediate radio frequency (IRF) 

architecture, including THz components and chips, THz 

antennas and THz integration technologies. The prototypes 

and measurement results of THz high throughput 

communication and high precision sensing system will be 

depicted in Section 5. It includes the prototype description, 

measurement environment and configurations, and the 

measurement results. Finally, we offer some conclusions and 

suggestions for future research in Section 6.

2 THz Spectrum and Application 
Scenarios

THz spectrum usually refers to the frequency bands between 

0.1 THz to 10 THz with a corresponding wavelength of 0.03 

mm to 3 mm, and lies somewhere between microwaves and 

optical waves, as illustrated in Figure 1. Due to its unique 

position in the EM spectrum, THz has the characteristics of 

microwaves, such as penetration and absorption, as well as 

the spectral resolution of optical waves.
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Figure 1 Position of THz waves in the radio spectrum

For a long time, THz spectrum is described as the last 

virgin land of the radio spectrum. Only a few scientific 

and astronomical services are deployed in these frequency 

bands, especially in bands above 275 GHz. In spite of having 

abundant spectrum and supporting a high transmission rate 

and strong anti-interference, there are still many practical 

technical limitations.

However, this has partially changed with the development 

of integrated components and circuits, and the emergence 

of various services that require ultra-high data rate 

transmission. At the World Radio Communicat ion 

Conference 2019 (WRC-19) [15], RR No. 5.564A was 

approved, and four globally harmonized frequency bands 

with a total bandwidth of 137 GHz (i.e., 275–296 GHz, 306–

313 GHz, 318–333 GHz, and 356–450 GHz) were allocated 

for the implementation of land mobile and fixed service 

application in the frequency range of 275 GHz to 450 GHz, 

on the basis of study outcomes of Agenda Item 1.15 (WRC-

19). Therefore, with the addition of the spectrum allocated 

at the previous WRCs, there are more than 230 GHz Mobile 

Service spectrums. Table 1 describes the allocated mobile 

frequency bands with a contiguous bandwidth greater than 

5 GHz.

Table 1 Allocated frequency bands of mobile service 
            in the frequency range of 100–450 GHz

 * Allocated for Fixed Service/Mobile Service at WRC-19, 2019.

Frequency (GHz) Contiguous Bandwidth (GHz)

7.5

7.8

17

12.5

8.2

23
21
7

15
94

7.5102–109.5
141–148.5
151.5–164
167–174.8
191.8–200
209–226
252–275
275–296*
306–313*
318–333*
356–450*

Such abundant spectrum reserves will drive the rapid 

development of the THz communication technologies. First 

of all, it can facilitate extremely high-data-rate connection 

of the existing wireless transmission applications, such 

as fixed wireless access (FWA), wireless cellular front-

hauling and backhauling, and some short-range link 

communications [16]. It can increase their connection rates 

from tens of Mbit/s or several Gbit/s to the unpredictable 

hundreds of Mbit/s or even several Tbit/s, which is truly 

comparable to the connection experiences of optical fibers.

Furthermore, the ultra-fine beam generated by the 

ultra-large-scale antenna array can be implemented in 

the THz frequency band, which makes high-precision 

positioning and high-resolution sensing possible. This will 

support the emergence of new services that are beyond 

just communication. Shorter wavelengths imply smaller 

antennas, so small devices can be packed with tens or 

hundreds of antennas, which are beneficial for angle 

estimation. The gesture recognition on smartphones is a 

good example. From the perspective of the base station 

side, enabling the sensing/imaging feature in future 

International Mobile Telecommunications (IMT) systems are 

also important application scenarios for supporting external 

environment recognition and map reconstruction in THz 

communications [6].

3 THz Channel Propagation and 
Modeling

Propagation channel modeling is a fundamental part 

of wireless communications. Historically, the stochastic 

channel modeling methodology has dominated the wireless 

communication channel model. The stochastic channel 

model can describe the propagation channel using simple 
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Parameter Value
Frequency band [GHz]

Local oscillator [GHz]

Start frequency [GHz]

Transmitter antenna gain [dBi]

Maximum excess delay [ns]
Delay resolution [ps]

Elevation rotation range [degree]
Azimuth rotation range [degree]

Receiver antenna gain [dBi]

End frequency [GHz]
Bandwidth [GHz]

Sweeping points

140 220

201

209

801

8

18

10

25

130

1301

76.9

100 100

125

[0:10:360]

[-20:10:20] [-20:10:20]

[0:10:360]

15

25

143
13

10.667

Table 3 Parameters of the measurement system

statistical parameters with a low computational complexity 

of implementation. Many projects and standards, such as 

3GPP-SCM, WINNER-I/II, COST2100, and MESTIS, belong 

to this family. In 2015, the 3GPP 38.901 has released the 

spatial channel model (SCM) from 0.5 GHz to 100 GHz, 

which become the 5G standard channel model. However, in 

6G communication, the spectrum requirement has extended 

from millimeter-wave bands to THz bands. In the THz 

band channel modeling, we will face some new challenges 

and propagation features which are quite different with 

millimeter waves.

For the propagation attenuation aspect, THz waves will 

experience higher path loss than millimeter waves and 

in some situations the molecular absorption should be 

considered. In the THz band, the ultra-large bandwidth 

will result in frequency response inconsistency and higher 

delay resolution. With frequency increase, the wavelength 

will decrease to the millimeter level. This implies the 

wavelength will be comparable with the surface roughness 

of most of the furniture in the environment, which means 

the new scattering feature should be modeled. Furthermore, 

the new small-scale parameters including the delay spread, 

angular spread, and clusters should be restudied under the 

stochastic channel model.

Apart from communication, the THz band can be a 

candidate for sensing applications. In contrast to the 

communication channel, the sensing channel focuses 

on different parameters and methodology. For example, 

the imaging channel requires the deterministic channel 

coherence of the aperture antenna and the geometry 

information, and this feature is contradictory to the 

traditional stochastic channel modeling approach. This 

means that the stochastic channel models are not suitable 

for sensing applications, whereas deterministic modeling 

approaches are favored. However, a single channel modeling 

scheme may not meet the evaluation requirements of all 

ISAC applications. For sensing applications such as sensing 

assisted beamforming, the stochastic modeling can be 

adopted. However, localization and tracking cases, since 

description of EM information is not required, the ray 

tracing can be considered as a strong candidate. On the 

other hand, imaging and recognition need to take the EM 

algorithm into account when the sizes of scatterers are 

approximate to wavelength [17].

Based on the new challenges and requirements, we propose 

a hybrid channel modeling methodology to support the THz 

band communication and sensing. Depending on different 

applications, different approaches are used for channel 

generation and system-level or link-level evaluation. A few 

suggested channel modeling methods are listed in Table 2.

In the next section, we will introduce our current THz band 

channel measurement campaign progress, and relevant 

stochastic channel modeling results.

3.1 Channel Measurement System 
and Measurement Campaign

The THz channel measurement platform consists of a 

radio frequency (RF) front-end with horn antennas at 

both transmitter and receiver sides, and a vector network 

analyzer (VNA). The intermediate frequency (IF) signal is 

generated by the VNA and then mixed with the multiplied 

oscillator signal to the RF band, and finally, emitted/received 

by a horn antenna. With the wide bandwidth, a higher delay 

resolution can be achieved. To ensure wide-angle coverage, 

we use a wide beam width antenna at the transmitter sides. 

On the receiver side, a high gain antenna is mounted on a 

mechanical rotator to achieve the angular channel response 

and complement the high path attenuation at the THz 

band. The measurement campaigns have been achieved at 

140 GHz, 220 GHz, and 280 GHz. The detailed parameters 

are listed in Table 3.

Application Channel Modeling Method
Stochastic

Ray-based

EM-based

Stochastic (GBSCM)

Communication

Positioning

Localization and mapping

Imaging and recognition

Table 2  Terahertz channel modeling methodology
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We carry out the channel measurement in a typical meeting 

room and open office area. The realistic environment can be 

seen in Figure 2. In the meeting room with an area of 10.15 

m x 7.9 m and a ceiling height of 4 m. A 4.8 m x 1.9 m desk 

with a height of 0.77 m is placed in the center, and some 

chairs are around the desk. The dimension of the office 

room in our channel measurement campaign is 30 m x 20 m, 

including a hallway and an office area. The furniture in the 

environment includes desks, chairs, tiny plants, screens, etc. 

Figure 2 Meeting room (left) and open office (right)

Figure 3 ABG path loss model results at the meeting room

3.2 THz Channel Characterization 
and Analysis

Path loss is a large-scale fading which reveals the signal 

power level of the receiver at different places. We evaluate 

the multi-frequency alpha-beta-gamma (ABG) path loss 

model for all the measurement sets. As we know, the 

multi-frequency path loss models cover the relationship 

between path loss and both distance and frequencies. As a 

widely used multi-frequency path loss model, ABG model 

is obtained by adding a frequency-dependent optimization 

parameter to the alpha-beta (AB) model used in 3GPP. The 

ABG model can be expressed as

Where f  and f 0 denote the carrier frequency and the 

reference frequency in gigahertz, respectively. d and d0 

represent the distance between the transmitter and receiver 

and reference distance. Xσ
ABG is a zero-mean Gaussian 

random variable with standard deviation σSF
ABG in dB, which 

represents the fluctuation caused by shadow fading. 

In addition, we can see from formula (1) that α  and γ 

represent the dependence of path loss on distance d and 

frequency f, respectively, while β is an offset parameter.

Based on the measurement campaign, in the meeting 

room environment, the ABG path loss results on 140 GHz, 

220 GHz, and 280 GHz bands are depicted in Figure 3. The 

proposed ABG path loss model is as follows:

More measurement campaign and modeling results can be 

referred to in literature [18–20].
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On the small-scale aspect, the THz channel also exhibits 

different propagation characteristics from the millimeter 

wave channel. The rough surfaces at the THz band 

need to be considered carefully as the THz wavelength 

is comparable to the roughness of object surfaces. The 

measurements indicate that in the 140 GHz band, multipath 

components are still rich in the open office due to the 

abundant furniture. For further study, we choose one 

receiver position (shown in Figure 4) as an example to 

analyze the spatial angle of arrival (AoA). We can observe 

that it is an obviously sparse propagation channel, in 

which 3 clusters are extracted with 30 dB cutoff threshold. 

Furthermore, we use the ray tracing mechanism to map the 

clusters into the geometry space environment in Figure 4b. 

The propagation paths perfectly match with the geometry 

map and measurement results. The transmitter antenna 

beam width is about 30° to cover the entire area. The north 

direction (upwards direction on the 2D map) is defined as 

the zero degrees with clock-wise rotation. Based on the 

geometry reconstruction, from the receiver point of view, the 

direct path is traced between the TX and RX lines with 8.7° 

AoA. The second path is coming from the rear left reflected 

by a monitor screen, and the AoA is –160°. The third path 

is also a reflection path provided by the rear right monitor 

screen, and the AoA is 135°. There is at least 90° separation 

among the three paths. This implies that there are three 

orthogonal spatial channel streams we can utilize for 

beamforming design, which is good for beam management 

and single-user multiple-input multiple-output (SU-MIMO) 

performance [1].

(1)

(2)
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Figure 4 Indoor hotspot cell (InH) meeting room 140 GHz 
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To investigate the penetration characteristic of the THz 

band, we measure 14 different typical materials to study 

the penetration loss. Three penetration loss types classified 

based on the analysis results are presented in Table 4. The 

THz wave can penetrate the carton and cotton coat easily 

with only several dB, even transparently. This tells us that 

the THz wave can be used for safety detection application, 

such as detecting a knife hidden in the pocket. The second 

category is the typical outdoor-to-indoor (O2I) material, 

like the single layer glass, and wooden door. The THz wave 

shows above 10 dB penetration loss which significantly 

affects the coverage and capacity. The third category we 

presented is the ultra-high loss for THz waves. This kind 

of material contains conductive molecules that severely 

obstruct THz wave propagation.

Index Material Blockage 
Thickness

Loss 
Model

Penetration
Loss (dB)  

Object-
Antenna 
Distance

2.8

3.6

15.7

15.2

55

10.6

29.6

0

19.4

49.6

59

59.1

53.2

58.4

Low  
loss

     Single
-layer carton
   Double-
layer carton

    Small
   indoor 
vegetation

   Double
-layer glass

   Coat

   Metal

   Pigskin

   Hand

   Water

   Water

   Single leaf

Frosted
  glass

Double silver
     low-E
  tempered
     glass

Wooden
   door

Middle   
  loss

High  
 loss

2.4 cm

5 cm

1.3 cm

0.6 cm

1.8 cm

0.5 mm

25 cm

5 mm

7 cm

3 mm

1.5 cm

2 cm

4 cm

7 cm

0 cm

0 cm

50 cm

50 cm

50 cm

0 cm

0 cm

0 cm

50 cm

50 cm

10 cm

0 cm

0 cm

0 cm

01

02

03

04

05

06

07

08

09

10

11

12

13

14

Table 4 Penetration loss of different materials at 140 GHz

A hybrid channel modeling methodology is proposed for 

the THz communication and sensing. We achieve the THz 

band sounding system and typical indoor measurement. 

The SCM-based path loss and multipath components are 

presented. Based on the analysis results, the THz band 

shows sparse spatial clustering propagation channel 

characteristics and sensing capability. In future work, we will 

investigate the outdoor propagation features for THz band 

communication and sensing.

4 THz Hardware and Components

In order to meet the requirements of divers i f ied 

application scenarios in future 6G, it is also necessary to 

gradually realize the industrialization of THz components 

and key technologies, so as to realize the large-scale 

commercialization of the THz communication and sensing 

Figure 5 Penetration loss measurement for typical materials
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systems. The key THz components, THz antenna, intelligent 

surfaces, and integration technologies are investigated here.

4.1 THz Components

The "THz gap" is due to the lack of compact source and 

detector technology. So highly pure THz sources, high gain 

and high power amplifier that operate at the THz band 

and the highly sensitive THz receivers are key technologies 

that enable THz applications. What's exciting is that the 

silicon-based THz components and system have shown a 

continuing growth in sensing, imaging and communication 

applications beyond 100 GHz. In addition, by integrating 

III-V material and device on silicon, the system performance 

can further be leveraged beyond 500 GHz. Both silicon 

microelectronic and photonic devices [21] can benefit 

from this integration approach. The different technologies 

available to build THz and sub-THz sources are shown in 

Figure 6.
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Figure 6 Terahertz gap with respect to source technology 

The maximum oscillation frequency fmax of transistors 

determines the speed of the system. The demand of higher 

density electronics and faster system performance drives 

higher CMOS scaling, i.e., higher fmax. In conventional CMOS 

and BiCMOS technology, the fmax of a transistor is between 

200 GHz and 350 GHz, i.e., 45–65 nm nodes [1]. With SiGe 

BiCMOS technology, the transistor can reach fmax of 0.5 THz, 

i.e., 130 nm node [1]. Beyond fmax, the CMOS performance 

degrades with device scaling. Although nonlinear effects of 

the device may be exploited to generate harmonic power 

and detect signals, the efficiency is low. III-V compound 

semiconductors can drive the fmax far beyond 0.5 THz. InP-

based HEMTs can reach fmax of 1.5 THz [22] and double 

heterojunction bipolar transistors (DHBTs) can bring the fmax 

up to 1.15 THz [23]. Another example is GaN HEMTs 

(fmax ≈ 0.58 THz [24]).

Frequency multiplication and higher harmonic extraction 

from on-chip oscillators are two common ways to generate 

THz signals. At the THz band, the planar Schottky diode 

technology plays a crucial role, and at room temperature, 

demonstrates powers of 100 μW at 1.2 THz, 15–20 μW 

at 1.5–1.6 THz, and 3 μW at 1.9 THz. [25–26] provided 

a comparison of state-of-the-art THz sources in CMOS 

and SiGe technologies. Sources with both conducted and 

radiated power were discussed and compared. Due to the 

parasitic effects at the THz frequency, it is preferred that 

antennas are integrated on chip to simplify the packing 

process and prevent unnecessary signal losses. Equivalent 

isotropically radiated power (EIRP), defined as the product 

of the radiated power and directivity of the antenna 

radiation pattern, is used to characterize this type of THz 

sources. It was shown that by utilizing the power combining 

technique, the radiating antenna array can significantly 

increase the output power [27], which is essential for THz 

beamforming and beam steering application. In a resonant 

tunneling diode (RTD) oscillator, the on-chip antenna is 

also directly decoupled for the signal-coupled output, and 

fundamental oscillation up to 1.98 THz and output power of 

0.7 mW at 1 THz by a large-scale array have been reported 

[28].

Amplification of weak THz signals is a very important 

function in the system. An effective THz amplifier operates 

approximately 1/2 of the transistor's fmax and can reach 2/3 

of fmax with proper design [29]. Currently, amplifiers using 

the advanced 35 nm InP HEMT process have achieved 1.1 

THz signal amplification. The power amplifiers monolithic 

microwave integrated circuit (MMIC) designed with the 

InP DHBT process can output 220 mW power at 220 GHz 

[30]. Using the three-dimensional (3D) additive fabrication 

process, a 16-way solid state power amplifier module 

reaches 820 mW output at 210 GHz, making low-end THz 

applications possible. Figure 7 demonstrates a GaN HEMT 

power amplifier and its package operation at 220 GHz. The 

saturation output power reaches 18 dBm. Compared to the 

III-V counterpart, the output power and operation frequency 

of CMOS amplifiers are much lower. The best amplification 

application for CMOS is at 140 GHz, and the gain can 

be achieved at 200–300 GHz using positive feedback 

technology [31]. BiCMOS currently operates at a maximum 

amplification frequency of 310 GHz, achieving 4 dBm of 

output power [29].
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Figure 7 Output performance of 220 GHz GaN HEMT power amplifier
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THz receivers can be classified as heterodyne and direct 

detector receivers. A heterodyne receiver down-converts the 

THz signal to an IF frequency driven by a local oscillator and 

it can acquire both phase and amplitude information from 

the THz radiation, i.e., coherent detection. [1, 26] discussed 

a variety of THz receivers based on both silicon and III-V 

technologies, ranging from 200 GHz up to near 1 THz. It 

showed that InP-based receiver can offer similar (below 300 

GHz) or better (beyond 500 GHz) performance in terms of 

gain and noise figure in general. Coherent receiver has been 

demonstrated in both THz imaging and communication 

applications [32].

However, practical implementation of high density 2D 

on-chip antenna array remains challenging due to the 

system complexity and high power consumption. Moreover, 

multiport receiver technology is a desired feature to 

enable multifunction and multimode THz communication 

and imaging and sensing application. In [33], multiport 

receiver technology was reviewed and different multiport 

architectures were discussed. A 6-port receiver system 

based on multiport interferometer technique was detailed 

which is capable of handling AoA detection as well as 

data communication. This architecture can potentially find 

its application in future THz joint radar-communication, 

simultaneous localization and mapping, and imaging/

sensing systems.

On the other hand, a direct detector can convert the 

illuminated THz radiation power to a measurable DC 

current. The receiver system usually consists of a CMOS 

integrated field-effect transistor (FET) or SBD with simple 

antennas such as loop or patches coupled to it and a 

readout circuitry that rectifies the impinging THz radiation 

power to a readable DC current. In [1], comparisons 

4.2 THz Antenna

THz "tile-able" array is attractive as it allows for high 

radiated power by beam manipulations from large-scale 

THz antenna arrays. In a THz "tile-able" array, large 

number of antennas are integrated on chip to ensure the 

structural compactness and high power efficiency to prevent 

unwanted parasitic loss. In this case, the EIRP is used to 

indicate the effective output power of the THz source, which 

combines both the radiated power and directivity of array. 

High-level integration and scalability are two important 

considerations in tile design, and smartly using existing on-

chip structures has become a promising approach. In [35], 

a fully "tile-able" array was proposed that uses an existing 

on-chip slot mesh structure in multiple functional ways, 

so a high radiated power of 80 μW was achieved. Such 

structural multi-functionality was further leveraged in [36], 

in which a de-centralized architecture was proposed and 

the scale is pushed to be comparable with that of direct 

detector arrays, however with an approximately 4300x 

sensitivity improvement. In [37], a densely integrated 

and unified paralleled amplifier and antenna architecture 

Figure 8 Terahertz receivers with respect to source technology, 
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of state-of-the-art direct receivers were provided. It 

showed that direct receivers in general have higher noise 

power compared to their heterodyne counterparts and 

are therefore mostly used in THz imaging and sensing 

application. Direct receivers can better integrate with silicon 

in large numbers/pixels due to their simple architecture and 

low power consumption. They have been widely used in 

THz camera devices when packaged into focal-plane array 

configuration [34]. The different technologies available to 

build THz and sub-THz receivers are shown in Figure 8.
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was demonstrated. A patch antenna with co-existing 

topologically paralleled transistors was designed, and it can 

perform power radiation and amplification simultaneously. 

The concept was then validated using a standard 65-nm 

CMOS process. A set of chips were fabricated at 146 GHz 

and the compact unified prototypes showed an amplified 

radiation with 3.4 dB gain enhancement through a single 

element and 6 dB gain enhancement through 2×2 layout. 

It is also noted that frequency tuning can be achieved by 

varying bias.

Programmability is another desired feature of THz "tile-

able" array. Limited configurability has been demonstrated 

mainly through electrically, mechanically, or thermally 

controlled reconfigurable materials [38–39]. The ultimate 

programmability is one that can configure the transmitted 

THz fields digitally and receive the THz fields with arbitrary 

specification. This not only includes beams synthetization 

with desired characteristics through beam steering or 

beamforming to enhance the radio performance, but also 

includes beam with "pixelated" or "voxelated" configuration 

to form a desired image or video at the user end. In 

addition, CMOS integration is an important consideration 

to allow for low-cost fabrication. [40] proposed a THz 

sensing surface with a log-periodic antenna loaded with 16 

distributed detectors. By changing the detector capacitance 

bank configurations, the antenna is reconfigured to different 

working states. The system was fabricated with a standard 

65 nm CMOS process and tested from a wide frequency 

range from 0.1–1 THz with responsivity to different angles of 

direction and polarization. [41] demonstrated a dynamically 

programmable array made of split-ring resonators loaded 

with 8 switches fabricated using a 65 nm CMOS process. 

256 states (8 bits) were reported combining both amplitude 

and phase control. The coded surface was shown to project 

simple letter holography using measured near fields. Though 

the image resolution is low, this field projection provides a 

powerful approach for many applications such as sensing, 

qualitative imaging, and beamforming/beam steering with 

a silicon compatible approach.

4.3 Intelligent Surface

Signal deterioration is one of the major issues in THz 

communication. The high propagation loss at the THz band 

results in a very short communication distance. The signal 

blockage and misalignment impacts are more severe at 

the THz band. This can affect the THz network coverage 

and number of user accesses. Moreover, the multipath 

environment can cause the signal to be "null" at some 

locations. Therefore, an intelligent wireless system capable 

of adapting to a time-varying wireless environment is 

needed to meet these challenges.

Programmable surface is one promising candidate to provide 

an intelligent and controllable wireless communication 

system. When applied on the surface of various objects, 
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such as buildings, it can realize various functions such as 

beamforming and polarization control and provide seamless 

connections.

In [42], intelligent surface is classified into passive surface 

(also termed as reconfigurable intelligent surface, RIS) and 

active surface (also termed as large intelligent surface, 

LIS). The passive RIS performs some basic functions such as 

beam reflection, collimation, and polarization. It operates 

in an energy-efficient way since it is usually composed 

of low-cost passive components that are self-power-

sustaining. The active LIS, on the other hand, performs the 

RF role partially or fully. It is therefore usually equipped 

with some RF circuitry and signal processing unit which 

can be power-consuming. In addition to the basic beam 

manipulation, active LIS can further amplify the impinging 

wave, synthesize the desired beam pattern and perform 

simple signal processing function. Intrinsically, both passive 

and active intelligent surfaces are made of reconfigurable 

radiators or scatterers. These radiators can be made of 

reconfigurable material, such as phase changing material 

or liquid crystal, or they can be controlled through a 

programmable interface. Either way, they enable the surface 

to perform in an "intelligent" way in response to the time-

varying wireless communication environment.

From the microscopic perspective, the radiator element 

can be of simple antenna geometry, such as loop, patch, 

and wire. By loading the antenna with different passive 

components, such as varactor diodes, through a digital 

controller, the working states of antenna can be changed, 

and therefore its beam pattern can be steerable. In [43], a 

loop antenna loaded with 8 small extra loops was designed 

as the radiator element. Each small loop can be digitally 

controlled with two states ON and OFF, and therefore 8-bit 

control can be realized through a programmable interface. 

A chip tiled with 576 such elements was fabricated which 

provided both amplitude and phase control, dynamic 

beamforming and multi-beam formation at 0.3 THz. It 

was also demonstrated that the surface can project simple 

holographic letter images qualitatively.

Figure 9a shows a wireless communication environment 

enabled by intelligent surfaces. When installed on the 

exterior of buildings, intelligent surfaces can be used 

to create connections between buildings, vehicles, or 

automated guided vehicles (AGVs) in cases where there 

is no direct link between them or the link is blocked by 

obstacles. Intelligent surfaces can further extend the radio 

coverage from outdoor base stations to indoor users. By 

programming their working states, intelligent surfaces can 

perform beamforming and direct its beams to the target 

end users dynamically and relay information to the desired 

locations with attenuation compensation. Beamforming 

from intelligent surfaces can also help transfer power to 

Internet of Things (IoT) devices and sensors.

Building 1

(a) Outdoor

Factory/Farm

Sensor #1

xNB#2

Sensor #2
Sensor #3Obstacle

xNB#1

UE#1

UE#2

UE#3

IS

IS

IS

(b) Indoor

Table 3

Table 1

Table 2

Table 4

Table 4Enhanced
coverage

Enhanced coverage
UE 6 UE 2

UE 3

UE 1
Indoor localization

UE 5

Figure 9 Typical RIS use cases for THz

When deployed in an indoor environment as shown in 

Figure 9b, e.g., attached to a wall, intelligent surface can 

help direct the signal to the target user locations where 

the signal experiences multipath fading and path loss due 

to wall blocking and scattering from furniture, plants, etc. 

Intelligent surfaces can also be used for high precision 

indoor localization as its large surface aperture can help 

increase location precision.

In another embodiment, the scattering elements can be of 

high-dielectric-index nanopillars or nanofins. Each element 

is modified geometrically to manipulate the amplitude, 

phase, and polarization of the incident EM wave. In [44], 

the working mechanism underlying this type of metasurface 

was discussed. The phase modulation of the transmitted 

wave is due to different propagation constant of the 

nanopillars. For example, the induced geometric phase can 

occur in crossed polarized light linearly with respect to the 
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orientation angle of the nano-element [44]. This provides 

a possibility for optical holography application. [45–46] 

demonstrated that this all-dielectric metasurface can be 

used to encode the hologram by using unit element with 

varying orientations. Both amplitude and phase information 

can be recorded and controlled independently. Then, by 

collecting the transmitted light at the image plane, the 

original object can be faithfully reconstructed pixel by pixel 

using a standard computer-generated hologram algorithm.

Though the opt ical metasurface shows its abi l i ty 

in holography application with high fidelity image 

reconstruction, these surfaces are static after fabrication. 

A dynamic control of the holograms is desired to achieve 

a true holographic display. Although the concept of 

programmable metasurface and reconfigurable material 

such as phase changing material can be applied here 

similarly, it is still very challenging to configure pixel level 

wavefront representation that can reflect both phase and 

amplitude information of the original object dynamically 

in the visible spectrum. Multiplexed metasurface is another 

way to address this problem. There are various multiplexing 

methods. Wavelength division multiplexing [47–48] uses 

nanostructures that are multiplexed in a subwavelength 

scale and capable of manipulating wavefronts of multiple 

frequencies. Angle and polarization multiplexing can 

respond to light of different angles of incidence and 

polarization. In [49], an orbital angular momentum (OAM) 

holographic metasurface capable of reconstructing a range 

of OAM-dependent holographic images was demonstrated 

using a single meta-hologram with high spatial-resolution. It 

showed that incident OAM beams of 4 different modes can 

independently reconstruct distinctive holographic images 

of alphabet letters from the same multiplexed OAM meta-

hologram. Recently, [50] demonstrated a space-multiplexed 

metasurface that can achieve 228 different holographic 

frame/image at a maximum rate of 9523 frames per second. 

In [50], the entire metasurface is divided into many different 

sub-regions which are combined at different times in a 

specified configuration modulated by a high-speed dynamic 

structured laser beam modulation module to project images 

like an electronic meter. Strings containing digits (0 to 9) 

and letters can be fully reconstructed and displayed in a 

meaningful way using this approach.

4.4 Integration Technologies

A crucial element in THz system is the packaging and 

integration technology. The most important parameters are 

losses and reflections in the chip-to-substrate transition. 

At present, the commonly used metal module package 

has lower integration level, and higher cost. It will be 

replaced by high-density integrated technologies in the 

future. Multichip module (MCM), system-in-package (SiP), 

and heterogeneous integration are promising candidates. 

MCMs built on high temperature co-fired ceramic (HTCC) 

or low temperature co-fired ceramic (LTCC) substrates have 

been used in THz packages. Antenna and silicon lenses are 

integrated in the package to reduce connection loss and 

enhance system EIRP [51]. The through-silicon via (TSV) 

process has better integration and process precision and can 

be used at higher frequencies [52]. The embedded wafer 

level ball grid array (eWLB) technology usually used at low 

frequency (with interposer or distribution layers) can also 

be used in lower end of THz [53] as SiP technology.

Silicon-based integrated circuits (ICs) prevail due to their low 

cost and high level of on-chip integration; III–V compound 

semiconductors represented by GaAs and GaN can provide 

a higher transmission power. A heterogeneous integration 

platform can provide better performance, e.g., higher output 

power, while still retaining the silicon's advantage. Wafer-

level integration using Benzocyclobutene (BCB) provides 

a 2D integration method [54]. The alternative approach 

bonds the wafer or die of III-V materials onto a patterned 

silicon wafer, for instance, a 3D BCB-based wafer bonding 

integration scheme or wafer-scale low-temperature oxide-

to-oxide bonding [55]. These methods seem promising as 

they retain the silicon's advantages while leveraging the 

high power and high frequency operation ability of III-V 

semiconductor.

5 THz System and Testing

In this section, our contributions on THz communication 

and sensing systems are described in detail, which includes 

link simulations, testing and result analysis of THz 

communication and sensing systems and prototypes.
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5.1 THz Communication System

Recent technology progress in electronic, photonic and 

material technologies are closing the gap in THz transceiver 

design. Consequently, THz signal generation, modulation, 

and radiation methods are converging, and corresponding 

channel model, noise cancellation, and hardware-

impairment compensation and ultra-wideband signal 

processing techniques for wireless communications are also 

emerging.

As shown in Figure 10, there are so many significant 

technical differences between normal frequencies and the 

THz band as result of channel propagation characteristics, 

e.g., large atmospheric propagation loss, strong directivity, 

and ultra-narrow beams. They limit signal coverage and 

mobile access. The impairment characteristics of broadband 

RF device, e.g., strong phase noise, frequency selective 

memory in-phase and quadrature-phase imbalance (IQI) 

and in-band flatness, require ingenious algorithm design, 

and ultra-wide bandwidth requires an ultra-high speed 

analog-to-digital converter (ADC)/digital-to-analog 

converter (DAC) conversion rate. So from baseband to RF, 

the design of a complete THz communication system is 

faced with great technical challenges.

As mentioned previously, it is valuable to explore novel 

signal processing architectures, waveform design, and 

corresponding compensation algorithms to solve the 

challenges of Ultra-High Frequency and Ultra-Wideband.

Up to now, because of the absence of experimental 

platforms for true THz communications, the majority of 
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Figure 10 THz communication technical challenges

THz-band communication works are mainly theoretical 

and limited experimental validation. In this paper, our 

THz communication platform, i.e., the integrated testbed 

for ultra-broadband wireless communications at 220 GHz 

frequency, is presented, and the block diagram of the 

testbed is illustrated in Figure 11. As shown, advanced 

spatial and polarization multiplexing technologies are used 

to improve spectral efficiency.

The THz communication system consists of an RF 

transmitter and an RF receiver. At the transmitter, the data 

bits are organized in frames, modulated into symbols, 

undergo pre-equalization, pulse shaping, fractional delay 

pre-compensation, and digital IF modulation, and are fed 

to the high-speed DAC board. Then analog signal with a 

center frequency of 12.5 GHz is output. Analog IF signal is 

connected with the THz analog Front End.

At the receiver, the well-designed digital baseband physical 

algorithm is employed, the received THz signals from analog 

front end are digitized by the high-speed ADC boards 

which are synchronized, and undergo channel estimation 

and equalization, phase noise estimation and cancellation, 

interference cancellation, nonlinearity compensation, 

demodulation and decoding.

Field tr ia l  exper iment was conducted with 2 × 2 

polarization-MIMO. The field trial experiment was 

conducted at Chengdu, China. The TX/RX link distance is 

330 m from the rooftop to the ground, and the channel is 

almost line-of-sight as shown in Figure 12 [56].
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Figure 13 Channel and pre-equalization power spectral density (PSD)

In order to compensate the constant frequency selective 

response of the THz RF components, a digital pre-

equalization (DPEQ) filter at the transmitter is implemented. 

The frequency response H(k) is calculated by comparing the 

IF signals transmitted and received within the bandwidth of 

the system components:

Figure 12 THz field trial, 2 × 2 polarization-MIMO system

Link distance = 330 m

Ant-H Ant-V

RF-H RF-V

BS: Zhongchuang Building (110 m)

Where Pr(K) is the received signal power with noise at the 

kth frequency, Ps(K) is the transmitted signal power, and Pn 

is the noise power for the whole observation bandwidth.

We theoretically and experimentally tested a time-domain 

DPEQ scheme for wide-bandwidth THz communication 

systems, which is based on the feedback of channel 

characteristics from the receiver-side blind and adaptive 

equalizers. Based on the proposed DPEQ scheme, we 

theoretically and experimentally studied its performance in 

terms of various channel conditions as well as resolutions 

for channel estimation. Besides, the significant improvement 

in channel flatness and mean squared error (MSE) 

performances were also demonstrated.

The channel frequency response curve is shown in Figure 13, 

indicating that the flatness in the signal band is irregularly 

fluctuating with about 16 dB maximum fluctuation in 12 

GHz bandwidth. When pre-equalization is enabled, the 

flatness is compensated and performance improvement is 

noticeable.

The corresponding demodulation constellation is shown 

in Figure 14. Pre-equalization at the transmitter does not 

amplify channel noise, and equivalent signal-to-noise ratio 

(SNR) is improved. Therefore, resolution of constellation 

map is increased even for higher order modulation, e.g., 

64QAM.

To maximize spectral efficiency and increase THz link 

capacity, polarization multiplexing is considered in our 

prototype. The vertically or horizontally polarized waves 

mean that the electrical field is oscillating in the vertical 

or horizontal direction respectively. Two ideal polarized 

antennas results in two independent channels doubling the 

capacity of the system.

(3)
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Figure 14 PSD and demodulation constellation
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However, a real system always experiences imperfections, 

such as crosstalk between polarizations. The interference 

between the signals inevitably occurs because of cross-

polarization discrimination (XPD) of the antenna and 

channel degradation. This is because antenna polarization 

is not ideally isolated. Different polarizations may have 

different propagation characteristics in different channel 

scenarios (e.g., under raining environment), resulting in 

polarization leakage between channels. This leakage can 

be quantified using the channel XPD factor. It describes 

how much power from one polarization leaks into another 

polarization, thus reducing the system's ability to separate 

between the two polarizations. It is defined for the vertical 

and horizontal components respectively as [57]

where hV,H is the flat channel impulse response between the 

vertically polarized transmitter and horizontally polarized 

receiver with the subscripts V and H representing the 

vertical and horizontal antennas.

The XPD measurement is shown in Figure 15. The recording 

operation was performed 10 times during one day to 

measure the receive powers of two polarizations. The 

results show that mean XPD is about 19 dB with ±2 dB 

fluctuation influenced by mechanical deformation and 

beam misalignment.

Figure 15 XPD measurement
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To eliminate this interference, cross-polarization interference 

cancellation (XPIC) technology is used to receive signals 

horizontally and vertically. The signals in the two directions 

are then processed, and the original signals are recovered 

from the interfered signals. The assignment of the same 

frequency to both the vertical and horizontal polarization 

on a link is allowed.

The consistency of RF components is difficult to achieve 

since the signal bandwidth is very wide, in-band channel 

characteristics difference between H polarization and V 

polarization is significant, and the impairment between the 

effect of XPD and the frequency selectivity of the channel is 

coupled. It is necessary to design an ultra-large bandwidth 

polarization interference cancellation algorithm.

Polarization interference cancellation performance is 

shown in Figure 16. It can be observed that the contrast 

convergence curve in time domain is stable, and it has 

about a 2 dB performance gain.

Figure 16 Polarization interference cancellation performance
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Classical coherent architectures are combined with 

high spectral efficiency schemes. This entails numerous 

constraints on the design of RF components especially 

at the oscillator level. Indeed, high frequency oscillators 

severely impair THz systems with phase noise [58].

There are several different methods to model the random 

process of phase noise, such as the well-known Wiener 

random process and Gaussian random process. In our 

design, to model the influence of phase noise, a zero-mean 

White Gaussian Noise is first generated and then is passed 

through an infinite impulse response (IIR) filter. After that, 

the filtered noise is added to the angle component of the 

input signal. This generation process is shown in Figure 

17, in which F0 is the frequency offset, phase_noise is the 

prescribed phase noise level at the frequency offset F0 , Fs is 

the sampling frequency, and K is the gain factor controlling 

the phase noise level at the frequency offset F0.

The power spectrum of the phase noise e jφ(n) is equal to

Figure 17 Phase noise model
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Normally, in a multi-channel system, the phase noise at 

each channel will be independent with each other due 

to the distributed local oscillator at each channel. It will 

degrade the system performance, and the new phase 

estimation and compensation schemes will be involved 

to solve this problem. A specially constructed pilot code is 

used to project the mixed phase noise onto the space-time 

orthogonal code space. The distributed Master and Slave 

phase-locked loop (MS-PLL) and quasi-linear interpolation 

phase noise suppression (PNS) algorithms are used to 

track and compensate the phase noise in the multi-channel 

signal space dimension, which is a low overhead (< 5% 

pilot proportion) solution, and is able to effectively suppress 

typical distributed independent phase noise.

Although THz frequency oscillators have an absolute strong 

phase noise, a higher symbol rate means a shorter symbol 

switching time, and a stronger phase noise correlation 

between consecutive symbols.

As is shown in Figure 18, the powerful MS-PLL architecture 

can track and compensate for the impact of phase noise 

greatly. When MS-PLL is enabled, the pilot interval is 

changed, and the impact is not obvious. Compare pilot 

interval 16 with 256, the performance gap is not more than 1 dB.

Figure 18 PNS performance
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Due to the narrow beam (3 dB beam-width is only 1o), 

mechanical installation and antennas alignment are 

particularly important to support sufficient receive power. In 

Figure 19, the transmit power is 16 dBm, and the antenna 

gain is 43 dBi. According to the link budget, for a 330 m 

link distance, the RX antenna ports should receive power 

of –43.6 dBm. Considering the line loss and atmospheric 

absorption, the measured receive power is –46.7 dBm.

Figure 19 Receive power vs. Link distance
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For medium distance outdoor transmission experiments 

over a distance of 330 m, we connected small 43 dBi lens 

antennas to the THz-wireless front-ends. At the receiver, 

the modem implements digital signal processing (DSP) 

to mitigate the effects of transmission impairments, 

considering both single-carrier and orthogonal frequency-

division multiplexing (OFDM). The measurement results 

show different Baud rate from 4 GBd to 17.5 GBd. The 

reference curves correspond to a bit error rate (BER) at the 

experimentally used soft-decision forward error correction 

(SD-FEC) threshold of 2.1E-2, which can be achieved 

assuming error-free decoding with 20 percent overhead [59]. 

From the performance comparison results, single-carrier is 

better than OFDM since the former has a small peak-to-

average ratio and is less sensitive to phase noise.
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Figure 23 3.6 km, demodulation constellation

In addition, due to sufficient transmit power, high-gain 

antenna, and high-sensitivity DSP algorithm, the long 

distance field trial for single-input single-output (SISO) is 

also considered in our verification. As shown in Figure 22, 

the link distance is 3.6 km with high-humidity weather.

Figure 21 64QAM demodulated constellation
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Maximum throughput is 210 Gbit/s (17.5 x 4 x 2), and net 

data rate is 168 Gbit/s (210 x (1 – 0.2)). After removal 

of the forward error correction (FEC) overhead, the 

corresponding demodulated constellation is shown in Figure 

21.

Figure 22 3.6 km long distance test
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Parameter Value

175

42.0

-71.7

-64.8

50.5

220Frequency (GHz)

Symbol rate (Gbaud)

Transmitter EIRP [dBm]

Antenna gain [dBi]

Noise [dBm]

RX power@3.6 km, dBm

Table 5 Corresponding link budget

The corresponding link budget can be found in Table 5.

Maximum throughput is 35 Gbit/s, and net data rate is 28 

Gbit/s after removal of the FEC overhead. 

In order to explore the goal of realizing the ISAC in THz, we 

use a similar system architecture and device to carry out the 

sensing experiment. By using the concept of virtual MIMO 

and compression sensing algorithms, the EM imaging of 

metal objects hidden in a paper box is rebuilt successfully, 

and mm-level imaging resolution is achieved.

5.2 THz Sensing System

Material characterization is a potential THz application 

that can be used to study properties of dielectric materials. 

The THz-TDS allows non-invasive measurement of 

various material parameters through some mathematical 

Figure 24 Imaging results of non-sparse full aperture scanning
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operations, which is by sending a broadband pulse signal 

to the material sample, and measuring the output signal 

either in transmission or reflection mode. We developed 

both simulation model and measurement setup for THz-TDS 

material characterization application.

CST Microwave Studio was used as simulation tool for THz-

TDS setup. In the EM model as shown in Figure 25, two lens 

bow-tie antennas were designed and placed at each side 

of a dielectric Polytetrafluoroethylene (PTFE) sample. Then 

a time-domain simulator was set up and both simulations 

of with and without the sample were performed. After the 

simulation, both reference signal (without sample) and 

output signal (with sample), together with the input pulse, 

were collected and sent to an optimization algorithm to 

solve for the material properties, i.e., permittivity and loss 

tangent. Here, the Nelder-Mead algorithm was applied 

at each frequency to solve for the material property. It is 

shown that both permittivity and loss tangent extracted 

from the signal agree well with the theoretical values. 

[60] demonstrated a quasi-optical system that performs 

complex material property measurement at sub-THz. As 

shown in Figure 25, a set of two-parabolic-mirror system 

and four parabolic-mirror system was developed. Two 80 

mm-length corrugated horn antennas were designed to 

achieve a wide plane wave zone. After obtaining the S 

parameters at both ports, a closed mathematical form 

expression based on multiple reflection models was applied 

to calculate the complex material property. It is shown that 

the complex permittivity of various Rogers RT/duroid series 

printed circuit board (PCB) substrates had agreed well with 

the literature.
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Figure 25 Simulated and measurement results of material characterization application; measurement from [60]

The following image test-bed was then set up to validate 

the QMH method, as shown in Figure 26. Nylon and metal 

balls of various sizes were set up, with diameters ranging 

from 1 mm to 3 mm and separation distance from 5 mm 

to 20 mm. Four S parameters were collected in 2-port 

measurements with frequency sweep from 26 GHz to 40 

GHz. It is shown that QMH can achieve spatial resolution 

close to λ/4, even under a far field measurement setup. 

A comparison of Born and Rytov approximation in image 

qualities can be found in [62–63].
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THz imaging is promising for biomedical applications, due 

to the non-ionizing THz radiation. Fast and efficient image 

reconstruction algorithms can help accelerate the imaging 

acquisition speed. In this paper, a qualitative microwave 

holography (QMH) imaging method was demonstrated 

to perform the imaging and material mapping application 

[61–62]. QMH is a real-time direct inversion algorithm that 

can reconstruct the object image from all the S parameter 

measurements on the image plane. The S parameters are 

then used in two linearization models, Born's and Rytov's 

approximations, to reconstruct the object image and map 

its complex material property. 
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(a) QMH measurement setup

(c) Real part

Magnitude

(d) Imaginary part of complex 
     permittivity of reconstructed image

Real Imaginary

(b) Metal and nylon ball setup

(e) Sub-wavelength ball separation setup

(f) Magnitude of complex permittivity of 
     reconstructed image

Figure 26 QMH reconstruction of metal and nylon balls of various sizes. Results from [62]
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Abstract

Internet of Things (IoT) connectivity has a prominent presence in the 5G wireless communication systems. As these systems 

are being deployed, there is a surge of research efforts and visions towards 6G wireless systems. In order to position the 

evolution of IoT within the 6G systems, this paper first takes a critical view on the way IoT connectivity is supported within 

5G. Following that, the wireless IoT evolution is discussed through multiple dimensions: time, space, intelligence, and value. 

We also conjecture that the focus will broaden from IoT devices and their connections towards the emergence of complex 

IoT environments, seen as building blocks of the overall IoT ecosystem.

6G IoT
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1 Introduction

The term Internet of Things (IoT), although present for 

several decades, started to gain a significant traction with 

the emergence of the 5G cellular systems and standards [1–2]. 

An IoT device is a physical object equipped with sensors 

and/or actuators, embedded computer and connectivity. As 

such, it can be seen as a two-way micro-tunnel between 

the physical and the digital world: physical information 

gets a digital representation and, vice versa, digitally 

encoded actions get materialized in the physical world. 

From a different perspective, related to service and product 

design, IoT capabilities have significantly transformed many 

products by expanding the functionality and transcending 

the traditional product boundaries [3].

The ambition of 5G has been to push the boundaries of 

connectivity beyond the offering of high wireless data rates 

and expand towards interconnecting humans, machines, 

robots, and things. This leads to an enormously complex 

connected ecosystem: a large number of connections that 

pose a vast diversity of heterogeneous Quality of Service 

(QoS) requirements in terms of data rate, latency, reliability, 

etc. To deal with this complexity, the approach of the 5G 

system design has been to define three generic services: 

eMBB (enhanced mobile broadband), mMTC (massive 

machine-type communication), and URLLC (ultra-reliable 

low-latency communication) [4–5]. The latter two represent 

the approach of 5G to natively support the requirements of 

IoT connectivity. This is in contrast to the 4G and other prior 

generations, where IoT connections were supported in an ad 

hoc manner, as an afterthought in system deployment.

In some sense, 5G is a step in the direction of obtaining 

an ultimate connectivity system that is capable of 

flexibly supporting all conceivable wireless connectivity 

requirements in the future. One can think of the three 

generic connectivity types as three dimensions of a certain 

"service space" and any single connectivity service can be 

realized as a suitable combination of eMBB, mMTC, and 

URLLC. For example, in an advanced agricultural scenario, 

a remotely-controlled machine needs to support real-time 

reliable actuation of commands (URLLC), while occasionally 

sending a video feed (eMBB) as well as gathering data 

from various sensors and IoT devices in the agricultural 

environment (mMTC).

But is 5G indeed defining the ultimate connectivity 

framework? This is an important question, as its affirmative 

answer would obviate the need to redefine and conceptually 

upgrade the connectivity types towards 6G. On the 

contrary, a negative answer entails a critical view on 5G 

and identification of connectivity scenarios that are not well 

represented by eMBB, mMTC and URLLC or a combination 

thereof.

As an attempt to answer the question above, this paper 

takes the, rather general, perspective depicted in Figure 

1 to position the role of IoT connectivity and assess its 

requirements. The general framework from Figure 1 will 

be first used to take a critical view on IoT as defined in 

5G and identify cases that are not well represented by the 

two categories mMTC and URLLC. Next, the framework 

will be used as a blueprint to formulate the features of IoT 

connectivity in beyond-5G/6G systems. The evolution of 

future wireless IoT technology will be discussed through 

multiple dimensions: time, space, intelligence, and value. We 

also conjecture that the focus will broaden from IoT devices 

and their connections towards the emergence of complex 

IoT environments, seen as building blocks of the overall IoT 

ecosystem.

Figure 1 Physical world versus digital world

loT loT

Physical world

Sensing

Learning

Value storage
and exchange

Digital world:
Data for humans  or

machines

Inference

Actuation

2 A General IoT Framework

IoT devices reside at the interface between the physical and 

the digital world and facilitate the two types of information 

transfer: (1) sensing, creating a digital representation of 

the physical reality and (2) actuation, converting digital 

data into commands that exhibit an impact on the physical 
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world. After the information gets converted into a digital 

data, it can be used in three principal ways:

	· Learning: The data is used in a process of training a 

module that relies on machine learning (ML) or another 

form of gathering knowledge and building up artificial 

intelligence (AI).

	· Inference: The data is used by an algorithm, AI module 

or similar to infer conclusions or devise a command that 

needs to be actuated in the physical world.

	·Value storage or exchange: The data is stored for 

potential use at a future point, such that it possesses a 

latent value. The data can also be exchanged through 

the connectivity infrastructure and thus get an actual 

valuation/monetization.

The "digital world" box includes anything that can store, 

process or transfer digital data, including the global 

Internet. There are two general modes that involve IoT 

communication: machine-to-machine (M2M), that includes 

interaction and communication only among machines as 

well as machine-to-human (H2M) (or vice versa), where 

the overall IoT communication also includes a human in 

the loop. The principal difference between these two modes 

is that, when there is a human in the loop, the timing 

and processing constraints should conform to the ones 

of the human, while in the case of M2M they are subject 

to design and specification. In the diagram in Figure 1, a 

human belong to the physical world. In that sense, the 

actuation can be understood in a more general way, such as 

displaying a multimedia content to for the human.

3 A Critical View on IoT in 5G

This section discusses the typical ways in which IoT 

requirements are articulated within 5G. The objective is 

to take a critical view by pointing out important scenarios 

and requirements that are not well covered by the two 

categories, mMTC and URLLC.

3.1 mMTC

We start by considering mMTC and a view on its typical 

requirements is depicted in Figure 2. It aims to support a 

large number of devices, dominantly with an uplink traffic, 

which is also indicated on the figure. A possible rationale 

behind this can be formulated as follows. Consider a large 

set of nodes (sensors) that are generating data locally. The 

data of different nodes is not correlated, such that each 

new data packet sent by a different node contributes with 

a new information about the physical world. Furthermore, 

each node is only sporadically active, such that the time 

instant at which it is active and has a data to transmit is 

unpredictable. Equivalently, this implies that the subset of 

active nodes at a given time instant is unpredictable. Hence, 

there are two sources of randomness: the data content and 

the node activity. This is the basis for the major challenge 

in mMTC: How to maximize the uplink throughput from a 

large set of connected nodes, where the subset of active 

nodes at a given time instant is unknown? This has led 

to a surge on research in the area of massive random 

access [6–7]. The challenge requires maximization of the 

throughput in the uplink, which is more difficult than the 

downlink, as the devices are uncoordinated and compete for 

the same shared wireless spectrum. An additional challenge 

for mMTC devices is the power consumption, which should 

be optimized to ensure long battery lifetime and unattended 

operation; this is the case, for example, for sensors 

embedded in buildings, production plants, or agricultural 

facilities. More generally, the challenge for mMTC (and we 

will see that it is similar for URLLC) is made in a maximalist 

way: it is tacitly assumed that if the most difficult mode of 

communication is supported, then the easier modes (such 

as downlink communication towards a subset of nodes) 

are implied. Finally, following the architectural practice of 

layered design and modularization, the part of connectivity 

on Figure 2 is decoupled from and oblivious towards the 

goals/usage of the mMTC data in the digital world, that is, 

learning, inference, or value storage/exchange.

Figure 2 A view on the typical mMTC requirements

...

Physical world

Digital world

Sensing Actuation
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Let us now look at a scenario of massive access in which 

we change some of the assumptions behind the canonical 

mMTC use case, described above. Consider the case in 

which the nodes are sensing a physical phenomenon in 

order to sense an anomalous state and report it to an edge 

server, which embodies an inference module that is capable 

of detecting reliably if an anomalous state has occurred. 

In the simplest case, each sensing node can make a local 

binary decision whether an anomalous state has occurred 

(1) or not (0) and send it to the edge server. This violates 

the assumption that the data across nodes is not correlated, 

as all of them will try to report about the same observed 

phenomenon. Furthermore, if the anomalous state occurs 

within a short time interval, it will trigger response from 

all sensing nodes in a correlated way, which impacts the 

statistical properties of the subset of active mMTC nodes. 

In the ideal case, when a node detects the anomalous state 

perfectly and the wireless link to the edge server is error-

free, then only a single node needs to transmit. Hence, the 

technical problem is not anymore "throughput maximization 

from an unknown random subset" but rather a "leader 

election from an unknown subset with a certain correlation 

structure in the node activation". If the ideal assumptions 

on sensing/communication are relaxed, then a sufficient 

number of nodes should report the detected alarm, such 

that the edge server can infer a reliable decision about the 

state of the physical world. The problem can be further 

relaxed by considering that the sensing node is not directly 

detecting the anomalous state, but rather a data related 

to it; then the edge server needs to fuse this data to make 

inference. The technical problem is now "collect a sufficient 

number of data points to reliably detect anomaly".

These examples show that the consideration of the data 

purpose/usage has a significant impact on the technical 

challenges posed to the wireless connectivity part. For 

all these new technical problems, a system optimized 

for mMTC with typical requirements will lead either to 

inefficient operation (collecting much more data points than 

needed to make inference) or failing to meet the timing 

requirement (the detection of the alarm will be delayed 

due to channel congestion). The case of transmission of 

identical alarm messages from a massive set of devices 

that should enable timely and reliable detection at an edge 

node illustrates that massiveness, reliability and latency 

may not be separable (as treated in 5G) when the data 

content/purpose is taken into account. Clearly, following 

the (overused) approach of cross-layer optimization, one 

may immediately jump to the conclusion that the access 

should be designed jointly with the high-level objective 

of the transmitted data. This is not feasible, as it does not 

contribute to a scalable architectural design. However, 

the described problems indicate that, rather than sticking 

to the problem of "throughput maximization from an 

unknown random subset", we need to identify a small set of 

connectivity-related challenges that provide a better span of 

the IoT requirements with a massive number of devices and 

design systems that can solve them efficiently.

3.2 URLLC

We now provide a critical view on URLLC, the second 

generic service related to IoT. In order to illustrate the URLLC 

requirements, we consider the sense-compute-actuate cycle 

depicted in Figure 3. In this example we observe the timing 

of the following loop. An IoT gathers information from the 

physical world, digitalizes it and transmits it wirelessly to a 

server that performs computation and inference. Based on 

that, the server sends a command wirelessly to an actuating 

device; in the special case, this device is the same one as 

the sensing IoT device. Figure 3 illustrates the total timing 

budget for these operations. The specification of URLLC has 

been done with the motivation to use a small part of this 

timing budget on the wireless radio link and ensure that 

transmission is done within this short allocated time with 

a very high reliability. This would leave a sufficient timing 

budget to perform the other operations, regardless of 

whether the total timing budget is 10 ms or 50 ms.

Figure 3 The context for defining of URLLC requirements through a   

              timing budget of a sense-compute-actuate cycle

Physical world

Digital world

Computing

Wireless
communication

Sensing Actuation
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This is again a rather maximalist approach towards the radio 

link in the quest to satisfy the end-to-end requirements on 

timing and reliability. In the early specification of URLLC, 

the allocated time was 1 ms and the required reliability was 

99.999%. Achieving high reliability is associated with the 

use of high level of diversity (e.g., bandwidth) and power. 

Relaxing the requirements on the wireless transmission 

could lead to more efficient operation, while still meeting 

the overall goal of communication. Specifically, in the 

example in Figure 3 the computation part may be capable 

of compensating for the data loss on the sensing wireless 

link and make a predictive decision that can be passed on 

to the actuator. Or, as indicated in the early paper on ultra-

reliable communication on 5G [8], one can take a holistic 

perspective on URLLC and ensure that the overall system 

degrades gracefully if the data is not delivered within a 

given deadline.

Expressing it in a similar way as we have done in the 

previous sect ion, the basic problem of URLLC has 

been formulated as "deliver the data of size X within 

Y milliseconds with reliability Z". Instead, timing in a 

communication system can be put in a more general 

framework and define a set of basic problems that are 

capable of capturing various timing requirements. For 

instance, instead of looking at the latency of the packet, 

one can jointly consider the data generation process and 

the state of the computation process. In that sense, a more 

relevant measure than latency can be information freshness 

or age of information. This is further discussed in Section IV, 

while for a more general discussion on the timing concepts 

towards 6G the reader, refer to [9].

4 Time

The definition of real time is highly dependent on the 

application and its final user. Specifically, real time is 

dependent on whether the overall system is intended for 

one of the following three communication setups: (1) 

human-to-human (H2H), (2) H2M, including setups of 

communication among machines with a human in the 

loop (HITL); and (3) M2M. Even fully interactive human-

type communication such as augmented reality and virtual 

reality (AR/VR) does not require millisecond timescales, 

as human perception becomes the limiting factor [10]: 

For example, the human eye cannot perceive images 

that are shown for less than about 13 ms, setting a hard 



Outlook

 | Communications of HUAWEI RESEARCH | September 2022 84 85September 2022 | Communications of HUAWEI RESEARCH | 

ceiling on the network timing requirements for this type 

of communication. The same is true in HITL scenarios, 

where machines can operate faster than human perception 

limits, but the system operating faster than the perceivable 

latency threshold will be experienced by the human as 

instantaneous and seamless [11].

There is no universally defined timing threshold for M2M 

communication, as the timing requirements depend on the 

type of applications and on the capabilities of the specific 

cyber-physical system (CPS). This is in a way reflected in 

the split between mMTC and URLLC in 5G, which represent 

two extreme cases. As also discussed in Section III, these 

two extremes do not cover the full range of use cases. A 

more accurate view of CPS timing requirements should 

go beyond the isolated characterization of the wireless 

communication latency and consider all the contributors in 

Figure 3. Furthermore, the use of age of information (AoI) 

[12] instead of latency as a metric can have significant 

advantages, as AoI can better represent the discrepancy 

between the model that the system can construct from the 

sensor transmissions and the actual physical reality. The 

limits on the allowed AoI depend on the tolerance of the 

control algorithm and of the application: advanced control 

algorithms in highly predictable scenarios will be able to 

work even with very old information, while complex and 

unpredictable scenarios which require fast reaction times 

will necessarily have stricter requirements [13]. One step 

further is to use the content of the packets themselves 

to define latency and reliability requirements: if the 

controller employs some form of predictive algorithm, new 

information that fits the expected model will be relatively 

unimportant, while unexpected deviations from it will need 

to be delivered quickly and reliably. This approach can be 

measured with the value of information (VoI) [14], a metric 

that combines the age and content of the packet to directly 

measure the usefulness of communication. The difference 

between AoI and VoI is clearly shown in Figure 4: While AoI 

increases linearly and then drops to 0 after a transmission 

(assuming the latency is negligible), the increase in the 

VoI depends on the behavior of the system, and might be 

nonlinear. In the figure, the first period between 0s and 25s 

has a relatively slow increase, while the period between 40s 

and 60s has a steeper one, and indeed gets to a higher VoI 

in a shorter time: This is due to the different behavior of the 

system, which strays farther from the estimated value at the 

receiver.

Figure 4 Example of the difference between AoI and VoI in a system
              with cumulative estimation errors

Using VoI as a metric is a step towards semantics-oriented 

communication. The classical design of a CPS assumes a 

total independence between the content of the data and 

their transmission, i.e., uncontrolled arrival of exogenous 

traffic to the communication system. This sets design 

boundaries to the communication protocols and relaxing 

this rigid separation allows us to tackle the system design 

process holistically and improve the performance. In control 

and HITL applications, the urgency of information (UoI) 

approach [15] defines VoI in such a way that the packets 

with the highest value are the ones that affect the control 

performance the most. This definition of value is also 

closely tied to the market value of data, which we will 

describe below: In both cases, samples from the sensors 

are more valuable if they are surprising, i.e., if they contain 

information that is not currently represented in the model 

of the system. The difference between the two is in the 

way the data is used: in the data market case, this new 

information is used to improve that model, while in VoI 

applications, it is used to track and control a system.

5 Space

Evolving towards 6G, we need to look in the changes that 

occur in the space in which IoT devices are deployed to 

operate. In this context, we use the term space to refer to: (1) 

the environment where sensing and actuation take place 

and (2) the propagation medium where the electromagnetic 
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waves travel to transfer information between two or more 

points. Hence, by delimiting the space in which the interface 

between the physical and digital worlds resides, the 

definition of time (space-time) and frequency as resources 

for communication is inherent. Therefore, space sets the 

basis for resource sharing and competition among devices.

As the optimization of frequency and time resources 

becomes insufficient, the next frontier towards increased 

network capacity is to optimize the use of space. Thence, 

increasing the network capacity per unit area has been one 

the major objectives of every subsequent generation of 

mobile networks. However, this objective has encountered 

a major challenge: the optimization has been limited to 

the placement and capabilities of the networking devices 

— the infrastructure — whereas there has been little to no 

control on the user side. That is, IoT and other mobile user 

devices possess limited capabilities and, as a consequence, 

their wireless channels are mostly determined by nature. 

Because of this, the traditional approach towards a greater 

network capacity is pre-planned network densification in 

combination with frequency reuse to minimize inter-cell 

interference. Only in recent years, precoding, beamforming, 

and beam steering techniques have enabled a much more 

flexible and agile exploitation of the space resources 

through massive multiple input-multiple-output (mMIMO) 

[16] and the development of cell-free networks [17]. In 

mMIMO, the channel state information, based on spatial 

reciprocity, is exploited to achieve communication with 

multiple devices in the same block of time-frequency 

resources. Furthermore, distributed or cell-free mMIMO 

allows us to exploit the macro-diversity of the environment 

by allowing the IoT devices to communicate to antenna 

elements at different locations to combat blockages and 

eliminate coverage holes.

Despite these advances, the capabilities of the IoT 

devices will remain limited in order to keep their cost 

down. Nevertheless, new developments on distributed 

infrastructures, AI/ML, and signal processing techniques will 

enable the network infrastructure and the environment itself 

to become intelligent. This will enable the real-time self-

optimization of heterogeneous architectures that can relax 

the hardware requirements of IoT devices while exploiting 

the spatial resources. In the recent developments, the 

propagation environment may act as an ally to the simple 

IoT devices rather than only a major challenge that needs 

to be overcome. For instance, reconfigurable intelligent 
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surfaces (RISs) [18] consist of elements that can alter the 

properties of the incident signals adaptively and, hence, 

allow for a much greater control over space than that of the 

IoT devices. Specifically, RISs can be used to take advantage 

of the location of the devices to create highly directive and 

interference-free beams towards the base station in real 

time. This allows for a new interpretation and exploitation 

of overlapping signals and also alleviates the hardware 

requirements of the devices, since part of the hardware on 

the device can be outsourced to the environment.

The structure of the physical space plays a major role on the 

feasibility of deploying network infrastructure and, hence, 

on the availability of Internet connectivity. Historically, we 

have seen the infrastructure as deployed in the 2D space; 

usually encompassing ground-level infrastructure while 

considering the air and (outer) space infrastructure to be, 

oftentimes, alien to it and, in the best case, complementary 

(i.e., global positioning and navigation services). It is only in 

recent years, that the New Space era and the advances in 

unmanned aerial vehicles (UAVs) have expanded our view 

of the network infrastructure to the 3D space [19]. Satellites 

deployed in the low earth orbit (LEO) can serve as a global 

network, capable of achieving low end-to-end latency 

while providing coverage in remote regions (e.g., Arctic 

and maritime) where deploying terrestrial infrastructure is 

infeasible [20]. Besides, while LEO satellite constellations are 

moving infrastructure, they present deterministic space-time 

dynamics that can be exploited for resource optimization 

[21]. Due to this combination of characteristics, one of the 

major objectives for 6G is to achieve a full integration of the 

terrestrial infrastructure with satellites, drones, and other 

aerial devices to fully exploit the 3D nature of space [22–24].

In the digital world, space influences a series of characteristics 

of the data beyond quantity, such as its content and, 

hence, relevance. This calls for a characterization of how 

the optimization of wireless resources for a given delimited 

space affects the overall learning, inference, and value of 

data. In this sense, the network-level optimization objectives 

must be redefined to consider the role that space plays 

in the use that the data will have. Consequently, there is 

the need for a new interpretation of resource efficiency 

depending on the context: What is the data content and 

what will it be used for? For example, the concept of over-

the-air computation exploits the superposition property of 

the medium to effectively merge data from multiple sensors 

or model updates in the case of distributed learning [25]. 

This indicates that the 5G interpretation of space is far from 

being a definitive vision, as the capitalization of space, now 

dynamically, depends mainly on the utility of the data.

6 Intelligence: Learning and
   Inference

A general and rather certain trend in the coming years is 

that the intelligence in networks, network nodes, but also 

connected devices, will continuously increase. As the number 

of applications relying on IoT technology has grown, 

we have seen the capabilities of those things evolving 

accordingly. Devices that used to be exclusively employed as 

sense-and-transmit entities are now equipped with different 

levels of embedded intelligence directly operating on the 

information collected. This need for increasingly smarter 

communicating parties opens the way to the definition of a 

"smarter" content to exchange and novel ways of making 

sure this is done efficiently and correctly. There have been 

already some efforts in this perspective [26–27], where the 

communication effort is optimized so that only the most 

useful data for the actual data consumer is transmitted. 

In a machine learning perspective this could, for instance, 

get translated into "communicate only the most significant 

features". But what is actually determining the significance 

of the information exchanged in this context? And how do 

we make sure this is transmitted efficiently? One natural 

option would be to consider relevant whatever maximizes 

the performance of the receiver at executing a specific 

task, while relying on a compression strategy able to 

extract exactly this relevant information from the data. 

Communication frameworks based on neural network 

autoencoders to encode and decode messages would fulfill 

the requirements described above, as they are inherently 

able to find compressed input representations which are 

the most useful for the task at hand (e.g., [28]). Yet, this is 

not enough. Systems would end up being ad-hoc systems, 

able to operate correctly only on a small set of tasks (by 

leveraging multi-task learning schemes [29]; otherwise 

only on a single task), where all the parties involved in the 

communication share the same model (i.e., same network 

with same structure, parameters and weight values), and 

interpretability would remain a crucial challenge. Preliminary 

studies have shown the potential of data-driven techniques 

(such as autoencoders) in this context [30–31]; though, it 
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is evident how such paradigms create strong constraints 

against generalization. This is why we will eventually need 

to move away from those systems and start associating 

semantics and meaning to the data, as also suggested by a 

series of recent papers on semantic communication [32–34] 

as well as advances in graph and semantic networks [35–

36]. Indeed, by integrating semantics-based systems (i.e., 

systems with knowledge representations, such as knowledge 

graphs, and reasoning capabilities), well studied and long 

exploited in more traditional AI, with more recent data-

driven frameworks, we would eventually enable efficient 

communication of relevant and meaningful information 

among entities sharing the same view of the world in the 

form of a knowledge base, rather than a specific task-

dependent model [37].

7 Value

The inter-networked CPSs in the IoT networks are readily 

accumulating and processing data at a large scale. When 

operated with ML tools, these massively distributed data 

stimulate real-time and non-real time inference and 

decision-making services that create an economic value of 

data. For example, services defining prediction, localization, 

automation and control heavily consume large data samples 

for training learning models and improve its performance, 

i.e., model accuracy. These are certainly a few of the several 

promising outlooks with data in general. In particular, 

data is a valued commodity for trade that has gathered 

significant economic value and a multitude of social 

impacts. However, it is an overstatement if the narratives 

on the economic value of data leave the fundamental inter-

dependencies between the data properties themselves, the 

contextual, time-space information it encodes, and its value.

At the other end of the story, the utility of distributed 

data in the physical space is constantly challenged by a 

conventional perspective at an IoT device. The hindrance 

resides in the fundamental attributes of IoT networks and 

their components: data are not readily usable and highly 

localized, the data sources are resource-constrained, and 

the system is under stress due to unreliable connectivity 

during data transfer. Whereas, data in the digital space 

permits flexibility in its storage, mobility, customization and 

inter-operation to extract meaningful information, behaving 

likewise digital goods. Therein, data can be monetized 

and exchanged for added value, as shown in Figure 5. The 

platform is a primary interface of interaction between 

buyers/sellers, leveraging connectivity for value storage 

or exchange in the data market, which quantifies pricing 

schemes and facilitates the overall data trading process. In 

this matter, one must not confuse "value" and "pricing"; 

for instance, the utility of correlated IoT data diminishes 

quickly if it exhibits no latent value [38–39]. Hence, the 

monetary value of such data appears low. However, such 

data can still contribute to assess system-level reliability, 

such as in sensory networks, where IoT devices constantly 

transmit their measurement data, or in case the data is 

used for inference. Such use cases highlight the challenges 

of a holistic approach in quantifying the data value. 

However, the value storage and exchange should not be a 

naive characterization by the single arbitrator/platform but 

depends entirely on the nature (independent or collective) 

and the requirements of applications these data can offer. 

For instance, a more tailored mobile application that 

benefits users with specific personalized services expects 

techniques to handle data privacy concerns, for which the 

value exchange mechanism would be unique.

Arguably, this departure in the understanding of IoT devices, 

basically confined within sensing/actuation functionalities, 

to a broader physical and digital world perspective, in 

principle, impacts how connectivity shall behave and value 

is added with data exchanges. One can think of emergence 

of IoT devices that will behave as autonomous sellers 

and buyers of data in a decentralized data market. An 

Figure 5 Illustration of data trading in an IoT network
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example, the elastic computational operation on data in 

the digital space, coupled with value storage or exchange 

technologies, such as distributed ledger technologies (DLTs) 

[40], quantifies the utility of data as transaction details and 

provides a different take on communication requirements to 

operate data trading. Similarly, in a Smart Factory setting, 

the value of exchanged data between devices during 

operation also reveals the properties of shared media 

access patterns, which can be exploited as feedback to tune 

vital parameters defining the communication resources 

in general. This explains the rationale behind the need to 

incorporate frequent interactions between the physical and 

the digital world, which brings value out of data, its storage 

and exchange while optimizing connectivity.

8 Towards Complex IoT
   Environments

Although the initial IoT designs focused on simple 

applications, the maturity of the technology leads towards 

more complex systems where the single device model falls 

short. Rather than isolated and low-capacity devices, we 

encounter IoT applications that are deployed and executed 

in several heterogeneous edge devices, interconnected with 

a network — wireless and/or wired — that dynamically 

adapts to changes in the environment and with built-in 

intelligence and trustworthiness. These environments rely 

on several distributed technologies, such as edge computing 

[41], edge intelligence [42] and DLT [40], and their complex 

interactions.

For instance, in a manufacturing plant, we find a number 

of interconnected industrial robot arms, machinery and 

automated guided vehicles (AGVs). The accomplishment 

of a complex manufacturing goal (the IoT application) 

is based on the autonomous collaboration between the 

nodes, with very heterogeneous capabilities. This requires 

the orchestration of the computation and communication 

resources for an overall reliable, trustworthy and safe 

operation. Another example is a fleet of e-tractors equipped 

with sensors and computing resources to perform the 

mission assigned to them. The computing resources enable 

each tractor to perform computation tasks on spot, thus 

acting as an edge-based device, and they collaborate 

to achieve the common goal. Tasks that cannot be 

performed on the vehicle will be offloaded to an available 

cloud infrastructure. Components within the tractor are 

usually connected with time-sensitive networking (TSN), 

whereas edge-cloud communication and tractor-to-tractor 

communication are wireless.
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Characterizing the performance and the energy efficiency of 

these complex systems is a daunting task. The conventional 

approach has been to characterize every single device or 

link and technology, but this approach is too simplistic. 

For example, the energy expenditure of an IoT device will 

strongly depend on the context in which it is put, in terms 

of, e.g., goal of the communication or traffic behavior. 

Therefore, the system performance and the total energy 

footprint are not just a simple sum of an average per-link or 

per-transaction contribution of an isolated device. A more 

accurate picture of the overall performance and energy 

consumption is obtained by taking the complex IoT system 

as the basic building block. At the same time, the timing 

characterization of the system becomes more involved, and 

the new ecosystem of timing metrics discussed in Section IV 

must be adapted to capture the distributed interrelations [9].

9 Conclusion

This paper has provided a perspective on the evolution of 

wireless IoT connectivity in 6G wireless systems. In order to 

justify the enthusiasm towards developing new 6G systems, 

we have taken a critical view on 5G IoT connectivity. 

Specifically, we have illustrated cases that are potentially 

not captured by the 5G classification of IoT into mMTC and 

URLLC, respectively. In order to put the IoT evolution in 

a proper perspective, we have started from a general IoT 

framework in which we identify three principal uses of the 

data transferred from/to IoT devices: learning, inference, 

and data storage/exchange. This general framework has 

been expanded through different dimensions of wireless IoT 

evolution: time, space, intelligence, and value. Finally, we 

have discussed the emergence of complex IoT environments, 

seen as building blocks that are suitable to analyze the 

energy efficiency of these systems.
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1 Introduction

Trust is a prerequisite for information exchange between 

parties. Trust establishment is founded not only on 

mutual identification, but also on the security and privacy 

preservation capabilities that are embedded into the 

signaling and data flow throughout the network. A robust 

network system can proactively identify risks and threats, 

and take remedial actions in the event of an attack or 

natural disaster. When all these functions are directly 

triggered by events, changes, or user requests without 

manual configuration and scheduling, the trustworthiness is 

deemed as native. Native trustworthiness can be achieved 

through a trustworthy architecture design, covering security, 

privacy, and resilience.

Compared with 5G, 6G networks will be more distributed 

and provide some unique user-centric services. Such 

requirements are bound to pose challenges to the current 

communications network-centric security architecture. 

A more inclusive trust model is required. It is therefore 

necessary to propose a native trustworthiness architecture 

that covers the entire lifecycle of communications networks. 

In the following sections, we report our explorations 

of appropriate and effective trustworthiness-related 

technologies for 6G.

Wireless communication was first introduced in 1980s, and 

in the subsequent years, has gone through revolutionary 

transformation in terms of the security architecture. The 

first generation, 1G, was based on analog transmission that 

was prone to eavesdropping, interception, and cloning. 2G 

introduced the concept of digital modulation technique 

and was able to provide some basic security mechanism. 

Figurer 1 illustrates the security architecture evolution 

from 3G to 5G. 3G introduced two-way authentication and 

Authentication and Key Agreement (AKA), thus overcoming 

the limitations of one-way authentication in 2G. 

4G features more diversified connection modes compared 

with its predecessors. The Diameter protocol used in 4G, 

however, is vulnerable to attacks, including attacks that 

track user location and intercept voice transmission to 

access sensitive information. Other security risks with 4G 

include downgrade attack, intercepting Internet traffic and 

text messages, causing operator equipment malfunction, 

and carrying out illegitimate actions [1], among others.

The 5G architecture is service-oriented, with many 

improvements on security introduced. 5G provides 

more efficient and secure mechanisms, such as unified 

Figure 1 3GPP security architecture evolution
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authentication, Subscription Concealed Identifier (SUCI) 

that hides the subscriber ID during authentication, protocol-

level isolation between slices, and secondary authentication 

serving service providers .  The Security Assurance 

Specifications (SCAS) require that all network functions be 

tested by accredited evaluators so as to provide reference 

for operators.

The 5G security architecture is almost perfect. However, it 

is applicable to a centralized network architecture and the 

trust relationships between network elements in 5G are 

established at the protocol level, not involving device and 

network behavior. In the 6G ecosystem, trusted connections 

are key for all parties concerned, which extend security and 

privacy to a more inclusive framework — trustworthiness. 

In order to build a 6G trustworthiness architecture that 

serves distributed networks and is compatible with the 

existing centralized networks, adopting new design concepts 

and developing new 6G-oriented trustworthiness capabilities 

is the top priority of 6G research.

ITU-T Recommendation X.509 defines trust in the ICT 

domain as follows: “Generally, an entity can be said to 

‘trust’ a second entity when it (the first entity) makes the 

assumption that the second entity will behave exactly as 

the first entity expects” [2]. The ITU-T has been working on 

trust standardization focusing on the ICT domain from 2015, 

and has released several recommendations and technical 

reports [3–7] that describe the architectural and technical 

views of trust. The study of trustworthiness started with IoT 

as the first application domain. There were also reports and 

standards published that laid out the strategies to explore 

trust in other application domains like cybersecurity and 

networks. In 2017, trustworthiness was defined by NIST for 

the first time in the CPS domain as “demonstrable likelihood 

that the system performs according to designed behavior 

under any set of conditions as evidenced by characteristics 

including, but not limited to safety, security, privacy, 

reliability and resilience” [8]. Subsequently, in 2018, ITU-T 

approved the research for a new framework of security that 

focuses on establishing trust between entities in the 5G 

ecosystem [9]. 

Researchers have explored trust relationships extensively, 

applying different methodologies such as game theory and 

ontology [10] and analyzing risks in cloud-based modes. On 

the commercial side, several vendors and operators have 

been striving to meet consumer demands by continuously 

upgrading their product design and development, in 

which the “security by design” concept is emphasized 

and standardization policies are followed. All in all, it 

becomes imperative to define trustworthiness for future 6G 

communication networks. 

2 Fundamentals of 6G 
Trustworthiness

In the following we explain the 6G trustworthiness 

framework we propose, which encompasses two vital 

principles, three objectives, and a multi-lateral trust model.

Figure 2 Trustworthiness framework
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2.1 Principles

There are two principles to follow in the design of 6G native 

trustworthiness architecture.

	·Principle 1: Trustworthiness of 6G characteristics 

Driven by intelligent networks, 6G applications range 

from sensor networks to critical health-care and satellite 

communications. 6G trustworthiness must be able to meet 

the different requirements of holistic networks and diverse 

applications based on their technical and business domains, 

and be quickly adaptable for applications that require 

centralized authority and edge autonomy.  

	·Principle 2: Trustworthiness inherent in the 6G lifecycle 

Trustworthiness requirements must be considered in tandem 

with network requirements in the entire 6G lifecycle, from 

design to development, operations, and maintenance. And 

trustworthiness analysis, assessment, and evaluation must 

be continuously performed to achieve satisfactory results.

2.2 Objectives 

Security, privacy, and resilience are the three pillars of 

6G trustworthiness. Each of the pillars are underpinned 

by unique underlying attributes as shown in Figure 2. To 

achieve trustworthiness in 6G networks, the 6G network 

architecture must meet the following objectives with regard 

to the three pillars: 

	·Objective 1: Balanced security

Security is supported by three attributes, confidentiality, 

integrity and availability (CIA). One of the essential criteria 

for 6G native trustworthiness is the ability to weigh the 

three attributes adaptively based on the applications 

and scenarios and ultimately achieve a balance between 

network quality/user experience and the security capability.

	·Objective 2: Everlasting privacy preservation

User identify, user behavior, and user-generated data are 

the three types of data concerning privacy protection on a 

network. Only authorized parties can interpret information 

that reveals a user’s identity and behavior. In 6G networks, 

user identity and user behavior have their uniqueness, 

which is rooted in the unified definition of user identity and 

the composition of signaling messages. User-generated data 

is not stored on the telecom network and is protected in the 

process of data processing and operations using techniques 

such as encryption and security management. 

	·Objective 3: Smart resilience

Resilience centers on risk analysis in a network. There 

are several stages of risk management. The first stage is 

to identify the risk factors. The second is to take suitable 

measures to avoid the risks by leveraging big data analytics. 

Then if the risks cannot be avoided, they can be transferred 

to other entities so that the network can be recovered 

successfully. And the after-effects must be controllable to 

the minimal level. If all the preceding measures cannot be 

taken, the final stage is to accept the risks causing only 

non-fatal damage to the network [11–13].

2.3 Multilateral Trust Model 

We introduce a multilateral trust model as shown in Figure 

3 in 6G to meet the needs of diversified trust scenarios. 

Figure 3 Multilateral trust model

A multilateral trust model includes three modes: bridge, 

endorsement, and consensus. In the bridge mode, an 

accreditation authority authenticates and authorizes entities 

A and B respectively, transfers trust between the two 

entities, and eventually establishes trust between them. 

The endorsement mode involves relying on third parties to 

evaluate an entity’s trustworthiness. In this mode, a third 

party evaluates an entity’s trustworthiness and submits 

the evaluation result to the other entity. The consensus 

mode is the most significant of the three as it adopts a 

decentralized architecture where transactions are distributed 
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among entities. The entities involved in the consensus mode 

can be elements on a network, parties in a supply chain, 

or organizations in an industrial ecosystem. In this mode, 

transactions are attestable and responsibilities are shared 

among multiple parties. This powers this mode with high 

efficiency and scalability, enabling it to meet the agile and 

customized access requirements of 6G.

The three modes of this model should all be duly considered 

in the design of security architectures and mechanisms. And 

the enabling technologies for the three modes should all be 

researched and developed, such as the identity management 

and authorization technologies applicable to the bridge 

mode, the third-party security evaluation technologies 

suitable for the endorsement mode, and the blockchain 

technology ideal for implementing the consensus mode. 

3 Enabling Technologies for 6G 
Trustworthiness 

3.1 6G Blockchain

To establish a trust consortium based on which multiple 

parties can have mutual trust in one another for resources 

sharing and transactions can be performed autonomously, 

a customized blockchain for wireless networks is needed.  

6G blockchain will serve as the basis for traceability 

mechanisms that ensure trust.

The following sections describe the convergence of 

blockchain and communications networks, blockchain 

technology under the privacy governance framework, and 

blockchain technology customized for wireless networks.

3.1.1 Convergence of Blockchain and 
Communications

6G blockchains can be classif ied into three types: 

independent blockchain, coupled blockchain, and native 

blockchain, depending on the degree of coupling between 

blockchain and the communications network. 

	· Independent blockchain

Independent blockchains are independent of  the 

communications service and protocol processes, providing 

data storage and traceability for network O&M and 

management. Typical applications include roaming billing 

and settlement. These interactions, though not included 

in the signaling flows defined by 3GPP, are significant for 

establishing trustworthy relationships between operators 

and enhancing efficiency by utilizing smart contracts.

	·Coupled blockchain

Coupled blockchains are those that interact with the 

communications network in the protocol process. The 

interactions include offline chaining and online checking. 

Take blockchain-based authentication as an example: The 

information owner or an authorized operator stores some 

information, such as a credential, or hash values into a 

blockchain in advance. When a communication request 

is initiated, the receiver authenticates the requester by 

looking up its credential in the blockchain, during which 

the requester waits for a response. If the authentication is 

successful, the receiver accepts the connection request and 

continues with the subsequent process.

	·Native blockchain

A native blockchain refers to a blockchain whose algorithms, 

communication protocols, and enabling functions are 

all inherent in the communications networks. Writing 

to the blockchain and searching in it both occur online 

and in real time, as part of the communication process. 

However, the real-time application of blockchain technology 

in communications networks is faced with many new 

challenges. One of the goals of 6G is to create a real-

time and large-scale blockchain system that serves as the 

foundation for network operational trustworthiness, so that 

every real-time data session and every real-time signaling 

transaction will be immutably recorded, for example, on a 

privilege-based super ledger [14]. Thus, there is the need 

to design a 6G customized blockchain architecture of low 

latency and high throughput, which satisfies the potential 

requirement of wireless communication and networks and 

also meets the privacy protection objectives.

3.1.2 Blockchain Compliant with Privacy 
Protection Framework

In recent years, a number of personal data privacy and 

security laws have been implemented around the globe, 

for example, “Data Security Law of the People's Republic 

of China” (PRC) [15], “Act on the Protection of Personal 

Information (Act No. 57 of 2003)” [16], “CLOUD Act” [17], 
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and “California Consumer Privacy Act (CCPA)” [18] . Among 

these laws, the EU General Data Protection Regulation 

(GDPR) [19], is one of the toughest. 

According to Article 5 of GDPR, all processing of personal 

data shall follow the principles of: 

	· Lawfulness, fairness, and transparency 

	·Purpose limitation 

	·Data minimization

	·Accuracy

	·Storage limitation

	· Integrity and confidentiality

	·Accountability 

Cryptography, if applied appropriately, can help in 

complying with these principles. Given that, we are working 

on developing 6G oriented cryptographic solutions for 

customizing a 6G blockchain. 

The following describes the zero-knowledge proof system 

[23], one of the preliminary ideas we proposed about 

privacy preservation on a 6G blockchain, which marks the 

start of our research. 

In the Nakamoto model all the transactions in a blockchain 

are in plain text. Hence, a native privacy algorithm needs 

to be implemented to ensure that the data storage in a 

6G blockchain is compliant with GDPR and other privacy 

regulations. The state-of-the-art technology zk-SNARK 

(zero-knowledge succinct non-interactive argument of 

knowledge) [20] is computationally complex because it 

requires several iterations to find the arithmetic roots of a 

polynomial equation so as to attain a soundness error within 

a threshold. Complexity is also involved in the trusted setup 

that involves computation of many cryptographic algorithms 

and time-consuming operations. The variants zkBoo and 

zkBOO++ [20–21] have eliminated the requirement of 

trusted setup and have employed garbled circuit [22–24], 

which is different from the arithmetic circuit used by zk-

SNARK. However, they still use the monolithic statement for 

contract verification and auditing is a drawback and thus 

cannot be used practically for large systems.  

We propose zk-Fabric, a native privacy framework based on 

the zero knowledge proof system [24]. It has the following 

features:

	·The input parameter size is linear to the input.

	·The solution is realized by Boolean gates circuit.

	·The semant ic  s tatements  f rom the prover  are 

transformed to polylithic syntax.

	·A non-interactive oblivious transfer (OT) based multi-

party joint verification system is adopted.

Figure 4 shows the zk-Fabric framework consisting of three 

modules. The objective is to verify the statements of Alice 

anonymously without revealing secrets. Alice transforms 

her input statements into a Turing complete Boolean circuit 

Figure 4 zk-Fabric framework
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with the decomposition algorithm in Module 1 (polylithic 

syntax decomposition) and partitioned garbled circuits for 

multiple verifiers in Module 2 (garbled circuit generation). 

The information is published on a publicly accessible 

blockchain. In Module 3 (multi-party non-interactive OT), 

the multiple verifiers verify the statements through the 

online public system. 

In a nutshell, the zk-Fabric allows a cluster of verifiers 

to online, anonymously, and jointly compute a succinct 

digest of garbled circuits C which is prepared by a prover, 

who also practices the partitioning of the garbled circuit 

and randomly dispatches segments of them to a publicly 

accessible repository, i.e. the blockchain or a web portal. The 

goal is to build a more comprehensive public verification 

system which can validate more complex statements than 

other technologies that can only perform a monolithic 

verification, in other words, with which a verification can 

only conduct a single hashed value in an arithmetic circuit 

at a time. The zk-Fabric framework also achieves full privacy 

preservation computation (encrypted computation) based 

on OT and garbled circuit.

For security evaluation, we demonstrate that zk-Fabric can 

maintain privacy against the semi-honest threat model 

(Note: zk-Fabric may not be sufficient in protection against 

the "Malicious" model). We can formalize this using a 

generalized Fiat-Shamir's secret sharing scheme, which 

defines a -secure n-party protocol and packs l secrets into a 

single polynomial. One can run a joint computation for all 

inputs by just sending a constant number of field elements 

to the prover. As a result of packing l secrets into a single 

polynomial, we can reduce the security bound t of zk-

Fabric with multiple verifiers as t =  n-1 -2  to t’ = t - I + 1 . 

In zk-Fabric, OT is a very useful building block in achieving 

protection against semi-honest participants. 

For computational efficiency, we demonstrate that zk-Fabric 

can achieve efficiency with two key refinements. First, we 

employ the Karnaugh Map technique to reduce the number 

of logical gates with a simplified expression. Second, we 

build garbled circuits with partitions by tightly integrating 

the verification procedure with a multi-party OT scheme. 

This reduces computational costs on the verifiers' side 

compared with native approaches.  

Note that our security definition and efficiency requirement 

immediately imply that the hash algorithm used to compute 

the succinct digest must be collision resistant.

Inspired by the security notions of OT-Combiners, we start 

with the construction of an overall zk-Fabric system that 

builds on the partitioned OT scheme. Figure 5 shows an 

example of two polylithic inputs to be “blindly” verified by 

three offline verifiers with the construction of partitioned 

garbled circuits. 

Figure 5 zk-Fabric system



Outlook

 | Communications of HUAWEI RESEARCH | September 2022 100 101September 2022 | Communications of HUAWEI RESEARCH | 

3.1.3 Blockchain Customized for Wireless

6G networks feature faster data transfer rates, lower latency, 

and more reliable communications than their predecessors. 

The following are some key data of 6G:  

	·Peak rate: 100 Gbit/s to 1 Tbit/s

	·Positioning accuracy: 10 cm indoors and 1 m outdoors. 

	·Communication delay: 0.1 ms

	·Battery life of devices: up to 20 years

	·Device density: ~100 devices per cubic meter

	·Downtime rate of devices:  one millionth

	·Traffic on communication channel: about 10,000 times as 

much as that of today's networks

However, bitcoin currently has a transaction throughput of 

7 transactions per second (TPS), Ethereum has a transaction 

throughput of 15–20 TPS, and Hyperledger Fabric has a 

transaction throughput with order of magnitude as high 

as 103. The low throughput of blockchain transactions 

forms a sharp contrast with the high performance of 6G. In 

most service scenarios, particularly high-frequency trading 

scenarios, the current blockchain cannot meet the actual 

application requirements. Therefore, we need to continue 

researching on the consensus algorithm in blockchain to 

improve the consensus efficiency and enhance the scaling 

techniques. Meanwhile, we need to boost throughput from 

the aspect of system architecture.

Based on the 6-layer blockchain architecture model, popular 

capacity expansion technologies can be classified into three 

schemes depending on the layers.

	· Layer-0 scalability optimizes the data transmission 

protocols at the network and transport layers of the OSI 

model, without changing the upper-layer architecture of 

the blockchain. It is a performance improvement solution 

that retains the blockchain ecosystem rules. Layer 0 

scalability involves relay network optimization and OSI 

model optimization.

	· Layer-1 scalability (on-chain scalability) optimizes the 

structure, model, and algorithms of the blockchain 

across the data layer, network layer, consensus layer, and 

incentive layer to improve the blockchain performance.

	· Layer 2 scalability (off-chain scalability) executes 

contracts and complex computing off the chain to reduce 

the load on the blockchain and improve its performance. 

Off-chain scalability does not change the blockchain 

protocol. The current technologies for off-chain scalability 

include payment channel, sidechain, off-chain, and cross-

chain technologies, among others.

The “scalability trilemma” states that any blockchain 

technology can never feature all three organic properties 

of blockchain — scalability, decentralization, and security. 

When scalability is enhanced, decentralization and security 

will be compromised. Therefore, research on 6G blockchain 

is not just about improving throughput. It should also 

cover selecting appropriate technology paths based on 

the 6G characteristics to strike a balance among the three 

properties of blockchain and to ensure its adaptability to 6G 

scenarios.

3.2 Quantum Key Distribution

The first quantum key distribution (QKD) protocol was 

proposed by C.H.Bennett and G. Brassard [25] in 1984, and 

is known as BB84 after its inventors and year of publication. 

In this protocol, the sender (Alice) and the receiver (Bob) 

wish to agree on a secret key. Alice sends each bit of the 

secret key in a randomly selected set of conjugate basis 

through transposition quantum gate transformation, to Bob. 

An eavesdropper (Eve), unaware of the basis used, cannot 

decode the quantum bit (qubit) by measuring in the middle, 

as once a qubit in transposition is being measured by the 

eavesdropper, it collapses into a state which ultimately 

introduces errors in Bob’s measurements. This is known as 

the non-locality theorem [26]. 

BB84 and its variants are designed for point-to-point (Alice 

to Bob) setup, which has its limitations, for example, it 

remains a challenge to deliver entangled qubits to more 

than two parties. In this paper, we discuss a multi-user (MU) 

QKD protocol which utilizes two entangled qubits to deliver 

a secret key to multiple parties with n = 3. In our design, we 

utilize a centralized trust model in which a key operator (O) 

can manage the subgroups of nodes, and the subgroups 

rely on the operator (O) to distribute the key securely 

through the QKD protocol. In the end, through the quantum 

correlation routine at the operator over the authenticated 

classic channel, all three parties obtain the shared key. 
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As an extension, the MU QKD protocol can be applied to 

more than three parties by keeping the operator as the trust 

anchor point and iteratively reusing the three-party MU 

QKD protocol. Thus the shared key can be obtained by n = 

2ℓ + 1 nodes.

The MU QKD protocol can be put into extensive practical 

use given its broadcast nature, with security ensured by 

the underlying quantum physics. One of the applications 

is mobile phone key distribution, where a key operator is 

able to multicast the pre-shared key for authentication to 

multiple end nodes. Another application is for quantum 

repeaters. A prominent challenge in transmitting qubits 

on quantum Internet is that qubits cannot be copied, 

which naturally rules out signal amplification or repetition 

for overcoming transmission losses and bridging great 

distances. To enable long-distance quantum communication 

and implement complex quantum applications, most of 

the current literature models quantum repeater with the 

"Store and Forward" quantum mechanics, such as Quantum 

Memory [27]. The "Store and Forward" qubits manipulation 

essentially breaks down the point-to-point basis of QKD, 

and it poses challenges to obtain end–to-end provable 

security.

3.3 Physical Layer Security (PLS) 

The higher frequency bands such as the millimetre waves 

and terahertz waves, higher bandwidth, and larger antenna 

arrays in 6G networks open up new horizons for the design 

and development of physical layer security. In this article, 

physical layer security refers specifically to the use of 

physical layer technologies for security.

The following key characteristics of 6G wireless signals can 

be leveraged to provide secure communication between 

legitimate parties: 

	·Multi-path fading: As wireless signals are transmitted, 

they undergo large- or small-scale propagation fading 

as the result of obstruction by objects such as buildings 

and hills during transmission. Moreover, reflections and 

scatterings from various objects cause multi-path fading 

and the components of the signal vary with distance.

	·Time-varying: The wireless signals exhibit time-varying 

property as both the transmitter and the receiver are 

on-the-go and the radio waves experience scatterings, 

reflections and refractions due to the presence of many 

stationary and moving objects around.

	·Reciprocity: Wireless channels are reciprocal in space, 

implying that the channel responses can be estimated in 

either direction if measured within the channel coherence 

time.

	·Decorrelation: The channel responses exhibit rapid 

temporal and spatial decorrelation.

3.3.1 Physical Layer Technology 
Contributing to Secret Key Generation

The decorrelation and reciprocity of wireless signals can be 

leveraged to extract secret keys between two legitimate 

entities. Researchers have leveraged the physical-layer 

based features for secure device pairing and secret key 

generation [28–29]. Secret key generation consists of two 

steps: (i) channel sampling and (ii) key extraction. In the 

first step, the two legitimate entities exchange a series of 

probes to measure the channel between them. The channel 

measurements can either be in the frequency or time 

domain. In the second step, the channel measurements are 

converted to a sequence of secret bits through quantization. 

This extracted key can be combined with higher layer 

security algorithms for encryption. Given the presence of a 

passive adversary Eve who eavesdrops all signals transmitted 

between the two parties, the channel estimate will not be 

correlated with those of either Alice or Bob as the signals 

undergo multi-path fading. It is a challenging task for Eve 

to retrieve the same secret keys as the legitimate parties do. 

As shown in Figure 6, the legitimate devices observe similar 

characteristics whereas the eavesdropper gets different 

channel estimates.

Figure 6 Channel characteristics between legitimate and non-legitimate devices
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The following describes the basic physical layer metrics that 

are essential to measure the security performance: 

	·Entropy is the amount of randomness in the information 

content and is defined by:  

                           H(M) = - ∑ p(m)log p(m)

where p (m) is the probability that takes on the value of 

message M.

	·Mutual information is a quantity indicating how secure 

a communication channel is. If the mutual information 

between message M and the encrypted message X 

intercepted by Eve is zero, the communication channel is 

considered secure. It can be expressed as: 

                                    I (M; X) = 0

Or, it can be expressed in terms of entropy as: 

                          I (M;X) = H(M) – H(M|X)

where H(M|X) is the conditional entropy defined as the 

remaining uncertainty in message M after observing the 

encrypted message X.

	·Secrecy rate is the rate at which a message is transmitted 

to the legitimate receiver, while being intercepted by Eve. 

It is expressed as:

                                   Cs = CB - CE

where CB and CE are the secrecy rates of Bob and Eve 

respectively. The secrecy rate can be increased using signal 

design and optimization techniques.

	·Secrecy outage probability is the probability at which a 

specified value of secrecy capacity Cs cannot be attained 

by a system. Here limited channel information of Bob 

and Eve is available to Alice.

Bit error rate (BER) is the number of bit errors received 

divided by the total number of bits transmitted. The BER for 

legitimate entities must be lower than that for adversaries. 

3.3.2 Physical Layer Technology
Contributing to Authentication Protocol

Researches have also been carried out on physical layer 

technologies used for security authentication. Researchers 

proposed to use the indoor-based Wi-F i  channel 

characteristics for generating proof of location for mobile 

users [30]. Proof of location is evidence that attests a user’s 

presence at a particular time and location. This proof is 

provided by a trusted entity for mobile users. With this 

proof, the mobile users can be verified for authenticity by 

the service providers. The research demonstrates that the 

proof of location is kept secure, not being tampered by an 

adversary nor modified or transferred to other users.

4 Privacy Preservation

‘Personal data’ means any information relating to an 

identified or identifiable natural person (‘data subject’); an 

identifiable natural person is one who can be identified, 

directly or indirectly, in particular by reference to an 

identifier such as a name, an identification number, location 

data, an online identifier or to one or more factors specific 

to the physical, physiological, genetic, mental, economic, 

cultural or social identity of that natural person [31]. 

In telecom networks, personal data can be categorized 

into three types: user IDs, user-generated data, and user 

behavior. 

	·User IDs

A telecom network assigns personal IDs such as lifetime 

network IDs, service IDs, and fine-granularity temporary 

IDs for users. On a telecom network, personal IDs are fully 

protected. In 5G, initial IDs used for user authentication on 

the network are protected by end-to-end encryption.

	·  User-generated data

User-generated data, such as the contents of a phone call 

and an application on the 

Internet, are neither stored on the network nor analyzed by 

operators. Such data is encrypted during transmission and 

cannot be understood by interceptors. 

	·User behavior

The behavior of UEs accessing, leaving, or performing a 

handover can be observed on the control plane. To hide user 

information, the network provides an encryption scheme for 

signals. If the signal encryption is not implemented on the 

network, users' habits, such as the frequency of phone calls 

and the movement between locations, can be estimated by 
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tracing the user and observing the signaling changes.

In the 6G era, it will be a challenging task to preserve 

privacy and protect personal information. With AI-enabled 

decision-making for applications, consumers will be able to 

enjoy services tailored to their preferences, but they may not 

be aware of the unprecedented amount of personal data 

that has to be collected for such personalized services. For 

instance, autonomous driving and smart-home applications 

will collect sensitive information such as the user’s location 

as a user drives. Using smart appliances will reveal that 

an individual is present at his/her residence. Cloud-based 

storage will open up doors for privacy breaches. A report 

[32] lists several data breaches that took place in the 21st 

century, where a number of records and accounts related to 

individuals were exposed. 

In order to prevent privacy breaches, privacy preservation 

must be considered in the design phase of 6G lifecycle and 

managed in all stages involving data operation. ENISA 

[33] laid out eight privacy design strategies as explained 

by Jaap-Henk Hoepman in Privacy Design Strategies [34]. 

The strategies are divided over two categories: data-

oriented strategies and process-oriented strategies. The 

data-oriented strategies (as shown in Table 1) focus on 

preserving the privacy of the data themselves and the 

process-oriented strategies (as shown in Table 2) focus on 

the methodologies/approaches for data processing. 

Several privacy enhancing technologies have been 

researched in depth for more than a decade. These 

researches focused on minimizing personal data to avoid 

any unnecessary process-oriented tasks. Following are some 

of the privacy enhancing technologies:

	·Homomorphic encryption (HE) allows computations  to 

be performed on encrypted data. The results are 

encrypted and do not reveal any information about 

the data themselves. Users can decrypt the data and 

analyze the results. HE can be classified into partial HE 

and full HE. The pioneering work on HE dates back to 

2009 when Gentry proposed the first full HE scheme, and 

several improved schemes have been introduced over the 

following years. Even so, the implementation of HE was 

limited as it required a thorough understanding of the 

HE scheme and the complex underlying mathematics. 

To address this issue, an open source project SEAL 

[35–36] was introduced by Microsoft with the intention 

to make HE schemes available for everyone. SEAL 

provides a convenient API interface and many illustration 

examples to show the correct and secure way of using 

the interface, along with related study materials. 

Traditionally, in applications involving cloud storage and 

data processing, the end users need to trust the service 

provider responsible for storing and managing data, and 

the service provider must ensure that user data is not 

exposed to any third parties without the user’s consent. 

SEAL manages this concept systematically by replacing 

the trust with well-known cryptographic solutions. This 

not only enables processing of encrypted data, but also 

guarantees protection of user data. Below we explain 

the important factors to be considered when designing 

solutions with HE: 

-  The performance overhead is very large, since HE 

increases the size of original data by several fold. 

Thus, it is not recommended for all applications. 

-  In HE solutions, a single secret key is held by a data 

owner. Thus, co-computing between multiple data 

owners requires a multi-key fully homomorphic 

scheme. 

-  The security property of homomorphic encryption 

determines that it can only provide passive security, 

and can't guarantee the security of applications 

using it in the active attack environment.

Table 1 Data-oriented strategies

Minimize

Separate

Abstract

Hide

Limit the processing of personal data as 
much as possible.

Separate the processing of personal data as 
much as possible.

Limit the detail in which personal data is 
processed as much as possible.

Protect personal data, or make it unlinkable 
or unobservable. Make sure it does not 
become public or known. 

Table 2 Process-oriented strategies

Inform

Control

Enforce

Demonstrate

Inform data subjects about the processing of 
their personal data in a timely and adequate 
manner.

Provide data subjects adequate control over 
the processing of their personal data.

Commit to processing personal data in a 
privacy-friendly way, and adequately enforce 
this.

Demonstrate you are processing personal 
data in a privacy-friendly way.
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	·Zero-knowledge proof (ZKP) is a cryptographic technique 

that verifies information without having to reveal the 

information itself. Researchers at MIT developed this 

concept. A ZKP protocol must satisfy the following 

properties: 

-  Completeness: If the prover submits legitimate 

information, then the protocol must allow the 

verifier to verify that the information submitted by 

the prover is true.

-  Soundness: If the prover submits false information, 

then the protocol must allow the verifier to reject 

the claim by the prover.

-  Zero-knowledge: The method must only allow the 

verifier to determine the authenticity or falsity of the 

information submitted by the prover without having 

to reveal anything. 

ZKP can be categorized into interactive ZKP and non-

interactive ZKP. As the name suggests, in interactive ZKP 

there are several interactions between verifier and prover 

and the verifier challenges the prover several times until 

the verifier is convinced. However, in non-interactive ZKP 

there is no interaction between the two parties. zk-SNARK 

(zero-knowledge succinct non-interactive argument of 

knowledge) [37] and zk-STARK (zero-knowledge scalable 

transparent argument of knowledge) [38] are non-

interactive ZKP protocols. zk-SNARK was first used in 

the Zerocash blockchain protocol [39] which enables a 

participant to prove its possession of particular information 

without revealing the information itself. zk-STARK was 

released in 2018 offering transparency i.e., no requirement 

of trusted setup and poly-logarithmic verification time.

	·Secure multi-party computation (SMPC): As an extension 

of HE, SMPC allows multiple parties to work on the 

encrypted data, with no party being able to view the 

other parties’ information. This ensures that data is 

kept private in SMPC. The natural advantage of SMPC 

has encouraged several research projects on machine 

learning to ensure privacy. Facebook AI has developed 

CrypTen [40], a privacy preserving framework based on 

SMPC. It is a software built on PyTorch, and researchers 

familiar with machine learning can call the API to build 

applications for privacy preserving. 

	·Differential Privacy (DP) protects the privacy of 

individuals by injecting statistical noise to the dataset 

using a cryptographic algorithm. The noise layer helps 

distinguish different groups in a particular dataset. 

Although the proposed method has very little impact on 

the accuracy of data, it ensures plausible deniability and 

hence preserves the privacy of individuals. In DP systems, 

a user needs to submit “query” to obtain the data of 

interest. The system then performs an operation known 

as “privacy mechanism” to add some noise to the data 

requested. This function returns an “approximation of the 

data”, thereby hiding the original raw data. The output 

“report” of a query consists of the privacy-protected 

result along with the actual data calculated and a 

description about the data calculation. The following are 

two important metrics in DP: 

-  Epsilon: It is a non-negative value that measures the 

amount of noise or the privacy of output report. It 

is inversely proportional to noise/privacy, that is, a 

lower Epsilon means more noise/private data. If the 

Epsilon value is larger than 1, it indicates that the 

risk of exposing actual data increases. Hence, the 
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ML/AI models must aim to limit the value within the 

range of 0–1. 

-  Delta: It measures the probability of the report being 

non-private. It is directly proportional to Epsilon. 

DP systems mainly aim for data privacy, however, one must 

be aware of the underlying tradeoff between data usability 

and data reliability. If the noise and privacy level increases, 

the Epsilon value reduces, and the accuracy and reliability of 

data decreases. 

There is a popular open source project called SmartNoise 

[41], which aims to help the implementation of DP in ML 

solutions. It has two main components: 

-  Core Library, where many privacy mechanisms are 

stored

-  SDK Library, where tools and services required for 

data analysis are stored

5 AI Security and Trust

In 6G, services and applications will be highly intelligent 

and autonomous. The E2E architecture of 6G will be 

based on blockchain and AI. This will involve working on 

a tremendous amount of data and decision-making of the 

network will be entirely based on data analytics. Therefore, 

there is a need to secure the AI systems throughout 

the machine learning lifecycle, which mainly consists of 

data acquisition, data curation, model design, software 

build, training, testing, and deployment and updating. In 

each stage of the lifecycle, confidentiality, integrity and 

availability must be ensured to keep the model secure. If 

security is not prioritized in the early stages of the lifecycle, 

adversaries can tamper the models for many important 

applications like healthcare and autonomous driving, 

leading to severe consequences.  

Following are the different types of attacks:

	·Poisoning: An AI model is compromised by attackers and 

does not behave in the way it is designed or intended 

to perform a specific task, but rather behaves in a way 

the attackers want it to. An adversary can launch such 

an attack by (a) poisoning the data set, i.e. injecting 

incorrect data into the training data set or incorrectly 

labelling the data, (b) poisoning the algorithm, or (c) 

poisoning the model.

	·Evasion attack: The data input during deployment or 

testing is tampered so that the learned model deviates 

from the correct results. An example of evasion attack is 

modification of traffic signal. A minor modification will 

lead to an autonomous car misinterpreting the traffic 

signal and making wrong decisions. 

	·Backdoor attack: Such an attack is triggered only when a 

specific pattern is input to a model. The model behaves 

normally when provided with inputs not in the triggering 

pattern. Hence, it is a challenging task to validate if 

a model is subject to or compromised by a backdoor 

attack. This kind of attacks can happen in both training 

and testing. If an attacker injects input in the attack-

triggering pattern to the model during training, undesired 

results will be output by the model after it is deployed. 

	·Model extraction: An attacker analyzes the input, output 

and other related information of the target model and 

performs reverse engineering to construct a model same 

as the target model. 



Outlook

 | Communications of HUAWEI RESEARCH | September 2022 106 107September 2022 | Communications of HUAWEI RESEARCH | 

There are different defense mechanisms for the afore-

mentioned attacks. Adversarial training is the approach 

of feeding adversarial inputs to the training dataset and 

optimizing the model iteratively until it behaves correctly. 

This method can improve the robustness of models against 

predicted attacks. Adversarial training can be used to 

defend against evasion attacks. Another defense mechanism 

is defensive distillation, which is based on the concept of 

transfer learning of knowledge from one model to another. 

A model is trained to perform the probabilities of another 

model that is trained to provide accurate outputs. 

However, these defense mechanisms may not be able to 

ensure security against all attacks. Some other methods 

should also be considered, such as noise injection, 

enhancing the data quality during the training phase, and 

inserting an additional layer that detects the attacks on the 

model. Synergizing multiple defense approaches can help 

make AI more secure and robust.

6 Measurement, Verification and 
Attestation

As described previously, trustworthiness embodies three 

foundation pillars: security, privacy, and resilience. Assessing 

the trustworthiness of a system inherently involves 

evaluating the three foundation pillars continuously and 

iteratively throughout the 6G lifecycle. In this following 

we explain the methodologies that can be adopted in this 

regard.  

6.1 Security Analysis 

Security analysis of network protocols can be conducted 

in two approaches: (i) logic and symbol computation and 

(ii) computational complexity theory. The first approach 

uses cryptographic primitives and is the foundation of 

many automated tools, whereas the second approach 

involves reasoning and computational complexity and 

scores the strengths and vulnerabilities of the protocols. 

Some of the tools used for security analysis of protocols 

are: Tamarin prover, ProVerif, AVISPA, and Scyther. The 

6G E2E architecture will involve authentication and key 

agreement protocols between various entities, it is therefore 

essential to perform security analysis of the protocols to 

identify vulnerabilities and security loopholes and prevent 

devastating outcomes. 

6.2 Privacy Protection Framework 
and Privacy Verification

Network privacy must be considered as early as in the 

design phase. GDPR requires that organizations comply 

with all the privacy requirements. Data controllers must 

frequently review and audit the process of data-oriented 

tasks and ensure that the tasks adhere to the data 

protection policies. GDPR also offers privacy certification 

service. It is an indication to customers that certified 

organizations will adhere to the standards on data privacy 

and protection. This certificate is already used by some 

products and websites [33]. Also, GDPR has proposed 

an initiative — PDP4E that provides software tools and 

methodologies for organizations to validate whether their 

applications and products comply with the GDPR policies 

[42]. The tools mainly focus on four aspects: 

	·Privacy risk management

	·Gathering privacy-related requirements

	·Privacy and data protection by design framework

	·Assurance framework

6.3 Trustworthiness Measurement 
and Security Evaluation

To achieve trustworthiness, it is also necessary to measure 

network resilience continuously. Risks have to be identified 

and analyzed and t imely action must be taken to 

prevent serious consequences. Similar to the quantitative 

measurement of quality of service (QoS) and quality of 

experience (QoE), ITU-T has mentioned that a quantitative 

method can be employed to measure trustworthiness [13]. 

This trustworthiness, however, is application specific and 

dependent on the use scenarios. In addition, security risks 

can be evaluated either quantitatively or qualitatively. 

The quantitative measurement, as the name signifies, 

assigns a numeric value as the risk level, whereas the 

qualitative approach assigns a rating based on the possible 

consequences [43]. Risk analysis can be done to re-consider/

re-evaluate the security solutions, thereby eliminating 

threats and mitigating risks. 
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1 Introduction

1.1 Motivations and Background

Higher throughput has always been a primary target during 

the evolution of mobile communications. Driven by high 

data rate applications such as virtual/augmented reality 

(VR/AR) applications, the sixth generation of wireless 

technology (6G) requires a peak throughput of 1 Tbps [3]. 

This is roughly a 50×–100× increase over the 10–20 Gbps 

throughput targeted for 5G standards.

To support such a high data rate, we need to propose a 

new physical layer design to further reduce implementation 

complexity, save energy, and improve spectral efficiency. 

This is particularly true when the peak throughput 

requirement is imposed on a resource constrained (limited 

processing power, storage, and energy supply, etc.) device. 

As channel coding is widely known to consume a substantial 

proportion of computational resources, it poses a bottleneck 

for extreme throughput. To this end, channel coding is one 

of the most relevant physical layer technologies used to 

guarantee 1 Tbps peak throughput for 6G.

Polar codes, defined by Arikan in [4], are a class of linear 

block codes with a generator matrix GN of size N, defined 

by GN   
△
= F

⊗n , in which N = 2n and F⊗n denotes the n-th 

Kronecker power of F=[1 0
1 1]. Successive cancellation (SC) is a 

basic decoding algorithm for polar codes.

Although the SC decoding algorithm seems unsuitable for 

high-throughput applications due to its serial nature, state-

of-the-art SC decoders [1, 5–8] managed to significantly 

simplify and parallelize the decoding process such that the 

area efficiency of SC decoding has far exceeded that of 

belief propagation (BP) decoding for low-density parity-

check codes (LDPC). In particular, these works represent SC 

decoding as a binary tree traversal [5], as shown in Figure 

1a, with each subtree therein representing a shorter polar 

code. The original SC decoding algorithm traverses the 

tree by visiting all the nodes and edges, leading to high 

decoding latency. Simplified SC decoders can fast decode 

certain subtrees (shorter polar codes) and thus "prune" 

those subtrees. The resulting decoding latency is largely 

determined by the number of remaining edges and nodes in 

the pruned binary tree. Several tree-pruning techniques have 

been proposed in [5, 9–10]. To achieve 1 Tbps throughput, 

more aggressive techniques need to be proposed on both 

the decoding and encoding sides.

1.2 Contributions

This paper introduces a novel polar code construction 

method, referred to as "fast polar codes", to facilitate 

parallelized processing at an SC decoder. In contrast to 

some existing decoding-only techniques, we take a joint 

encoding-decoding optimization approach. Similar to 

existing methods, our main ideas can be better understood 

from the binary tree traversal perspective. They include (a) 

pruning more subtrees, (b) replacing some non-prunable 

subtrees with other fast-decodable short codes of the same 

code rates, and then pruning these "grafted" subtrees, and 

(c) eliminating the remaining non-prunable subtrees by 

altering their code rates. As can be seen, both (b) and (c) 

involve a modified code construction. Consequently, we are 

able to fast decode any subtree (short code) of a certain 

size, without sacrificing parallelism.

The algorithmic contributions are summarized below:

	·We introduce four new fast decoding modules for 

nodes with code rates { 2—M , 
3—M , 

M-3—M   , 
M-2—M  }. Here M = 2s is 

the number of leaf nodes in a subtree, where s is the 

stage number. These nodes are called dual-REP (REP-2), 

repeated parity check (RPC), parity checked repetition 

(PCR), and dual-SPC (SPC-2) nodes, respectively. More 

importantly, these modules reuse existing decoding 

circuits for repetition (REP) and single parity check (SPC) 

nodes.

	·For medium-code-rate nodes that do not natively 

support fast decoding, we graft two extended BCH codes 

to replace the original outer polar codes. As BCH codes 

enjoy good minimum distance and natively support 

efficient hard-input decoding algorithms, they strike 

a good balance between performance and latency. 

Figure 1 (a) Decoding architecture as a binary tree; (b) Node v received/response 

information
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The extension method is also customized to enhance 

performance.

	·We propose the re-allocation of code rates globally, 

such that all nodes up to a certain size support the 

aforementioned fast decoding algorithms. This approach 

completely avoids traversal into certain "slow" nodes.

For code length N = 1024 and code rate R = 0.875, the 

proposed fast polar codes enable parallel decoding of all 

length-16 nodes. The proposed decoding algorithm reduces 

node visits by 55% and edge visits by 43.5% when compared 

with the original polar codes, with a performance cost of 

under 0.3 dB. Two types of decoder hardware are designed 

to evaluate the area efficiency and energy efficiency.

The implementation-wise contributions are summarized 

below:

	·We design a recursive decoder to flexibly support any 

code rates and code lengths N ≤ 1024. We estimate that 

this decoder layout area is only 0.045 mm2. For code 

length N = 1024 and code rate R = 0.875, it achieves a 

25.6 Gbps code bit throughput, with an area efficiency of 

561Gbps/mm2.

	·We also design an unrolled decoder that only supports 

one code rate and code length. We estimate that this 

decoder layout area is 0.3 mm2. For code length N = 1024 

and code rate R = 0.875, it provides a 1229 Gbps code bit 

throughput, with an area efficiency of 4096 Gbps/mm2.

2 From Simplified SC Decoding to 
Fast Polar Codes

Following the notations in [5], node v in a tree is directly 

connected to a parent node pv, left child node vl and right 

child node vr, respectively1. The stage of node v is defined 

by the number of edges between it and its nearest leaf 

node. All leaf nodes are at stage s = 0. The set of nodes of 

the subtree rooted at node v is denoted by Vv. As such, Vroot 

denotes the full binary decoding tree. The set of all leaf 

nodes is denoted by U, the index of a leaf u [5] is denoted 

by i(u), and the indices of U is denoted by i(U). Meanwhile, 

the set of the leaf nodes in subtree Vv is denoted by Uv, and 

the indices of Uv is denoted by i(Uv).

The set of all information bit positions is denoted by I and 

that of all frozen bits by IC  . The set of the information bit 

positions in subtree Vv is denoted by Iv and the remaining 

frozen bit positions therein by IC  
v .

2.1 Simplified SC Decoding

If IC  
v  matches patterns, pattern-based simplified decoding 

can be triggered to process the node in parallel rather than 

bit-by-bit. From the binary tree traversal perspective, all 

child nodes of v do not need to be traversed. As a result, 

decoding latency is reduced.

The existing pattern-based simplified decoding includes 4 

different types. Node v is a Rate-1 node [5] if all leaves in 

the subtree Vv are information bits, and a Rate-0 node [5] 

if all leaves in the subtree Vv are frozen bits. To improve the 

decoder’s efficiency, [9] defines single parity check (SPC) 

and repetition (REP) nodes. We can employ pattern-specific 

parallel processing for each type of node. However, we need 

to identify and exploit additional special nodes or patterns 

for improved latency reduction.

In this paper, we present four new types of corresponding 

nodes:

	·Define node v as a dual-SPC (SPC-2) node if Vv includes 

only two frozen bits, and the frozen bits indices are the 

two smallest in i(Uv).

	·Define node v as a dual-REP (REP-2) node if Vv includes 

only two information bits, and the information bits 

indices are the two largest in the i(Uv).

	·Define node v as a repeated parity check (RPC) node 

if Vv includes only three frozen bits, and the frozen bits 

indices are the three smallest in the i(Uv).

	·Define node v as parity checked repetition (PCR) node 

if Vv  includes only three information bits, and the 

information bits indices are the three largest in the i(Uv).

The corresponding fast decoding methods are described in 

Section 3.

||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||

1 A leaf node vleaf has no child node, and a root node vroot 
has no parent node.
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Pattern-based simplified decoding skips the traversal of 

certain subtrees when it matches the above patterns.

Currently, there are eight pattern types to cover eight code 

rates of a subtree: {0, 1—M , 
2—M , 

3—M , 
M-3—M   , 

M-2—M  , 
M-1—M  , 1}. In other 

words, nodes with other code rates cannot be fast decoded, 

and we need to work on the following two parameters.

	·Ratio of simplified nodes: currently eight out of the M+1 

code rates support simplified decoding, and the ratio is  
8—M+1. Note that only the lowest and highest codes rates can 

be simplified, meaning code rates between 3—M and M-3—M   do 

not benefit from the fast decoding algorithm. For short 

and medium length codes, many nodes fall into this 

range due to insufficient polarization. We hope to further 

reduce latency by introducing more fast-decodable 

patterns to cover additional code rates.

	·Degree of parallelism: this can be represented by M, since 

the M bits in a simplified node are decoded in parallel. 

A larger M means a larger proportion of the binary tree 

can be pruned due to simplified decoding. We hope to 

increase M for higher throughput as well.

For M = 8, the ratio of simplified nodes is 8/9, with only one 

unsupported code rate ( 4—8 ), but the degree of parallelism is 

only 8. For M = 16, the ratio of simplified nodes reduces to 

8/17, leaving a wide gap of nine unsupported code rates 

( 4—16 ,…, 12—16 ), but the degree of parallelism doubles.

2.2 BCH Code

To cover medium code rates, we need to find patterns 

that can be fast decoded with good BLER performance. 

Unfortunately, to the best of our knowledge, there exists 

no parallel decoding method for polar codes with code 

rates between 3—M and M-3—M  . The good news, however, is that 

the outer codes represented by a subtree can be replaced 

by any codes, as shown in many previous works [11–13]. A 

good solution involves removing the polar nodes with code 

rate falling into the gap, and grafting a different code that 

allows for fast decoding.

BCH codes are ideal candidates due to their good minimum 

distance property and fast hard-input decoding algorithms. If the 

error correcting capability is t, it is easy to design BCH codes with 

a minimum Hamming distance larger than 2 × t. This leads to 

good BLER performance. Meanwhile, the Berlekamp-Massey 

(BM) algorithm can decode a BCH code with t = 1 or t = 2 

within a few clock cycles. When grafted to polar codes as 

fast-decodable nodes, hard decisions are applied to the LLRs 

from the inner polar codes (parent nodes) before being sent 

to the outer BCH codes (child nodes). Here, the BCH codes 

are called "BCH nodes".

But BCH codes cannot immediately solve our problem. They 

only support a few code rates and code lengths, meaning 

they cannot cover all codes rates within the gap. For the 

degree of parallelism M = 16, the target code length is 24, so 

the nearest code length of BCH is 15. Meanwhile, BCH codes 

only support code rates 7—15 and 11—15  within the gap, and the 

corresponding number of information bits are k = 7, k = 11.

To overcome these issues, we must first extend the code 

length to 16 bits. For BCH codes with k = 7 and t = 2, the 

original codes can correct two error bits, and we add an 

additional bit to be the parity check of all BCH code bits. 

The proposed two-step hard decoding works as follows. 

When the hard decision incurs three bit errors, and one of 

the errors has the minimum amplitude, the SPC bit can help 

correct one error bit first. The remaining two error bits can 

then be corrected by the BM algorithm. However, the same 

SPC extension does not work for BCH codes with k = 11 and 

t = 1. This is because if there are two or more bit errors in 

the node, the SPC function and the BM algorithm both fail. 

Alternatively, if there is one error, the SPC decoding failure 

will lead to further errors during BM decoding. Instead of 

SPC extension, we repeat one BCH code bit to improve its 

reliability.

Now that we have grafted two types of BCH nodes, pattern-

based decoding can support 10 code rates. The ratio of 

simplified nodes increases to 10/17, and the maximum gap 

reduces to 4—16. Figure 3 shows the code rates supported by 

pattern-based decoding for a degree of parallelism M = 16.

15 14 13 1116 7 3 2 1 0

R1
SPC

SPC2
RPC

R0
REP

REP2
PCRBCH 

M4T1
BCH 

M4T2

Code Rate Gap Before Grafting BCH

Maximum Code Rate Gap 
After Grafting BCH

Original fast-decodable nodes (rates)

Newly supported nodes (rates)

Grafted BCH Nodes

Unsupported code rates

7 Information number In Pattern

Figure 2 Nodes (code rates) supporting fast decoding for degree of parallelism 

M = 16
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2.3 Fast Polar Codes via Rate Re-
Allocation

Even with the inclusion of BCH nodes, the fast decoding 

algorithm could not cover all the code rates of length-16 

subtrees. As the second part of the solution, we propose 

the construction of fast polar codes to avoid the "slow" 

nodes, and the use of the existing ten patterns only. Here 

"fast" resembles the speed of fast SC decoding, but is 

achieved by altering code construction instead of decoding. 

Our demonstration shows that it greatly reduces decoding 

latency and increases throughput with only a slight 

performance loss.

The following steps show how to construct fast polar codes 

using only the node patterns of discontinuous code rates:

1 . Employ t rad i t ional  methods such as  Gauss ian 

approximation (GA) or polarization weight (PW) to build 

polar codes with the parameters of code length N and 

code rate R.

2. Split all N synthesized sub-channels to N/16 segments. 

Each segment constitutes a 16-bit long block code, 

equivalent to a subtree with 16 leaf nodes.

3. Identify all "slow" segments which do not match the 

supported code rates or patterns. Re-allocate the code 

rates among segments to match the nearest supported 

code rate or pattern, which has K information bits.

4. If the number of information bits of the current segment 

exceeds or falls short of K, we remove or add a few 

information bits according to reliability. Apply this process 

to the remaining "slow" segments until all segments 

become fast-decodable.

Es/N0
4 6

BL
ER

10-2

10-1

100
R=0.75

GA
Fast Polar

Es/N0
4 6

10-2

10-1

100
R=0.8125

GA
Fast Polar

Es/N0
4 6

10-2

10-1

100
R=0.875

GA
Fast Polar

Es/N0
6 8

10-2

10-1

100
R=0.9375

GA
Fast Polar

Figure 3 BLER Performance comparison between GA and fast polar code construction

Algorithm 1 Constructing fast polar codes

Input:

Output:

The resulting code is coined as "fast polar code". A detailed 

description of the construction algorithm for fast polar 

codes can be found in Algorithm 1.

Take code length N = 1024 and code rate R = 0.875 as 

examples. We count the number of fast-decodable nodes 

to be visited, f+/−-functions [14] to be executed, and edges 

to be traversed. These numbers provide a good estimate for 

SC decoding latency [5, 9], and are thus used to compare 

the construction proposed in this section with the GA 

construction in Table 1. As we can see, the traversed nodes 

and edges reduce by 55% and 43.5% , respectively, while 

the f+/−-function executions reduce only by 8.9%. Note that 

the former two parameters have a greater influence than 

f+/−-functions, because they cannot be parallelized in any 

form.
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It is worth noting that the proposed fast polar code 

construction algorithm reallocates the code rates of 

some nodes against their actual capacity which is derived 

from channel polarization. This inevitably incurs a BLER 

performance loss. We run simulations to evaluate the 

loss, and Figure 3 compares the BLER curves of both 

constructions under code length N = 1024 and code rates 

R = {0.75, 0.8125, 0.875, 0.9375}. There is a maximum of 0.3 

dB loss at BLER 10-2 between GA polar codes and the fast 

polar codes when adopting QPSK modulation.

3 Fast Decoding Algorithms

In this section, we describe the algorithms used to support 

fast decoding of the newly defined SPC-2, REP-2, RPC, 

and PCR nodes. For BCH nodes, we employ the classic BM 

algorithm which takes hard inputs and supports hardware-

friendly fast decoding.

Each fast-decodable node v at stage s can be viewed as an 

outer code of length M = 2s. The code bits of v as an outer 

code are denoted by Xv, with M bits.

3.1 SPC-2

For a dual-SPC node v, we divide its code bits Xv into two 

groups, X v
even with even-numbered indices, and X v

odd  with 

odd-numbered indices. According to the definition of an 

SPC-2 node, there are two parity-check bits in the subtree 

Vv, and the corresponding parity functions p[0] and p[1] can 

be written as

           { p[0] : ⊕  x = 0, x∈X v

                                           p[1] : ⊕x = 0, x∈X v
odd

We add the two parity functions to get a parity function 

p[2]:

              p[2] = p[0] ⊕ p[1]: ⊕x = 0, x ∈ X v
even

Since the two parity functions p[1] and p[2] involve two 

disjointed sets of code bits, the decoding of an SPC-2 

node can be parallelized to two SPC nodes, each of which 

inherits half of the elements from Xv. We can reuse two SPC 

decoding modules to fast decode the SPC-2 node.

3.2 REP-2

For a dual-REP node v, we divide its code bits Xv into two 

groups, X v
even with even-numbered indices, and X v

odd with 

odd-numbered indices. There are two information bits in the 

subtree Vv according to the definition of an REP-2 node, and 

these are denoted by uM-2 and uM-1.

It can be easily verified that X v
odd are the repetition of uM-1, and 

X v
even are the repetition of uM-2 ⊕ uM-1. Consequently, we can 

divide a length-M dual-REP node into two M/2 REP nodes, 

Table 1 A summary of current spatial non-stationary channel models and their pros and cons 

Distribution of fast-decodable nodes

Count with respect to binary tree traversal

Fast Polar Code ConstructionGA Construction

Rate-1

SPC-2

PCR

REP

BCH t = 1

Nodes

f+/-

Edges

Rate-1

SPC-2
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REP

BCH t = 1

2

1

3

1

3

20

0

1

1

0

4

2

1

11

0

9

0

1

1

2

SPC

RPC

REP-2

Rate-0

BCH t = 2
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40

4160

76

Fast
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3792

43
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43.5%
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RPC
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and we can reuse two REP decoding modules in parallel to 

fast decode the REP-2 node.

3.3 RPC

For an RPC node v, we divide its code bits Xv into four 

groups as follows:

          X i
v = {x∈Xv ,mod(l(x),4) = i}, i∈{0,1,2,3}          (1)

According to the definition of an RPC node, there are three 

parity-check bits in the subtree Vv, and the parity functions 

p[0], p[1] and p[2] can be written as

       { p[0] : ⊕  x = 0, x∈X v
0∪X v

1∪X v
2∪X v

3

                                  p[1] : ⊕  x = 0, x∈X v
1∪X v

3

                                  p[2] : ⊕  x = 0, x∈X v
2∪X v

3

We add the latter two parity functions to get parity function 

p[3]:

             p[3] = p[1] ⊕   p[2]:  ⊕  x = 0, x ∈ X v
1 ∪ X v

2

And we add this parity function to the first one to get parity 

function p[4]:

             p[4] = p[0] ⊕     p[3]: ⊕    x = 0, x ∈ X v
0 ∪ X v

3

We define ĉ i = ⊕ x, x ∈ X i
v , i ∈ [0,1,2,3]. According to 

parity functions p[1] to p[4], we can easily verify that the 

following relationship holds true:

               ĉ1⊕  ̂c3 = ĉ2⊕  ̂c3 = ĉ1⊕  ̂c2 = ĉ0⊕  ̂c3 = 0              (2)

Equation (2) implies the existence of a virtual repetition 

code of rate , because:

                             ĉ0 = ĉ1 = ĉ2 = ĉ3 = 0

or

                                ĉ0 = ̂c1 = ̂c2 = ̂c3 = 1

where ̂c0, ̂c1, ̂c2, ̂c3 are the virtual repeated code bits.

Given the above knowledge, the decoding algorithm for an 

RPC node at stage s where s ≤ 2, can be easily derived as 

Algorithm 2, in which 

                               sig(α)△= { 0, α >-0

                                          1, α < 0.

3.4 PCR

For a PCR node v, we divide its code bits Xv into four groups, 

just like in (1). There are three information bits in this node 

according to the definition of a PCR node, and these are 

denoted by uM-3, uM-2, and uM-1.

We define ci, i ∈ {0, 1, 2, 3} according to the following 

equation

               [ c0  c1  c2  c3 ] = [ 0  uM-3  uM-2  uM-1 ] × G4         (3)

It can be easily verified that X v
0 are the repetition of c0, X v

1 

are the repetition of c1, X v
2  are the repetition of c2, and 

X v
3 are the repetition of c3. Consequently, we divide the 

input signal αv into four groups according the indices, and 

combine the input signals within each group into four 

enhanced signals ∆i, i ∈ {0, 1, 2, 3}, as in an REP node.

Equation (3) implies the existence of a virtual single parity 

check code of rate 3—4 , with virtual code bits ci, i ∈ {0, 1, 2, 3}, 

so that we can reuse the SPC module to decode it. A detailed 

description of PCR decoding is provided in Algorithm 3.

Algorithm 2 Decoding a RPC node

Input:

The received signal      = {      ,    = 0 …     − 1}；

Output:

αvk
kαv M

The codeword to be recovered:

Initialize: Δ0 = 0; Δ1 = 0

Initialize:     = ∞,     = 0,     = 0 for    = 0 … 3；

Initialize:                      for     = 0 …     − 1}；

x = {        = 0 …     − 1}；^^ xk, k M

^xk
= sig  αvk

   

δi ci pi

Mk

      for   = 0 … 3 do
          for   = 0 …    /4 do
                 =   ×4 +  ；

                 =   ⊕              ；
            if｜      ｜<
                  =     ；
                  =｜     ｜；
          end for
          if     = 1
             Δ0 = Δ0 + 
          else
             Δ1 = Δ1 +
      end for
      for   = 0 … 3 do
          if ((Δ0>Δ1 )∩(   = 0 ))∪((Δ0<Δ1)∩(    = 1 ))
                 =~
      end for

i
j M

k j i
ci ci sig  αvk

δi

pi k
δi

αvk
 

ci

δi

δi

i
cici

^xpi

^xpi

i

(    )

(    )
αvk
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4 Hardware Implementation

We designed two types of hardware architectures to verify 

the performance, area efficiency, and energy efficiency.

	·Recursive Decoder: This architecture supports flexible 

code lengths and coding rates of mother code length 

N  from 32 to 1024 with the power of 2. With rate 

matching, flexible code lengths with 0 < N ≤ 1024 and 

code rates with 0 < R ≤ 1 are supported. The f+/− functions 

in nodes are processed by single PE (processing element) 

logic, and one decision module supports all 9 patterns1. 

The decoder processes one packet at a time.

	·Unrolled Decoder: This architecture only supports a 

fixed code length and code rate. In our architecture we 

hard coded code length N = 1024 and code rate R = 0.875. 

This fully unrolled pipelined design combines exclusive 

dedicated PEs to process each f+/−  function in the binary 

tree. Same to the decision modules that 21 dedicated 

node specific logic is implemented to support 21 nodes 

patterns. With 25 packets simultaneously decoding, 

and thanks to the unrolled full utilization of processing 

logic and storage, this decoder provides extreme high 

Algorithm 3 Decoding a PCR node

Input:
The received signal     = {     ,    = 0 …   −1}；

Output:
kαv N

The codeword to be recovered:

Initialize: Δi = 0 for    = 0 … 3；

x = {         = 0 …    −1}；^ N

      for   = 0 … 3 do
          for   = 0 …    /4 do
                 =   ×4 +   
              Δi  = Δi  +  

          end for
      end for
      {                     } = SPC_DEC({Δ0, Δ1, Δ2, Δ3}) 
      for   = 0 … 3 do
          for   = 0 …     /4 do
                 =   ×4 +   
                  =
          end for
      end for

i
j N

k j i

i

i

i

αvk

c 0 c 1 c 2 c 3
^ ^ ^ ^,     ,     , 

j N
k j

ci
^xk

^xk , k

αvk

throughput with high area efficiency and low decoding 

energy.

Both of the decoder implementations mentioned above 

adopt successive cancellation algorithms accelerated by 

pattern-based fast decoding. The maximum degrees of 

parallelization are 128 for SPC and SPC-2 nodes, and 256 

for R1 nodes. All other nodes enjoy a degree of parallelism 

of 16.

4.1 Parallel Comparison Circuit

We can observe that there are several large SPC nodes 

in the right half of the binary tree. As described, these 

SPC nodes need to be processed with a higher degree 

of parallelism to achieve a higher throughput. The SPC 

decoding algorithm is very simple, and can be explained 

as follows. First, obtain the signs of an SPC node’s input 

signals, then find the minimum amplitude of input signals 

and record its position. Next, perform a parity check on the 

signs. If it passes, return these signs. Otherwise, reverse 

the sign of the recorded minimum-amplitude position and 

return the updated signs.

In order to process a large SPC node, a circuit is required 

to locate a minimum amplitude from a large number of 

input signals. The traditional pairwise comparison method 

requires a circuit of depth log2(M), where M is the number 

of amplitudes to be compared. Finding the smallest among, 

for example, 128 amplitudes requires 7 comparison steps. 

Considering that clock frequency is set to 1 GHz, it is very 

challenging to meet the timing constraints and complete all 

comparisons in one clock cycle.

To address these issues, we advocate a parallel comparison 

architecture to replace the traditional one. For node v at 

stage s, its input signals αv include M = 2s elements, the 

amplitudes of which are denoted as [A0 A1 ··· AM-1]. Each 

amplitude has x-bit quantization, and we fill the x-bit 

quantized binary vectors into the columns of a matrix as 

follows:

||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||

1 R0 node is bypassed in SC decoding.
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If we rewrite the matrix with respect to its row vectors 

matrix we will have [B0 ··· Bj ··· Bx−1]
T, in which Bj = [b0

j ··· 

bi
j ··· bj

M-1], j ∈ {0, 1 ··· x − 1} is a row vector. We propose 

Algorithm 4 to determine the minimum-amplitude position 

through reverse mask D, in which the bit "1" indicates the 

minimum.The parallel comparison algorithm reduces the 

comparison logic depth from log2(M) to 1. However, the 

reverse mask D may have two or more minimum positions, 

which means that the input signals αv include two or more 

minimum amplitudes, and it must generate an error in such 

cases. To prevent this error, we can apply an additional 

circuit to ensure the uniqueness of the selected minimum 

position.

Algorithm 4 Parallel comparison algorithm

Input:
The received signal     = {     ,    = 0 …     − 1}；

Output:

αvk
kαv

αv

M

E

EM

The Reverse Mask:    is an     -bit Variable;

Initialize: [     ···     ···      ]T from     ;

Initialize: An    -bits variable    = 0, .

      for   =    -1 … 0 do
             -bit Variable     = (   |   )
         if(Not all bits in    are "1")
               =
      end for
      Reverse Mask     =~   

j x

D C

C

C

N

MD

Bj

Bx-1BjB 0

EC
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Figure 4 Performance comparison between Floating Point and Fixed Point

bits). Lower precision quantization is the key to higher 

throughput, as it effectively reduces the implementation 

area and increases clock frequency.

There are two types of quantization numbers — one for 

channel LLR and another for internal LLR. We first test 

a case with 6-bit input quantization and 6-bit internal 

quantization. According to Figure 4, this setting achieves 

the same performance as floating-point. The second case 

is 5-bit quantization and 5-bit internal quantization, which 

incurs < 0.1 dB loss. Finally, 4-bit input quantization and 

5-bit internal quantization incurs < 0.2 dB loss. In this paper, 

we evaluate the physical implementation result under 5-bit 

quantization for both input and internal signals to strike a 

good balance between complexity and throughput.

At the same time, we also compare the BLER performance 

between the original SPC and parallelized SPC. None of the 

quantization schemes result in a harmful loss.

4.3 Estimation of Layout Area

We carry out the two FPGA implementations for both the 

recursive and unrolled architectures and convert the results 

to the physical implementations.

According the FPGA synthesis results, the recursive decoder 

has 10170 LUTs and 12772 FFs; meanwhile, the unrolled 

decoder has 66192 LUTs and 55187 FFs. Both decoders avoid 

the use of memories, making it is easy to convert the FPGA 

results to ASIC. Converted to 16 nm technology, the recursive 

decoder estimated synthesis area and the layout size are 

0.032 mm2 and 0.045 mm2, respectively, at a clock frequency 

of 1 GHz. The unrolled decoder's estimated synthesis area and 

the layout size are 0.17 mm2 and 0.30 mm2, respectively, at a 

clock frequency of 1.20 GHz.

5 Key Performance Indicators
The key performance indicators (KPIs) are reported in this 

section. First of all, we evaluate the area efficiency using 

equation:

The recursive decoder takes 40 clock cycles to decode one 

packet under fast polar code construction with code length 

N = 1024 and code rate R = 0.875. As such, the throughput 

4.2 Bit Quantization

An attractive property of polar codes is that SC decoding 

works well under low-precision quantization (4 bits to 6 

AreaEff   Gbps/mm2  =
InfoSize  bits

Latency  ns ×Area  mm2(   ) (       )
(     )

(               )
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is (1024 bits × 1 GHz)/40 cycles = 25.6 Gbps for coded bits, 

and ((1024 × 0.875) bits × 1 GHz)/40 cycles = 22.4 Gbps 

for information bits. Converting to 16 nm process, the area 

efficiency for coded bits is 561 Gbps/mm2.

The unrolled decoder takes 25 clock cycles to decode 

one packet. It is fully pipelined, meaning a new packet of 

decoded results is generated continuously every cycle after 

the first 25 clock cycles of the first packet processing time. 

The throughput is thus 1024 bits × 1.2 GHz = 1229 Gbps for 

coded bits, and (1024 × 0.875) bits × 1 GHz = 1075 Gbps 

for information bits. Converting to 16 nm process, the area 

efficiency for coded bits is 4096 Gbps/mm2.

Implementation

Construction

Decoding Algorithm

Code Length

Code Rate

Technology

Clock Frequency (GHz)

Throughput/Coded-bit (Gbps)

Throughput/Info-bit (Gbps)

Area/Layout (mm2)

Area Eff/Coded-bit 
(Gbps/mm2)

This Work (Unrolled)

Fast-Polar

Fast-SC

1024

0.875

This Work 
(Recursive)

Fast-Polar

Fast-SC

1024

0.875

Polar-5G

Polar(5G)

SC

1024

0.875

[8]

Polar

OPSC

1024

0.83

1.20

1229

1075

0.30

4096

1.00

25.6

22.4

0.045

561

1.00

10.8

9.45

0.069

157

1.20

1229

1020

0.79

1555

1.00

12.44

10.89

0.154

81

1.00

1024

896

1.02

878

FPGA Converted to 16 nm In TSMC 16 nm

LDPC-1K-5G

LDPC (5G)

LOMS-3

1024

0.875

LDPC-
1K-Unrolled

LDPC
 (Unrolled)

LOMS-3

1024

0.875

Table 2 Comparison with the high throughput polar decoder

Implementation

Construction

Decoding Algorithm

Code Length

Code Rate

Technology

Clock Frequency (GHz)

Throughput/Coded-bit (Gbps)

Throughput/Info-bit (Gbps)

Area/Layout (mm2)

Area Eff/Coded-bit (Gbps/mm2)

Power (mW)

Energy (pJ/bit)

This Work (Unrolled)

Fast-Polar

Fast-SC

1024

0.875

This Work (Recursive)

Fast-Polar

Fast-SC

1024

0.875

[1]

Polar

SC

32768

0.864

[2]

Product-Polar [15]

PDF-SC [16]

16384

0.864

[8]

Polar

OPSC

1024

0.83

1.20

1229

1075

0.30

4096

784

0.63

1.00

25.6

22.4

0.045

561

30.9

1.21

1.00

5.27

4.56

0.35

15.1

-

-

1.05

139.7

120.73

1.00

139.7

94

0.67

1.20

1229

1020

0.79

1555

1167

0.95

FPGA Converted to 16 nm In TSMC 16 nm

Table 3 Comparison with high throughput polar decoder
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We further evaluate the power consumption and decoding 

energy per bit through a simulation in which 200 packets 

are decoded. The process, voltage, and temperature (PVT) 

condition of evaluation is TT corner, 0.8 V, and 20°C, the 

result of the recursive decoder’s power consumption is 

30.9 mW, and decoding each bit costs 1.21 pJ of energy on 

average; while the unrolled decoder’s power consumption is 

784 mW, and decoding each bit costs 0.63 pJ of energy on 

average.

We also compare the decoding throughput, area efficiency, 

and power consumption with several other high-throughput 

decoders, and present the results in Table 3. From the KPIs, 

we conclude that unrolled decoders are more suitable for 

scenarios requiring extremely high throughput but only 

support fixed code length and rate; recursive decoders are 

much smaller, which are better for resource constrained 

devices, and at the same time provide flexible code 

rates and lengths — a desirable property for wireless 

communications.

6 Conclusions

In this paper, we propose a new construction method for 

fast polar codes, which is solely composed of fast-decodable 

special nodes at length 16. By viewing the decoding process 

as a binary tree traversal, the fast polar codes can reduce 

55% of node visits, 8.9% of f+/− calculation, and 43.5% of 

edge traversal over the original polar construction at code 

length N = 1024 and code rate R = 0.875, at the cost of 

slight BLER performance loss.

We implement two types of decoders for the fast polar 

codes. The recursive decoder can support flexible code 

lengths and code rates, with support for code lengths of up 

to 1024. This decoder layout area is only 0.045 mm2, and it 

can provide 25.6 Gbps coded bits throughput with an area 

efficiency of 561 Gbps/mm2.

The unrolled decoder only supports one code length 

N  = 1024 and one code rate R = 0.875. However, the fully 

pipelined structure leads to hardware offering ultra-high 

area efficiency and low decoding power consumption. The 

estimated layout area of this decoder is 0.3 mm2, and it 

can provide 1229 Gbps code bit throughput with an area 

efficiency as high as 4096 Gbps/mm2.

These results indicate that fast polar codes can meet the 

high-throughput demand of next-generation wireless 

communication systems, and that recursive and unrolled 

hardware designs can be adopted to satisfy different system 

requirements.
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Joint Message Passing and Autoencoder 
for Deep Learning

Abstract

Over the past few years, a lot of effort has been devoted to studying an autoencoder (AE)-based end-to-end or 

global transceiver. However, the most critical problem with the AE-based transceiver is its poor generalization in the 

face of variations of random channels. Neurons are fixed once trained, whereas channels continuously change with 

time. We suggest using a message passing algorithm (MPA) to enable a flexible AE-based transceiver that can be 

easily generalized for different use cases. This MPA enabling feature would allow not only a coarse learning during 

the training cycle but also an adaptive inference (reasoning) during the inference cycle.  
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1 Introduction

1.1 AE-based Global Transceiver

There are two different paradigms for applying the deep 

neural network (DNN) to a wireless transceiver design: 

block-by-block optimization (shown in Figure 1) and end-

to-end (E2E) or global optimization (shown in Figure 2).

Since 2017, a lot of effort has been devoted to studying 

the AE-based global transceiver, which is a natural and 

straightforward step in applying native AI for wireless 

communications after observing potential benefits from AE-

based block-by-block optimization. Many valuable papers 

have been published to discuss its feasibility and benchmark 

its performance in terms of inference against other DNN 

structures and training methods [1].

A classical physical-layer transceiver assumes reliable 

information reconstruction at the receiver as a universal 

transmission goal. To tackle varying hostile channels, it 

estimates the current channel by reference signals and then 

equalizes the estimated channel distortions. 

In comparison, the AE-based global transceiver simultaneously 

optimizes both the deep neural layers in the transmitter and 

those in the receiver for a given source and a given goal 

in a given channel environment. Specifically, the AE-based 

global transceiver extracts the most essential information 

Figure 1 AE-based block-by-block transceiver

Figure 2 AE-based global transceiver

associated to a given goal including reconstruction of 

information. If the goal was simpler than reconstruction, a 

smaller amount of essential information would need to be 

extracted, saving some transmission resources. If the AE-

based global transceiver can learn nearly all the possible 

radio channel realization scenarios into its neurons in a 

given channel environment, it can save more transmission 

resources by reducing reference signals and controlling 

message overhead while achieving the same BLER 

performance. Both are paramount for a wireless system 

to achieve higher spectral efficiency. Figure 3 illustrates 

that the AE-based transceiver bridges three factors: source 

distribution, goal orientation, and channel environment. 

Moreover, the AE-based global transceiver would facilitate 

an optimal design flow of the transceiver in machine 

learning (ML)-based data-driven learning methods.

1.2 Current Issues with the AE-based 
Global Transceiver

Among the technical hurdles that need to be overcome for 

a simple and straightforward AE-based global transceiver, 

we underscore three key issues.

Issue 1: Training an AE by a stochastic gradient descent 

(SGD)-based backward propagation algorithm demands one 

or more differentiable channel model layers that connect 

the deep neural layers in the transmitter and those in the 

receiver as illustrated in Figure 4. Because a true channel 

must include many non-linear components (such as digital/

analog predistortion and conversion) and non-differentiable 

stages (such as upsampling and downsampling), the deep 

neural layers in the transceiver are trained for a comprised 

Figure 3 Source-, goal-, and channel-orientation 
for higher spectrum efficiency
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channel model rather than a true one, which might cause 

performance loss during the inference cycle with a true 

channel. 

channel changes drastically beyond the training expectation, 

the receiver will become obsolete on the inference.

Issue 3: A lack of interpretability from one neural layer 

to another hides the information about which neurons 

and connections between the layers are critical for final 

learning accuracy. Goodfellow et al. [4] gives an example, 

where a DNN classifier well trained by non-noise images 

may misclassify a noised image of a panda as a gibbon, as 

shown on the right of Figure 6. This example implies that a 

DNN-based classifier heavily relies on some "shortcuts" or 

"localities" (some pixels in the image of panda) for its final 

decision. If the shortcuts are intact, the classification will be 

correct; if the shortcuts are perturbed, the classification will 

be incorrect. Furthermore, noise-triggered panda-to-gibbon 

misclassification happens only occasionally with additive 

random noise, indicating that DNN bets on the intactness 

of "shortcuts" through a noise channel [5]. The reality 

that DNN is vulnerable to additive random noise could be 

disastrous to the application of DNN in wireless transceiver 

design.

Figure 5 Deep neural layers in the receiver depend on the posterior probability of its input signals [7]

Figure 6 AE-based global transceiver and adversary attack with additive noise [4]

Figure 4 Simplified and differentiable channel model layer(s)

Issue 2: All hidden or intermediate layers are trained 

according to the posterior probability of its input signal, as 

shown in Figure 5 [7]. In the AE-based global transceiver, 

the first layer of the deep neural layers in the receiver is 

an intermediate layer whose input signal is subject to the 

current channel distortion. Its impact inevitably penetrates 

forward to all the deep neural layers in the receiver. If the 
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1.3 Out of Distribution (OOD) and 
Generalization

The existing solutions to these issues are unfortunately 

hindered by the practical requirements of low-energy, 

short latency, and decreased overhead in the devices 

and infrastructures of wireless communications. On the 

one hand, it is too costly for the AE-based transceiver to 

accumulate, augment, and re-train itself in a dynamic 

environment. On the other hand, it is against DNN's 

"Once-for-All" strategy [6] to meet realistic and energy 

consumption requirements, i.e., to learn once and to work 

as long as possible.  

All three issues are rooted in the same core problem: DNN's 

poor generalization against random variation of wireless 

channels. Because no model (even a superior channel 

model) is able to exhaustively capture all the possible 

scenarios of radio propagation, the AE is destined to 

confront the so-called out-of-distribution (OOD) or outlier 

problem in reality. 

We address this problem in our proposal: adapt the AE-

based transceiver to variation of the real-world random 

wireless channel. An AE-based transceiver framework should 

come up with sufficient generalization against OOD cases in 

a data-driven method. 

A native-AI contains two different cycles: training and 

inference (or reasoning). Training needs a massive number 

of raw data samples and is typically performed with offline 

computing. Conversely, inference is performed on real-world 

data sample(s) on the fly. 

Inference can be interpreted as either interpolation or 

extrapolation. Because extrapolation is far less reliable 

than interpolation, inference accuracy depends on the 

distributions of true data samples. If a true data sample 

represented by the blue circles in Figure 7 is within an area 

to be interpolated by the training data samples represented 

by the orange circles, the trained AE-based transceiver is 

likely to handle it properly, as shown on the left of Figure 7. 

Otherwise, the transceiver would be unlikely to conduct a 

reliable inference over an outlier data sample, as illustrated 

by the "unmodeled outlier" dot (in blue) on the right of 

Figure 7.

In a wireless context, these outliers are often caused by 

random variation of channels, especially when the channel 

involved in the inference cycle is shifting away from the 

channel model used by the training cycle. Along with the 

inference time, increasing occurrences of outliers would 

shape the distribution of the received signal, to which 

Bengio [8] attributes poor generalization of deep learning. 

Although current remedies may include some extra training, 

such as transfer training, attention-based recurrent network, 

or reinforcement learning, none of them are practicable 

or realistic for the low-energy, low latency, and reduced 

controlling overhead requirements of future wireless 

communications.

To make the AE-based global transceiver viable, our primary 

task is to find an effective and real-time method against 

outliers or OOD during the inference cycle. 

In this paper, we will enable the AE-based global transceiver 

with a message-passing-algorithm (MPA) based precoder 

layer to improve generalization performance in dynamic 

channel variations. In section 2, adhering to the core idea of 

dimensional transformations, we propose the insertion of a 

dimension reduction layer into the AE framework. In section 

3, we describe how to train the MPA-enabled AE-based 

transceiver. In section 4, we look at some applications of the 

MPA-enabled AE-based transceiver. Then finally in section 5, 

we provide our conclusions. 

Figure 7 Outlier data samples degrade inference accuracy
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2 Deep MPA Precoder

In this section, we introduce the dimension reduction layer 

appended to the transmitter as an example, to explain how 

the MPA-based precoder works and how it improves the 

generalization performance against variations of random 

channels. First, a dimension reduction layer is appended 

to the deep neural layers in the transmitter to conduct a 

linear dimension reduction transformation from L (number 

of extended dimensions by the precedent deep neural 

layers) to N (degree-of-freedom of the current channel). 

We assume that current N degree-of-freedom channel 

measurement is available to the transmitter. In practice, this 

is realized by frequent channel feedbacks from the receivers 

or uplink/downlink channel reciprocity. The dimension 

reduction layer appended to the transmitter is particularly 

interesting for the downlink, in which the deep neural layers 

in the terminal receivers are supposed to remain unchanged 

for as long as possible.

Tuning a linear dimension reduction transformation by MPA 

enhances generalization against outliers caused by the 

variations of channels during the inference cycle. Tuning 

or adjusting the coefficients of the dimension reduction 

layers is an iterative algorithm that includes forward 

message passing from functional nodes to variable nodes 

and backward message passing from variable nodes to 

functional nodes. Before describing the iterative adjusting 

procedure over a dimension reduction layer, we will 

introduce two widely used native-AI technologies: support 

vector machine (SVM) [12] and attention DNN [13].

To better describe the working mechanism of the introduced 

transceiver, we first provide the key parameters used in this 

paper.

2.1 Forward Iteration (Intonation) and 
Non-linear SVM

An SVM is a supervised machine learning model used 

for data classification, regression, and outlier detection. 

In general, an SVM model is composed of a non-linear 

dimension extension function φ(∙), a linear combination 

function f(x) = w∙φ(x) + b, and a binary classification 

function sign(∙) , where x is the input data, w is the weight 

coefficient vector, and b is the bias vector, as shown in 

Figure 8. The objective of SVM is to divide the data samples 

Figure 8 A non-linear SVM for binary classification

Table 1 System parameters

Parameter Meaning

Dimension of the transmitter's output

Dimension of the communication channel 
measurement

k-th channel measurement

k-th additive noise measurement

i-th feature of the transmitter's output

k-th feature vector of the MPA layer's output

k-th received signal

Input feature matrix [f1,...,fL]

Channel vector [h1,...,hN]

Noise vector [n1,...,nN]

Received signal vector [r1,...,rN]

Output feature matrix [t1,...,tN]

L

N

hk

nk

fi

tk

rk 

F

H

N 

R

T

into classes to find a maximum marginal hyperplane, as 

shown in Figure 9.

Geometrically, w ∙φ (⇀x ) + 
⇀b forms an N-dimensional 

hyperplane. Some hyperplanes are better than others, and 

this can be measured by margin. In the example shown in 

Figure 9, the hyperplane on the right is better than the one 

on the left, because the right one has a larger margin. 

Figure 9 SVM function defines a hyperplane to classify users
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The mathematical description of SVM optimization is as 

follows:

where l(⇀y, ⇀̂y) is a given loss measurement function (like a 

training goal in DNN). To approach the optimal solution 

⟨w*, 
⇀
b*⟩, there are several ways such as direct MSE (minimum 

square error) or SGD. SVM is the predecessor of DNN.  

The study of non-linear SVM tells us three things:

	·  Non-linear dimensional extension transformation φ(∙) 

followed by linear dimension reduction transformation 

w∙φ(⇀x ) + 
⇀b can improve classification accuracy, laying 

a foundation for the MPA-enabled AE-based global 

transceiver, as shown in Figure 10. 

	·  The linear dimension reduction transformation w∙φ(⇀x ) + 
⇀b 

tunes a hyperplane that separates classes, revealing the 

mechanism of a forward dimension reduction layer.

	· The hyperplane (w∙φ(⇀x ) + 
⇀b) is tuned with fixed φ(∙) 

and sign(∙), which indicate a tandem-like training 

scheme with both the dimension reduction layer and 

other deep neural layers, as well as an adjustable 

inference, as shown in Figure 17 later in section 3.1.

Taking advantage of the dimensional transformation of 

SVM, we can transform the dimension of the transmitter's 

output, L, to the dimension of the communication channel 

measurement, N. Figure 11 shows the detailed forward 

iteration with SVM. In particular, the input of the dimension 

reduction layer is an L -dimensional feature matrix 

F=[f1,f2,...,fL], where fi is the i-th K-dimensional input feature  

vector. The output of the dimension reduction layer is an 

N-dimensional feature matrix T=[t1,t2,...,tN], where t i is the 

i-th K-dimensional output feature vector. When the output 

feature vectors are transmitted via communication channels, 

the received signal is given by

                       ri = 
L

∑
l=1

αl,i · fl · hi + ni , i = 1,...,N,

where αl,i is the coefficient of the connection between 

neuron l and neuron i. 

Based on the preceding description, we can conclude 

that the forward sub-iteration is to keep fine-tuning the 

hyperplane of the SVM model in both training and inference 

phases for the given transmitter's feature matrix F, channel 

state information H, noise vector N, and received signal R, 

as shown in Figure 12.

Figure 10 MPA-enabled AE vs non-linear SVM

Hence, the dimension reduction layer in both training and 

inference cycles keeps adjusting an intermediate hyperplane 

that helps the final classification by the deep neural layers 

in the receiver. For wireless context, the hyperplane must be 

adjusted according to current variations of channels. 

Figure 11 Dimension reduction layer with SVM

Figure 12 Hyperplane is adjusted over time 

⟨   *, ⇀  *⟩ = argmin( (  ,   ) + 
‖   ‖2),w w

b

bw, ⇀{ ⇀⇀ ⟩

2l y y



Research

 | Communications of HUAWEI RESEARCH | September 2022128 129September 2022 | Communications of HUAWEI RESEARCH | 

2.2 Backward Iteration and Attention 
DNN

As discussed earlier, the dimension reduction layer needs to 

be trained by a standalone mode rather than a connection 

mode with backpropagation from the receiver. In this 

regard, we consider to use an attention DNN [14] in the 

backward sub-iteration.

An attention DNN is an efficient approach that measures 

the similarity of two features with different dimensions. 

Figure 13 depicts the structure of the attention DNN. The 

input is the received signal R. The attention operation is 

conducted by computing the inner product of each r i with 

an attention coefficient c l, i.e., ⟨r i,c l⟩. This inner product 

implies the similarity of the signal r i and the attention 

coefficient c l, which is normalized by a softmax layer as

                         αl,i =-
e⟨r i, cl⟩-

∑N
n=1e

⟨rn, cl⟩
  , i = 1,...,N.

Then, the output of the attention DNN is given by

                           zl = 
N

∑
i=1

αl,i · ri , l =1,...,L.

We shall note that the number of attentions is smallerthan 

the number of received signals, i.e., L < N.

= 1,2,3, ...,L . Then, it can generate an L combination z l,l 

= 1,2,3, ...,L. In a practical attention DNN, the number of 

attentions is smaller than the number of captured features: 

L < N, because, in reality, you cannot hold a great number 

of attentions simultaneously.

In the MPA layer, in order to measure the similarity between 

the received signal space [r1,r2,...,rN] and extracted feature 

space [f1,f2,...,fL], we can borrow the preceding method. 

Suppose that the deep neural layers in the transmitter are 

well trained to extract [f1,f2,...,fL] for a specific goal. We can 

consider one feature f l as one attention. This is how we 

compute the coefficients (αl,i ,l = 1,2,...,L,i = 1,2,3,...,N) of the 

dimension reduction layer in the backward iteration.

Figure 13 Structure of the attention DNN 

Figure 14 αl,i represents the weight of each received feature 
associated to extracted feature fl

The attention DNN can be employed in the dimension 

reduction layer for back propagation. In particular, each 

extracted feature vector f l can be used as an attention 

coefficient. Then, in the backward subiteration, the 

coefficient αl,i can be given by

                         αl,i =-
e⟨r i, fl⟩-

∑N
n=1e

⟨rn, fl⟩
  , i = 1,...,N,l = 1,...,L.

The attention DNN allows a number of attentions: c l ,l 

Since αl,i tells the similarity between the feature f l and 

received feature ri, it can also be the scaling weight from 

the extracted feature fl to the transmitted feature ti.

2.3 Standalone MPA Iteration 

Figure 15 illustrates the overall MPA iteration. The forward 

part on the left is equivalent to a non-linear SVM, whereas 

the backward part on the right is equivalent to an attention 

DNN.

The MPA iteration is standalone. It is independent of the 

SGD-based backward propagation of the original AE. 
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Figure 16 MPA-enabled AE-based global transceiver

Figure 15 Standalone MPA iteration

This means that when the MPA iterates its coefficients, it 

assumes that the remaining deep neural layers in both the 

transmitter and the receiver are frozen, as shown in Figure 

16. 

3 Global Tandem Learning 

3.1 Coarse Learning

The insertion of a dimension reduction layer divides the 

training into two training agents: one is a standalone agent 

for the dimension reduction layer, and the other is backward 

propagation for the deep neural layers in the transceiver.

The two training agents work in tandem, as illustrated in 

Figure 17: 

	·  In tandem stage 1, the dimension reduction layers are 

fixed (as shown on the left of Figure 17). As dimension 

reduction layers are linear and differentiable in forward 

intonation, they can pass the gradients backwardly 

to have deep neural layers trained by backward 

propagation.

	·  In tandem stage 2, the deep neural layers are fixed 

(as shown on the right of Figure 17). The dimension 

reduction layers are trained by the standalone MPA, 

just like they are trained by a non-linear SVM.

Tandem stage 1 and stage 2 are iterative until the training 

converges.The detailed procedure is summarized in 

Algorithm 1.
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3.2 Inference Cycle Adaptation

Because it is trained in a standalone mode, the dimension 

reduction layer can be tuned for each transmission.            

It is interesting for the MPA-enabled AE-based global 

transceiver to adapt its transmitter to the variation of 

channels during the inference cycle and to keep the receiver 

unchanged.

On the left of Figure 18 is the AE-based global transceiver 

without the dimension reduction layers. The AE-based 

transceiver cannot change its neurons coefficients during 

the inference cycle, even if the channel environment and/

or source distribution has changed already. Its performance 

relies on the odds that the varying channel is in the 

interpolation range; otherwise, the transceiver has to 

accumulate sufficient new data sets to start either a new 

training or transfer learning to some of the deep neural 

layers, all of which are detrimentalto apply the AE-based 

transceiver in a fast-changing environment.

On the right of Figure 18 is the MPA-enabled AE-based 

global transceiver. The transmitter keeps adjusting the 

dimension reduction layer(s) for each transmission. Since 

the dimension reduction layer is an intermediate layer 

of the transceiver, its coefficient updates in terms of the 

current channel can significantly enhance generalization. 

Moreover, the dimension reduction layers are adjusted on 

the fly by the real-world channel measurement without 

any labeled data. The detailed procedure is summarized in 

Algorithm 2.
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Figure 18 AE-based transceiver, with or without MPA enabled. 
The MPA precoder can be flexibly adjusted online to adapt to varying channel conditions.

Figure 19 Coarse learning and adaptive inference

Figure 17 Tandem training cycle
* In each round, the green part is first trained assuming the blue part is fixed, 

and then the blue part is trained assuming the green part is fixed.



Research

 | Communications of HUAWEI RESEARCH | September 2022132 133September 2022 | Communications of HUAWEI RESEARCH | 

3.3 Advantages of MPA-Enabled AE-
based Global Transceiver

In addition to the adaptive inference to the changing 

channel by the dimension reduction layer, the dimension 

reduction layer can bring about more profound advantages.

First, channel model simplification for being differentiable 

would harm the performance of the AE-based transceiver, 

because AE is trained for the simplified channel model 

rather than a true one. The performance loss is due to the 

offset between the simplified channel model used during 

the training cycle and the true channel faced during the 

inference cycle. If the offset increases beyond expectation, 

the entire AE-based transceiver would become obsolete. 

Two remedies are proposed to mitigate the performance 

degradation. The first one is based on reinforcement 

learning (RL) that keeps recording the channel states and 

keeps training the policy DNN and/or evaluation DNN 

from time to time [2]. However, RL is too complex in a 

dimensionality such as a wireless system, and actually deals 

with a dimensionality that is much bigger than AlphaGo 

does. Therefore, the RL-based adjustment mechanism 

is impracticable. The second is based on the generative 

adversary network (GAN) that learns as many channel 

scenarios as possible into a big DNN model [3]. This is an 

empirical method that can never be proved to cover all the 

channel scenarios.

The MPA-enabled AE takes a different technology path. 

Because MPA adjusts the coefficients of the dimension 

reduction layer on the fly for each data transmission in 

the function of current channel  measurement during 

the inference cycle, adaptive inference leverages a coarse 

channel model during the training cycle. This is what we 

call "coarse learning". Sometimes, it is hard to demonstrate 

the advantage by simulations in which the same or similar 

channel model is emulated in both training and inference 

cycles [2]. However, the advantage can be demonstrated in 

real field tests.

Then, the MPA-enabled AE-based transceiver can work with 

the GAN-based channel model [3]. Our experience tells us 

that most channels are related to the user's position and 

environmental topologies such as high buildings, hills, and 

roads and so on. [3] proposes to use a conditional GAN to 

model unknown channels and achieves good performance. 

This method can be used for developing a channel model 

that supports our training cycle.

In the inference cycle, we suggest relying on the channel 
estimation on pilots, channel measurements and feedbacks, 
or channel reciprocity to obtain the most current channel 
condition. Furthermore, MPA is well known to benefit from 
the sparsity and tolerate the bias and offsets (this is the 
reason why LDPC decoder can work). This means that it 
is not really necessary to measure the channels on full 
dimensionality but just a part of it, and that even with 
some estimation error, our scheme can be robust for the 
overall performance. In addition, the residual errors can be 
tackled by the receiving deep neural layers that are good 
at tolerating errors. Thanks to the dimension reduction 
layers adjusted during the inference and training cycles and 
used as a precoder for the overall transmitting chain, the 
receiving deep neural layers can remain untrained, and this 
is a huge advantage in terms of power saving and extension 
of battery life of the user's device. 

According to Figure 19, we highlight the complete picture 
of our proposed scheme: For the transceiver algorithm 
architecture, we choose an appropriate MPA-adjustable 
dimension reduction, to not only address information 
bottleneck at the channel input but also minimize the SGD 
gradient overhead for the training cycle. During the training 
cycle, we can use a generated channel model. A tandem 
training scheme is used: back propagate the gradients 
through the frozen dimension reduction layer,freeze the 
autoencoder layers, and iterate dimension reduction layers. 
During the inference cycle, we freeze the autoencoder layers 
and iterate the dimension reduction layers by true channel 

measurements or feedbacks.

Figure 20 Flexible insertions of MPA layer(s)
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4 Future Directions

4.1 Flexible MPA Enabling Scheme

The dimension reduction layers can be flexibly inserted into 

an AE-based transceiver for various problems.

In one-to-one single-user communication shown in the 

top part of Figure 20, we applied this method — flexibly 

inserting dimension reduction layers into an AE-based 

transceiver — to design a high order modulation scheme, a 

massive MIMO scheme, a predistortion scheme,and so on. 

These designs achieved good results in time-varying channel 

conditions.

This  method can a lso be used in the mult i -user 

communication scheme. For example, in a downlink MU-

MIMO context in the middle part of Figure 20, we can 

jointly adapt the MPA layer. 

For uplink MU-MIMO, each user transmitter can adapt 

the MPA layer individually, while the base station receiver 

can adapt the dimension reduction layer prior to the DNN 

receiver as shown in the bottom part of Figure 20.

By introducing the dimension reduction layer in the 

autoencoder structure based on deep learning, we can 

extend the current DNN framework into a more generalized 

one, in other words, to enhance the generality of OOD.

4.2 Training with a Complex Channel 

Model 

Another research direction is to use a more complex channel 

model during the training cycle. Most probably, the channel 

model is generated by a DNN with input of the surrounding 

topological information, as illustrated in Figure 21.

The MPA iteration is still valid because the inference DNN 

of channel can be considered as a non-linear function 

Ch(·,enh;θch) . 

Figure 21 Training with a DNN-based channel model

Figure 22 During the inference cycle, we suggest using another DNN to generate the current environment parameters.
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Nevertheless, if the DNN-based channel model is huge, it 

will probably be too costly to use this model for inference in 

an iterative way. Research on how to reduce the size of the 

DNN by model distillation [15] is required.

For the inference cycle, the environmental parameters can 

be results from another DNN that deduces the surrounding 

topological information from the current channel 

measurements and feedbacks,as shown in Figure 22.

5 Conclusion

In this paper, we address the fundamental issue in the 

AE-based global transceiver, which is poor generalization 

against variation of random channels, by introducing 

an MPA-enabled feature. MPA can adapt the AE-based 

transceiver during the inference cycle to the current 

channel measurement. Thanks to MPA, the learning cycle 

can tolerate more simplification of the channel model. 

The introduction of MPA into AE architecture is based 

on solid dimensional transformation technology widely 

used in classic wireless systems, and the implementation 

of MPA is a mature and efficient technology in wireless 

communications.
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Abstract

This paper presents a comprehensive communication theoretic model for the physical layer of a cell-free user-centric 

network, formed by user equipments (UEs), radio units (RUs), and decentralized units (DUs), uniformly spatially distributed 

over a given coverage area. We consider RUs equipped with multiple antennas, and focus on the regime where the UE, 

RU, and DU densities are constant and therefore the number of such nodes grows with the coverage area. A system is said 

scalable if the computing load and information rate at any node in the network converges to a constant as the network size 

(coverage area) grows to infinity. This imposes that each UE must be processed by a (user-centric) finite-size cluster of RUs, 

and that such cluster processors are dynamically allocated to the DUs (e.g., as software defined virtual network functions) 

in order to achieve a balanced computation load. We also assume that the RUs are connected to the DUs through a packet 

switching network, in order to achieve adaptive routing and load balance. For this model, we define in details the dynamic 

cluster formation and uplink pilot allocation. As a consequence of the pilot allocation and the scalability constraint, each 

cluster processor has a partial view of the network channel state information. We define the condition of "ideal partial 

CSI" when the channel vectors that can be estimated are perfectly known (while the ones that cannot be estimated are 

not known at all). We develop two attractive cluster-based linear receiver schemes for the uplink, and an uplink-downlink 

duality that allows to reuse such vectors as precoders for the downlink. Finally, we show that exploiting the channel 

antenna correlation structure arising from a geometrically consistent model for directional propagation (which is well-

motivated for short distance semi-line of sight propagation typical of dense wireless networks), and performing a channel 

subspace projection of the uplink pilot field, the pilot contamination effect arising from pilot reuse across the network can 

be effectively reduced to provide only marginal degradation with respect to the ideal partial CSI case. Several system aspects 

such as initial acquisition of the UEs, UE-RU association, and distributed scheduling for fairness and load balance between 

uplink and downlink are briefly discussed and identified as challenging research topics for further investigation.

Fabian Göttsch 1, Giuseppe Caire 1, Wen Xu 2, Martin Schubert 2

1 Faculty of EECS, Technische Universität Berlin
2 Huawei Technologies Duesseldorf GmbH, Munich Research Center 

User-Centric Cell-Free Wireless Networks 
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1 Introduction

The ever-growing demand for  wire less  data and 

ubiquitous broadband connectivity is pushing industry 

and standardization bodies to develop and release new 

generations of wireless systems designed to meet such 

demands. Since the very beginning, cellular has been the 

dominant architecture paradigm for outdoor wireless 

networks (e.g., see [1] and references therein). Namely, a 

given coverage area A is partitioned into cells, and UEs in 

any given cell are uniquely associated to the corresponding 

base station (BS),1 which implements the full stack of the 

radio access protocol. BSs are connected via a backhaul 

network to the rest of the system, and eventually through some 

gateway to the Internet. The area capacity in bit/s/m2 is mainly 

driven by the following three factors: 1) cell density; 2) 

system bandwidth; 3) physical layer (PHY) and multiaccess 

schemes.

Taking the Gaussian capacity formula as a rule of thumb 

to represent the efficiency of the underlying PHY, the area 

capacity of a cellular system can be expressed as

                         C = λa × W × η log(1 + SINR) + const.

where λa is the cell density (number of BSs per unit area), 

W is the system bandwidth in Hz, η log(1 + SINR) is 

the sum spectral efficiency per cell supported by the PHY, 

and where the constant term accounts for the non-ideal 

implementation and technology effects. The cell spectral 

efficiency can be further broken down into the pre-log 

factor η, usually referred to as the multiplexing gain, and 

the term log(1 + SINR), corresponding to the capacity in bit 

per channel use of a Gaussian channel with given Signal 

to Interference plus Noise Ratio (SINR). This expression 

corresponds to a PHY scheme able to support η virtual 

parallel Gaussian channels in the spatial domain, i.e., using 

multiple antenna MIMO technology (e.g., see [2] and 

references therein). In addition, the term SINR expresses the 

average Signal to Interference plus Noise Ratio of a typical 

user randomly located in the cell area, where averaging 

is with respect to large-scale effects (distance dependent 

pathloss and shadowing/blocking effects), as well as small-

scale effects (the fading due to multipath propagation). 

Taking the average SINR inside the log function yields an 

upper bound due to Jensen’s inequality and the concavity 

of the logarithm. A refined analysis of the area capacity can 

be obtained using stochastic geometry approaches (e.g., 

see [3–5]). In addition, it is often useful to characterize the 

system performance in terms of the Cumulative Distribution 

Function (CDF) of the per-user rate, instead of the (average) 

area capacity. In this case, one should consider the rate of a 

given user randomly placed in the cell, with averaging with 

respect to the small-scale fading and conditioning on the 

large-scale effects. As a conditional average, this rate is a 

random variable, and the corresponding CDF yields the per-

user rate distribution (e.g., see [6-7]). Nevertheless, for the 

sake of the discussion in this introduction section, the above 

simple formula is sufficient to capture the main factors 

influencing the system performance.

Historically, the spectrum allocated to cellular systems has 

steadily grown with the successive system generations. 

However, the availability of "beachfront spectrum" – 

namely, licensed spectrum below 6 GHz with broad 

geographic support – is very limited [8]. Various windows of 

a few hundreds of MHz are available in different geographic 

regions, and systems must accommodate for bandwidth 

aggregation and dynamic spectrum allocation in order to 

scavenge such scarce available spectrum. Meanwhile, the 

available spectrum in higher frequency bands (e.g., 7-11 

GHz and 24-54 GHz) is certainly more plentiful, although 

still quite unproven for cellular outdoor and mobile 

communications as such frequencies struggle to penetrate 

walls and other blocking objects.

Given that W cannot grow significantly (at least in the 

spectrum below 6 GHz), the area capacity can be increased 

by letting the product λa × η  grow, provided that the SINR 

of the virtual per-user channels does not collapse to too low 

values. The increase of the multiplexing gain η  is achieved 

through multiuser MIMO (MU-MIMO) technology. In a 

conventional cellular system, each BS is equipped with an 

array of M antenna elements, providing effectively a vector 

channel (namely, a vector Gaussian multiple-access channel 

(MAC) in the uplink (UL), and a vector Gaussian broadcast 

channel (BC) in the downlink (DL)). As long as the rank 

of the channel matrix between the BS antenna array and 

the served users has rank not smaller  than some integer d 

||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||

1 For simplicity of exposition we do not distinguish here 

between cells and sectors, which are conceptually equivalent 

when each sector handles its own UEs individually.
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and is known at the BS side with sufficient accuracy, MU-

MIMO receivers (for the UL) and precoders (for the DL) can 

be designed in order to support d virtually non-interfering 

data streams in both the UL and the DL. In general, the 

multiplexing gain η  is less than d since other effects must 

be taken into account, and in particular, the overhead 

incurred by estimating the UL and DL channel matrix.

Since the first information theoretical studies [9–12] to 

the inclusion in recent wireless standards [13–15], MU-

MIMO is arguably one of the key transformative ideas that 

have shaped the last 15 years of theoretical research and 

practical technology development. A successful related 

concept is massive MIMO [2, 16]. This is based on the key 

idea that, thanks to channel reciprocity and time-division 

duplexing (TDD) operations, an arbitrarily large number M 

of BS antennas can be trained by a finite number of UEs 

using a finite-dimensional UL pilot field of τp ≥ d UL symbols 

per coherence block.

In TDD systems, UL and DL operate on the same frequency 

band. The channel reciprocity condition is verified if the UL 

and DL slots occur within an interval significantly shorter 

than a channel coherence time, and if the Tx/Rx hardware 

of the BS radio are calibrated. Hardware calibration has 

been widely demonstrated in practical testbeds, and can be 

achieved either using particular RF design solutions (e.g., 

see [17]) or using over-the-air calibration (e.g., see [18]). 

As far as the channel coherence time is concerned, a typical 

mobile user at carrier frequency between 2.0 and 3.7 GHz 

incurs Doppler typical spreads of ~100 Hz corresponding 

to channel coherence times of ~10 ms. For example, with 

TDD slots of 1 ms (corresponding to a subframe of a 10ms 

frame of 5GNR), we are well in the range for which the 

channel can be considered time-invariant over a UL/DL 

cycle. For faster moving users or higher carrier frequencies, 

the phenomenon of "channel aging" [19] between the UL 

and the DL slot cannot be neglected any longer. Specific 

channel estimation and short-term prediction (across 

the UL/DL slot) have been investigated in the literature, 

in particular for mmWave bands where the propagation 

happens to be mainly along the line-of-sight and a few 

discrete reflection paths. However, a thorough discussion of 

these aspects goes beyond the scope of the present paper.

In this work we assume that the channel is exactly constant 

over a time-frequency tile of T channel uses in the time-

frequency plane, where T = Tc × Wc and Tc denotes the 

channel coherence time (in s) and Wc denotes the channel 

coherence bandwidth (in Hz). For example, a coherence 

block may coincide (roughly) with a so-called Resource 

Block (RB) of 5GNR, consisting of 12 subcarriers × 14 OFDM 

symbols in time, for a total of T = 168 channel uses. Under 

such simplifying assumption, the resulting multiplexing gain 

is equal to η = d(1−τp/T) for d ≤ min{τp, M}. With massive 

MIMO (i.e., for M sufficiently large) and per-cell processing 

[16], eventually the number of UL and DL data streams d is 

limited by the pilot dimension τp and by the coherence block 

length T. In particular, provided that M > T/2, by letting 

d = τp and maximizing η with respect to τp, we find that the 

maximum multiplexing gain is achieved by letting τp = T/2 

and yields η  = T/4. This depends only on the propagation 

and mobility characteristics of the physical channel, which 

determine Tc and Wc and therefore T.

From the above discussion, it follows that the only other 

way to increase cellular capacity is cell densification, i.e., 

increasing λa. However, also λa cannot increase indefinitely 

[8], at least as far as a classical cellular architecture is 

adopted. When the cell density increases (and consequently 

the cell size reduces), several problems emerge:

	·  The frequency of handovers increases, with the consequent 

increase of protocol overhead and delay jitter;

	· The inter-cell interference increases to unbearable levels, 

yielding a too low SINR. This is due to the fact that even 

if each BS reduces its transmit power as a consequence 

of the smaller cell size, when the cells are very small, 

the propagation tends to become closer and closer to 

free-space conditions, for which the pathloss exponent 

is small. In large cells with tower-mounted BSs the cell 

boundaries are enforced by vertical tilting of the BS 

antenna radiation pattern in the elevation direction. In 

contrast, small-cell BSs are typically not mounted high 

on the ground and controlling inter-cell interference by 

tilting the radiation pattern in the elevation direction is 

more difficult.

	· Specifically in MU-MIMO systems, the total number 

of users in the system is much larger than the UL 

pilot dimension τp. Hence, UL pilots are reused across 

the network. This pilot reuse yields the so-called pilot 

contamination effect, i.e., a coherently beamformed 

inter-cell interference which does not vanish even if the 

number of antennas per BS M grows to infinity [20-21]. 
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Such effect is more and more dominant when the cell 

size shrinks, while the number of antennas per BS M 

remains large.

In view of the above problems, the simple increase of the 

cell density λa, while insisting on a conventional cellular 

architecture with unique UE-to-BS association and per-

cell processing, leads to a number of problems such that, 

eventually, the user rate will degrade and eventually the 

cellular area capacity reaches a plateau over which any 

further increase in the cell density yields only an increase 

in the cost of the infrastructure, without any benefit in area 

capacity.

1.1 Beyond the Cellular Architecture

After realizing the intrinsic limitations of the cellular 

architecture with per-BS non-cooperative processing, a 

flurry of works advocating the joint processing of spatially 

distributed infrastructure antennas has appeared. This 

idea can be traced back to the work of Wyner [22], and 

in the communication theoretic and information theoretic 

literature has been "re-marketed" several times under 

different names with slightly different nuances, such as 

coordinate multipoint (CoMP) [23-24], cloud (or centralized) 

radio access network (CRAN) [25–27], and, more recently, 

as cell-free massive MIMO [28–30]. An excellent recent 

review of this vast literature is given in [31].1

Advantages of this approach are the mitigation of pathloss 

and blocking, introducing proximity between the remote 

radio units (RUs) and UEs and macro-diversity, and the 

(obvious) elimination of inter-cell interference, by providing 

a single giant RU cluster. Both points, though, must be 

carefully discussed. First, deploying a number of RUs much 

larger than the number of UEs is practically problematic, 

very costly, and often infeasible especially for outdoor 

systems. Then, the joint antenna processing across the 

whole network does not eliminate the problem of a limited 

UL pilot dimension τp « K and therefore the consequent pilot 

contamination. Finally, global processing and optimization/

allocation of pilots and transmit power across the network 

yield a non-scalable architecture.

Current research has somehow agreed on a middle-point 

between conventional per-cell processing and centralized 

processing of all the RUs in the network. In particular, we 

may imagine a network formed by K UEs, L RUs and D 

Decentralized Units (DUs), where typically K > L > D . The 

number of antennas per RU is denoted by M, and in the 

massive MIMO regime we have ML > K (the total number 

of antennas is larger than the number of simultaneously 

active users). The RUs are connected to the DUs via a 

routing fronthaul network. Every user k in the system is 

associated to a cluster Ck ⊆ [L]={1,2,...,L} of surrounding RUs, 

and each RU l serves a subset of users Ul ⊆ [K], given by the 

users k such that l ∈ Ck. Clusters are "user-centric", i.e., each 

user is associated its own cluster, and different users may 

have different (partially overlapping) clusters. Each cluster 

Ck is jointly processed at some DU, which has to collect all 

signals from/to all the RUs l ∈ Ck. The user-centric cluster 

processors are dynamically allocated to the DUs and are 

typically run in software over general purpose hardware. 

As users move through the network, their clusters evolve 

and "follow" them. Correspondingly, the cluster processors 

(virtualized network functions) are dynamically allocated 

to different DUs, in order to achieve load balancing in the 

routing fronthaul network.

For such a system, we adopt the definition of scalability 

given by Björnson and Sanguinetti [32], informally recalled 

as follows: consider a network as described above, with 

covering area A on the plane and UE, RU, and DU densities 

λue, λru, λdu, respectively, such that we have K = λue A, L = 

λruA and D = λduA. An architecture is said to be scalable if 

the complexity of the involved signal processing functions 

||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||

1 For the sake of precision, it should be said that CRAN is a 

network architecture, while CoMP is an LTE feature. However, 

the differences between these terms in the way they have been 

used in the theoretical literature are blurred. For example, there 

is no major conceptual difference between CRAN and CoMP 

with "full joint processing" from a theoretic viewpoint. In both 

cases, the signal to (resp., from) multiple spatially distributed 

users sent from (resp., received by) multiple distributed 

infrastructure antennas is jointly precoded (resp., jointly 

decoded) at a central processor. Also, there is no conceptual 

difference between a cell-free system with fully centralized 

processing of all antenna sites and a single giant cell with 

distributed antennas implemented via the CRAN architecture. 

Since this paper illustrates the problem from a theoretical 

viewpoint, we shall not discuss further the classification of 

alternative system proposals from a practical implementation 

or standard specification viewpoint.
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and the data rate conveyed at each point in the network 

converge to some constant values as A→∞.

1.2 Related Work

The first works on cell-free massive MIMO consider a 

system, in which each UE is connected to all RUs [33–35], 

investigating different uplink (UL) and downlink (DL) 

methods. The UL with four levels of cooperation among 

the RUs is studied in [35], and it is shown that the cell-

free architecture can outperform conventional cellular 

massive MIMO and small cells in terms of per user spectral 

efficiency (SE). In addition, it is shown that minimum mean-

square error (MMSE) combining is needed, as maximum 

ratio combining (MRC) is not able to outperform the 

compared network types. The presented methods however 

are not scalable, since all RUs are connected to all UEs. This 

issue is addressed in [32, 36] by introducing the formation 

of finite size clusters such that each UE is only connected to 

a subset of all RUs. A distributed UL implementation with 

global large-scale fading decoding (LSFD) is presented in 

[37], where after forming UE and RU clusters, the global 

symbol estimate of an RU cluster for a specific UE is formed 

by a weighted sum of the local estimates with the so-called 

LSFD weights. Distributed DL power allocation at the RUs 

and a combination of cell-centric and user-centric clusters 

are investigated in [36]. More user-centric approaches 

are proposed in [38–40]. The effect of the number of UEs 

served by an RU on the UL and DL rates is investigated 

in [38] for different channel estimation techniques. The 

energy efficiency of two distinct RU selection schemes is 

analyzed and compared to colocated massive MIMO in 

[39], considering backhaul power consumption, the number 

of RUs, and the number of antennas per RU. The spectral 

efficiency and outage probability using stochastic geometry 

are studied in [40] in a fog massive MIMO system, where 

UEs with coded UL pilots seamlessly migrate from one RU 

to another with very low RU association latency.

Focusing on the DL, zero-forcing (ZF) beamforming and 

maximum ratio transmission (MRT) are studied in cell-free 

systems and compared to a small-cell architecture in [34], 

where ZF in the cell-free system outperforms the other 

methods for most UEs. Different local precoding methods 

extending the "simple" ZF are proposed in [41] and achieve 

larger rates compared to the simple ZF in the deployed 

system with independent Rayleigh fading channels. Exact 

UL-DL duality for the "true" use-and-then-forget (UatF) 

bounds is studied in [32], assuming the knowledge of 

all required quantities in the SINR expressions also for 

not associated RU-UE pairs. Additionally, three scalable 

precoding schemes (partial MMSE, local partial MMSE and 

MRT) are investigated for two network topologies with the 

same number of total RU antennas in the system but with 

a different level of antenna concentration. As mentioned 

before, a comprehensive overview of this literature is given 

in the tutorial monograph [31].

In [42], a model called ideal partial CSI is proposed, where 

each RU only has channel information of the associated 

UEs. This is due to the fact that, in the cluster association 

process, only the RUs belonging to cluster Ck are aware of 

the association between user k and its allocated UL pilot 

signal. The proposed combining method in [42] aims at 

maximizing the so-called "optimistic ergodic rate", i.e., the 

achievable rate when the UE receiver knows the useful 

signal term and the interference plus noise power. This work 

has been extended in [43] by considering also the DL and 

by showing that almost symmetric UL and DL rates can be 

achieved with a duality concept based on partial channel 

knowledge and "nominal" SINRs, i.e., assumed SINRs based 

on available channel information. These models and results 

will be reviewed in details in the following sections.

1.3 Contributions

In this overview work we present in details the model 

of a user-centric cell-free scalable system based on TDD 

reciprocity and MU-MIMO (distributed) precoding given 

in [42-43]. We consider UL combining and DL precoding 

schemes, based on ideal partial CSI. We also provide an 

SINR UL/DL duality based on a definition of SINR that 

depends only on the partial CSI (i.e., what can be effectively 

measured at each cluster processor: channel estimates 

are available for associated RU-UE pairs instead of ideal 

channel knowledge), and demonstrate that such duality 

yields almost identical per user SE in terms of the actual 

SINRs and corresponding ergodic rates. Although not being 

the focus of this paper, different channel subspace and 

covariance estimation techniques are investigated in various 

works (see e.g. [44–46]). In this work, we assume that 

some user channel covariance estimation technique is used 

such that the dominant channel subspace can be reliably 

estimated. Based on this knowledge, we consider a simple 



Research

 | Communications of HUAWEI RESEARCH | September 2022 140 141September 2022 | Communications of HUAWEI RESEARCH | 

approach to pilot decontamination based on dominant 

subspace projection. It will be demonstrated by simulation, 

that such approach is sufficient to closely approximate the 

performance under the ideal partial CSI assumption, i.e., 

after subspace projection, the estimated channels yield 

a per-user SE which is essentially equal (up to a small 

degradation) to the one obtained with ideal (but partial) 

channel knowledge. We also discuss the differences and 

similarities of the proposed UL combining and DL precoding 

schemes with respect to the current state of the art.

Finally, we provide a number of interesting points for 

further research both at the PHY level (signal processing for 

channel estimation), and at the MAC/resource allocation 

level (signaling and algorithms for dynamic cluster 

formation, resources allocation and fairness scheduling).

2 System Model

We consider a cell-free wireless network with L RUs, each 

equipped with M antennas, and K single-antenna UEs. Both 

RUs and UEs are distributed on a squared region on the 

2-dimensional plane. As a result of the cluster formation 

process (to be specified later), each UE k is associated 

with a cluster Ck ⊆ [L] of RUs and each RU l has a set of 

associated UEs Ul ⊆ [K]. The UE-RU association is described 

by a bipartite graph G with two classes of nodes (UEs and 

RUs) such that the neighborhood of UE-node k is Ck and 

the neighborhood of RU-node l is Ul. An example is given 

in Figure 1. The set of edges of G is denoted by ε, i.e., G = 

G([L], [K], ε).

We assume OFDM modulation and assume that the channel 

in the time-frequency domain follows the standard block-

fading model adopted in a very large number of papers 

(e.g., see [16, 31-32]), where the channel vectors from UEs 

to RUs are random but constant over coherence blocks of 

T signal dimensions in the time-frequency domain, which 

can be identified here as a RB as already illustrated and 

discussed in Section I.

Since all our treatment can be formulated on a per-RB basis, 

we shall neglect the RB index for the sake of notation 

simplicity. We let H ∈ CLM × K denote the channel matrix 

between all the K UE antennas and all the LM RUs antennas 

on a given RB, formed by M × 1 blocks hl,k in correspondence 

of the M antennas of RU l and UE k. Because of the UL pilot 

allocation (see later), each RU l only estimates the channel 

vectors of the users in Ul.

As a genie-aided best-case, we define the ideal partial 

CSI regime where each RU l has perfect knowledge of the 

channel vectors hl,k for k ∈ Ul. In this regime, the part of 

the channel matrix H known at the DU serving cluster Ck is 

denoted by H(Ck). This matrix has the same dimensions of H, 

and contains the channel vectors hl,j in all the (l,j)-th blocks 

of dimension M × 1 such that l ∈ Ck and j ∈ Ul, and all-

zero blocks of dimension M × 1 in all other cases.

For example, consider the simple case of L = 2 and K = 6 as 

in Figure 2. Let’s focus on user k = 3, for which C3 = {1, 2}. 

We have U1 = {1, 2, 3, 4} and U2 = {3, 4, 5, 6}. The complete 

channel matrix is given by

k

Ck

l

Bipartite graph
U

RRH l

UE

l

Ck

k

Figure 1 An example of dynamic clusters and the UE-RU association graph. The graph contains a UE-RU edge (k, l) for all k ∈ [K] and l ∈ [L] such that k ∈ Ul and l ∈ Ck.

H =    h1, 1  h1, 2  h1, 3  h1, 4  h1, 5  h1, 6 
h2, 1  h2, 2  h2, 3  h2, 4  h2, 5  h2, 6 

.
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However, the channel matrix H(C3) is given by

since users 1 and 2 do not belong to U2 and users 5 and 6 

do not belong to U1. Hence, the channels of users that are 

not associated to a given RU cannot be estimated by this 

RU.

For the individual UE-RU channels, we consider a 

simplified directional channel model defined as follows. 

Let F denote the M × M unitary DFT matrix with (m, n)-

elements                     for m, n = 0, 1, . . . , M − 1. Consider 

the discrete angular support set Sl,k ⊆ {0, . . . , M − 1}. We 

let the channel hl,k be a random Gaussian vector in the 

linear span of the columns of F indexed by Sl,k. In particular, 

we have

where, using a Matlab-like notation, we define Fl,k
Δ=F(:,Sl,k). 

Therefore, Fl,k is a tall unitary matrix of dimensions M × |Sl,k|. 

In particular, for the sake of simplicity we adopt the single 

ring local scattering model (e.g., see [47]), where Sl,k is 

formed by the integer indices m ∈ {0, 1, …, M − 1} such 

that the angle -2πm-M   falls (modulo 2π) in the interval 

[θ − ∆/2, θ + ∆/2], and where θ is the angle of the direction 

between the RU and the UE, and ∆ is the scattering ring 

angular spread. This model captures the directionality of 

the channel vectors and it is geometric consistent in the 

sense that two users with the same direction θ with respect 

to a RU will have channels spanning the same subspace. 

This directionality aspect is particularly relevant for high 

frequencies (mmWave) where propagation is dominated by 

the Line-of-Sight path. The coefficient βl,k in (1) represents 

the large scale fading coefficient (LSFC) including distance-

dependent pathloss, blocking effects, and shadowing. The 

vector νl,k in (1) is an |Sl,k| × 1 i.i.d. Gaussian vector with 

components ~CN (0, 1). It follows that hl,k is a Gaussian 

zero-mean random vector with covariance matrix

2.1 Cluster Formation

We assume that τp signal dimensions per RB are dedicated 

to UL pilots (see [13]), and define a codebook of τp 

orthogonal pilot sequences. The UEs transmit with the 

same power1 Pue, and we define the system parameter SNR 
Δ= Pue/N0, where N0 denotes the noise power spectral density. 

By the normalization of the channel vectors, the maximum 

beamforming gain averaged over the small scale fading can 

be written as the expectation E[||   M-|Sl,k| Fl,kνl,k||2] = M. Therefore, 

the maximum SNR at the receiver of RU l from UE k is 

βl,kM SNR. As in [32], we consider that each UE k selects 

its leading RU l as the RU with the largest channel gain βl,k 

(assumed known) among the RUs with yet a free pilot and 

satisfying the received SNR condition β l,k ≥    η-M SNR , where η 

> 0 is a suitable threshold. If such RU is not available, then 

the UE is declared in outage. In our simulations, the UE 

to leader RU association is performed in a greedy manner 

starting from some UE at random. In practice, users join and 

leave the system according to some user activity dynamics, 

and each new UE joining the system is admitted if it can 

find a leader RU according to the above conditions. After all 

non-outage UEs k are assigned to their leader RU l = l(k) 

H    3   =    h1, 1   h1, 2   h1, 3   h1, 4    0      0     , (    )
   0      0     h2, 3   h2, 4  h2, 5  h2, 6 

C

F           = e M
2π-j mn

√̄Mm, n

h     =  l,k
Mβl,k

S l,k
l,kF l,kν    , (1)

｜ ｜

∑    =  l,k
Mβl,k

S l,k
l,kF l,kF    .H (2)

1 2 3 4 5 6

1 2

Figure 2 A simple network with L = 2 RUs and K = 6 users used as an example. The 

dotted edges correspond to channels vectors that cannot be estimated because of 

the cluster formation mechanism.

||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||

1 It is customary in communication theory to call "power" 

the average energy per complex symbol. We follow here this 

convention. Notice that the physical power for a symbol rate 

of W symbols/s is given by W Pue and the physical noise power 

(integral of the noise power spectral density over the system 

bandwidth of W Hz) is given by W N0. Hence, the ratio Pue/N0 

coincides with the ratio of the physical transmit signal power 

over the noise power at the receiver output.
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and therefore have a pilot index t = t(k) ∈ [τp], the dynamic 

cluster Ck for each UE k is formed by enrolling successively 

all RUs l listed in order of decreasing LSFC for which i) pilot 

t(k) is yet free, ii) the condition βl,k ≥    η-M SNR  is satisfied. We 

also consider a maximum cluster size Q such that if more 

than Q RUs meet the cluster enrollment condition, only the 

Q with the largest LSFC are selected. As a result, all UEs k ∈ 

Ul make use of mutually orthogonal UL pilots. Furthermore, 

0 ≤ |Ul| ≤ τp and 0 ≤ |Ck| ≤ Q.

2.2 Uplink Data Transmission

The received LM × 1 symbol vector at the LM RUs’ antennas 

for a single channel use of the UL is given by

                                              yul = √-SNR Hsul＋zul ,                                (3)

where sul ∈ CK × 1 is the vector of information symbols 

transmitted by the UEs (zero-mean unit variance and 

mutually independent random variables) and zul is an i.i.d. 

noise vector with components ~CN (0, 1). The goal of 

cluster Ck is to produce an effective channel observation 

for symbol sul
k  (the k-th component of the vector sul from 

the collectively received signal at the RUs l ∈ Ck). We 

define the receiver unit norm vector vk ∈ CLM × 1 formed by 

M × 1 blocks vl,k：l = 1,...,L, such that vl,k = 0 (the identically 

zero vector) if l ∈/ CK. This reflects the fact that only the RUs 

in Ck are involved in producing a received observation for 

the detection of user k. The non-zero blocks vl,k：l ∈ Ck 

contain the receiver combining vectors. The corresponding 

scalar combined observation for symbol sul
k  is given by

                        rul
k  = vH

k yul

                                                  =  √-SNR vH
k hksul

k  + √-SNR vH
k HK-k sul

K-k  + vH
k zul   ,     (4)

where hk denotes the k-th column of H, HK-k is obtained by 

deleting the k-th column from H, and sul
K-k  is the vector sul

  

after deletion of the k-th element.

For simplicity, we assume that the channel decoder has 

perfect knowledge of the exact UL SINR value

 

where hk denotes the k-th column of H. The corresponding 

UL optimistic ergodic achievable rate is given by

                                             Rul
k  = E[log(1 + SINRul

k )] ,                      (6)

where the expectation is with respect to the small scale 

fading, while conditioning on the placement of UEs and RU, 

and on the cluster formation.

Remark 1: The optimistic ergodic rate is achievable when 

the small-scale fading is a stationary ergodic process in the 

time-frequency domain and a codeword is transmitted over 

a sufficiently large number of small-scale fading states, 

and somehow the useful signal coefficient and the variance 

of the interference term in (4) are known to the decoder. 

These, however, are sufficient conditions under which the 

achievability proof of (6) follows easily. In the massive 

MIMO literature, it is common to consider the UatF lower 

bound on (6), which contains only the long-term statistics 

(first and second moments) of the coefficients in vH
k hj  in (5) 

and therefore is achievable under less restrictive conditions 

[31, 48]. It has been shown that unless the useful signal 

coefficient "hardens" such as |E[vH
k hj ]|2 is large with respect 

to Var(vH
k hk), the UatF bound can be very pessimistic [49]. 

This is unfortunately the case for typical layouts of cell-

free user-centric networks where the channel hardening of 

very large co-located arrays and rich i.i.d. small-scale fading 

do not occur. In addition, it cannot be excluded that with 

some universal decoding scheme [50] the rate in (6) can be 

achieved or at least closely approached. For these reasons, 

we believe that the optimistic ergodic rate reflects more 

accurately the actual achievable performance of the system 

at hand, than the overly conservative UatF lower bound.

2.3 Downlink Data Transmission

The signal corresponding to one channel use of the DL at 

the receiver of UE k is given by

                                                    ydl
k  = hH

k x + zdl
k   ,                                    (7)       

where the transmitted vector x ∈ CLM × 1 is formed by all 

the signal samples sent collectively from the RUs. Without 

loss of generality we can incorporate a common factor 

SNR−1/2 in the LSFCs, which is equivalent to rescaling the 

noise at the UEs receivers such that zdl
k  ~CN(0,SNR-1), while 

keeping βl,k for all (l, k) identical to the UL case. Let sdl ∈ CK × 1 

denote the vector of information bearing symbols for the K 

users, assumed to be zero mean, independent, with variance 

qk ≥ 0. Under a general linear precoding scheme, we have

                                                       x = Usdl ,                                      (8)

where U∈CLM × K is the overall precoding matrix, formed by 

SINR     =  ,
SNR   +∑k

kvH
khul

2

2-1
j=/k kvHhj

(5)
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M × 1 blocks ul,k such that ul,k = 0 if l∈/ CK. The non-zero blocks 
ul,k：l ∈Ck contain the precoding vectors. Using (8) in (7), we 
have

                                     ydl
k  = hH

k uksdl
k  + ∑j=/k hH

k ujsdl
j   + zdl

k  ,                           (9)

where uk is the k-th column of U. The resulting DL (optimistic) 
SINR, is given by

where qk is the DL transmit (Tx) power for the data stream to 
UE k. As for the UL, we consider the DL optimistic ergodic 
rate given by       

                                              Rdl
k  = E[log(1 + SINRdl

k )] .                          (11)

Assuming that the columns of the precoder U have unit 

norm, we have that the total DL Tx power collectively 

transmitted by the RUs is given by

                    P dl
tot = tr(E[xxH]) = tr(Udiag(qk  : k∈[K])UH)               (12)

                            = tr(UHUdiag(qk  : k∈[K])) =  
K

∑
k=1

qk  .                        (13)

We assume the UL and DL total transmit power to be 

balanced. This imposes the condition ∑K
k =1 qk  = K .

3 Uplink Receive Schemes

We illustrate the UL linear receive schemes for the case of 

ideal partial CSI. In our simulations, we shall use the CSI 

estimated as described in Section 6 and simply plug the 

estimated channel vectors in place of the ideally known 

channel vectors.

In this work, we consider two UL receive schemes referred to 

as cluster-level zero-forcing (CLZF) and local linear MMSE 

(LMMSE) with cluster-level combining [42]. The schemes 

are described in the following.

3.1 Cluster-Level Zero-Forcing (CLZF)

For a given UE  k  with cluster C k , we define the set 

U (C k )Δ=Ul ∈ Ck
Ul of UEs served by at least one RU in Ck. Let 

hk (Ck ) denote the k-th column of H(Ck ) and let Hk (Ck ) denote 

the residual matrix after the k -th column is deleted. 

The CLZF receive vector is obtained as follows. Let 
-hk (Ck ) ∈ C|Ck|M × 1 and -Hk (Ck ) ∈ C|Ck|M × (|U(Ck )|-1) denote the vector 

and matrix obtained from hk (Ck ) and Hk (Ck ), respectively, 

after all the M blocks of rows corresponding to RUs l∈/ Ck 

and all the all-zero columns corresponding to UEs k' ∈/ U(Ck) 
are removed. Consider the singular value decomposition 

(SVD)

                           -Hk (Ck ) = -Ak
-Sk

-BH
k  ,                                     (14)

where the columns of the tall unitary matrix -Ak  form an 

orthonormal basis for the column span of -Hk (Ck ), such that 

the orthogonal projector onto the orthogonal complement 

of the interference subspace is given by -Pk = I - -Ak
-AH

k , and 

define the unit-norm vector

                       -vk  = -Pk
-hk (Ck )/||-Pk

-hk (Ck )|| .                          (15)

Hence, the CLZF receive vector vk is given by expanding -vk 

by reintroducing the missing blocks of all-zero M × 1 vectors 

0 in correspondence of the RUs l ∈/ Ck.

Because of the channel correlation model, it may happen 

that there are some UEs j∈U(Ck ), j =/ k , such that the k-th 

and j-th columns of H(Ck ) are co-linear. In this case, column 

j is extracted from the channel matrix and it is not included 

in the CLZF computation. In practice, this means that the 

interference on user k caused by user j is taken in directly, 

without mitigation by linear projection.

3.2 Local LMMSE with Cluster-Level 
Combining

In this case, each RU l makes use of locally computed 

receive vectors vl,k for its users k ∈U l. Let yul
l   denote the 

M × 1 block of yul corresponding to RU l. For each k ∈ Ul, RU l 

computes locally

                                                     rul
l,k = vH

l,k yul
l   .                                           (16)

The symbols {rul
l,k : k∈Ul} are sent to the DU serving cluster 

Ck , which computes the cluster-level combined symbol

                                       rul
k =∑

l∈Ck

w*
l,krul

l,k = wH
k rul

k  ,                                  (17)  

where wl,k is the combining coefficient of RU l for UE k, and wk 
and rk are vectors formed by stacking wl,k and rul

l,k of all RUs l∈Ck, 
respectively. 

A classical and effective choice for the receive vector vl,k is 

based on LMMSE estimation. In this case, we distinguish 

between the known part of the interference, i.e., the term 

∑j∈Ul : j=/khl,jsul
j  , and the unknown part of the interference, i.e., 

SINR     =  
SNR   + ∑k

khH
ku kqdl

2

2  -1
j=/k khHuj qj

(10),
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the term ∑ j∈/Ul
hl,j sul

j   in yul
l  . The receiver treats the unknown 

part of the interference plus noise as a white vector with 

known variance per component. The covariance matrix of 

the term ∑j ∈/Ul
hl,j sul

j   is given by

where zul
l    with i.i.d components ~CN(0,1) is additive white 

Gaussian noise (AWGN) at RU l . Taking the trace and 

dividing it by M, we find the equivalent variance per 

component

Under this assumption, we have that the LMMSE receive 

vector is given by

                                 vl,k = (σ2
l  I + SNR  ∑

j∈Ul  

hl,jhH
l,j )-1 

hl,k .                         (20)

For the cluster-level combining coefficients, we consider 
the maximization of the SINR after combining. The effective 
received signal model at RU l∈Ck relative to UE k can be 
written as

                         rul
l,k = √-SNR (gl,k,ksul

k +  ∑
j∈Ul : j=/k

 gl,k,jsul
j  ) + vH

l,kξ l               (21)

where we define g l,k,j  = vH
l ,k hl, j and let ξl  the unknown 

interference plus noise vector, assumed ~CN (0,σ2
l   I) . 

Stacking {rul
l,k : l ∈ Ck } as a |Ck | × 1 column vector rul

k, we can 

write the output symbols of cluster Ck relative to UE k as

                                    rul
k = √-SNR (aksul

k + Gksul
k ) +ζk ,                         (22)

where ζk = {vH
l,kξl : l ∈ Ck } has the covariance matrix given by 

Dk = diag{σ2
l ||vl,k||2  

 : l ∈ Ck} and ak = {gl,k,k : l ∈ Ck }.

The matrix Gk ∈ C|Ck| × (|U(Ck)|-1) contains elements gl,k,j in position 

corresponding to RU l and UE j (after suitable index reordering) 

if j∈Ul, and zero elsewhere. The vector sul
k∈ C(|U(Ck)|-1) × 1contains 

the symbols of all users j ∈ U(Ck ) : j  =/ k . Then, given the 

available CSI, the total interference plus noise covariance 

matrix is

                                             Γk = Dk + SNR Gk GH
k .                                 (23)

The corresponding nominal SINR for user k with combining 
(22) is given by

 

The maximization of (24) with respect to wk amounts to 

finding the maximum generalized eigenvalue of the matrix 

pencil (akaH
k ,Γ k). Since the matrix akaH

k  has rank 1 and 

therefore it has only one non-zero eigenvalue, the solution 

is readily given by

                                                          wk = Γ -1
k ak ,                                                       (25)

yielding the SINR

                                                SINRcl
k = SNR aH

kΓ
-1
k ak  .                                      (26)

For the LMMSE with cluster-level combining scheme, the 

overall receive vector is obtained by forming the vector -vk  

by stacking the |Ck| blocks of dimensions M × 1 given by 

wl,kvl,k on top of each other and normalizing them such that 
-vk has unit norm. After expanding -vk to vk of dimension LM × 1 

by inserting the all-zero blocks corresponding to the RUs 

l ∈/ Ck, the resulting SINR is again given by (5) and does not 

coincide in general with (26) since it takes into account the 

true interference from all users, and not only the known 

part due to the partial CSI. Nevertheless, the SINR in (24) 

and its maximization leading to (26) represent the best 

guess given the available CSI and the statistical information 

on the overall additional interference plus noise power.

It is interesting to notice that the scheme differs from 

the distributed large-scale fading decoding (LSFD) in 

[31], as the LSFD relies on the expected products of 

the combining and channel vectors. In contrast, we use 

the instantaneous channel realization estimate and the 

instantaneous receive vector for the computation of the 

combining coefficients. We shall provide a more detailed 

comment on the difference between the two schemes in 

Section 5.

4 UL-DL Duality and Downlink 
Precoding Schemes

We shall consider expressions of nominal, i.e., assumed, 

SINR, where the channels hl,k with (l,k) ∈ε  are known, while 

for (l,k) ∈/ ε , only the LSFCs of these channels are known, 

and the channel vector spatial distribution is assumed 

isotropic. This treatment differs from what done in [32] 

[I]

l

Mβl,j (18)
SNR

l,jh

l,jF l,jF

H

H
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l,j

ul z l
ul= E

j    Ul∈/
 + l,jh s j
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 + 

= I + ∑
j    Ul∈/
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lM βl,j (19)1
l
2 σ   =        tr(      ) = 1 +  
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SNR   ∑    .

(24)SINR    =  SNR
k
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.
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where it is assumed that, if RU l serves UE j but not UE k, 

E[|hH
k vj|2] can still be estimated accurately at RU l, where 

hH
l,kvl,j is a non-zero component of hH

k vj .

4.1 UL-DL SINR Duality for Partially 
Known Channels

Consider the UL SINR given in (5). By construction we 

have that vl,k = 0 for all l ∈/  Ck . Therefore, the term at the 

numerator θk,k = |vH
k hk|2 = | Σ

l∈ck
vH

l,khl,k|2 contains only known 

channels and it can thus be used in the nominal SINR 

expression. The terms at the denominator take on the form

                               θj,k = |vH
k hj|2 = | Σl∈ck

vH
l,khl,j|2

                                                           (27)

                                     = |   Σl∈ck∩cj

vH
l,khl,j +  Σl∈ck\cj

vH
l,khl,j|2

                                      (28)

where for l ∈ Ck ∩Cj the channel hl,j is known, while for 

l ∈ Ck\Cj the channel hl,j is not known. Taking the conditional 

expectation of the term in (28) given all the known CSI εk at 

Ck, and noticing that the channels for different (l,j) pairs are 

independent and have mean zero, we find

                  E[θj,k|εk ] = |   Σl∈ck∩cj

vH
l,khl,j|2

 +  Σl∈ck\cj

β l,jM--
|S l,j|    

vH
l,kFl,jFH

l,jvl,k .

Finally, under the isotropic assumption, we replace the 

actual covariance matrix of the unknown channels with a 

scaled identity matrix with the same trace, i.e., we have

                          E[θj,k|εk ] ≈ |   Σl∈ck∩cj

vH
l,khl,j|2

 + Σ
l∈ck\cj

β l,j||vl,k||2
 .

Using the fact that vk is a unit-norm vector and assuming 

that the M × 1 blocks vl,k have the same norm, we can 

further approximate ||vl,k||2 ≈    1-|Ck|. Therefore, the resulting 

nominal UL SINR is given by

where we define θk,k = |vH
khk|2 and for j=/k as

                                ~θj,k = |    Σl∈ck∩cj  
vH

l,khl,j|2
 +   1-|Ck|    Σl∈ck\cj 

β l,j .                         (30)

Notice that the term at the denominator of the nominal UL 

SINR given by   1-|Ck|Σj=/kΣl∈ck\cj
βl,j is the contribution of the 

interference power per RU caused by other UEs j=/k  to the 

RUs in Ck, but not also in Cj. We refer to (29) as the nominal 

UL SINR since this is the SINR that the processor of cluster 

Ck can estimate from its CSI knowledge.

Next, we consider the DL SINR given in (10) under the 

assumption that the DL precoding vectors are identical 

to the UL receive vectors, i.e., uk = vk for all k ∈ [K]. The 

numerator takes on the form θk,kqk where θk,k is the same 

as before and contains all known channels. Focusing on 

the terms at the denominator and taking into account 

that the vectors uj are non-zero only for the M × 1 blocks 

corresponding to RUs l ∈ Cj, we have

                          θk,j = |hH
kuj|2 = | Σl∈cj 

hH
l,kul,j|2

                                                              (31)                

                                = |    Σl∈cj∩ck 
hH

l,kul,j +   Σl∈cj \ck 
hH

l,kul,j|2
 ,                                    (32)

where, as before, for l ∈ Cj ∩ Ck the channel hl,k is known, 

while for l ∈ Cj\Ck the channel hl,k is not known. Taking the 

conditional expectation of the term in (32) given all the 

known CSI, we find

               E[θk,j|εk] = |    Σl∈cj∩ck 
hH

l,kul,j |2
 +  Σl∈c j \ck  
-βl,kM-|s l,k|   u

H
l,jFl,kFH

l,kul ,j .

Using again the isotropic assumption, we replace the actual 

covariance matrix of the unknown channels with a scaled 

identity matrix with the same trace, i.e., we have

                       E[θk,j|εk] ≈ |    Σl∈cj∩ck 
hH

l,kul,j |2
 +   Σl∈cj \ck 

β l,k||ul,j||2

                                         ≈ |   Σl∈cj∩ck 
hH

l,kul,j |2
 +   1-|Cj|    

Σ
l∈cj \ck 

β l,k .

Therefore, the resulting nominal DL SINR is given by

where

                                 ~θk,j = |    Σl∈cj∩ck 
hH

l,kul,j|2
 +   1-|Cj|   

Σ
l∈cj \ck 

β l,k .                        (34)

Given the symmetry of the coefficients, an UL-DL duality 

exists for the nominal SINRs. This can be used to calculate 

the DL Tx power allocation {qk : k ∈[K ]} that achieves 

nominal DL SINRs equal to the nominal UL SINRs with 

uniform UL Tx power per UE.

θ
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l  Ck Cj∈  \

2 1 βl,j

θk,k ,

β

θ

l,k

(33)

SINR             =  
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Remark 2: We focus here on the case of balanced UL-

DL SINRs for the following reasons: 1) from a theoretical 

viewpoint, it is easier and more direct to illustrate the SINR 

duality in this case, and then generalize it to unbalanced (but 

proportional) SINRs as done later on in Section 4.2; 2) from a 

practical viewpoint, in a cell-free architecture the cost, size, 

and scale manufacturing of RUs play a very important role 

for these systems to be attractive and effectively deployed. 

Hence, it is likely to assume that each "antenna element" 

(including physical antenna, low-noise amplifier (LNA)/

power amplifier (PA) up-down conversion and A/D and D/A 

conversion) of a multi-antenna RU has (roughly) the same 

characteristics in a UE. In fact, there are already proposals to 

reuse UE chipsets to create scalable and economically viable 

RUs. Therefore, the balanced total transmit power when the 

total number of users and the total number of RU antenna 

elements is similar is a meaningful working assumption; 

3) achieving balanced UL-DL SINRs has nothing to do with 

the fact that, typically, the traffic load in the DL is much 

larger than in the UL. In fact, given balanced UL-DL SINRs, 

the different traffic load can be matched by scheduling, i.e., 

allocating a different number of transmission resources to 

the UL and DL, respectively. The allocation of transmission 

resources (i.e., time-frequency RBs) to UL and DL is a much 

more effective way than "power allocation" to match the 

traffic load requests, since it acts on the prelog factor of the 

time-averaged rate (throughput) rather than on the term 

inside the logarithm; 4) working with balanced SINRs has 

the non-trivial advantage that only the UL receive vectors 

must be calculated for each new CSI pilot round, while 

the DL precoding vectors are automatically obtained as a 

byproduct.

In particular, we choose the target DL SINRs {γk} Δ= {SINRk
ul-nom} 

for all k. The system of (non-linear) equations in the power 

allocation vector q = {qk} is given by

                                        SINRk
ul-nom = γk ,∨- k = 1...,K

which can be rewritten in the more convenient linear form 

(see [10])

                                         (I - diag(μ)Θ)q =     1-SNR μ ,                                         (35)

by defining the vector μ with elements

                                                μk = -γk-(1 + γk)θk,k
                                                  (36)

and the matrix Θ with (k,j ) elements θk,k on the diagonal 

and 
~θk,j in the off-diagonal positions. Since the target 

(nominal) SINRs {γk} are achievable, it can be shown that 

the above system of equations has a non-negative solution, 

given by

                                      q* =     1-SNR (I - diag(μ)Θ)-1μ .                                          (37)

In addition, it is immediate to show that this solution 

satisfies the total power constraintΣK
k=1q*k = K, i.e., the UL and 

DL have balanced total power. This is shown explicitly as 

follows. Since in the UL case the transmit symbol energies 

are all equal to 1, for the choice of target SINRs γk = 
SINRk

ul-nom, the following equation must hold:

                                      1 =     1-SNR (I - diag(μ)ΘT)-1μ

Hence, it follows that

                            K = 1T1

                                =     1-SNR 1
T

 (I - diag(μ)ΘT)-1μ

                                =     1-SNR 1
T

 (diag(1/μ1 ,...,1/μK) - ΘT)-11

                                =     1-SNR 1
T

 (diag(1/μ1 ,...,1/μK) - Θ)-11

                                =     1-SNR 1
T

 (I - diag(μ)Θ)-1μ

                                =  
K

Σ
k=1

q
k
* .                                                                                                               (38)

In conclusion, we propose to use existing UL receivers/

combiners as DL precoders. This has the advantage of 

achieving balanced UL and DL (nominal) SINRs as well 

as total transmit power, and most importantly, that no 

additional DL precoding computation is required. In 

particular, in this work we consider CLZF precoding and 

LMMSE with cluster-level combining precoding.

4.2 The Case of Unbalanced UL and 
DL

First of all, we should notice that (in line with the 

observation made in Remark 2), the user rates expressed 

by (6) have little to do with the actual user throughputs, 

defined as the long-term averaged rate over a sequence 

of RBs. In general, the total number of users in the system 

K tot may be much larger than the number of users K 

simultaneously active on a single RB, which is the quantity 

considered here. On top of the PHY described in this 

paper, there are several other mechanisms such that active 
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users do not need to transmit/receive data on each RB. 

Considering a long sequence of slots (e.g., formed by RBs) 

indexed by a slot time s, the throughput of user k ∈ [Ktot] is 
given by

                -Rk = lims→∞ 
1-S    

S

Σ
s=1

Rk[s]                                                  (39)

where Rk[s] coincides with (6) on the slots s where user k 
is scheduled, and it is equal to 0 on the slots s where user 
k  is not scheduled. Under mild conditions of stationarity 
and ergodicity of the scheduling policy and of the fading 
processes, the throughput in (39) converges to the average 
quantity

                                              -Rk = αkE[Rk]                                                          (40)

where αk is the activity fraction of user k, i.e., the fraction 

of slots where user k is scheduled (active), and E[Rk] is the 

rate in (6), further averaged over the active user subset of 

K - 1 simultaneously scheduled users out of the Ktot, active 

together with user k.

Hence, a way to match the different UL and DL traffic 

demands consists of scheduling a different number of 

UL and DL slots per TDD frame. Also, a way to achieve 

throughput fairness consists of using a fairness-oriented 

scheduling policy, e.g., following the general theory of 

network utility function maximization (e.g., see [51]), as 

applied for example in [52] in the MU-MIMO case. The 

extension of this type of fairness scheduling approaches to 

cell-free user-centric networks in a scalable way, i.e., without 

the need of a fully centralized scheduler, is generally a very 

interesting problem for further research.

However, it may happen that for some technology reason 

the total transmit power in the DL is significantly different 

from the total transmit power in the UL. In this case, it does 

not make sense to reduce artificially the transmit power of 

the strongest one to match the weakest. Hence, in the rest 

of this section we provide the (simple) extension of the UL-

DL duality provided before, to the unbalanced total transmit 

power case.

Let P ru denote the average RU transmit power such that 

the total transmit power in the DL is LPru. We consider a 

virtual UL with per-UE transmit power given by (L/K)P ru 

and the corresponding virtual UL SNR parameter SNRul = 
-

LRru
-

K N0      
. For such virtual UL with receivers {vk}, the nominal 

SINR is obtained by replacing SNR with SNRul in (29). Notice 

that the vectors {vk} may or may not correspond to the 

actual receive vectors for the actual UL. In particular, for the 

CLZF scheme, the receive vectors are independent of SNR, 

therefore they are the same for the actual and virtual UL. 

In contrast, with the LMMSE scheme, the receive vectors 

depend on SNR and therefore they need to be recomputed 

for the virtual UL. In any case, using uk = vk for all k ∈ [K] for 

the (actual) DL, and obtaining the DL normalized transmit 

power according to (37) with the substitution of SNR by 

SNRul, we obtain a set of DL transmit power factors of 

the K DL streams such that 1) the same nominal SINRs of 

the virtual UL are achieved, and 2) the total average DL 

transmit power is LP ru as desired.

Of course, in general a combined approach to unbalanced 

UL and DL traffic can be implemented, where we use the 

virtual UL approach to take into account the different total 

transmit available power, and yet use scheduling to adjust 

the throughput to the individual user demands and fairness.

5 Comparison with Other Proposed 
UL and DL Schemes

Several UL receive/combining and DL precoding schemes 

have been proposed in the literature. Here we review a few.

For the UL, the local LMMSE processing in combination with 

LSFD proposed in [35] and [37] is similar to our local LMMSE 

with cluster-level combining introduced before. The difference 

is in the computation of the weighting coefficients, that 

with LSFD are dependent on the expected products of the 

combining and channel vectors {E[gl,k,j] : (l,k) ∈ε}, and E[GkGH
k]. 

In contrast, the scheme in this paper uses the instantaneous 

channel realization for the computation of the combining 

coefficients. The received signal model at RU l for UE k is 

given again by (16). The local estimates are sent to the 

DU processing cluster Ck and combined according to (17). 

However, in LSFD the weights are computed in a different 

way, i.e.,

                                        wk = (Γk
LSFD)-1E[ak] ,                                                       (41)

where

                        Γk
LSFD = Dk + SNR   Σ

j=/k : j∈Ul

E[Gk(:,j )Gk(:,j )H] .                  (42)

Recall that the matrix Gk of dimension |Ck| × (|U(Ck)| - 1) 
contains elements g l,k,j in position corresponding to RU l and 
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UE j if (l,j) ∈ ε, and zero elsewhere, so we have

and

                                      E[ak] = {E[g l,k,k] : l∈Ck} .                                             (44)

Instead of the instantaneous channel and combining 

vectors taking into account small-scale fading as in (25), 

the expectation (based on large-scale fading) is used. The 

choice of these combining coefficients is motivated in [35] 

by maximization of the SINR term resulting from the UatF 

bound.

As in [35] all RU-UE pairs are associated, the original LSFD 

scheme for cell-free systems assumes that the elements 

E[Gk(:,j )Gk(:,j )H]m,n are known for m,n ∈ [L] and all k,j ∈ [K], 
i.e., the matrix E[Gk(:,j )Gk(:,j )H] would have dimension L × L 

and have only non-zero entries. The scalable LSFD scheme 

proposed in [37] in combination with dynamic cooperation 

clustering assumes that the elements E[Gk(:,j )Gk(:,j )H]m,n 

are known for m,n ∈Ck and k,j ∈ U(Ck). After removing the 

elements belonging to RU l' ∈/ Ck (equal to zero), the matrix 

E[Gk(:,j )Gk(:,j )H] is of dimension |Ck| × |Ck| and has only 

non-zero entries.

We notice that the LSFD scheme requires knowledge of the 

expected values E[vH
m,khm,j(vH

n,khn,j)H] for all m,n ∈ [L], k,j ∈ [K], 
and all m,n ∈ Ck, k,j ∈ U(Ck), respectively. We argue that 

while the instantaneous values of these coefficients are 

easily obtained from the partial CSI available at the cluster 

processors, these average values require some sort of long-

term averaging and thus additional implementation efforts. 

Therefore, we believe that the scheme proposed in [42] is 

not only more performant, but also easier to implement in 

practice.

For the DL, a popular scheme is local partial ZF (LPZF) 

proposed in [41]. In this scheme, each RU computes the 

precoding vectors and power allocation locally for its 

associated UEs. Let us consider the channel matrix between 

RU l and the associated UEs in U l, given by

                               Hl = [hl,k1 hl,k2 ... hl,k|Ul|
]∈CM × |Ul| ,                               (45)

where k1,...,k |Ul| are the UEs in the set U l. In case M ≥ τp ≥ |U l| 
and Hl is a full-rank matrix, local ZF (LZF) is carried out by 

computing the pseudo-inverse

                                            H+
l = Hl(HH

l   Hl)-1                                                  (46)

of Hl. Then, the LZF precoding vector ul,k is the normalized 

column of H+
l corresponding to user k ∈ U l.

LPZF is a variant of LZF where some users are excluded 

from the calculation of the pseudo-inverse. In particular, 

when M ≤ |U l|, or that Hl is rank-deficient (τp ≥ |U l| due to 

clustering), the RU chooses from U l the UEs U ZF
l   with the 

largest channel gains (at most M) whose channels are 

linearly independent, and thus form a full-rank matrix HZF
l  . 

The precoding vectors of UEs in U ZF
l   are computed by ZF as 

in (46) and normalized to unit norm. For the remaining UEs 

k ∈ U l
MRT, normalized MRT is employed, i.e.,

                                       ul,k = -hl,k-
||hl,k||      ,∨- k∈U l

MRT ,                                         (47)

where U l
ZF ∩ U l

MRT = 0/ and U l
ZF ∪ U l

MRT = U l.

For both cases, the RUs compute the Tx power for each 

UE locally. In conjunction with ZLF and LPZF two simple 

schemes are considered: equal power allocation (EPA), 

where the power allocated to stream k by RU l ∈ Ck is the 

same for all streams, i.e.,

                                             ql,k = -P
RU

|Ul|
-,∨- k∈U l ,                                          (48)

and proportional power allocation (PPA) with regard to the 

LSFCs such that

                                   ql,k = PRU-βl,k-Σj∈Ul  
βl,j
          ,∨- k∈U l ,                                   (49)

where q l,k and P RU denote the transmit power allocated 

at RU l to UE k  and the DL power budget at each RU, 

respectively. Obviously, in all cases, for k ∈/  Ul we have ql,k = 0.

6 CSI Estimation from UL Pilots

In practice, ideal partial CSI is not available and the channels 

{hl,k : (l,k) ∈ ε} must be estimated from UL pilots. Thanks to 

channel reciprocity in the TDD mode, the estimates can be 

used for both UL combining and DL precoding. We assume 

that τp signal dimensions per RB are dedicated to UL pilots 

(see [13]), and define a codebook of τp orthogonal pilot 

sequences. The pilot field received at RU l is given by the  

M × τp matrix

                                         Yl
pilot =  

k

Σ
i=1  

hl,i O/ H
ti 

 + Zl
pilot                                        (50)

where O/ ti
 denotes the pilot vector of dimension τp used by 

UE i at the current slot. Since the pilot vectors make use of 

τp symbols, their energy is τpSNR, i.e., ||O/ ti 
||2 = τp SNR for all 

m  k ε ε
(43)

E[G  (:,   )G  (:,   )  ]k m,nj k j j kU CH m,kv m,jhH H
n,kv n,jhH

k= E[
0, otherwise,

], if ,(               ) (    ,    ) (     )n  k(   ,    )∈ ,∈ ∈ \
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ti∈[τp]. For all UEs k ∈U l, RU l produces the "pilot matching" 

channel estimates

                                          ĥpm
l,k  = -1
-
τpSNR  Yl

pilotO/ tk 
                                              (51)

                                                  = hl,k  +    Σ
i =/ k  : ti = tk

hl,i + ~ztk ,l                            (52)

where ~ztk  ,l   is M × 1 Gaussian i.i.d. with components 

CN (0,-1-
τp SNR

). Assuming that the subspace information Fl,k 

of all k ∈U l is known, we consider also the "subspace 

projection" (SP) pilot decontamination scheme for which 

the projected channel estimate is given by the orthogonal 

projection of ĥpm
l,k  onto the subspace spanned by the columns 

of Fl,k, i.e.,

                 ĥSP
l,k = Fl,kFH

l,kĥpm
l,k                                                                           (53)

                        = hl,k + Fl,kFH
l,k (    Σi =/ k  : ti = tk

hl,i) + Fl,kFH
l,k  + ~ztk ,l                        (54)

Notice that after the projection, the resulting estimation 

noise is correlated since it is contained in the channel 

subspace, in fact the covariance matrix of the projected 

noise is given by -1-
τpSNR Fl,kFH

l,k.

Writing explicitly the pilot contamination term after the 

subspace projection, we have

               Fl,kFH
l,k (     Σi =/ k  : ti = tk

hl,i) =    Σi =/ k  : ti = tk
Fl,kFH

l,khl,i                                       (55)

                                                 =     Σi =/ k  : ti = tk  √--βl,iM-
|Sl,i |     Fl,kFH

l,kFl,iνl,i .              (56)

This is an M × 1  Gaussian vector with mean zero and 

covariance matrix

                              Σco
l,k =    Σi =/ k  : ti = tk 

-
βl,iM-
|Sl,i |    Fl,kFH

l,kFl,iFH
l,iFl,kFH

l,k .

When Fl,k and Fl,i are nearly mutually orthogonal, i.e., FH
l,kFl,i ≈ 0, 

the subspace projection is able to significantly reduce the 

pilot contamination effect.

Note that the previously described UL and DL schemes, and 

the computation for UL-DL duality with ideal partial CSI can 

be carried out with channel estimates by replacing the 

ideal partial CSI {hl,k : (l,k) ∈ε } with the channel estimates 

{ ĥpm
l ,k  : (l,k ) ∈ ε } or { ĥsp

l ,k  : (l,k ) ∈ ε }. In practical systems, 

knowledge of the subspace Fl,k for (l,k) ∈ε however is not 

directly available and requires non-trivial estimation.

How to efficiently estimate the user channel covariance or 

at least their dominant signal subspace without suffering 

from the same pilot contamination that appears in the 

channel estimate themselves is a very relevant and 

interesting open problem. Notice also that most papers and 

monographs on the subject (e.g., see [31] and references 

therein) assume that all channel statistics (in particular, 

the channel covariance matrices) are "magically" known 

everywhere. This assumption is extremely unrealistic since 

although the channel statistics change quite slowly in time 

with respect to the small-scale fading coherence time, 

they are generally time-varying and must be continuously 

tracked in order to enable schemes such as the subspace 

projection or some forms of MMSE pilot decontamination 

as proposed in [31] to work properly.

7 Numerical Results

In our simulations, we consider a square coverage area of 

A = 225 × 225 square meters with a torus topology to avoid 

boundary effects. The LSFCs are given according to the 

3GPP urban microcell pathloss model from [53]. We 

assume a noise power of -96 dBm, and the UL power 

Pue is chosen such that  -βMSNR = 1 (i.e., 0 dB), when the 

expected pathloss -β (averaged with respect to the LOS/

NLOS probability and shadowing) is calculated for distance 

3dL, where dL = 2√-A-πL  is the diameter of a disk of area equal 

to A/L. We consider RBs of T = 200 symbols. The UL (same 

for DL) spectral efficiency (SE) for UE k is given by

                                             SEul
k   = (1 - τp /T )Rul

k .                                  (57)

The angular support Sl,k contains the DFT quantized angles 

(multiples of 2π/M) falling inside an interval of length 

△ placed symmetrically around the direction joining UE k 

and RU l. We use △ = π/8 and the maximum cluster size 

Q = 10 (RUs serving one UE) in the simulations. The SNR 

threshold η  = 1 makes sure that an RU-UE association can 

only be established when β l,k ≥     η-MSNR  .

For each set of parameters, we generated 50 independent 

layouts (random uniform placement of RUs and UEs), and for 

each layout we computed the optimistic ergodic rate by Monte 

Carlo averaging with respect to the channel vectors. In all 

figures, the results with subspace projection channel estimates 

are shown. We compare the DL schemes CLZF and LMMSE 

with the current state-of-the-art benchmarks represented by 

the LZF and LPZF schemes of [41] (see Section 5).

We start our evaluation by comparing the sum SE for 
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different K and τp in a system with a total of LM = 640 

antennas, with different arrangements of L = 10, L = 20 and 

L = 40 RUs (respectively, in Figures 3, 4, and 5). We notice 

that in most cases LMMSE outperforms LZF, and that for 

more UEs in the system, we need larger τp to maximize the 

sum SE, as each RU can serve up to τp UEs. We notice also 

that the SE for the case of K  = 200 users, at the optimal 

value of τp, is quite invariant with respect to the antenna 

distribution, and in fact the more concentrated antenna 

distribution (L  = 10 RUs with M  = 64 antennas each) yields 

slightly larger maximum sum SE. In any case, this means 

that the system is quite flexible (within a reasonable range 

of parameters) with respect to the antenna distribution, 

and that a realistic number of RUs with a relatively large 

number of antennas each represents a practically attractive 

option with respect to the classical cell-free paradigm, 

where the number of RUs is predicated to be larger than 

the number of users.

We now look at the distribution of the DL rates per UE for 

the case K  = 100 users. Figure 6 shows that the proposed 

UL-DL duality method yields almost symmetric effective 

ergodic rates for the UL and DL. Also, this figure shows 

that the CLZF and LMMSE methods perform very similarly. 

Therefore, since the local LMMSE with cluster-level 

combining is significantly less computationally intensive, it 

is definitely our preferred and recommended choice.

8 Conclusion

In this paper we have reviewed the basic model for a 

scalable cell-free user-centric wireless network architecture, 

where each UE is served by a cluster of RUs selected 

dynamically in the vicinity. In our model, RUs have multiple 

antennas and are capable of local processing. Further 

processing can be performed at DU nodes at the cluster 
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level. In general, cluster-level decoders are virtualized and 

are implemented as software-defined network functions, 

dynamically allocated to DUs in order to maintain 

a balanced computation load. The scalability of the 

architecture stems from the fact that, provided that the 

densities of UEs, RUs, and DUs are constant, the data rate 

and computation load at any point of the network remains 

finite, while the network coverage area grows to infinity. 

In a typical practical operational regime, we expect such 

networks to have DU, RU and UE densities ordered as 

λdu ＜ λru ＜ λue, although the number of antennas should be 

larger than the number of users, i.e., λue ＜ Mλru where M is 

the number of antennas per RU.

Following the recent results in [42–43], we presented two 

types of UL linear processing. The cluster-level ZF at the 

cluster for user k computes a receive vector that sets to zero 

the interference of all users j=/k  whose channel vectors can 

be partially estimated by some RU forming the cluster. As 

an alternative, LMMSE can be applied separately for each 

RU, producing a local MMSE estimate for the useful symbol 

of user k. These estimates are then combined by the cluster 

processor, in order to maximize the SINR of the channel 

"after local MMSE estimation", as seen collectively from all 

RUs forming the cluster. This second option is much less 

computationally expensive, and our numerical results show 

that it provides excellent performance.

We have also shown that under the partial CSI knowledge 

available at each given cluster processor, there is a notion 

of "nominal" SINR for which UL-DL duality holds. This 

motivates the use of the UL receive vectors also as (dual) DL 

precoding vectors. We have verified numerically that, despite 

the "nominal SINR" does not correspond exactly to the SINR 

appearing in the ergodic rate expressions, the rates achieved 

in UL and DL with this approach are virtually identical. The 

use of UL receive vectors as DL precoders has also the non-

trivial advantage of dramatically reducing the computation 

load, since only a set of vectors needs to be computed during 

each new CSI estimation, for both UL and DL.

Finally, we have proposed a simple subspace projection 

method to (partially) decontaminate the UL pilots, that 

exploits the fact that with high probability co-pilot users 

generate channel vectors with different and nearly mutually 

orthogonal dominant subspaces. In fact, by properly 

assigning the UL pilots to the users, it is unlikely that two 

users sharing the same pilot (and therefore, by construction, 

being served by two disjoint clusters of RUs) are received 

both at high signal level at a given RU and under the 

same (or very close) angle of arrival. In [42], it is shown 

that the pilot projection method is very effective in closely 

approaching the system performance under the ideal partial 

CSI assumption, that provides a performance upper bound 

under the assumptions of cluster-level processing.

Several open problems remain to be investigated. In 

particular, we mention here the design of an effective 

scheme for estimating the user channel dominant subspace 

(to implement the pilot projection scheme), and the careful 

consideration of the mechanisms of UE-RU association and 

cluster formation. In particular, in such type of network 

architectures, a scheme that allows the UEs to detect the 

presence of the surrounding RUs and a random access 

procedure to establish the association with at least the 

cluster leader must be devised. In this respect, an interesting 

option for possible further investigation consists of letting 

the UEs send "on-demand" broadcast signals to be 

identified by the RUs. For example, this may happen at the 

first time a UE joins the system, and may be repeated if the 

UE detects that its signal quality is below some minimum 

service threshold, e.g., due to the fact that the user-centric 

dynamic cluster is not able to evolve rapidly enough 

to follow the UE mobility. A UE-triggered association 

mechanism with embedded pilot collision detection is 

presented for example in [6]. The scheme in [6] is used at 

each slot, for a very low-latency UL-DL cycle, but it does not 

lead to high SE, and a similar scheme could be used only 

for the initial association and re-association phase. Also, the 

RUs could apply some form of activity detection and user 

identification, along the lines of massive random access, as 

for example treated in [54]. A complementary option (to 

be considered as an alternative or together with a suitable 

random access mechanism) consists of operating the cell-

free user-centric network not in a stand-alone mode, but 

as a data rate extension - carrier aggregation option to an 

existing cellular network operating in a different frequency 

band. In this case, the coordination operations such as 

association and cluster formation could be implemented via 

a control channel handled by the cellular network. These 

system aspects are left as very promising topics for further 

investigation.
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Abstract

Massive multiple-input multiple-output (mMIMO), typically in the form of 64 transmit and 64 receive (64TRX) or beyond 

at mid-bands, has achieved huge commercial success in 5G. The straightforward question is how mMIMO will evolve in 

B5G/6G. We believe the answer will be at least twofold: one is extremely large aperture array (ELAA), which brings mMIMO 

to the next level of extreme spectrum efficiency by significantly increased aperture allowing more TRX and antenna 

elements, and the other is reconfigurable intelligent surface (RIS), which manipulates the reflected wave to a desired 

direction using a low cost metasurface. A novel non-stationary statistical channel model for the ELAA system is proposed, 

which is shown to capture non-stationarity inherent in the ELAA system. Furthermore, signal processing algorithms 

are examined, and the results show those are scalable (defined as optimal/near-optimal in performance and of low 

implementation complexity) in conventional mMIMO systems are no longer scalable in ELAA systems due to the channel 

spatial non-stationarity. Hence new scalable signal processing algorithms tailored for ELAA non-stationary channel shall 

be investigated. For sub-array ELAA transmit precoding, multi-antenna receiver interference mitigation, in conjunction with 

widely linear processing, is shown as a very efficient supplement to deal with interference and impairments. Fundamental 

limits of RIS are provided for understanding the potential benefit of this new technology in comparison with MIMO and 

MIMO-amplify-and-forward (AF), where RIS improves the eigenvalues of the propagation channel, spectrum efficiency 

and energy efficiency, thanks to the richer channels resulting from the size of the RIS and the cascaded channel effect of 

the base station-RIS and RIS- user equipment (UE). We have demonstrated both dynamic and static RISs in real-life indoor 

environment at C-bands, which enhance the signal level at the receiver side by more than 15 dB and 19 dB, respectively.
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1 Introduction

Multiple-input multiple-output (MIMO) is a major 

technique which significantly boosts the spectrum efficiency 

as well as coverage in wireless communications. It has 

been standardized by the 3rd Generation Partnership Project 

(3GPP) from 3G high speed packet access (HSPA). The first 

commercial deployment of MIMO in 3GPP standard is 4G 

Long Term Evolution (LTE), where MIMO of 4 transmit and 

4 receive (4TRX) is natively supported by the base station 

from the first LTE release [1]. Massive MIMO (mMIMO) 

[2], typically in the form of 64TRX or beyond and even 

more antenna elements (e.g., 192) at mid-bands, provides 

significant spectrum efficiency and coverage gain over 

conventional MIMO techniques, thus standardized by 5G 

NR from the first release. Up to date, base stations (BS) 

with mMIMO at C-bands has been the dominant 5G NR 

commercial deployments all over the world.

Seeking higher spectrum efficiency has been a major 

design target for wireless communication system from 

3G to 5G, and remains the case for B5G/6G [1]. Then the 

straightforward question is how mMIMO in 5G will evolve 

to support extreme spectrum efficiency in B5G/6G [3]. We 

believe the answer will be at least twofold: extremely large 

aperture array (ELAA) and reconfigurable intelligent surface 

(RIS).

By significantly increased aperture allowing more TRX and 

antenna elements, ELAA is able to utilize extreme spatial 

resolution and deliver superior beamforming gain as well 

as  spatial reuse gain. ELAA boosts the received signal 

strength (RSS) and reduces the inter-user equipment (UE) 

interference, therefore improves the spectrum efficiency 

from both the UE and the network perspective.

ELAA poses some challenges including new channel 

models and scalable signal processing design. As the ELAA 

array aperture spans hundreds of wavelengths, the ELAA 

channel model is fundamentally different from conventional 

mMIMO. The propagation channel becomes spatial non-

stationary where not all the antennas are visible to a UE. 

Hence a new spatial non-stationary channel needs to be 

defined. In addition, as the number of TRX goes extremely 

high, the ELAA signal processing technique has to be 

scalable, i.e., optimal/near-optimal in performance and of 

low implementation complexity in order to make ELAA 

practical.

RIS, different from enhancing the MIMO capability 

at the BS, produces a smart radio environment by 

manipulating the reflected wave to a desired direction 

using a metasurface as a new node [4], which makes RIS 

very powerful in boosting the link capacity and coverage. 

The metasurface employed in RIS is composed of a large 

number of controlling components such as the varactors 

of PIN diodes to control the radio environment without the 

need of active components like RF chains as in conventional 

MIMO systems, which makes RIS very cost-efficient. Due to 

the promising benefits in terms of low cost, link capacity 

and coverage, RIS has been recognized as potential key 

techniques for B5G/6G [1].

The research challenges of RIS include understanding the 

fundamental capacity limits of RIS and real-world RIS 

platform verification. The benefit of RIS in comparison 

with the most relevant existing techniques, i.e., MIMO and 

MIMO-amplify-and-forward (AF), shall be understood 

in terms of the eigenvalues of the propagation channel, 

spectrum efficiency and energy efficiency. The RIS platform, 

especially dynamic RIS which reconfigures the RIS to 

dynamically track the change of wireless environment, shall 

be designed and demonstrated in real world to verify the 

feasibility of RIS.

2 Extremely Large Aperture Arrays

2.1 Non-stationary Channel Model

ELAA channel models are fundamentally different from 

conventional mMIMO channel models. They cannot be 

easily considered as wide-sense stationary uncorrelated 

scattering (WSSUS) because UEs are usually located in the 

near field of the ELAA, and for this reason, UE-to-service 

antenna links can have very different probability density 

functions (PDFs) [5]. Figure 1 depicts an example of ELAA 

systems, where the ELAA is a large uniform linear array 

(ULA) with the aperture of 43 meters and the operating 

frequency of 3.5 GHz. A UE is communicating to the ELAA 

through the uplink channel. At the ELAA, some service 

antennas can see the UE, and the others cannot. Therefore, 

the ELAA channel has a mix of line of sight (LOS) and non-

LOS (NLOS) links. Moreover, shadowing effects can also vary 

from the link to link. All of these physical characteristics 

render the ELAA channel spatially non-stationary.
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The foundation of wireless research lies in good understanding 

and modeling of wireless channels. There are mainly two 

types of channel models: 1) deterministic channel models; 2) 

statistical channel models. The latter are more suitable for 

computer simulations because they are usually simple and 

mathematically trackable. Specifically, for the ELAA non-

stationary channel, deterministic models are too complex 

to implement and not suitable for Monte Carlo simulations. 

On the other hand, non-stationary statistical channel 

models can be hardly made as simple as WSSUS channel 

models. A straightforward approach is to make extensions 

from WSSUS channel models by incorporating some spatial 

non-stationarity. For instance, independent and identically 

distributed (IID) Rayleigh (or Rician) fading channels can 

be extended to independent and non-identically distributed 

(IND) Rayleigh (or Rician) fading channels. The concept of 

visibility region is introduced to describe where the ELAA 

UE-to-service antenna links have their RSS going beyond a 

threshold. The distribution of visibility region is dependent 

on the geometry of wireless environments. For instance, in 

the literature [7–10], it is assumed that there exists only a 

single cluster between each UE and service antennas. The 

length of visibility region obeys a log-normal distribution. 

When there exist multiple clusters, the distribution of 

visibility region for each cluster is modeled as the birth-

death process or the Markov process. The LOS state of each 

link is based on the geometry of the wireless environment 

[11–15]. Table 1 provides a summary of current non-

stationary channel models as well as their pros/cons are 

provided in modeling complexity, generality (i.e., map 

independency), mathematical trackability, and computer 

simulation support. After all, we found the single-cluster 

model too simple to capture the channel spatial non-

stationarity, and on the other hand the multi-cluster model 

too complex for computer simulations. This motivates us to 

develop a novel non-stationary statistical channel model for 

the ELAA system.

In our recent work [16], a novel spatially non-stationary 

channel model is proposed. The proposed model fades out 

the concept of visibility region and allows UE-to-service 

antenna links to be NLOS, LOS, or a mix of them. The NLOS/

LOS state of each link is described by a binary random 

variable, which obeys a correlated Bernoulli distribution. 

More specifically, the NLOS/LOS probability of each link is 

a function of the two-dimensional (2D) distance between 

the UE and the corresponding service antenna, which is 

defined by 3GPP in [17]. Moreover, the probability for two 

arbitrary links to share the same NLOS/LOS state decreases 

exponentially with the separation between service antennas. 

Therefore, the NLOS/LOS state correlation is modeled as 

an exponentially decaying window. In addition, shadowing 

effects are carefully incorporated into the proposed non-

stationary channel model. Within an NLOS/LOS window, 

all links share an identical NLOS/LOS state. They also share 

identical shadowing effects, which follow a log-normal 

distribution. Both the NLOS/LOS state and shadowing 

effects vary from the window to window. When a window 

experiences deep fades, this window can count as an 

invisible region and vice versa. The pseudo code that is used 

to generate the non-stationary channel can be found in our 

recent work [16], which is simple, generic and suitable for 

link-level Monte Carlo simulations.

Figure 1 An example of non-stationary ELAA channels from the site view of the 

University of Surrey, Stag Hill campus

Table 1 A summary of current spatial non-stationary channel models and their pros and cons 

Channel Model

Map-based
deterministic models [6]

Geometry-based
stochastic models [11–15]

Current statistical
channel models [7–10]

Complexity

High

High

Low

Generality

No

Yes

No

Trackability

Hard

Hard

Yes

Computer Simulation 
Support

Very hard

Very hard

Yes, but over simplified
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It is perhaps worthwhile to note that our current non-

stationary channel model does not include multiuser spatial 

consistency and service antenna spatial correlation, which 

are also important and interesting issues for the channel 

modeling. All of those will be reported in our upcoming 

journal papers.

To demonstrate the usefulness of the proposed channel 

model, we use the algorithm (described in the pseudo 

code) to randomly generate many channel realizations and 

compare the simulation result with real-world ELAA channel 

measurements. In order to fit into the real-world indoor 

environment (ELAA height: 4m, aperture: 3m) in [19] for 

instance, parameters of the proposed channel model are 

appropriately configured. In the real-world measurement, 

RSS data is collected for eight labeled UE places. As shown 

in Figure 2, a quite similar RSS distribution can be obtained 

from our channel simulator. This is a clear evidence that the 

proposed statistical channel model is able to capture non-

stationarity inherent in the ELAA system.

2.2 Scalable System Design

mMIMO is recognized as a scalable technology mainly in 

the sense: 1) it can achieve close-to-optimum performances; 

2) its computational complexity scales in the square 

order of the size of MIMO networks; 3) mMIMO digital 

transceiver architecture is mainly based on the matched 

fi lter (MF) algorithm, which supports the parallel 

computing technology very well. For a fixed UE-to-service 

antenna ratio, when the number of service antennas tends 

to infinity, the instantaneous mMIMO channel capacity 

shows decreasing fluctuations. This is well known as the 

channel hardening effect in mMIMO systems [18]. All of 

these appealing features are based on two hypotheses: 1) 

the excess use of service antennas over UEs; 2) mMIMO 

channels are spatially IID. Here, the central question is 

whether or not these two hypotheses still hold in the ELAA 

system. If the answer is 'No', what would be the scalable 

approach for the ELAA system? To this date, this remains an 

open problem, which has been attracting increasing research 

investment. In this paper, we provide a couple of technical 

insights mainly based on some of our recent findings. 

Key measures in our study include: 1) the cumulative 

distribution function (CDF) of the instantaneous channel 

capacity; 2) the symbol error rate (SER) averaged over ELAA 

fading channels. The following channel models are studied 

in our work:

	·Model I: proposed channel model;

	·Model II: IID Rayleigh fading model (only suitable for 

idealistic mMIMO);

	·Model III: IND Rayleigh fading channel model from [8];

	·Model IV: IND Rician fading channel model;

	·Model V: single-cluster geometry statistical channel 

model from [5]. The visibility region is randomly 

distributed on the ULA with the length following the log-

normal distribution specified in the paper.

In our case study, the ELAA is assumed to have 2000 service 

antennas with the aperture of 85 meters (on the 3.5 GHz 

central frequency). The radio propagation environment 

Non-stationary channel measurement 
results from [19]
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Figure 2 A comparison of RSS maps generated from real-world channel measurement and the proposed channel model
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is the UMi-street canyon. All channel parameter settings 

follow the 3GPP document [17].

Each UE is assumed to have 4 transmit-antennas. For the 

proposed channel model (i.e., Model I), antennas belonging 

to the same UE are assumed to have the same NLOS/

LOS states as well as shadowing effects. Moreover, UEs 

are located in front of the ULA, and they are uniformly 

distributed on a line that is parallel to the ULA.

There are five UEs and two settings of user density in our 

first study. One is the high-density case where all UEs are 

located within a 1-meter range, and the other is the low-

density case, where the range is 20-meter long. In the high-

density case, UEs share the same NLOS/LOS state for all of 

their links, and in the low-density case, NLOS/LOS states for 

different UEs are independently generated. In addition, the 

shadowing effects are generated independently for users of 

both densities. 

Figure 3 shows the CDF of instantaneous channel capacity 

in bit/s/Hz when shadowing effects are not considered. 

For the solid line without shadowing effects, Model III and 

Model IV exhibit very clear channel hardening effects, which 

are the same as the conventional mMIMO channel model 

(i.e., Model II). This is because Model III and Model IV have 

their non-stationarity mainly coming from the spherical-

wave propagation. For fixed user locations, their large-

scale fading components are temporally stationary, and 

their small-scale fading is stationary as well. In contrast, 

the channel hardening effects are much weaker in Model I 

(high and low densities) and Model V. This attributes to the 

presence of mixed NLOS/LOS states in our model and the 

spatial visibility region in Model V. Due to the same reason, 

the presence of non-stationary shadowing could also largely 

weaken the channel hardening effects (see the dashed line 

in Figure 3). When comparing cases with different user 

densities, it is found that the users sharing the same LOS 

can further degrade the channel hardening effects in non-

stationary channels. This is because the channel of high-

density UEs having a larger variation in channel norm (see 

Figure 4).

In order to examine the impact of channel non-stationarity 

on the signal detection, we investigate the single user 

case in the second study. The UE sends 4 independent 

data streams to the ELAA and each data stream is 

modulated with 4QAM. Figure 5 (without shadowing 

effects) and Figure 6 (with shadowing effects) depict the 

SER performance of different receivers: linear minimum 

mean square error (LMMSE), MF, and maximum likelihood 

sequence detection (MLSD). In conventional mMIMO 

Rayleigh fading channels,  the performance of MF 

approaching the maximum likelihood performance with 

such an excess use of service antennas. This fully coincides 

with the well-known behavior of mMIMO. However, 

such nice behavior no longer exists in the non-stationary 

channel. When the channel is IND Rayleigh fading, we can 

observe slight performance degradation. More critically, the 

MF algorithm almost fails for Model I and Model IV. This 

is not surprising because the optimality of MF is based on 

hypotheses for the conventional mMIMO system, which no 

longer hold for the ELAA system due to the existence of 

LOS links.

Let's focus on the SER performance of the LMMSE 

algorithm. The impact of channel spatial non-stationarity 

is not as large as that in the MF. However, the performance 

gap is still considerably large. Strictly speaking, the LMMSE 

or zero-forcing (ZF) algorithm is not a scalable linear 

algorithm for mMIMO systems since their complexities 

grow in a cubic order of the size of MIMO networks. More 

importantly, the LMMSE or ZF algorithm requires channel 

matrix inversion, which does not have a reliable parallel 

computing architecture to this date. Therefore, they cannot 

take advantage of state-of-the-art high-performance 

computing technology which relies on the power of parallel 

computing.

As a conclusion, signal processing algorithms that are 

scalable in conventional mMIMO systems are no longer 

scalable in ELAA systems due to the channel spatial non-

stationarity. Advanced non-linear algorithms will face even 

more challenges arising from the system scalability. On 

the other hand, ELAA non-stationary channel is a sparse 

channel, and this is the distinctive feature that should be 

seriously considered in the scalable ELAA system design. 

In this regard, approximate message passing (AMP) might 

be an appealing algorithm. However, the application of 

AMP algorithms in ELAA is not straightforward because 

they are so far only optimized for stationary processes. A 

fundamental rethinking and redesign of AMP principles is 

needed for the future ELAA system research.



Research

 | Communications of HUAWEI RESEARCH | September 2022160 161September 2022 | Communications of HUAWEI RESEARCH | 

Capacity (bits/s/Hz)

Cu
m

m
ul

at
iv

e 
pr

ob
ab

ili
ty

Model I, low-density 
Model I, high-density
Model II, IID Rayleigh
Model III, IND Rayleigh
Model IV, IND Rician
Model V, visibility region
Model I, low-density 
Model I, high-density
Model III, IND Rayleigh
Model IV, IND Rician

Figure 3 CDF of the instantaneous channel capacity with an average SNR of 10 dB 

(solid line: without shadowing effects; dashed line: with shadowing effects)

Figure 5 SER vs Es/No for ELAA uplink detection using LMMSE, MF, and MLSD 

without shadowing effects (single-UE case, 4QAM)

Figure 4 CDF of the instantaneous channel Frobenius norm (solid line: without 

shadowing effects; dashed line: with shadowing effects)

Figure 6 SER vs Es/No for ELAA uplink detection using LMMSE, MF, and MLSD with 

shadowing effects (single-UE case, 4QAM)
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2.3 ELAA Signal Processing Robust to 
Interference

In this section, we address robust ELAA signal processing on 

the downlink considering the following ELAA features:

	·Spatial non-stationary propagation environment leads 

to overlapping visibility regions for different users, which 
creates unavoidable interference for any decentralized 
sub-array signal processing.

	·Exact channel knowledge at the transmitter is impossible, 

e.g., due to the channel estimation errors and/or ageing 
effects.

	·Although transmit antenna imperfections, e.g., in-phase 

and quadrature-phase imbalance (IQI), potentially 
could be compensated at the transmitter for the known 
imperfection parameters, assuming such knowledge may 
not be realistic for ELAA.

A typical approach for transmit antenna precoding is to 

assume some channel knowledge from a multi-antenna 

transmitter to a single-antenna UE receiver and apply 

some precoding technique such as maximum ratio or ZF 

transmission. ELAA sub-array precoding is studied in [20], 

for single-antenna UEs by means of comparison of the 

stationary solution with the best and worst interference 

distributions for sub-array ZF precoding.

In this section, we propose to consider a possibility to 

address the interference and imperfections for ELAA sub-

array processing by means of introducing the multi-antenna 

interference mitigation capability at UE receivers. Our 

motivations are summarized as follows:

	·Receiver interference mitigation support for sub-array 

ELAA precoding could address all the interference and 

imperfection issues listed above.
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	·A single-antenna receiver is typically just a useful 

theoretical abstraction. To date, any LTE/5G receiver has 

at least two receive antennas. Furthermore, downlink 

data is always transmitted in some time/frequency slots 

with pilots that can be used for estimation of the signal 

and interference parameters required for interference 

mitigation.

We consider a narrowband scenario for an ELAA of M   

elements serving K users with N receive antennas. The ELAA 

is divided to B sub-arrays with MB = M/B antennas each. All 

users are associated with some sub-arrays with  users per 

sub-array, possibly with Kb = 0 for some sub-arrays. Signals 

are transmitted in slots of Ltot symbols containing Lp pilots 

and Ld data symbols. The N × Ltot signal received by the kth 

user is defined as follows:

                       Yk = ΣB
b = 1H

*
bkIQI{√- Pb  ĜbSb} + Zk                 (1)

where Hbk is the MB × N propagation channel from the bth 

sub-array to the kth user, Pb = diag([p1,…,pkb
]) is the Kb × Kb 

diagonal matrix of the transmit power on users associated 

with the bth sub-array, Ĝb is the Mb × Kb precoder for the 

bth sub-array, Sb is the Kb × Ltot matrix of the Kb transmitted 

signals associated with the Kb th sub-array, Zk is the N × Ltot 

matrix of AWGN with σ2 power, IQI{A} is the IQI operation 

applied per row of matrix A with the individual transmit 

antenna IQI parameters.

To concentrate on the ELAA interference mitigation effects, 

we consider a simple energy-based user association with 

sub-arrays and ZF precoding with uniform power allocation 

of pk = 1 assuming that the Mb × 1 propagation channels 

to one antenna per UE are known at the transmitter with 

some mean square error (MSE).  
-̂
hbk, k = 1,..., K, b = 1,..., B:

where 
_̂
Hb is the Mb × Kb matrix of  

_̂
Hbk for k ∈ Kb. A single UE 

is associated only with one sub-array.

At the receiver side, in addition to the conventional single-

antenna solution, we consider the conventional interference 

rejection combining (IRC), e.g., as in [21], widely linear IRC 

(WLIRC) to address IQI, e.g., as in [22], and their variants 

with projections to the finite alphabet (FA), e.g., as in [23], 

IRC with projection to FA (IRCFA), and widely linear version 

of IRCFA (WLIRCFA).

IRC:

                      ŝk = ŵ*
k Yk                                       (5)

                      ŵk = (R̂k + δI)-1 ĥk                            (6)

                               R̂k = ∑Lp 
l  = 1 ykly*

kl                               (7)

                               ĥk = ∑ Lp
l  = 1 ykls*

kl                                (8)

where ŝk is the 1 × Ltot vector of the estimated signal of the 

kth user, ŵk is the N × 1 IRC weight vector, R̂k and ĥk are 

the pilot based second order statistics estimates, δ is the 

diagonal loading parameter and I is the N × N unit matrix.

IRCFA:

                               ~
sk = 

~
w*

k Yk                                         (9)

                               ~
wk = 

~
R-1

k   
~
hk                                     (10)

                               ~
Rk = ∑Ltot

l  = 1ykly*
kl                                (11)

                               ~
hk = ∑Ltot

l  = 1yklFA{ŝkl }*                         (12)

where ŝkI are elements of ŝk in (5), and FA {.} is the projector 

to FA (slicer). Other notations are defined alike in the IRC 

case.

The WLIRC and WLIRCFA receivers are described by 

equations (5)–(8) and (9)–(12) respect ively,  with 

replacement of Yk with the 2N × Ltot matrix [conj(Yk)
Yk     ], where  

conj(.) is the complex conjugate operation.

We simulate 200 m long ELAA of M = 512 elements with  

K = 32 users and N = 4 receive antennas distributed along 

the array using propagation channel model described in 

the previous section for 3.5 GHz carrier frequency for micro 

urban scenario with mixed LOS states and shadowing 

effects. We use the following definition of the signal to 

noise ratio (SNR):

We assume 16QAM signaling for a data slot of Lp = 12 

randomly selected pilots and Ld = 132 data symbols, and use  

δ = 0.5σ2 for diagonal loading in (6).

[(           )   ]tr
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Figure 7 Average BER benchmark for the known channels and without IQI at the transmitter

Figure 8 Average BER for 5% channel MSE and IQI of 1–2 dB amplitude and ±5 degree errors at the transmitter

Figure 9 CDF BER results in the same scenarios as in Figure 7 for SNR = 25 dB
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For benchmarking purposes, Figure 7 shows the BER results 
averaged over 500 scenario realizations for the known 
channels at the transmitter and no IQI for the stationary 
(unfeasible) precoding for B = 1 in Figure 7a, sub-array 
precoding for B = 16 in Figure 7b, and the simplest sub-
array precoding for B = 512 in Figure 7c. In fact, the last 
case corresponds to the single transmit antenna selection 
per user in the considered scenario.

The following observations can be made from Figure 7:

	· In Figure 7a, the BER results are practically the same for 

the single-antenna and IRC receivers. Potentially, some 
diversity gain for the multi-antenna receiver could be 
expected in this noise limited scenario, but we practically 
do not see it here because we use the fixed low diagonal 
loading assuming that our main scenario is interference 
limited.

	·From Figure 7b and Figure 7c, one can see a significant 

performance degradation for sub-array processing for the 

single-antenna receiver, which can be improved with IRC 

and IRCFA. The overall IRC and IRCFA performance for 

sub-array transmission is worse than the stationary case 

with no interference or impairment.

	·The WLIRC and WLIRCFA suffer some performance 

degradation compared to the IRC and IRCFA results 

because they use a doubled number of the estimated 

weights for the same training support.

The average BER results in the scenario similar to Figure 

7 are shown in Figure 8 for MSE = 5% for the transmit 

channels and IQI amplitude and phase errors uniformly 

randomly distributed in the range of 1–2 dB and ±5 degrees 

independently for each transmit antenna.

CDFs for the BER performance for SNR = 25 dB are plotted 

in Figure 9 under the same conditions as in Figure 8.

The following observations can be made from Figure 8 and 

Figure 9:

	·Contradictory to the no impairments case shown in 

Figure 7, multi-antenna receivers significantly improve 

performance compared to the single-antenna UEs in all 

scenarios with channel errors and IQI.

	·The main gain comes from the widely linear processing 

because of the significant IQI at the transmitter in the 

considered scenario.

	·The sub-array widely linear processing for B = 16 in 

Figure 8b and Figure 9b outperforms the widely linear 

processing for the stationary transmission with errors for 

B = 1 in Figure 8a and Figure 9a. Probably, this is because 

of simpler sub-array interference scenarios for channel 

errors and IQI compared to the stationary transmission 

case.

The overall conclusion is that multi-antenna receiver 

interference mitigation could be considered as a very 

efficient supplement for sub-array ELAA transmit precoding 

to deal with interference and impairments.

3 Reconfigurable Intelligent Surface

Wireless communication engineers envision a fully 

connected world where there is seamless wireless 

connectivity for everyone and everything. Modern wireless 

communication networks continue to grow at a very rapid 

rate which has increased the demand for intelligent and 

efficient communication networks. However, all dynamic 

and adaptive features of wireless networks are controlled 

by either the BS or the UE while the wireless propagation 

environment remains unaware of various communication 

processes going through it. It therefore remains an open 

topic of research and evaluation among the industrial and 

academic fraternity to impart some level of intelligence to 

this otherwise passive radio propagation environment.

RIS is a nascent technology that promises to address 

this demand by enabling the manipulation of various 

characteristics of the Electromagnetic (EM) waves in the 

desired direction. However, there are some research gaps 

that need to be addressed in order to deploy RIS technology 

in a real wireless communications network. Recently at 

6GIC, static RIS and dynamic RIS have been developed and 

demonstrated in a real-world scenario.

3.1 Fundamental Capacity Limits

The study of the fundamental limits of a new technology 

or system is usually helpful for understanding the 

potential benefit of this new technology in comparison 

with the existing ones. In turn, it helps to figure out if 

the development, from theory to practice, of such new 

technology is worth investing money and time. When it 

comes to RIS surface, its advantages towards existing relay 

or small cell technology should be significant enough to 

motivate such an investment [24].
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In communication, the fundamental limit of a technology 
or system usually refers to its capacity, ergodic or outage 
for a fast or slow time-varying channel, respectively, when 
the channel state information (CSI) is only known at 
the receiver, which measures the spectral efficiency (SE). 
However, with advent of 5G and going into 6G another type 
of fundamental limits, which has drawn a lot of research 
interest in the last decade [25], is growing in importance, 
i.e., the bit-per-Joule capacity that measures the energy 
efficiency (EE). In this section, we study both the SE and EE 
of RIS.

Given the theoretical nature of fundamental limits, they 
are derived based on models and assumptions. Hence, 
their relevance depends heavily on how accurate/close to 
the reality these models and assumptions are. In here, we 
consider the well-established phase-shift model [26] (i.e., 
appearing in hundreds of work on RIS already) to model 
the behavior of a RIS. In this model, a RIS is represented by 
using a diagonal matrix that accounts for the effective phase 
shifts applied by all RIS reflecting elements. Meanwhile, 
as far as the consumed power of a RIS is concerned, we 
assume the power consumption model of [26–27], which is 
related to phase-shift model.

3.1.1 Propagation Improvement

The main application of RIS in cellular system is to improve 

the propagation environment (leading to coverage extension 

and/or enhanced blind spot coverage), which is similar to 

relay technology. Instead of processing the signal it receives 

before retransmitting a re-encoded and/or amplified version 

of it, as in most relaying techniques, RIS passively reflects 

the signal without amplification but with directionality [28].

A simple way to understand and evaluate the fundamental 

propagation improvement benefit of RIS against the 

traditional non-relaying (e.g., MIMO) or relaying (e.g., 

MIMO-AF) technology is to study how the probability 

density function (PDF) and/or CDF of the eigenvalues of the 

propagation channel are modified when RIS is introduced. 

Let us assume a point-to-point transmission between a 

base station (BS) equipped with 32 antennas and a user 

equipment (UE) equipped with four antennas, where the 

channel between the BS and the UE is assumed to be 

Rayleigh distributed:

	·Case 1 – classic MIMO: no RIS or relay is used;

	·Case 2 – MIMO-AF: A relay with 64 antennas, using the 

one-way AF protocol [29], is placed midway between the 

BS and the UE;

	·Case 3 – two-way (TW)-MIMO-AF: same as case 2, but 

where the relay uses the two-way AF protocol [30];

	·Case 4 – MIMO-RIS: A RIS with 64 phase shifters is 

placed midway between the BS and the UE;

	·Case 5 – same as case 4, but with correlated channel (CC) 

at the RIS.

Figure 10 depicts the CDF of the eigenvalues of the channel 

in the five different cases. Note that the curves for MIMO 

and MIMO-AF almost overlap. The results clearly show 

the significant improvement in the CDF when the RIS is 

introduced instead of no RIS (i.e. MIMO) or having relays 

(i.e., MIMO-AF, TW-MIMO-AF). The RIS improvement in the 

CDF against MIMO of close to two orders of magnitude is 

due to the richer channel resulting from the size of the RIS 
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(64 in this case) and the cascaded channel effect, where the 

eigenvalues of the overall channel (i.e., BS-RIS channel + 

RIS-UE channel) are the product of the eigenvalues of these 

two different channels, especially when these channels are 

independent. However, if the two channels are correlated 

at the RIS, the values of the eigenvalues are more spread 

and the advantage of RIS over MIMO is less significant. 

Meanwhile, the RIS improvement in the CDF against MIMO-

AF of more than one order of magnitude (for independent 

channels) is caused by noise amplification in MIMO-AF, 

where the noise of the first hop is amplified in the second 

hop. If the noise in the first hop where to be close to zero (for 

the same transmit power used in the simulation), then the 

CDF of MIMO-AF and MIMO-RIS would overlap. In essence, 

the CDF of MIMO-AF channel eigenvalues is upper bounded 

by the one of MIMO-RIS.

channel is independently available at the transmitter and 

receiver, which is different from the ergodic capacity and 

particularly difficult to achieve in practice. Meanwhile, we 

have recently derived an exact expression of the ergodic 

capacity of MIMO-RIS in [34] by first deriving a closed-

form expression of the PDF of the eigenvalues of the 

MIMO-RIS cascaded channel. Given that MIMO-RIS shares 

some similarities in terms of system model with MIMO 

relay systems, especially MIMO-AF systems, we have been 

inspired by the following works [29, 35], on the ergodic 

capacity of MIMO relay systems for deriving our expression 

for MIMO-RIS. This expression is useful for investigating 

the benefit of MIMO-RIS over MIMO and MIMO-AF 

[29] in terms of SE in Figure 11. Given that propagation 

improvement usually translates into received SNR 

improvement and that the capacity increases logarithmically 

with the SNR, the ergodic capacity of MIMO-RIS is expected 

to be significantly better than MIMO or MIMO-AF when 

considering non-correlated channels, based on Figure 10. 

For instance, given that the CDF of the eigenvalues of 

MIMO-RIS is 60 to 90 times better and that the maximum 

of non-zero eigenvalues of the system is four, the maximum 

SE difference between MIMO and MIMO-RIS is expected to 

be around log2 (904) = 26 bit/s/Hz, which is not far from 

the ~24 bit/s/Hz difference seen at 30 dB in Figure 11. As 

it was expected, the significant propagation improvement 

of MIMO-RIS against MIMO, MIMO-AF, and TW-MIMO-

AF translates into significant SE gain. Even more, against 

MIMO-AF, which requires two slots of transmission, and 

hence has a halved SE in comparison with MIMO-RIS on 

top of the noise amplification penalty. Meanwhile, TW-

MIMO-AF, which can transmit information in two directions 

within two slots of transmission and hence does not suffer 

from SE, still performs 18 bit/s/Hz away from MIMO-RIS. 

Finally, even though the channel correlation at the RIS can 

significantly decrease its SE performance, it is still better 

than the existing techniques for the settings considered 

here. Further works need to be undertaken to model and 

understand the SE performance limitation due to channel 

correlation at the RIS.

3.1.3 Energy Efficiency Improvement

As far as the EE of RIS is concerned, most of the existing 

works [26, 36–37] provide signal processing algorithm, e.g., 

resource allocation, to make RIS-aided systems more energy 

efficient. For instance, the work of [26] has developed 

Figure 10 CDF of the channel eigenvalues of different MIMO-based transmission 

techniques in the point-to-point scenario
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MIMO
MIMO-AF
TW-MIMO-AF
MIMO-RIS
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3.1.2 Spectral Efficiency Improvement

The PDF of the eigenvalues of the propagation channel is 

also related to the channel capacity, as it is shown in [31] 

for the MIMO scenario. Few works have yet attempted 

to derive the ergodic capacity of a RIS-aided system. 

Although [32] has derived the PDF of the eigenvalues of 

the channel, which is as in the MIMO part of the ergodic 

capacity derivation of a RIS-aided system, it has only 

provided an approximation of the pdf for the case where 

both the transmitter and receiver are equipped with one 

single antenna. Meanwhile, authors in [33] characterized 

the capacity limit of point-to- point MIMO-RIS, but when 

assuming that perfect CSI of both parts of the cascaded 
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energy-efficient power and phase shift allocation strategies 

for the downlink of a single-hop multi-user multiple-

input single-output (MISO) RIS-aided system. Similar to 

[26], [36] has designed power and phase shift allocation 

strategies but for the uplink of a single-hop multi-user 

MIMO-RIS system, where the trade-off between the EE and 

SE is studied numerically, i.e., without providing an explicit 

formulation of the EE as a function of SE. Whereas in [37] 

the same kind of strategy is developed for single-hop RIS-

aided MIMO D2D networks by formulating an EE-based 

maximization problem. Hardly any works have looked at 

the fundamental limit of RIS in terms of EE, except perhaps 

in [38], where upper and lower bounds of the bit-per-Joule 

capacity are derived, based on an asymptotic expression of 

the capacity, for a single-hop single-user MISO RIS-aided 

system with hardware impairment. Consequently, we have 

recently derived an accurate approximation of the bit-per-

Joule capacity of multi-hop MIMO-RIS system in [39], when 

assuming that all the equipment/device in the system have 

the same number of antennas, in order to better understand 

how MIMO-RIS can be useful for improving the EE.

The bit-per-Joule capacity is dependent on both the capacity 

and the power consumption of a given system, or in other 

words it represents the trade-off between SE and EE. In 

comparison with a point-to-point MIMO scenario, where 

only a BS and UE consume power, a relay-based system 

or RIS adds an extra node, which also consumes power, 

such that the power consumption of MIMO-AF or MIMO-

RIS is larger than that of MIMO. However, based on the 

power consumption model of [26–27] for the RIS, the extra 

consumed power of the RIS is likely to be in the order of 

Watt, which is way below the power consumption of a large 

MIMO BS, in the order of hundreds or thousands of Watts. 

Meanwhile, based on the relay power model of [40], it is 

clear that the extra power consumption due to RIS will be 

less than that a traditional relay. Hence, if a RIS is more 

spectrum-efficient than MIMO as well as MIMO-AF and it 

consumes less power than MIMO-AF but maybe few percent 

more than MIMO, the RIS would be more energy-efficient 

than these techniques, as it is confirmed in Figure 12.
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Figure 12 Bit-per-Joule capacity of different MIMO-based transmission techniques in 

the point-to-point scenario
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Figure 11 Ergodic capacity of different MIMO-based transmission techniques in the 

point-to-point scenario

3.2 Real-World RIS Platform

3.2.1 General Considerations

Future wireless networks are required to interconnect 

a huge number of online devices with ever-increasing 

demands for higher data rates especially in a dense urban 

environment where the presence of a large number of 

buildings and infrastructure gives rise to harsh propagation 

conditions for the EM waves. Moreover, to deliver these user 

demands, we need to progress towards higher frequency 

bands due to the availability of more bandwidth in these 

regions of the spectrum. This lands us in the mmWave 

range which has the potential to facilitate such capacity 

demands in the order of multi-Gbps data rates. However, 

mmWave frequencies suffer from high path loss and poor 

diffraction that lead to poor network coverage especially in 

the absence of a LOS. Moreover, existing wireless network 

operators face three significant challenges:

	· Lack of seamless connectivity leading to poor quality 
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of service (QoS) especially in harsh propagation 

environments;

	·Supporting billions of online devices with such high data 

rates which ultimately results in a higher carbon footprint 

of the network; and

	·Uneven user distribution due to various practical 

challenges in the urban environment leading to an 

unequal resource utilization at the BSs.

A major reason behind these issues is the lack of control 

over the wireless radio environment due to the nature of 

current radio network operation, as only the BS and UE 

are responsible for handling the effects of the propagation 

environment. Sensing the environment, recycling existing 

radio waves and enabling NLOS communication can play 

a major role in the transformation of existing wireless 

networks towards a highly efficient and coverage enhanced 

network which can deliver high QoS and seamless 

connectivity to a huge number of subscribers. RIS is a core 

component to address the aforementioned challenges 

as it offers the capability of manipulating the EM waves 

towards the direction of interest, as shown in Figure 13. 

RIS is composed of a large metasurface sheet backed by a 

phase control unit. The metasurface consists of a number 

of conductive printed patches (scatterers), where the size 

of each scatterer is a small proportion of the wavelength 

of the operating frequency [41]. The macroscopic effect of 

these scatterers defines a specific surface impedance and by 

controlling this surface impedance, the reflected wave from 

the metasurface sheet can be manipulated. Each individual 

or a cluster of scatterers can be tuned by different phase 

values in such a way that the whole surface can reconstruct 

EM waves with desired characteristics without emitting 

additional radio waves. Moreover, multiple RISs can be 

easily coated on the building walls, ceilings and windows as 

required due to their adaptive design [42]. RIS technology 

can build upon the concept of reconfigurable and software-

controlled metasurface that can dynamically manipulate EM 

waves, resulting in not only reduced coverage holes but also 

optimized energy consumption [43]. Although, ultra-dense 

networks can be a solution for coverage enhancement, they 

can increase the interference level and require backhaul 

planning along with higher infrastructure management 

costs. Using co-operative BSs would also require higher 

density while switching to sub-6 GHz during mmWave 

coverage outage might solve the coverage issue but would 

compromise the throughput and reduced QoS due to 

switching between radio access technologies (RATs). On the 

contrary, RIS does not suffer from these issues and does not 

require intense backhaul planning. Another disadvantage 

of the existing system, which relies on active elements 

such as relay, is the heightened power consumption and 

reduced network efficiency. RISs, on the other hand, can 

be made of smart elements that are not impaired by noise 

amplification. They are thus capable of controlling the state 

of individual elements and can sense the environment to 

cut down power consumption.

User

Base station

ScatterersPhase control unit

Large intelligent 
surface

Blockage

Figure 13 RIS-assisted smart radio network

3.2.2 RIS Design

A RIS is capable of redirecting EM waves to the direction of 

interest as shown in Figure 14. Similar to the holographic 

metasurface concept [44], a RIS synthetizes a radiation 

pattern of interest in a holographic manner [45]. The role 

of the RIS is to modulate the incident wave on the aperture 

into a desired aperture field that radiates the radiation 

pattern of interest. This is achieved by altering the phase 

of the incident wave with the phase response of each unit 

cell across the RIS upon reflection. As a result, a RIS can 

reconfigure the desired radiation pattern in an intelligent 

and automated manner and eliminate the need for 

mechanical scanning.

6G networks require much higher data rate with robust and 

meaningful coverage. RISs will play a pivotal role in this 

regard where the sporadic waves in an environment can be 

purposefully recycled and redirected to the network's blind 

spots.
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The design procedure of a RIS is directly linked to the 

geographical properties of the region where it is going 

to be deployed. The locations of BSs and the directions 

of reflected waves will have a direct influence on the 

constructed patterns of unit cells within the RIS structure. 

Consequently, the design of a RIS should be customized for 

each case, which is in contradiction with mass production. 

One solution to sort this issue out is to equip the RIS 

with controlling components such as the varactors of PIN 

diodes to dynamically change the macroscopic response 

of the RIS without changing its physics. Two types of RISs 

have been prototyped at 6GIC, as shown in Figure 15 [47]. 

The structure on the left side of Figure 15 is capable of 

dynamically changing the reflected beam, thus suitable to 

be employed in urban areas wherever beam scanning is 

required. Whereas, the one on the right side of Figure 15 

has fixed engineered reflected beam directions but needs 

no electrical power and works as a stand-alone equipment. 

It is thus useful either when the direction of the reflected 

beam does not need to be changed or the provisioning of 

electrical power is challenging for network operators.

The dynamic RIS contains 2430 unit cells similar to the one 

illustrated in Figure 16a. The empty spot on the metallic 

patch (with a size of wi × Ip) causes the structure to be 

reactively loaded. This can provide flexibility to manage the 

unit cell's electrical response by examining different values 

of the corresponding physical parameters to achieve an 

optimum response. The varactor diode is placed in the gap 

between the patches while with a relatively low reverse 

voltage, this diode provides a specified high capacitance 

ratio, which makes it an appropriate candidate to regulate 

the phase response of the unit cell. By varying the reactance 

value of the varactor diode, the phase of the reflected wave 

can be tuned in order to reconstruct the beam towards 

the angle of interest. The response of the proposed unit 

cell considering the diode is simulated in CST Microwave 

Studio (CST-MWS) with the results showing in Figure 16b 

at f = 3.5 GHz for capacitance range of C = 0.5 pF–2 pF. As 

shown in this figure, the phase range of variation is 341 

degrees with reflection loss of less than -3 dB throughout 

the entire range of study.

We have demonstrated both dynamic and static RIS at 6GIC 

building in indoor environment. A video of that demo can 

be found at [46]. It is observed that the signal level at the 

receiver side was enhanced by more than 15 dB and 19 dB 

for dynamic and static RISs respectively.

Figure 15 The world's first RIS demo at 6GIC. The left-side one can dynamically 

change the beam while the one on right has fixed reflected beam with no need of 

electrical power.

(a)

(b)

  

wp 

wi 

g1 

g2 
g3 

Varactor
diode

C (pF)

Ph
as

e 
(d

eg
re

e)

M
ag

ni
tu

de
 (

dB
)

lu lp

0

-100

-200

-300

-400

0

-1

-2

-3
0.5                              1                             1.5                              2

Figure 16 (a) The proposed unit cell for dynamic RIS; (b) Unit cell reflection response 

at f = 3.5 GHz

Figure 14 The mechanism of wave reflection in an RIS-enhanced environment. 

(a) Specular reflection from a conventional reflector; (b) Engineered reflection from 

an RIS to the desired angle
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4 Conclusion

ELAA and RIS, as evolution of mMIMO in 5G NR, will be two 

important techniques which result in 5–10 times spectrum 

efficiency of 5G and ultimate coverage for B5G/6G, by 

significantly increased aperture at the base station and 

manipulating the reflected wave to a desired direction using 

a low-cost metasurface at a new node.

The spatial non-stationary statistical channel of ELAA 

is captured in a novel channel model, where not all the 

antennas at the base station are visible to UEs. The RSS 

data generated from the channel model matches well with 

that from real-world ELAA channel measurements.

It is further shown that the signal processing techniques, 

which are scalable in mMIMO, are no longer scalable 

in ELAA due to the spatial non-stationary channel. The 

channel hardening effect could be largely weakened due 

to the presence of non-stationary shadowing. Hence there 

is a clear performance gap for the MF compared over the 

optimal decoder in the ELAA. The performance gap to 

the optimal receiver is considerably large even for LMMSE 

receivers, which may be already complexity-impractical 

in ELAA. Hence, one future research topic would be new 

scalable signal processing techniques tailored for ELAA non-

stationary channels, close to optimal performance while 

practical in implementation complexity.

In case sub-array ELAA transmit precoding is applied where 

a single UE is associated with only one strongest ELAA 

subarray for simplicity, multi-antenna receiver interference 

mitigation, in conjunction with widely linear processing, 

offers clear performance gain especially in case of IQI.

Thanks to the richer channel and the cascaded channel 

effect, RIS brings substantial gains over MIMO and MIMO-

AF based on the analysis of fundamental limits. The 

improvement of RIS in terms of the channel eigenvalue 

CDF against both MIMO and MIMO-AF is of more than 

one order of magnitude in case of independent channels. 

The spectrum efficiency improvement of RIS over MIMO 

is ~24 bit/s/Hz at 30 dB SNR, and even larger over MIMO-

AF. The energy efficiency improvement if RIS over MIMO 

and MIMO-AF is 5 bit/KJ and 10 bit/KJ at 30 dB SNR, 

respectively.

Both dynamic and static RIS at C-band have been 

demonstrated in a real-world indoor environment, which 

enhances the signal level at the receiver side by more than 

15 dB and 19 dB respectively. This helps recover the video 

connection that is lost due to blockage and keeps the video 

connection stable even with mobility.
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Quadrifilar Helix Antenna (QHA) —
Enabling Highly Efficient Massive MIMO 
for 5G and Beyond

Abstract

With a compact and MIMO antenna design, Quadrifilar Helix Antenna (QHA) provides spatial multiplexing gain with more 

ports and more polarization diversity and offers great potential to improve the performance of massive MIMO with limited 

antenna size. This paper attempts to investigate QHA from multiple aspects, including antenna design, array mapping, 

polarization analysis, and system performance evaluation. This paper also proposes a novel analysis method to establish the 

association between antenna array design and system performance. The simulation results and field trials show that QHA 

can potentially enable a large system capacity improvement and enrich the massive MIMO antenna design collection.
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1 Introduction

Massive multiple input and multiple output (MIMO) 

is a key technology for 5G and beyond. The merits of 

spatial degrees of freedom leads to large system capacity 

compared with single input and single output (SISO) [1–2]. 

Both the academia and the industry have already conducted 

lots of research on this [2]. Antenna design technology 

and phased array are milestones in the MIMO system 

development. For a wireless multi-user (MU) system, spatial 

resolution is the key factor in exploring the performance 

boundary of the MIMO system [3–8]. However, in wireless 

industries, the physical antenna size is limited considering 

the wind load, weight and other deployment-related issues. 

As a key part of the wireless transmission link, antenna 

design has significant impact on the entire system design. 

Generally, the antenna aperture size is proportional to its 

beaming gain or directionality, which also represents its 

spatial resolution [9–15]. It is a well-known fact that the 

physical antenna aperture size constrains the MIMO system 

performance. 

In addition to the antenna aperture size, polarization 

diversity and antenna pattern diversity have been exploited 

in order to decrease the signal correlation of different 

antenna elements [6–7]. A traditional antenna unit consists 

of two antenna elements with ±45 polarizations. 

Quadrifilar Helix Antenna (QHA), as a compact and 

multiport antenna, provides more ports and more 

polarization diversity and offers great potential to push the 

performance boundary of MIMO system even further [16]. 

QHA is already being widely used in many applications, 

including long distance communication, astronomy, and 

GPS. The main benefits of QHA antenna are its wide band 

and excellent circular polarization (CP), with easily obtained 

high antenna gain due to four ports being properly fed. 

Featuring an antenna design most suited for CP-demand 

applications, it is rarely mentioned in wireless industries. 

This paper discusses the reconstruction of QHA, with its four 

ports being fed separately and each port behaving like a 

meandered monopole, providing more polarization diversity 

that is beneficial for the MIMO system. 

This paper is organized into five parts. In part II, the original 

QHA design will be reviewed, and the newly designed QHA 

will be proposed and its design principle provided. Based on 

the newly designed QHA, the MIMO antenna array is then 

reconstructed. In part III, different antenna array designs 

are explored and evaluated. In part IV, we will look at the 

field trials that were conducted to prove the performance 

improvement by the newly designed QHA. Some key test 

configurations, results and observations are discussed. Part 

V of this paper contains the summary and an introduction 

to future work.

2 Fundamentals of QHA

2.1 Helix Antenna

QHA antenna originates from the helix antenna, which was 

invented by John D. Kraus in 1947. Helix antenna is a simple 

implementation of a helical wire that is above a ground 

plane, as shown in Figure 1. It has many advantages, 

including stable polarization, wideband operation, and 

high gain. For a given helix antenna, its input impedance 

remains nearly consistent over wideband frequencies and it 

also radiates like an end fire antenna, as shown in Figure 2 

and Figure 3. Its performance is not sensitive to the radius 

of the helical wire and pitch spacing. It has small mutual 

impedance that can be neglected, which makes it suitable 

for arrays with minimum consideration of its mutual 

coupling effect among array elements.

Figure 1 Helix antenna

Coaxial Feed

Ground Plane
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Due to its circular polarization property, high antenna 

gain, and mechanical simplicity, helix antenna has been 

widely used in many applications, including radio telescope 

antenna arrays, in nearly all kinds of satellite antenna 

solutions, and even as a powerful receiving antenna in 

ground terminals and earlier mobile phones. 

2.2 QHA Antenna Evolution

Original QHA consists of four ports (arms) that are fed 

jointly, as shown in Figure 4a. Considering its high antenna 

gain, purity of circular polarization, and wideband operation, 

QHA is a natural evolution in design from the single helix 

antenna. Four arms provide more feeding balance than 

a single arm, and form a more stable pattern with clear 

circular polarization. Figure 4 shows a QHA antenna with 

four arms combined featuring wideband, high antenna gain 

and circular polarization operation.

Figure 2 (a) Impedance of helix antenna; (b) VSWR of the helix antenna

Figure 3 Pattern of the helix antenna
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Figure 5 (a) QHA with four arms working independently;   

             (b) Broad side radiation pattern

Figure 6 (a) Polarization analysis of the QHA;

              (b) Two ports excited merged pattern
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However, the original QHA design is not suitable for wireless 

communication applications. As mentioned earlier, the 

physical antenna aperture size for wireless communication 

is limited, and the ultimate goal of antenna design is to 

improve the freedom of the MIMO system. 

With proper design, the four arms of a QHA can be fed 

independently with a broader radiation pattern. Figure 5 

shows an exquisitely designed QHA antenna with four arms 

working separately. The pattern of each arm of the newly 

designed QHA (with four arms fed separately) is not a good 

shape compared with the conventional antenna pattern.

For the design in Figure 5, the polarization and beam 

direction properties are different for different arms, and the 

design provides more freedom than the conventional MIMO 

antenna array (with a unified property for each element), 

providing a high volume of independent paths in a rich 

scattering wireless channel.

Regarding the new QHA design shown in Figure 5, if we 

take advantage of its multi-port and flexibility, we can 

obtain a really high capacity of different polarizations. 

Figure 6a shows a polarization analysis of the QHA with 

the excitation of different ports, where each port or 

corresponding helix antenna behaves like a broadside 

radiation antenna with line polarization. We can merge 

two of the four ports to form a pure linear polarization, 

as shown in Figure 6b. It can be seen that with different 

excitations the QHA will have different polarization 

directions. If we consider two orthogonal polarizations as 

the basis, then we can synthesize any polarization we want 

without changing the design of the QHA. This is quite useful 

when the antenna works in different applications, which will 

suit specific polarization properties.
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Figure 7 Evolution of QHA

Figure 8 Schematic diagram of a 4-element array

Figure 9 Relative phase differential of four elementsQHA with four ports combined

Optimized design QHA-inspired antenna

QHA with four ports
working independently

MIMO system performance essentially depends on the 

antenna radiation pattern, which consists of the amplitude 

pattern and phase pattern. Amplitude pattern is related to 

the beamforming gain of MIMO antenna array, whereas 

the phase pattern is related to the angular resolution of the 

MIMO antenna array. 

QHA was not designed to be used in base stations, but 

it can be made more suitable for wireless commutation 

systems. Figure 7 shows the evolution process of QHA, 

from a 4-port combined circularly polarized antenna to a 

split 4-port helix antenna. With the aim of improving the 

pattern directivity, isolation and wideband operation, a 

totally different design is proposed, which we call the 'QHA-

inspired antenna'. The optimized design uses a novel spoof 

structure to realize wideband and high isolation, and has 

been tested in different scenarios yielding very good, stable 

performance.

2.3 Analysis on the Vector Radiation 
Pattern of QHA

Figure 8 shows a simple diagram of a 4-element array. We 

can get the phase lag between different elements produced 

by the scanning angle, as shown in Figure 9 with amplitude 

pattern in (a) and phase pattern in (b). If we consider one 

element within the array as the far-field phase center for 

the phase patterns of all the elements, we find that each 

phase pattern will have a different phase plane at a certain 

direction, and this is where the phase difference in Figure 

9 originates. For each direction, the far-field radiation 

gains for different elements are almost the same. From 

the angular resolution perspective, the bigger the phase 

difference of each phase pattern, the higher the array 

spatial resolution. Correspondingly, this could bring more 

spatial multiplexing gain to the MIMO system.

(a) (b)
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Generally, we consider the beam width of the transmitted 

signal as the benchmark of angular resolution of the array. 

We can analyze how the phase and amplitude pattern 

impact the beam width of the transmitted signal.

We assume the LOS scenario and 2-element array as shown 

in Figure 9. The amplitude pattern is A and the radiating 

power for angle θ is A(θ). The phase pattern is φ and the 

radiating phase for angle θ is φ(θ) . Then we can get the 

transmitted signal for target angle θ0:

（1）
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Which also can be derived as 
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If we set △ (θ)=φ1(θ)-φ2(θ) as the phase differential 

between different array elements, then we get

(3)

Without loss of generality, if we take △ (θ0)=0 as an 

example, which is the broadside direction of the array, then 

we get

(4)

In the preceding equation (4), the first term in (4) indicates 

the beam direction and width of the amplitude pattern, and 

the second term in (4) indicates the phase differential of the 

two phase planes. This indicates that both the amplitude 

and phase have an impact on the array resolution. Normally, 

the amplitude pattern should be carefully designed to 

guarantee the cell coverage performance and cannot be 

modified arbitrarily. The most likely solution for improving 

the array resolution is to increase the effective phase 

difference between antenna elements. 

2.4 QHA Radiation Pattern Impact on 
System Performance Evaluation

In order to fully illustrate the impact of QHA antenna 

radiation pattern on system performance, simulation for 

several typical cases was implemented. As stated previously, 

the amplitude pattern radiation direction/beam width 

and phase pattern are the key aspects that impact system 

performance. Figure 10a shows the illustration of beam 

direction/width, and Figure 10b shows the illustration of 

phase differential calculation.

θ

θ
λ
d

x =

Phase differential

Figure 10 (a) Diagram of amplitude radiation pattern with max radiation direction 

                     shifted; (b) Phase differential calculation description

Figure 11 (a) Investigation of QHA amplitude pattern over single cell and multiple 

                     users scenario; (b) Multi-cell scenario

（a）

（a）

（b）
（b）

Figure 11 is an illustration of the performance difference of 

different amplitude pattern radiation directions with fixed 

beam width, noise level, and radiation power. In Figure 11, 

3 dB-BW means the beam width within 3 dB loss. Only 

one QHA element was investigated with 4T4R for a base 

station. It can be seen that the amplitude radiation direction 

shift contributes to system performance, even in the case 

of significantly different beam width. In the case of Figure 

11a, only single cell was considered. In the case of Figure 

11b, multi-cell simulation was conducted, which introduced 

significant interference between different or adjacent cells. 

In the single cell scenario, the bigger the shift in the 

radiation, the higher the throughput performance. However, 

wider beam width makes the performance less sensitive 

to the shift in the radiation direction. The conclusion for 

the multi-cell scenario is the same as that for the single 

cell scenario. This implies that the amplitude pattern may 

not necessarily be exactly broadside radiation from the 

perspective of network capacity. However, as stated earlier, 

the amplitude pattern should be carefully considered to 

guarantee the coverage performance.
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1×1 QHA 4T4R
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Figure 13 Pure QHA array simulation model and prototype

Figure 14 QHA+X mixed array in TDD 128T application (simulation model and prototype)

Figure 12 (a) Investigation of QHA phase pattern over single cell scenario with small 

               phase differential; (b) Single cell with big phase differential;

                (c) Multi-cell scenario

（a）

（b）

（c）

Figure 12 is an illustration of the performance difference of 

different phase patterns with fixed beam width, noise level, 

and radiation power. In Figure 12, DiffAmp (X_Y) means 

the radiation directions of 2 port groups within QHA are X 

and Y. Only one QHA element was investigated with 4T4R 

for a base station. It can be seen in Figure 12a and Figure 

12b that, the bigger the phase differential, the higher the 

throughput performance with equivalent port spacing of 

half wavelength. However, when the equivalent port spacing 

is larger than half wavelength, the performance will stop 

increasing and may even start to decrease. Figure 12c shows 

the performance in the multi-cell scenario, which considers 

the interference between different or adjacent cells. It 

shows that the system throughput is highly related to the 

equivalent port spacing, where half wavelength is the most 

optimal configuration of the antenna. Both the single cell 

and multi-cell scenarios indicate that ports with equivalent 

spacing of half wavelength have the best throughput 

performance from the perspective of phase differential and 

array configuration.

2.5 QHA Implemented in Different 
Arrays

QHA is a totally new antenna technique in cellular 

networks, especially in base station application scenarios, 

where, traditionally, there are only two ports with two 

orthogonal polarizations. Four-port QHA will provide more 

freedom for channels and flexibility in a limited space 

or aperture. Several key array typologies were tried and 

analyzed, such as a purely QHA array (Figure 13), QHA + 

X array design (Figure 14), and QHA-inspired array (Figure 

15).

For TDD MM 64T or above, the antenna size becomes more 

and more limited. Therefore, with ports doubled, QHA or 

its inspired design are quite suitable for size-limited arrays, 

making space for elements that are quite small or compact. 

With this advantage, QHA can double the channels while 

retaining the same array size. This really is a breakthrough 

for compact array design and makes many future 

application scenarios possible. With the flexibility of its 

polarization reconfiguration, a QHA array can be designed 

with more freedom. The antenna is also a key factor in the 

wireless channel and allows the QHA array design to be 

integrated with the entire system. Additionally, based on the 

axial symmetry of the QHA element, one can also use the 

QHA element to form a rotational array which can provide 

more intensive polarization diversity. 
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Figure 15 QHA in Sub-1G array (simulation model and prototype)

Figure 16 ±45 polarization dipole array with 128T channels (688 mm in width)

Figure 17 QHA arrays

The QHA-inspired design splits the four ports helix antenna 

apart, as shown in Figure 15, making each port have pure 

linear polarization and shifting the phase center outwards. 

This phase center shifting effect is meaningful in the case of 

few Transceivers (TRs) scenarios, because it can considerably 

improve the aperture efficiency of a small array. This 

means we can improve the array gain without increasing 

the physical size of the array. This will lead to the array 

obtaining a higher angular resolution for the system, which 

means a higher channel capacity.

3 System Design and Performance 
Evaluation

Based on the new concept of the antenna, we proposed 

several compact array solutions for the system to achieve 

higher gain with limited array aperture. In compact arrays, 

different antenna elements with more interactions through 

mutual coupling lead to distortion in radiation patterns and 

active impedance matching. With the new mapping and 

architecture solutions, the sub-array configurations should 

also be modified. Because the code book and channel state 

information assessment are closely related to the phase 

center of each sub-array, the phase center and beam design 

of the new antenna should be studied.

3.1 TDD 128T MM System

According to the traditional ±45 polarization element, if 

one wants to achieve a 128T MM array, the array should 

be arranged as shown in Figure 16, which is 16 columns 

with 4 sub-arrays vertically (as an example). With this 

configuration, array size will be very large, especially in 

the horizontal direction. Taking C band (3.5 GHz carrier 

frequency) as an example, with 16 columns of half 

wavelength spacing, the horizontal width of the array is 

nearly 688 mm, which is hardly acceptable for current base 

station applications. If one uses the original QHA element 

and the improved version, the array width is dramatically 

reduced by 50% (Figure 17a), and 43% (Figure 17b) 

respectively. This is a significant reduction in the array size, 

while retaining the array gain as much as possible.

 (a) Original versions
     (344 mm in width) 

 (b) Improved version
     (480 mm in width)

3.2 Sub-1G MM System

The 690–960 MHz band is the golden band of the wireless 

communication system due to its excellent wall penetration 

capability and long distance coverage. But for lower carrier 

frequencies, the antenna elements are quite big, and as a 
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Figure 18 (a) Traditional ±45 polarization 2 columns dipole array; 

                (b) QHA applied Sub-1G array with more channels and higher gain

 (a)  (b) 

3.3 Simulation Evaluation and 
Observation

Based on the analyses about QHA impact on system 

performance, many test cases were performed to verify. 

All the simulation results are consistent with previous 

illustrations of the relationship between the antenna phase 

center and system performance. 

For massive MIMO scenarios, we went through many 

different cases to investigate the potential of QHA. Figure 

19 shows that within the same aperture size, the QHA array 

achieves nearly 20% percent higher performance, and it can 

reach 35% gain when the improved QHA is implemented. 

For Sub-1G cases, we also conducted multiple performance 

investigations by comparing different system configurations, 

especially with different number of rows, columns, and 

polarizations. Figure 20 shows that in different scenarios, 

QHA can provide nearly 20% improvement in system 

performance, which is consistent with previous results.

Figure 19 System throughput of 64T X-pol, 128T QHA and improved 

                    128T QHA with the same aperture size

Xpol QHA QSA
Baseline

Q-MIMO 128T vs XPO  64T

1.5

1.00

1.22

1.35

1.3

1.1

0.9

0.7

0.5

Figure 20 Sub-1G performance comparison between QHA and X-pol
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Figure 21 is a view of different cases, from 2T X-pol to 

128T QHA . It shows that the relative gain in scenarios with 

fewer channels is much higher, nearly 50%. As the number 

of channels increases, the performance gain of the system 

becomes relatively low, but still remains at around 26%. This 

is because the QHA phase center expansion effect becom

result, only limited elements can be placed in the Sub-1G 

area design. With QHA application, as shown in Figure 18, 

we can achieve a more compact array design with limited 

array aperture and achieve a higher gain.

Figure 21 Overall comparison between QHA and X-pol with 

                the same antenna array size

1-co1umn 2-co1umn 4-co1umn 8-co1umn

1co1umn

2-co1umn

4-co1umn

4 Field Trial Verification

Based on the research and investigation of QHA in the 

wireless system, several typical system prototypes were 

implemented and tested. The implementation and testing 

are performed at customer premises. We conducted an 

intensive field trial test on the new technology with FDD 
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Table 1  System configuration

Value

2.67 GHz to 2.69 GHz (DL)

15 kHz

1 ms

14

NR R15

20 MHz

NR R15 Type2

NR R15 and plus

Full buffer

Rank1 or Rank2

20 MHz

1320 (110 RBs)

Long CP: 5.2 μs (160 samples)
Short CP: 4.17 μs (128 samples)

Configuration Item

Operating band

Subcarrier bandwidth

TTI length (slot)

OFDM symbols per TTI

Modulation and coding

System bandwidth

DMRS

CSI-RS

Traffic load

Scheduling algorithm

Component carrier bandwidth

Number of subcarriers within
each carrier

CP length

 (a) 

 (b) 

Figure 22 (a) LOS; (b) NLOS candidate positions for high/middle/low SNR scenarios

(a) X-pol array with 32T (b) QHA array with 64T

Figure 23 Tested antennas

32T of X-polarization and 64T of QHA on 2.6 GHz. We 

implemented Sub-1G field trial test on 2T of X-polarization 

and 16T of QHA.

4.1 FDD MM System Configuration 
and Test Results

4.1.1 Test Configuration of Field Trial

Table 1 shows the configuration of the tested system, and 

Figure 22a shows the LOS points in the field trial, while 

Figure 22b shows NLOS points. The test point selection 

considers the cell coverage limit and the UE accessibility. 

Figure 23 shows the two-antenna array architecture under 

system test, which has the same aperture size but with 

different number of channels, 32T X-pol and 64T QHA.

50 m

160 m

260 m
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(a) Typical scenario

(c) Non-uniform scenario

(e) Peak UE distribution scenario

(d) LOS and NLOS (hybrid) scenario

(b) Close-distance scenario

Figure 24 MU test scenarios

*blue block for NLOS UEs, red block for LOS UEs, yellow block only for 64T test cases.

4.1.2 Test Results and Observation

According to the landscape of the field trial, we assigned 

five typical cases for system performance evaluation. They 

are typical, close-distance, non-uniform, LOS and NLOS 

(hybrid), and peak UE distribution scenarios, as shown in 

Figure 24. 
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Gain of Max SE: 48.4%

Gain of Max SE: 44.0%

Gain of Max SE: 22.4%

Gain of Max SE: 43.5%

Gain of Max SE: 31.2%

Gain of Max SE: 14.8%

Gain of Max SE: 32.9%

Gain of Max SE: 35.6%

Gain of max SE up to 8UE: 12.1%

Gain of max SE up to 8UE: 7.1%

Gain of max SE up to 8UE: 22.3%

Gain of max SE up to 8UE: 20.9%

 (a) 

 (b) 
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 (c) 

 (d) 

Gain of Max SE: 59.1%

Gain of Max SE: 55.8%

Gain of Max SE: 51.5%

Gain of Max SE: 55.5%

Gain of Max SE: 38.5%

Gain of Max SE: 42.0%

Gain of Max SE: 32.7%

Gain of Max SE: 36.2%

Gain of max SE up to 8UE: 14.2%

Gain of max SE up to 8UE: 21.7%

Gain of max SE up to 8UE: 13.0%

Gain of max SE up to 8UE: 35.5%

Gain of max SE up to 8UE: 34.1%

Gain of max SE up to 8UE: 10.0%

Gain of max SE up to 8UE: 20.7%

Gain of max SE up to 8UE: 16.8%
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Gain of Max SE: 55.9%

Gain of Max SE: 48.1% Gain of Max SE: 48.7%

Gain of Max SE: 56.2%

Gain of max SE up to 8UE: 19.8%

Gain of max SE up to 8UE: 5.2%

Gain of max SE up to 8UE: 13.8%

Gain of max SE up to 8UE: 21.6%

 (e) 

Figure 25 64T QHA vs 32T X-pol test results under different scenarios, respectively

Table 2  Sub-1G system configuration

Value Remarks

770 MHz for DL 730 MHz for UL

15 kHz

1 ms

14

NR R15

10 MHz

NR Type2 DMRS

Full buffer

Rank1 or Rank2

R15/R16/Ideal

10 MHz

660 (55 RBs)

Long CP: 5.2 μs
Short CP: 4.68 μs

Configuration Item

Operating band

Subcarrier bandwidth

TTI length (slot)

OFDM symbols per TTI

Modulation and coding

System bandwidth

DMRS

Traffic load

Scheduling algorithm

FDD feedback algorithm

Component carrier bandwidth

Number of subcarriers within
each carrier

CP length

Figure 25 shows the spectrum efficiency (SE) comparison 

results using two different codebooks in the case of two 

systems (64T QHA and 32T X-pol with the same aperture). 

It can be seen that the 3GPP R16+ based feedback has 

similar performance gain with ideal feedback. This indicates 

that the QHA array with the same aperture performs better 

than X-pol array. In addition, more users are paired when 

the rank of users is increased from rank1 to rank2.



Research

 | Communications of HUAWEI RESEARCH | September 2022 188 189September 2022 | Communications of HUAWEI RESEARCH | 

Figure 26 (a) One column X-polarization with 2T; (b) Two columns QHA with 16T

 (a)  (b) 

Figure 27 Coverage field trial configuration

4.2 Sub-1G System Configuration 
and Test Results

4.2.1 Sub-1G System Configuration

System configuration is shown in Table 2. For performance 

investigation and comparison, two different antenna 

array configurations are introduced, namely, one-column 

X-polarized array with 2T and two-column QHA array with 

16T, as shown in Figure 26. Because the 16T QHA array has 

two columns, the aperture size is doubled against the one-

column X-pol array.

Figure 27 shows the landscape of the test field. The cell 

radius is almost 1 km. There are two UEs nearby numbered 

as No. 1 and No. 2, and other UEs are mapped into the field 

for both coverage and throughput capacity test. Specifically, 

the green line routine is for the driving outage test.

1.4 km

1.72 km

200 m
800 m

900 m

16T, 4 dB @ 3.26 km 2T, -3 dB @ 2.84 km
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Figure 28 Elevation map of the driving coverage test

5 Conclusion and Future Work

This paper provides an in-depth introduction to QHA, from 

theory to application. The QHA-inspired super resolution 

effect was discussed and the impact of the amplitude and 

phase patterns on system performance were specifically 

investigated. From these discussions, we can see that 

the phase pattern has an obvious impact on system 

performance, and can be deliberately designed. Based on 

this consideration, a new type of QHA was proposed. Using 

the new design, some good results were obtained in several 

different key scenarios. Specifically, the QHA based antenna 

solution was applied in 64T and Sub-1G 16T solutions and 

these two new architectures are very attractive for the 

practical deployment. 

4.2.2 Test Results and Observation

Figure 28 shows the heat map of the driving coverage test, 

with the heat indicating the elevation of the location. The 

driving routine test was conducted mainly within the valley 

to avoid severe geographical obstacles. Figure 29 shows the 

coverage outage test results, 16T QHA with SSB SNR 4 dB 

UE lost at distance of 3.26 km and 2T X-pol with –3 dB UE 

lost at distance of 2.84 km.

Figure 30 shows the relative gain of 16T QHA over 2T X-pol 

array. It can be seen that 16T QHA is much higher in terms 

of SSB coverage and DL DMRS.

Figure 31 shows the throughput performance of 16T QHA 

and 2T X-pol. In the SU condition, the average throughput 

of 16T QHA is about 1.4 times that of 2T X-pol. In the 

MU condition, different number of UEs are paired and the 

average throughput of 4 UEs of 16T QHA is about 3 times 

that of 2T X-pol for Type II codebook and 3.8 times for ideal 

feedback. 

The results indicate that the performance of QHA array 

architecture is especially optimal in scenarios involving a 

limited number of channels.

0.8 km

0.9 km

0.2 km

1.7 km

Average 4.2 dB gain

7 dB gain at 5%
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Figure 29 Comparison of coverage test (outage)

Figure 30 Gain of fix point coverage test (16T type II vs 2T type I)

Outdoor

Outdoor

Outdoor

Outdoor

Outdoor

Outdoor

Average SSB SNR gain: 5.2 dB
Average DMRS SNR gain: 10.35 dB

As new application scenarios continuously emerge, the 

evolution of wireless communication will never end. With 

MIMO and electromagnetic field manipulation technology 

becoming more important and popular, antenna technology 

is playing a more critical part in wireless systems and it will 

become a new driving force for the coming generations. 

The degree of freedom that antenna technology can 

provide will determine system performance. New research 

on the antenna resolution capability and electromagnetic 

field manipulation will open new doors to improving the 

performance of future wireless systems.
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Field test results: SU & MU throughput (Mbit/s)
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Figure 31 SU and MU throughput field test results



Research

 | Communications of HUAWEI RESEARCH | September 2022 192 193September 2022 | Communications of HUAWEI RESEARCH | 

[9]  Na Wu, FangQi Zhu, and QiLian Liang. "Evaluating 

Spatial Resolution and Channel Capacity of Sparse 

Cylindrical Arrays for Massive MIMO," in IEEE Access, 

vol.5, pp. 23994-24003, 2017.

[10] Jørgen Bach Andersen, and Klaus Ingemann Pedersen, 

"Angle-of-Arrival Statistics for Low Resolution 

Antennas," in IEEE Transactions on Antennas and 

Propagation, vol. 50, pp. 391-395, 2002.

[11]   Oleksandr Malyusk in and Vincent F.  Fusco, 

"Experimental Study of Electrically Compact Retro 

directive Monopole Antenna Arrays," in IEEE 

Transactions on Antennas and Propagation, vol. 65, 

pp. 2339-2347, 2017.

[12] Yashi Zhou, Wei Wang, Zhen Chen, Qingchao Zhao, 

Heng Zhang, Yunkai Deng, and Robert Wang, "High-

Resolution and Wide-Swath SAR Imaging Mode 

Using Frequency Diverse Planar Array," in IEEE 

Geoscience and Remote Sensing Letters, vol. 18, pp. 

321-325, 2021.

[13]  Makoto Sano, Manuel Sierra-Castañer, Tamara 

Salmerón-Ruiz,Jiro Hirokawa, and Makoto Ando, 

"Reconstruction of the Field Distribution on Slot 

Array Antennas Using the Gerchberg–Papoulis 

Algorithm," in IEEE Transactions on Antennas and 

Propagation, vol. 63, pp. 3441-3451, 2015.

[14]  Chenxi Hu, Yimin Liu, Huadong Meng, and Xiqin 

Wang, "Randomized Switched Antenna Array 

FMCW Radar for Automotive Applications," in IEEE 

Transactions on Vehicular Technology, vol. 63, pp. 

3624-3641, 2014.

[15]  Oleg A. Iupikov , Marianna V. Ivashina, Niels Skou, 

Cecilia Cappellin, Knud Pontoppidan, and Cornelis 

G. M. van't Klooster, " Multibeam Focal Plane Arrays 

With Digital Beamforming for High Precision Space-

Borne Ocean Remote Sensing," in IEEE Transactions 

on Antennas and Propagation, vol. 66, pp. 737-748, 

2018.

 References

[1]  G.J. Foschini and M.J. Gans, "On limits of wireless 

communications in a fading environment when 

using multiple antennas," in Wireless Personal 

Communications vol. 6, pp. 311-335, 1998.

[2]  Fredrik Rusek, Daniel Persson, Buon Kiong Lau, Erik G. 

Larsson, Thomas L. Marzetta, Ove Edfors, and Fredrik 

Tufvesson, "Opportunities and challenges with very 

large arrays," in IEEE Signal Processing Magazine, pp. 

40-60, January 2013.

[3]  Zhongwei Tang, and Ananda S. Mohan, "Experimental 

Investigation of Indoor MIMO Ricean Channel 

Capacity," in IEEE Antennas and Wireless Propagation 

Letters, vol. 4, pp.55-58, 2005.

[4]  Yongping Wang and Hanqiang Cao, "Capacity 

Bounds for Rayleigh/Lognormal MIMO Channels with 

Double-Sided Correlation," in IEEE Communications 

Letters, vol. 19, pp. 1362-1365, 2015.

[5]  Sergey Loyka, and Ammar Kouki, "New Compound 

Upper Bound on MIMO Channel Capacity," in IEEE 

Communications Letters, vol. 6, pp. 96-98, 2002.

[6]  Liang Dong, Hosung Choo, Robert W. Heath, Jr., 

and Hao Ling, "Simulation of MIMO Channel 

Capacity with Antenna Polarization Diversity," in IEEE 

Transactions on Wireless Communications, vol. 4, pp. 

1869-1873, 2005.

[7]  Carl B. Dietrich, Jr., Kai Dietze, J. Randall Nealy, and 

Warren L. Stutzman, "Spatial, Polarization, and 

Pattern Diversity for Wireless Handheld Terminals," in 

IEEE Transactions on Antennas and Propagation, vol. 

49, pp.1271-1281, 2001.

[8]  Jose-Maria Molina-Garcia-Pardo, Martine Lienard, 

Pierre Degauque, Eric Simon, and Leandro Juan-

Llacer, "On MIMO Channel Capacity in Tunnels," in 

IEEE Transactions on Antennas and Propagation, vol. 

57, pp. 3697-3701, 2009.



Research

 | Communications of HUAWEI RESEARCH | September 2022 192 193September 2022 | Communications of HUAWEI RESEARCH | 

[16]  T.W.C. Brown, S.R . Saunders, "The intell igent 

quadrifilar helix: a compact MIMO antenna for IEEE 

802.11n," in The Second European Conference on 

Antennas and Propagation, EuCAP 2007.



Research

 | Communications of HUAWEI RESEARCH | September 2022194 195September 2022 | Communications of HUAWEI RESEARCH | 

Abstract

Keywords

Jiyong Pang, Zhiheng Guo, Huangping Jin, Jinlin Peng, Zhenfei Tang, Shaobo Wang

RAN Research Dept, Wireless Network

As 5G commercialization accelerates globally, the technology is increasingly regarded as key to enhanced user experience 

and digital industrial transformation. As part of this process, larger volumes of uplink (UL) traffic are created as massive 

amounts of data are uploaded to 5G networks, resulting in significant challenges to 5G UL capability. As such, continuous 

research on the follow-up evolution of 5G networks, known as 5G-Advanced, is required with a special focus on uplink 

centric broadband communication (UCBC). This paper begins by analyzing the requirements and challenges involved with 

5G UL communication, and then investigates potential UL technology enhancements geared towards 5G-Advanced.

5G, 5G-Advanced, UCBC

5G-Advanced: Uplink Centric Broadband 
Communication (UCBC)
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1 Introduction

Wireless communications have traditionally focused more 
on downlink (DL), as the vast majority of data traffic — 
such as video and music streaming — takes place in that 
direction. This has been directly reflected in the development 
of wireless standards over the years. However, following the 
arrival of 5G, all of this is beginning to change.

The number of 5G applications in use around the world 
today is growing at an unprecedented rate. Modern society 
is experiencing digital transformation in fundamental 
ways, where smart connectivity of everything is leading to 
massive volumes of data being sent to clouds over wireless 
networks. This poses a huge challenge for both wireless 
network UL capacity and UL coverage.

In this regard, 3GPP 5G NR has already introduced UL 
enhancement technologies in its first two releases, release 
15 (Rel-15) and release 16 (Rel-16), and also as part of 
the near-final release 17 (Rel-17) — for example, higher 
transmit power of terminals, more symbols for long physical 
UL control channels (PUCCHs), supplementary ULs (SULs), 
UL transmission chain (Tx) switching, and more.

However, following the rapid expansion of uplink centric 
broadband communication (UCBC) — as represented by 
live uploading of high-definition (HD) videos in extended 
reality (XR) applications by end users, and in vertical 

industry applications using remote cameras — current 5G 

capabilities will be not sufficient to satisfy UL requirements 

in the foreseeable future (for example, 10-fold UL capacity). 

Consequently, 5G UL capability needs to be continuously 

enhanced in subsequent releases.

In the following sections, we will address the driving 

forces and challenges involved with UL enhancement 

in 5G-Advanced, as well as the corresponding enabling 

technologies.

2 Driving Forces and Challenges

With the acceleration of the digital transformation of 

society as a whole, the demand for UL business in the to-

customer (toC) and to-business (toB) fields, as well as the 

Internet of Things (IoT) field, has exploded. This poses great 

challenges to 5G networks and in turn promotes technology 

upgrades.

2.1 ToC Experience Improvement

Network experience improvement is the driving force behind 

the continuous development of the toC business, which is an 

essential part of 5G commercialization. Innovative services, 

such as interactive XR and social media, generate far higher 

volumes of upstream traffic.

Figure 1 Interactive XR for end consumers
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	· Interactive XR

Interactive and immersive XR services, as shown in Figure 

1, require HD images and videos to be sent from local 

consumer devices to the cloud for further rendering. The 

deployment of 8K or even 12K cameras for front-end 

acquisition will be rapidly popularized, leading to UL 100 

Mbps or even higher rate applications [2].

	·Social media

Social media is becoming increasingly popular, resulting in 

the proliferation of user-generated content to a wide range 

of platforms and representing yet another catalyst for a 

boost in network UL capacity.

2.2 ToB Industrial Digitalization

5G is regarded as the cornerstone of the industry's digital 

transformation. The digital exploration in steel, mining, 

port, manufacturing, and education shows that video 

surveillance, remote control, and machine vision are typical 

industrial applications where uploading HD and ultra-

high definition (UHD) photos and videos places high 

requirements on the network's UL capacity [3], as shown in 

Figure 2. Consequently, 5G networks must further improve 

UL capabilities to cope with digital transformation across 

industries.

Figure 2 Video upload in smart manufacturing

	·Remote operation

Remote operations such as video surveillance and remote 

control require real-time transfer of 4K and 8K videos. This 

means that the current single-point UL rate of 3 Mbit/s will 

increase to 20 Mbit/s and even 60 Mbit/s in some cases. 

Given that concurrent video uploads are required in most 

scenarios, the single-cell UL capacity must be increased 

exponentially [3].

	·Machine vision

Machine vision is becoming a must-have for smart factory 

architecture in the Industry 4.0 wave. This technology 

can implement automatic inspection using HD industrial 

cameras, reducing the time required by 80% while also 

ensuring quality and improving efficiency. The high precision 

of machine vision requires single-frame image transfer to 

be completed with an exact latency and free of any quality 

loss. For example, the UL bandwidth must be 350–600 

Mbit/s in order for industrial cameras to send over 60 HD 

photos captured per second to the platform.

2.3 Broadband IoT

In the smart c ity system, var ious broadband and 

narrowband IoT devices collect and send real-world data 

to the cloud [4], as shown in Figure 3. Specifically, massive 

broadband IoT devices such as wireless cameras deployed 



Research

 | Communications of HUAWEI RESEARCH | September 2022196 197September 2022 | Communications of HUAWEI RESEARCH | 

for wide/outdoor area surveillance, vehicle monitoring, and 

unmanned vehicle distribution exert pressure on the overall 

network UL capacity.

Taking a world expo park as an example, 600 cameras are 

deployed in the 2 km² area, with up to 18 cameras per cell. 

A single camera has an average UL rate of 12 Mbit/s, and a 

single cell has an UL capacity of 220 Mbit/s. In the future, 

XR videos offering higher resolution and frame rates will 

be expected, leading to the emergence of additional smart 

services. As a result, the UL capacity of a single cell will 

have to reach between 500 Mbit/s and 1 Gbit/s.

capabilities are strictly coupled, and more than two 

bands cannot be configured for one UE if it is equipped 

with up to 2Tx.

	·The power amplifier (PA) capabilities on one band 

cannot be fully exploited in conjunction with another 

band.

In this section, we will discuss how to overcome the above 

frequency-domain constraints in order to properly maximize 

UE capabilities for UL transmission.

3.1.1 FSA

Flexible spectrum access (FSA) is proposed as a flexible 

spectrum utilization mechanism which allows a UE (e.g., 

a 2Tx UE) to be configured with more UL bands than its 

concurrent transmission capability, and supports dynamic 

carrier selection as well as Tx switching between n (n ≥ 2) 

configured bands, as shown in Figure 5.

Detailed implementation architecture is illustrated in 

Figure 6, where 2Tx, including 2 power supplies and radio-

frequency integrated circuits (RF ICs), is equipped with 

additional switches for 4 bands. Through this approach, 

a UE can flexibly access more than two bands with only 

2Tx, while intelligently selecting one or two of those bands 

for concurrent transmission or allocating 2Tx to the most 

suitable band.

FSA benefits UL capacity and experience in a number of 

ways, including the following:

	·Enabling UL MIMO. FSA enables the use of 2Tx for UL 

Figure 4 Four technology domains of UL enhancement

3 Promising Technology Directions

To address the scenarios and business needs mentioned in 

Section 2, a number of promising UL evolution directions 

and potent ial enhancement technologies towards 

5G-Advanced have emerged, as shown in Figure 4. We 

divide these technologies into four domains: frequency, 

time, space and power. These domains are explained in 

detail below.

3.1 Frequency Domain

Today's commercial 5G terminals offer only a maximum of 

2Tx on sub-6 GHz spectrum, which limits the UL capability 

of carrier aggregation (CA) and SUL as explained below.

	·CA/SUL needs at least 1Tx on each band semi-statically. 

As a result, UL multiple-input multiple-output (MIMO) is 

disabled on one band for 2Tx user equipment (UE).

	·A UE's band configuration and concurrent transmission 

Figure 3 IoT wireless backhaul in Smart City
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MIMO on any one of the access bands in a switching 

manner.

	·Efficient utilization of time division duplex (TDD) UL 

timeslots. As shown in Figure 7a, when one of the TDD 

bands is DL, the UE can be switched to another TDD 

band which is UL according to the TDD configurations.

	·Better adaptation to channel conditions. As shown in 

Figure 7b, the network can schedule the UE on a band 

offering improved channel conditions.

	·Higher trunking efficiency. As shown in Figure 7c, when 

a band is congested with traffic, FSA can dynamically 

allocate a part of the traffic load to another band in 

order to maximize the use of unoccupied resources.

We evaluate the UL throughput gain of FSA via system-

level simulation under the 3GPP Dense Urban scenario. As 

shown in Figure 8 and Figure 9, when compared with the 

Rel-17 baseline, FSA offers a 27%–35% gain in average 

user-perceived throughput (UPT) for burst traffic and a 46% 

capacity gain (for instance, the number of UEs that can be 

accommodated per cell) for XR traffic.

It is worth pointing out that although 2Tx UEs are taken as 

an example, UEs with higher capabilities (for example, 3Tx 

or 4Tx) can also obtain similar benefits by employing FSA 

via Tx and carrier switching or capability sharing among 

multiple bands.

However, to actually achieve the above benefits and gains 

offered by FSA, several directions should be further studied.

	·Hardware. UE hardware should be designed to minimize 

the switching latency or cost. For example, caching can 

be introduced to reduce the latency.

	·Measurement. The cost or overhead of channel 

measurement increases with the number of spectrum 

bands. On-demand measurement, channel extrapolation 

and channel prediction can be used to address this issue.

	·Scheduler. Intelligent selection and allocation of 

spectrum resources is critical for FSA, which requires an 

advanced scheduler with balanced tradeoff between the 

algorithm complexity and optimized performance.

Figure 5 Illustration of the FSA concept

Figure 6 Implementation of an FSA terminal
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Figure 8 Average UPT performance of FSA (2Tx UE) Figure 9 XR uplink capacity performance of FSA (2Tx UE)

Figure 7 FSA benefits

(a) Efficient utilization of TDD UL timeslots

(c) Higher trunking efficiency

(b) Better adaptation to channel conditions
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3.1.2 Multi-band Power Aggregation

For UEs supporting CA, instead of aggregating spectrum 

resources, Tx power is aggregated among multiple bands 

based on PA capabilities to achieve higher transmit power 

on one band. For example, in 2 UL-band TDD CA, UEs 

support at least 1 PA and 1Tx on each band. As such, UEs 

can support a maximum of 26 dBm plus 26 dBm — for 

example, 29 dBm transmit power after aggregation, as 

shown in Figure 10.

Figure 10 UE power aggregation among multiple bands

Figure 11 Multi-band power aggregation with FSA

3.2 Time Domain

With the rapid increase of communication applications, 

including personal data service and Industry 4.0, a significant 

gap has widened between the diverse performance demands 

of different communication applications on latency and 

throughput and the fixed supply of existing synchronized 

TDD (Sync-TDD), which requires exploration of more flexible 

schemes. Promising duplex schemes which aim to cope with 

the above challenges include flexible duplex (i.e., dynamic 

TDD), subband full duplex, and inband full duplex.

3.2.1 Flexible Duplex

High-density small cells have become a trend of 5G 

communications, leading to varying requirements for traffic 

in different cells. In addition, there is a high possibility that a 

macro cell with DL-dominant TDD configuration is deployed 

nearby small cells. Applying the Sync-TDD scheme in such 

scenarios results in a waste of UL and DL timeslots in some 

cells due to the fixed timeslot allocation. As a result, the 

throughput is below expectations and the latency increases.

To cope with this challenge, flexible duplex is regarded as 

an effective method as it configures UL and DL timeslots for 

cells independently, as shown in Figure 12. Flexible duplex 

can improve throughput and latency. However, due to the 

change of UL and DL channels in different cells, severe 

cross-link interference (CLI) may occur. As long as the UL 

signal can combat the CLI from the DL, this scheme can 

provide significant UL capacity.

Figure 12 Illustration of flexible duplex

In order to demonstrate the performance of this scene, 

we provide the following simulation results via system-

level evaluation. In scenarios where 3 macro cells coexist 

with 18 small cells in a factory, the TDD configurations 

of the macro cells and the small cells are DDDSU and 

DSUUU, respectively. It is assumed that the interference 

Moreover, power aggregation can work together with FSA. 

To begin, Tx and PAs are dynamically selected, and the 

selected PAs transmit at their respective maximum power. 

For example, as shown in Figure 11, one 2Tx UE (concurrent 

transmission with two PAs) transmits in bands x and z with 

two-band power aggregation in the first timeslot when a 

burst packet arrives, and then switches to bands y and z 

with two-band power aggregation in the second timeslot, 

according to bandwidth, traffic load, channel condition and 

DL/UL configurations. This mechanism is especially useful 

for burst traffic, since it can boost UL peak data rate and 

correspondingly increase UL UPT with boosted bandwidth 

and power.
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rejection combining (IRC) receiver and coordinated multi-

point (CoMP) reception are applied by the small cells. More 

detailed parameter settings are included in Table 1.

By analyzing the simulation results shown in Figure 13, it is 

clear that flexible duplex offers more significant boosts to 

both average and edge cell throughputs compared to Sync-

TDD, though CLI exists. It also shows that CLI mitigation can 

further unlock the potential of flexible duplex.

Table 1 Detailed simulation parameters

Parameter Details

Orthogonal frequency-division 
multiple access

Macro: 80% indoor with 3 km/h, 
20% outdoor with 30 km/h
Pico: 100% indoor with 3 km/h

4.9 GHz

20 MHz

Carrier frequency

Simulation 
bandwidth

Up to 256QAM

4 RB

Proportional fairness

Macro: 3
Pico: 18

1 timeslot

60 dBm

Macro: up to 12 layers
Pico: up to 12 layers (6 cooperative 
TRPs)

Modulation

Scheduling 
granularity

Scheduling

TRP quantity

Scheduling 
granularity in the 
time domain

BS transmit power

Transmission 
scheme

TDD
Macro: DDDSU
Pico: DSUUU

Macro: Uma
Pico: TS 38.901 for IIoT

Duplex

UE distribution

Macro: 300 m
Pico: 20 m

Macro: BS@32 Tx RUs, UE@4 Tx 
RUs
Pico: BS@8 Tx RUs, UE@4 Tx RUs

Inter-site distance

Antenna 
configuration

30 kHz

26 dBm

MMSE-IRC

P0 = -60, alpha = 0.6

10 transmission time intervals

Macro: 10
Pico: 4

Numerology

Maximum UE 
transmit power

Receiver

Power control 
parameter

SRS transmit 
period

UE quantity

Multiple access

Channel model

Figure 14 Illustration of subband full duplex

Figure 13 UL throughput gain of flexible duplex

3.2.2 Subband Full Duplex

To achieve both high UL capacity and the required low 

latency, subband full duplex or complementary TDD can 

be adopted, as shown in Figure 14. In this scenario, some 

of the small cell's frequencies are used for UL traffic, while 

the remainder is used in the same timeslot for DL traffic. 

From the network's perspective, both DL and UL resources 

are always available at the same time, significantly reducing 

latency when compared with the DL-dominant TDD mode. 

Of course, several CLIs still exist, such as macro-to-small 

cell CLI in the UL subband, adjacent-channel CLI between 

macro and small cells, adjacent-channel CLI between small 

cells, adjacent-channel self-interference within small cells, 

and adjacent-channel CLI between UEs. Throughput can be 



Research

 | Communications of HUAWEI RESEARCH | September 2022202 203September 2022 | Communications of HUAWEI RESEARCH | 

greatly enhanced if the co-channel self-interference and co-

channel UE-to-UE CLI are carefully studied.

Taking the foregoing factory scenario as an example, 

calculating the interference link budget shows that the 

UL signal-to-interference-plus-noise ratio (SINR) can be 

larger than 10 dB even when considering the co-channel 

and adjacent-channel CLIs. This proves that subband full 

duplex is feasible in the factory scenario. Note that self-

interference in small cells is assumed to be mitigated via Tx/

Rx separation.

A more challenging scenario is subband full duplex in 

macro deployment, where each macro base station (BS) is 

a subband full-duplex BS with three sectors in most cases. 

Our analysis shows the following:

	·For one interfering BS, the adjacent-channel interference 

is about 22 dB above the noise and may be partially 

suppressed by the IRC receiver. However, since this 

interference is nonlinear, more advanced interference 

measurement and suppression technologies should be 

further studied.

	·Another challenging aspect is the blocking interference 

at a level of -20 dBm in cases where the UL receiver of 

subband full duplex is equipped with a wideband front-

end filter before its low-noise amplifier. This may block 

the UL.

As subband full duplex represents a potential study point in 

Rel-18, the above challenges require urgent attention.

3.2.3 Inband Full Duplex

Inband full duplex promises a higher spectral efficiency in 

future communication networks than both flexible duplex 

and subband full duplex. For inband full duplex, both BSs 

and UEs, or at least BSs, are transmitting and receiving 

on the same frequency band at the same time, which has 

the potential to double the system throughput and reduce 

communication latency. However, interference will become 

even more complex for communication networks, as both 

self-interference and CLI will have to be considered. Further 

study is required to overcome these challenges.

3.3 Space Domain
UL MIMO could potentially offer significant improvements 

to UL capacity. UL capacity can be further improved by 

adopting higher-resolution UL precoding and enabling 

higher-order spatial multiplexing as well as optimizing 

power control. We will also discuss the ambitious 

optimization objective of UL capacity, which considers 

practical scheduling and transmission factors in multiple 

transmission reception points (multi-TRP) scenarios.

3.3.1 High-Resolution UL Precoding

Indicating UL precoding to UEs occupies DL time-frequency 

resources and requires careful design to retain the accuracy 

of UL precoding with a low overhead. Two UL transmission 

modes are supported in current 5G specifications: codebook-

based (CB) and non-codebook-based (NCB).

	·For the CB mode, UL precoding is derived based on 

the sounding reference signal (SRS) sent by a UE and 

then indicated back through DL control signaling. Due 

to limited DL control signaling overhead, only the UL 

wideband coarse codebook (composed of just ±1 and ±j) 

is employed. Furthermore, the current codebook design 

cannot match different types of UEs, such as those with 

irregular antenna shapes or patterns.

	·For the NCB mode, UEs measure DL channel state 

information reference signals (CSI-RS) and calculate 

high-resolution precoding by virtue of channel reciprocity. 

UEs then send weighted SRSs using individually preferred 

UL precoders back to the BS or central processing unit 

(CPU) for final determination, taking multi-user (MU) 

interference into consideration.

The drawbacks of both CB and NCB modes are summarized 

as follows:

	·The current UL precoder determination is wideband-

wise, with one precoder applied to the entire scheduled 

Figure 15 Illustration of inband full duplex
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resource of one UE.

	·A powerful UE may be equipped with more than two 

antennas, particularly in the case of certain industrial 

applications. Higher-resolution precoding considering MU 

interference is required to improve the overall network 

capacity.

As a result, frequency-selective and high-resolution 

precoding is preferred and required to retain the accuracy 

of UL precoding. Our initial system-level simulation shows 

that an additional 20% of cell average throughput gain 

can be achieved compared to current CB and NCB modes. 

Correspondingly, the following two directions can be 

considered for UL precoding enhancement in specifications:

	·UL precoding indication via weighted DL CSI-RSs

	·UL precoding indication via multi-level DL signaling for 

overhead reduction

3.3.2 High-Order Spatial Multiplexing

A maximum of 12 orthogonal antenna ports are supported 

in current 5G specifications. Generally, non-orthogonal 

demodulation reference signal (DMRS) ports can be 

configured for scenarios involving more than 12 UL layers, 

but this degrades the accuracy of UL channel estimation 

due to relatively high cross-correlation among DMRS ports.

To support additional potential UL transmission layers 

with less impact on UL channel estimation, two possible 

directions can be studied and specified: a higher maximum 

number of orthogonal DMRS ports, or low-correlation 

DMRS ports. As illustrated in Figure 16, the performance of 

up to 24 layers with DMRS enhancement can achieve a cell 

average gain of 68% compared with the non-orthogonal 

DMRS of current specifications in our initial simulation 

results in the industrial IoT (IIoT) scenario.

Figure 16 Performance gain of enhanced UL DMRS

200%
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100%
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100%
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Cell average

12 layers 24 layers, nonorthogonal DMRS 24 layers, orthogonal DMRS

Cell edge

67% 62%

3.3.3 Multi-TRP Power Control

More potential UL layers and joint UL multi-TRP processing 

introduce higher requirements on UL power control, while 

the optimal values of transmit power are usually arbitrary 

and differ from layer to layer. However, the existing power 

control in current specifications restricts the UL performance 

due to the following:

	·One UE may be paired with different UEs in various 

timeslots for MU-MIMO, and this dynamic pairing can 
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lead to a large UL transmit power variation which can be 

larger than the existing power control adjustment steps. 

Both closed-loop and open-loop power control schemes 

can be enhanced to match this large power variation.

	·For multi-TRP reception, it is recommended to perform 

UE power control based on the path loss from all the 

TRPs involved in joint processing. However, current UL 

power control in standards only relies on the path loss 

from one serving TRP.

Our initial simulation results show that an approximate 

cell edge performance gain of 20% can be achieved via 

enhanced power control.

3.3.4 Multi-TRP Joint Transceiver

Multi-TRP joint transceiver is regarded as the preferred 

technology for improving UL capacity. As per Figure 17, 

consider an UL cellular network with a set of deployed TRPs 

and a set of candidate UEs. Each UE is associated with a 

subset of deployed TRPs and transmits over a subset of 

frequency units. For each scheduling timeslot in a practical 

system, the BS would choose a number of UEs (scheduled 

UEs) for UL transmission on the candidate frequency units 

within the working bands. For each frequency unit, one 

or more scheduled UEs would be spatially multiplexed 

and their transmitted signals can be demodulated due to 

different channel directions. Statistically, the BS would fully 

consider the scheduling possibility of each UE to guarantee 

the fairness and/or minimum quality of service (QoS) 

requirements.

Figure 17 Multi-TRP joint transceiver

The target for UL scheduling and transmission is maximizing 

the sum rate over all possible receive and transmit weights 

based on all possible scheduled user sets, frequency unit 

sets, and the chosen TRPs set for each UE. However, the 

sum-rate maximization requires joint optimization of the 

transmit weight, receive weight, and UE scheduling in the 

frequency and time domains, where its non-convex and 

combinatorial characteristics prevent a global optimal 

solution with affordable complexity from being attained. A 

number of major works already study weight design under 

a given UE scheduling and TRP association, including:
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	·Given the scheduling result and transmit weight, the 

optimal linear receive weight is actually equal to the 

linear minimum mean square error (LMMSE) weight, 

which can be easily demonstrated by reformulating the 

objective function as a Rayleigh quotient with respect to 

the receive weight.

	·When the successive interference cancellation receiver is 

used, iterative water-filling is an effective technique for 

transmit weight design [5].

	·When the receive weight is fixed as the LMMSE weight, 

the problem of achievable-rate maximization with 

respect to the transmit weight of each UE is equivalent 

to the quadratic form applying the weighted minimum 

mean square error (WMMSE) algorithm [6] or matrix 

fractional programming [7], which allows the close-form 

solution in each iteration to be obtained. The authors of 

[8] proposed jointly optimizing the transmit and receive 

weights in an alternating manner.

If UE scheduling is further considered as a part of 

optimization, we can derive an equivalent reformulation 

of the original problem by introducing a binary indicator 

variable in the objective function indicating if a UE will 

be scheduled in a given frequency and time unit. This 

reformulation leads to a challenging mixed integer 

programming problem. Sparse beamforming is an emerging 

technique that introduces an L0 norm constraint for the 

transmit weight energy of each UE to force the transmit 

power of a UE at some frequency and time units to be zero, 

while also implicitly determining UE scheduling [9].

In addition, two major challenges exist regarding the 

implementation of multi-TRP joint transceivers:

	·The first challenge relates to intractable centralized 

processing due to the unaffordable computational 

complexity of high-dimensional matrix operations. 

Decentralized implementation, which utilizes local 

channel state information (CSI) for weight design at 

each TRP along with simple aggregation of the local 

processing results among TRPs at the CPU, is a potential 

scheme [10]. However, performance degradation is 

inevitable due to inadequate exploitation of information 

from cooperative TRPs. As such, a low-complexity 

solution with guaranteed performance remains desirable.

	·Another challenge stems from limited backhaul and 

fronthaul overhead, which impedes ideal cooperation. 

A potential technique for addressing this issue involves 

exploiting proper over-the-air (OTA) signaling for UEs to 

feed back information from cooperative TRPs. Each TRP 

carries out weight design individually, utilizing local CSI 

and information feedback from each UE. To approach the 

level of performance possible under ideal cooperation, 

multiple-round iterations of information exchanges are 

required via feedback and feedforward [11]. However, 

reducing the overhead of OTA feedback and the number 

of iterations in such cases is still an open issue.

3.4 Power Domain

UL capacity can also be improved in the power domain. 

This can be done either by directly increasing UEs' transmit 

power or by virtually raising the transmit power through UE 

cooperation.

3.4.1 Higher Maximum Power

Current commercial PA hardware for frequency division 

duplex (FDD) and TDD supports a maximum of 23 dBm 

and 26 dBm transmit power, respectively. In other words, 

a higher-power UE is adopted only for TDD. The key 

reason for this is because, in reality, DL-dominant TDD 

configuration is used with a smaller number of UL timeslots 

in one TDD configuration period. In addition, most of 

the timeslots are DL timeslots, and UEs will not transmit 

in such timeslots. When UEs transmit at the maximum 

power in the UL timeslots, the average UL power over the 

TDD configuration period remains small and the specific 

absorption rate (SAR) requirements are met.

However, in FDD, UL timeslots are continuous in the time 

domain, and if UEs transmit at the maximum power (for 

example, 26 dBm), the SAR requirements may not be met. 

To increase the maximum power of UEs beyond 23 dBm, 

a longer maximum power averaging window (i.e., long-

term duty-cycle control) can be considered in cases where 

higher UL power can transmit UL traffic in a shorter duration, 

enabling UEs to rest at other points within the window in 

order to satisfy the SAR requirements, as shown in Figure 18.

3.4.2 UE Cooperation

UE cooperation (or UE aggregation) via sidelink (SL) 

device-to-device communications can be used to improve 
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the overall UL experience of both capacity and coverage. 

As illustrated in Figure 19, a cooperative UE (CUE) can be 

leveraged to operate cooperatively with the source UE (SUE) 

in the scenarios where data rate or coverage requirements 

cannot be fully met [12].

	·The CUE and SUE can be linked through an SL to form 

a virtual UE featuring higher capabilities due to the 

aggregated transmit power and distributed transmit 

antennas.

	·When the SUE is out-of-coverage, the CUE can act as a 

relay to forward the SUE's UL data to the network.

	· In addition, the CUE can be used as a diverse UE or a 

backup UE of the SUE to ensure reliability and latency 

requirements, especially in the case of IIoT applications.

As illustrated in Figure 20, the performance of UE 

cooperation with 1 CUE can achieve cell average gains of 

21% and cell edge gains of 96% when compared with SUE 

alone in our initial system-level simulation. Moreover, larger 

gains can be obtained with additional CUEs.

4 Conclusion

With the rapid development of wireless UCBC applications, 

particularly those that rely on HD video upload, network 

UL capabilities have never been so highly valued — and 

that value is set to further increase in the future. While 

5G has established higher UL capabilities than previous 

generations, further enhancement and evolution are still 

urgently required. We believe that UL enhancement will 

become an important research and standardization topic 

in 5G-Advanced — one that can be carried out from the 

following four domains: frequency, time, space and power.

Figure 19 UE cooperation

Figure 20 Performance gains via UE cooperation
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Abstract

Future 800 Gbit/s and 1.6 Tbit/s Ethernet standards will require 200 Gbit/s per lane optical transmission to achieve lower 

cost and lower power implementation compared with 4 × 100 Gbit/s interface technology. We demonstrate advanced 

integrated components with higher bandwidth together with high performance digital signal processing using filtering 

tolerant timing recovery and reduced state sequence estimation in order to demonstrate the technical feasibility of 200 

Gbit/s per lane optical transmission. We analyze the modulation format selection and system impairments to arrive at a 

recommendation for future standards.
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1 Introduction

The build out of cloud infrastructure and the pace of 

innovation of cloud-based applications has accelerated in 

recent years, in part fueled by the pandemic. Businesses 

world-wide have been continuing to migrate their IT 

infrastructure into the cloud, which is driven by the roughly 

two year cadence of Ethernet switching capacity doubling 

with 25.6 Tbit/s switches shipping in 2021. The optical 

interfaces formed the backbone of data center networks, 

interconnecting leaf, spine and core switching layers. With 

400 Gbit/s modules based on 4 × 100 Gbit/s PAM4 already 

shipping in higher volumes, the industry is already sampling 

higher density 100G per lane technology with 8 × 100 

Gbit/s modules. Standardization activities turn to 800 

Gbit/s and 1.6 Tbit/s interfaces based on 200 Gbit/s per lane 

optical transmission, being addressed in the 800G Pluggable 

MSA and IEEE. Figure 1 shows the projected standardization 

timeline of 800 GbE and 1.6 TbE in IEEE.

2 200G Optical Intensity
Modulation

Higher-level modulation in Ethernet was introduced for 

the first time for 50 Gbit/s per lane signaling using PAM4. 

For optical transmission, 50 Gbit/s PAM4 is used in 200 

Gbit/s (4 × 50 Gbit/s) optics as well as for 400 Gbit/s LR8. 

With the transition to 100 Gbit/s per lane, the industry 

converged on maintaining the same modulation scheme 

as for 50 Gbit/s per lane, leveraging the design and testing 

methodology of PAM4. On the host side, electrical 100 

Gbit/s PAM4 faced more serious design challenges for use 

cases such as backplane transmission. The main question 

for 200 Gbit/s per signaling is whether PAM4 is feasible or 

alternative modulation formats needs to be considered, 

including PAM6, PAM8 or discrete multi-tone (DMT).

Higher order modulation formats such as PAM8 or even 

PAM16 are usually very limited due to their high error floor 

and so far never have been practical choices in optical 

standards. DMT, in principle, could offer a more efficient use 

of the spectrum, however it comes at the cost of higher DSP 

power at the transmitter and receiver due to the need for 

frequency domain processing and is generally compromised 

for short reach interconnections due to its high peak-to-

average power ratio (PAPR), which severely limits the 

link budgets for passive transmission. In standardization 

discussions on 200 Gbit/s SerDes, PAM4 and PAM6 are being 

discussed as the most likely modulation choices. Historically, 

the host side modulation was also used on the line side, 

leveraging the host FEC.

We performed an init ial comparison of PAM4 and 

PAM6 using an arbitrary waveform generator (AWG) 

with 33 GHz 3 dB bandwidth ,  a  dr i ve r  ampl i f i e r 

wi th  50 GHz 3 dB bandwidth, an externally modulated 

laser (EML) with 40 GHz, and a receiver side a 75 GHz 

PIN diode and a 63 GHz digital sampling scope with 160 

Gsamples/s [2]. While the receiver side has clearly sufficient 

bandwidth, the transmitter is still quite limited and not 

compliant with future needs for PAM4. At the receiver side 

a semiconductor optical amplifier (SOA) was used as a 

preamplifier. The gross rates, including overhead for forward 

error correction, were 224 Gbit/s for PAM4 using 112 

Gbaud and 225 Gbit/s for PAM6 using 90 Gbaud. The small 

difference enabled a more straight forward resampling at 
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200 Gbit/s per lane optical transmission using intensity 

modulation with direct detection (IMDD) is seen as the 

enabler for these future Ethernet rates for up to 2 km 

transmission, and is competing with coherent optics at 10 

km reaches. The technological step towards 200 Gbit/s per 

lane is technically challenging and requires several enabling 

technologies on the analog component side and for digital 

signal processing. 

In this paper, we will present the technical verification 

and discuss enablers for 200 Gbit/s lane, analyzing the 

modulation choice, timing recovery (TR) for bandwidth 

limited channels, reduced complexity maximum likelihood 

sequence estimation and the industry first 200 Gbit/s 

transmitter and receiver optical subassembly (TOSA/ROSA) 

end-to-end transmission at 224 Gbit/s (112 Gbaud).
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the transmitter side, but was not due to any assumptions 

regarding the actual overhead for future Ethernet.

As shown in Figure 2, it was demonstrated that PAM4 

can achieve better overall link budget and lower error 

floor despite the initially limited transmitter fidelity, which 

relaxes the burden of FEC dimensioning and can allow for 

a low power and low latency solution. Moreover, as shown 

in Figure 3, the multipath interference (MPI) tolerance of 

PAM4 is much higher than PAM6, thus enabling the crucial 

double and triple links for the FR reach class, which are the 

basis for IEEE campus connectivity standards.

3 CD Tolerance of PAM4

Increasing the baud rate of IMDD systems makes the signals 

more susceptible to chromatic dispersion (CD), as the inter-

symbol interference (ISI) originating from CD, scales with 

the square of the baud rate. The square law function of 

direct detection leads to the loss of the signal phase and 

thus makes it only possible to partially compensate for the 

distortion. Thus, increasing the baud rate automatically 

puts basic limitations on the maximum reach and/or on the 

channel spacing in O-band, due to the non-zero dispersion 

at and around 1310 nm. Figure 4 analyses the CD tolerance 

of 224 Gbit/s PAM4 assuming an EML transmitter with 

a chirp of 0.5. A positive frequency chirp interacts with 

chromatic dispersion either constructively or destructively 

and shifts the CD tolerance window in this case, towards the 

shorter wavelengths.
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              different equalizer configurations
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For a triple link configuration, common for FR interfaces, an 

MPI penalty of -35 dB worst case has to be assumed. In this 

case, the MPI penalty of PAM6 reaches 3 dB. The findings 

on the modulation format choice are consistent with the 

discussions in OIF on 800LR/ZR, where similar to the 800G 

Pluggable MSA, a four level signaling format 16QAM based 

on four level electrical modulation equivalent to PAM4, will 

be used for optical transmission ranges of 2 km and above. 

Thus, PAM4 is the optimal choice in the optical domain, 

given the performance of optoelectronics devices, ASICs and 

allocation penalties, and it also enables an easier adoption 

of existing testing methodology at 400 GbE.

For 800 Gbit/s modules using 4 × 200 Gbit/s line signaling 

over wavelength division multiplexing (WDM) for the 2 km 

transmission class, a coarse WDM grid (CWDM4) with 20 

nm channel spacing would be the preferred choice in order 

to achieve uncooled transmission and thus lower the cost 

of the module. On the other hand, reducing the channel 

spacing could reduce the CD penalty but increase the 

module cost by requiring thermo-electric cooling (TEC). 

ITU-T G.652 specification defines the ranges of chromatic 

dispersion variation which is shown in Figure 5. For a 

CWDM4 grid starting at 1270 nm and going to 1330 nm 

with ±6.5 nm variation, the worst case CD values at 2 km 

are below -12 ps/nm for the shortest wavelength and below 
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6 ps/nm for the longest one. When analyzing the CD penalty 

for the different configurations in Figure 4, it becomes clear 

that a 5-tap feed forward equalizer (FFE), (as defined in 

IEEE for the 400 GbE reference receiver), is insufficient, and 

chirp management at the transmitter becomes necessary, 

unless a longer FFE is used in combination with a maximum 

likelihood sequence detection (MLSE).

Figure 6. An analog-to-digital convertor (ADC) samples 

the input analog signal at a symbol rate (one sample 

per symbol ADC; 1 sps) to save power that is almost 

proportional to the ADC sampling rate. A single clock 

source (an oscillator) may support more channels, e.g., 

four channels in 4 × 200G systems, to prevent crosstalk 

and decrease the transceiver cost. A phase interpolator (PI) 

adjusts frequency and phase of the ADC clock signal. The 

phase-frequency information of the received signal clock is 

obtained by a phase detector (PD). The PD output signal is 

averaged by a TR filter (TRFIL) that is often realized via a 

proportional-integral filter so that the TR can be modeled 

by a second-order loop. When the received signal suffers 

from serious intersymbol interference (ISI), the PD may be 

incapable to provide sufficient PI driving signal, and a PD 

filter (PDFIL) is necessary for improving clock extraction. 

TR control and optimization (TR C&O) algorithms support 

and optimize the TR functionality. Their tasks include PDFIL 

and TRFIL taps setting, sampling phase optimization, and 

detecting TR acquisition and TR instability. It should be 

mentioned that the TR lock detector design in 1 sps systems 

with severe ISI is extremely difficult and should be done 

with care.

High-baud rate ASIC-implemented 1 sps PDs are mainly 

based on the so-called Mueller and Müller PD (MMPD) 

and its variants [3]. The sign MMPD is more convenient 

for 2-level signals, whereas these variants may cause TR 

instabilities for higher-order modulation formats. This PD 

uses two samples, x1 and x2, taken at a symbol period 

distance, and the TR is controlled by a signal x1sign(x2)–

x2sign(x1).

An advanced PD, the so-called abs PD (ABSPD), supports 

all modulation formats and has the best performance in ISI 
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Figure 6 Timing recovery block diagram
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The first analysis of 224 Gbit/s PAM4 optical transmission 

thus points to technical difficulties when increasing 

the overall end-to-end bandwidth and a need for more 

advanced detection. Thus, digital signal processing (DSP) 

will require a timing recovery for bandwidth limited 

channels, especially when using PAM4 not only for optical, 

but also for electrical backplane interconnects and a power 

efficient MLSE, which likely will have to become part of the 

reference receiver in future standards.

4 Timing Recovery for Bandwidth-
Limited Channels

The use of advanced DSP in faster than Nyquist (FTN) 

systems seems to be a promising solution to minimize 

the requirements on component bandwidth [2]. However, 

in such systems, DSP normally relies upon advanced 

algorithms to enable data recovery, and the TR design 

becomes very critical. In particular, the TR requires very 

sophisticated algorithms such as advanced phase detection, 

TR equalization, advanced lock detection (LD), and accurate 

TR loop design.

Basic data center transceiver TR blocks are presented in 
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channels [4]. It uses a signal abs(x1+x2)(abs(x1)–abs(x2)) to 

adjust the ADC clock. These two PDs have been compared 

in 112GB PAM4 experiments with the total system 3-dB 

bandwidth of 41 GHz and 44 GHz without and with a 

digital predistortion (DPD), respectively. A closed-loop root-

mean-square jitter (Jrms) versus a number of PDFIL taps is 

presented in Figure 7. The MMPD is at least 1 dB inferior 

to the ABSPD and this difference reaches 3 dB for the 5-tap 

PDFIL (no DPD used).
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Some components such as digital-to-analog convertors 

(DAC) could have a nonlinear phase transfer characteristic 

and the aforementioned PDs will not always work at the 

optimum sampling phase. Therefore, the DSP must be 

able to find the best sampling phase, and control the TR 

to remain at this phase. The best sampling phase depends 

on the equalizer structure, which can be for Volterra filter 

for example. For such a system, BER at different sampling 

phases for four different equalizers is presented in Figure 

9, where VF(n,k) denotes a Volterra filter with n linear taps 

and k symbols used in the second-order part of the filter. 

The equalizer can work in a sampling phase dithering mode 

to find the minimum BER sampling location. The sampling 

phase can be adjusted by manipulating the PDFIL taps.

The PDFIL is a linear filter that may have five or more taps. 

A blind PDFIL taps setting can become difficult as ISI and 

clock offset are not known in advance. A gradient algorithm 

has to be selected to enable a reliable and fast taps 

setting. However, TRFIL taps may significantly vary during 

the acquisition phase and thus change a loop bandwidth, 

causing TR instabilities. To prevent this problem, the TR 

may combine several PDFILs to emulate a phase-frequency 

detector behavior which keeps the loop bandwidth constant. 

Using the PFD structure enables the fastest TR acquisition, 

stable TRFIL taps setting, and very accurate TR parameters 

estimation such as a phase detector gain (Kpd) and offset. 

The Kpd estimation results during the acquisition phase are 

shown in Figure 8 and the Kpd is more accurate in a longer 

estimation period. 

5 Maximum-Likelihood Sequence 
Estimation

If the channel is limited in bandwidth and/or exhibits gain 

dips in the passband, a linear full-response equalizer tends 

to enhance the power spectral density of the noise in the 

frequency regions that require amplification. The criterion of 

the minimum mean squared error (MMSE) sets the weights 

of the equalizer according to the best possible trade-off 

between noise enhancement and residual ISI in terms of the 

overall mean squared error. Nevertheless, if the amplitude 

response is not flat over frequency or, more generally, if the 

channel response is not unitary, this receiver architecture is 

not optimal.

In [5], Forney introduced a receiver structure consisting of a 

linear filter, called a whitened matched filter, a symbol-rate 

sampler, and a recursive nonlinear processor based on the 

Viterbi algorithm (VA). He proved that this type of receiver 

implements a maximum-likelihood estimator (MLSE) of the 

entire transmitted sequence. The whitened matched filter 

consists of the cascade of the matched filter and a symbol-
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spaced whitening filter obtained by spectral factorization 

of the noise autocorrelation function. In this receiver, noise 

whitening is crucial because the branch metrics for the VA 

are computed as the squared Euclidean distance between 

the symbols of the constellation and the symbol-spaced 

samples, which is only correct if the noise samples are 

uncorrelated.

In a practical situation, Forney devised that a near-optimum 

procedure is to use a linear equalizer to shape the actual 

channel to some desired target channel whose symbol-

spaced impulse response f(D) is short and whose spectrum 

is similar to the actual channel spectrum, and then use 

a VA that is appropriate for f(D). Ideally, f(D) reproduces 

exactly the amplitude response of the actual channel, so 

that the linear equalizer does not enhance the noise power. 

On the other side, the length of the impulse response 

f(D) determines the complexity of the VA and, therefore, 

it is clear that under a complexity constraint a certain 

approximation error must be tolerated.

This approach implements receiver-side partial-response 

equalization and maximum-likelihood sequence detection 

(MLSD) based on the VA. In contrast to a full-response 

equalizer, a partial-response equalizer assumes as the 

shaping target a channel with a specific amount and 

structure of ISI.

If f(D) is conveniently chosen as a binomial of the type 

1±D^n, the partial response channel has one tap of channel 

memory and the VA has only M states, where M is the 

number of constellation symbols. A common choice, already 

proposed by Forney, is the duobinary response f(D) = 1 + D, 

which approximates a severe bandwidth limitation. It must 

be noted that the VA does not require channel estimation 

because the channel response is shaped into a known 

profile by the linear equalizer.

In [6], Li et al. propose to implement Forney’s partial-

response equalizer as the combination of an adaptive full-

response equalizer and a fixed symbol-spaced post-filter 

with impulse response f(D).

In [7] the authors introduce a tap coefficient α (0 ≤ α ≤ 1)

in the post-filter transfer function to obtain the generalized 

duobinary (GDB) response f(D) = 1 + α.D, while maintaining 

the one-symbol memory. This additional degree of freedom 

permits to tune the receiver-side spectral shaping target 

according to the actual channel response, thereby improving 

the overall performance.

A VA is known to generate error bursts at its output, which 

could impact the performance of the subsequent FEC 

decoder. As already noted by Forney in [5], duobinary (DB) 

precoding can be used at the transmitter to limit the length 

of the most likely error events after the MLSD to exactly 

two symbols. In this case the VA is configured to yield an 

estimate of the received (rather than the transmitted) 

sequence, which is thereafter reduced modulo of the 

cardinality of the PAM alphabet. In general, for small-

to-moderate values of the coefficient α, DB precoding is 

dispensed with since it results in some performance penalty. 

In this case the FEC code shall be dimensioned to cope with 

the expected error distribution.

In Figure 10 we illustrate the type of channel response 

that can be ideally equalized using a post-filter of the type 

f(D) = 1 + α.D for PAM4, assuming 224 Gbit/s transmission 

with 12% FEC overhead and RRC shaping with roll-off 

0.2. As α increases, a more severe bandwidth limitation is 

emulated. For α = 1 a spectral notch at the symbol rate 

is emulated. However, in practice such a notch should be 

avoided because of its detrimental effects on all the receiver 

modules before the post-filter.
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Figure 10 Analog spectrum of a 224 Gbit/s PAM4 signal, which results in ideal 

               partial response signal of the type 1 + α∙D after RRC matched filtering  

               with roll-off 0.2

We observe that the parameter α can be adapted during 

operation according to the spectrum of the noise process 

after the full-response equalizer. Finding the optimal 

whitening post-filter is tantamount to estimating the 
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autoregressive model 1/ (1 + α.D), which fits the sequence 

of noise samples. For this purpose Burg’s technique is the 

recommended approach (the Yule-Walker method is also 

feasible but is known to be less stable). Burg’s technique 

can be implemented on the microcontroller and the result 

can be used to configure both the post-filter and the MLSE.

This approach makes it apparent that the post-filter can be 

optimized only on the base of the symbol-spaced samples 

without precise knowledge of the actual response of the 

analog channel. In Figure 11 we show the spectrum of the 

useful signal at 1 sample per symbol (sps) after the post-

filter for PAM4. Again, we assume 200G transmission with 

12% FEC overhead (the roll-off is irrelevant). 
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Figure 12 Simplification of the MLSE trellis according to the RSSE algorithm 

               for the PAM4 case

Finally, if a soft-decision FEC decoder is used, the VA must 

be replaced by a soft-output recursive nonlinear processor 

that provides log-likelihood ratios (LLRs) for the encoded 

bits. In this case a soft-output Viterbi algorithm (SOVA) or 

the BCJR maximum a posteriori (MAP) algorithm can be 

employed.

6 Reduced State Sequence
Estimation

Eyuboğlu and Qureshi proposed in [8], reduced-state 

sequence estimation (RSSE) as a technique to simplify 

MLSE.

As illustrated in Figure 12 for bipolar PAM4 over the 

generalized duobinary (GDB) channel 1 + α.D, the algorithm 

reduces to the following steps:
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	·Pairs of states corresponding to symbols at twice the 

minimum distance are merged.

	·Since there is no 1-to-1 correspondence between states 

and symbols, each state must keep track of the surviving 

symbol.

6

3

0

-3

-6

-9

-12

-15

-18

-21

S2
1 

(d
B)

0          10         20         30        40         50        60         70

Frequency (GHz)

Figure 14 S21 of the TOSA

18

17

16

15

14

13
0                   0.2                 0.4                  0.6                  0.8                  1 

VA，prec. off
VA，prec. on
RSSE 2 states, prec. off
RSSE 2 states, prec. on
SMLSE 2 states, prec. off 
SMLSE 2 states, prec. on

α

α
(d

B)

Figure 13 Performance comparison between VA, RSSE, and SMLSE for 

               PAM4 over the GDB channel

At each stage:

First, the parallel transitions are processed, making a delay-

free decision between the symbols 3 and 1 or 1 and 3 by 

simple slicing.

Then, non-parallel transitions are processed, selecting at 

each state the path with the lower accumulated metric (2 

paths per state are compared).

Figure 13 illustrates a comparison of VA, RSSE and simplified 

MLSE (SMLSE) in case of bipolar PAM4 transmission over 

the generalized duobinary (GDB) channel 1 + α.D in the 

presence of AWGN. SMLSE is a simplification of the MLSE 

algorithm, which, like RSSE, operates on a 2-state trellis 

[9], but, different from RRSE, uses pre-decisions instead of 

a state-merging technique. The figure reports the required 

value of the electrical signal-to-noise ratio to reach a 

symbol error rate (SER) of 2e-3, roughly corresponding to 

a bit error rate (BER) of 1e-3 in case of Gray mapping. The 

three algorithms achieve similar performance for low and 

moderate values of the parameter α. However, for α > 0.8, 

SMLSE fails, whereas RSSE achieves a similar performance 

as the optimal VA.

In conclusion, for the equalization of PAM4 over the 

channel 1 + α.D, optimal detection requires trellis processing 

with 4 states and is based on the Viterbi algorithm (VA). 

Simplified trellis processing with 2 states is possible using 

either reduced-state sequence estimation (RSSE) or SMLSE. 

The 4-state VA achieves overall the best performance; RSSE 

achieves almost everywhere the optimal performance and 

suffers only from a minor penalty at very high values of α. 

SMLSE performs well at low to moderate values of α, but 

fails for α > 0.8.

7 224 Gbit/s Optical End-to-End 
Verification

So far, the verification of 224 Gbit/s PAM4 was performed 

on discrete components, which suffered from bandwidth 

limitations and reflections due to the non-optimized RF 

connections. In this paper, we present for the first time an 

end-to-end verification with prototypes of TOSA and ROSA 

modules.

The receiver optical subassembly uses a photodiode with 

> 56 GHz 3 dB bandwidth and a SiGe transimpedance 
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                using the TOSA and ROSA

amplifier (TIA) with > 50 GHz 3 dB bandwidth, responsivity 

> 0.7 A/W and a noise of < 17 pA/√Hz. TIA and PD 

are co-packaged in 2.5D assembly to achieve a higher 

overall bandwidth. As shown in Figure 15, the ROSA 3 dB 

bandwidth is at 50 GHz.

It is clear that the 3 dB bandwidth of both TOSA and ROSA 

are slightly below the Nyquist frequency of 224 Gbit/s 

PAM4, which requires the aforementioned MLSE with partial 

response equalization to achieve a recovered signal with 

good signal fidelity.

The transmission experiment is performed using an AWG 

with 65 GHz nominal analog 3 dB bandwidth, up to 6 bits 

ENOB, intrinsic jitter < 60 fs, 1.4 Vpp differential output 

voltage at 128 GBaud, channel-to-channel skew adjustment 

with 15 fs resolution, and < 150 dBc wideband phase noise 

for frequencies > 1 MHz. The resulting bit error rate vs. 

received optical power (ROP) is shown in Figure 16.

Assuming an FEC limit of 2e-3, which is subject to future 

standardization in IEEE, an ROP of -6 dBm is demonstrated 

at an output power of 3 dBm. For a CWDM4 4 × 200 

Gbit/s transmission with additional multiplexing and 

demultiplexing, ca. 3 dB additional loss would need to be 

allocated, leading to a total measured link budget of 6 dB 

in the experiment. 400 Gbit/s CWDM4 defines 4 dB fiber 

insertion loss for 2 km, meaning that 2 dB remains as a 

demonstrated margin for MPI, differential group delay 

(DGD) and transmitter and dispersion penalty, as well 

as end-of-life aging. However, a majority of transmitter 

penalties are already included in this measurement and 

would not have to be accounted for anymore in this 

assessment.

8 Conclusion

This paper demonstrated the initial feasibility of 200 

Gbit/s PAM4 for up to 2 km, although it is anticipated 

that the performance of the optoelectronics will have to 

be further improved to enhance receiver sensitivity and 

decrease the pre-FEC error floor.

200 Gbit/s per lane optical transmission using PAM4 

is analyzed to be the prime candidate for future 800 

GbE and 1.6 TbE standards, including 200 Gbit/s copper 

interconnects, in order to achieve a converged transmission 

standard similar to 400 GbE. 

Latest advances on module design lead to the conclusion 

that 800 GbE and 1.6 TbE can be supported in pluggables 

using 100 Gbit/s and 200 Gbit/s per lane SerDes, with power 

envelopes for QSFP-DD800 or OSFP-XD modules of above 

30 W.



Research

 | Communications of HUAWEI RESEARCH | September 2022 216 217September 2022 | Communications of HUAWEI RESEARCH | 

  References

[1]  https://www.ieee802.org/3/B400G/public/index.html

[2]  Jinlong Wei et al ., "Experimental demonstration 

of advanced modulation formats for data center 

networks on 200 Gb/s lane rate IMDD links," Optics 

Express, Volume 38, Issue 23, 2020.

[3]  K. H. Mueller and M. S. Müller, "Timing recovery 

in digital synchronous data receivers," IEEE Trans.

Commun., vol. 24, pp. 516-531, May 1976.

[4] N. Stojanovic et al., "Baud-rate timing phase detector 

for systems with severe bandwidth limitations," in 

Optical Fiber Communication Conference (OFC) 

2020, OSA Technical Digest (Optical Society of 

America, 2020), paper M4J.5.

[5]  G.D.Forney, Jr., "Maximum-likelihood sequence 

estimation of digital sequences in the presence 

of intersymbol interference," IEEE Transactions on 

Information Theory, Vol. IT-18, No. 3, pp. 363-378, 

May 1972.

[6]  J. Li, E. Tipsuwannakul, T. Eriksson, M. Karlsson, and 

P.A. Andrekson, "Approaching Nyquist limit in WDM 

systems by low-complexity receiver-side duobinary 

shaping," IEEE/OSA Journal of Lightwave Technology, 

Vol. 30, No. 11, pp. 1664-1676, June 1, 2012.

[7]  J. Li, M. Karlsson, and P.A. Andrekson, "1.94Tb/s 

(11x176Gb/s) DP-16QAM superchannel transmission 

over 640km EDFA-only SSMF and two 280GHz 

WSSs," Proc. ECOC 2012, Amsterdam, Netherland, 

paper Th.2.C.1, Sep. 2012.

[8]  M.V. Eyuboglu and S.U.H. Qureshi, "Reduced-

state sequence estimation with set partitioning 

and decision feedback," IEEE Transactions on 

Communications, vol. 36, no. 1, pp. 13-20, Jan. 1988.

[9] Y. Yu, Y. Che, T. Bo, D. Kim, and H. Kim, "Reduced-

state MLSE for an IM/DD system using PAM 

modulation," Optics Express, Vol. 28, No. 26 / 21 

December 2020.



Prototype

 | Communications of HUAWEI RESEARCH | September 2022218 219September 2022 | Communications of HUAWEI RESEARCH | 

In his speech at China's first 6G Symposium on September 

16, 2021, Huawei Wireless CTO Dr. Wen Tong said, "6G is 

no longer just a platform that connects everything. It is 

an intelligent platform that offers both integrated sensing 

and communications (ISAC) and integrated computing and 

communications. This platform will provide intelligent services 

and applications for industries to create greater social value. 

Bit transmission is not the only function of the 6G network.

We will reconstruct and represent the physical world using 

the propagation properties of radio waves such as reflection, 

scattering, refraction, and multipath. The 6G network will 

serve as a sensing network and 6G terminals will serve as 

sensing terminals. With network sensing and terminal sensing 

working in tandem, we can model the physical world covered 

by the entire network based on 6G. This will create two new 

features — sensing-assisted communications and network-

wide crowdfunding for AI big data."

The sensing data extracted from the 6G network will 

not just be used for modeling the physical world, it will 

also serve as a big data source and entry for AI learning. 

Network sensing enables a new usage scenario beyond 

communications, covering a series of use cases, including 

device-based or device-free target positioning, imaging, 

environment reconstruction and monitoring, and gesture 

and action recognition. Such use cases will be widely applied 

to industries, including human-machine coordination, 

environment reconstruction for smart cities, climate sensing, 

healthcare, and security detection. More application 

examples are given in the book that Huawei 6G research 

team published 6G: The Next Horizon.

6G ISAC-THz Opens New Possibilities 
for Wireless Communication Systems

High data rate communications and high-precision sensing are emerging new capabilities for delivering 

future wireless services. The Huawei 6G Research Team has developed and demonstrated an integrated 

sensing and communications with a Tera-Hertz (ISAC-THz) prototype. Using wireless electromagnetic 

waves, the prototype can sense and produces images of blocked objects with millimeter-level resolution and 

communicates at an ultra-high rate of 240 Gbit/s, opening up new service possibilities for 6G systems.

1 ISAC-THz Prototype Verification

THz lies between the mmWave and infrared frequencies, 

and is considered an important alternative solution for 

achieving Tbit/s communication rates thanks to the ultra-

large communication bandwidth. Due to its high frequency, 

THz has a millimeter-level and even sub-millimeter-level 

wavelength, so it can be applied to relatively small handheld 

or wearable devices to achieve functions like high-precision 

positioning, high-res 3D imaging, and mass spectrometry 

analysis for materials. Unlike optical cameras, THz can 

penetrate certain obstacles, which achieves high-precision 

imaging and all-weather sensing in invisible conditions with 

enhanced privacy protection. As such, THz bands can be 

used in many daily life and production scenarios, including 

non-invasive health monitoring, checking food safety, 

finding defects in high-precision manufacturing, monitoring 

pollution, and supporting machine vision. As a result, THz is 

one of the most important techniques for ISAC.

Huawei's ISAC-THz prototype achieves millimeter-level imaging 
resolution for objects in a closed box
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Sparse sampling enables high-precision imaging with a virtual aperture

Huawei's ISAC-THz outdoor communications prototype achieves the industry's highest transmission data rate of 240 Gbit/s at a 
500-m distance

A limited number of physical antenna elements on the 

terminal forms a small array. By moving the handheld 

terminal and scanning the target object, users can form a 

virtual aperture with greater degrees of freedom, which is 

equivalent to a real physical aperture formed by thousands 

of antenna elements without increasing the terminal 

size. Because the scanning traces are generally sparse 

and irregular, the prototype uses compressed sensing, 

tomography, and sparse aperture algorithms to process the 

sparsely sampled signal waveforms to obtain millimeter-

level high-resolution images.

3 Outdoor Medium-Distance 
Ultrahigh-Speed Transmission

The THz communications prototype is tested in an urban 

scenario. The transmitter simulates a typical base station 

installed on the roof of a building and the terminal receiver 

on the ground level of a city street. The roof-to-ground 

distance is about 500 meters, and a line-of-sight (LOS) 

link between the base station and terminal is available. 

This prototype operates at 220 GHz with a bandwidth of 

13.5 GHz. It combines a 2x2 polarized MIMO architecture 

The Huawei 6G Research Team has built a unified platform 

for integrated sensing and communications in the terahertz 

(ISAC-THz) band, which is applicable to the 100–300 GHz 

bands. The team has also verified the technical feasibility 

and prototype in two challenging scenarios: high-precision 

sensing and imaging on terminals, and outdoor medium-

distance ultra-high-speed transmission.

2 Millimeter-Level, High-Precision 
Sensing and Imaging

In the THz imaging prototype, a robotic arm simulates a 

person holding a THz terminal to scan and produce an 

image of an object in a closed box. The prototype uses 140 

GHz carrier frequency, 8 GHz bandwidth, and a 4TX16R 

MIMO array. The THz wave is sent from the antenna array, 

penetrates the box, and is reflected back to the antenna 

by the object inside the box. After sampling and processing 

in real time using an algorithm, the imaging result is 

generated and displayed.

To achieve millimeter-level imaging resolution, the research 

team proposes a virtual aperture MIMO array architecture. 
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and ultra-wideband, low-bit quantized digital baseband 

processing technology to perform channel estimation, 

equalization, non-linear compensation, demodulation, and 

decoding.

This is the first prototype to achieve 240 Gbps outdoor 

transmission over medium-to long-distance LOS air 

interfaces, proving that it is technically feasible to use THz 

for outdoor ultra-high-speed communications.

4 Outlook

The Huawei 6G Research Team will continue researching 

and verifying ISAC-THz technology together with channel 

measurement and modeling in different frequency bands 

and scenarios, and exploring areas such as miniaturization 

implementation, 3D stereoscopic imaging, THz mass 

spectrometry, THz networking, and mobility.

The ISAC concept will not be limited to THz bands. Instead, 

it will be integrated into the full spectrum to meet different 

sensing range and precision requirements. We look forward 

to cooperating with more partners in this field to make 

"Intelligence of Everything" a reality.
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With the large-scale commercialization of 5G, the wireless 

industry, including Huawei, has started researching 6G, the 

next generation of mobile communications technology. 

Through extreme connectivity, 6G will provide an all-wireless 

and immersive experience for human-centric communications 

and enable the era of "connected intelligence."

Short-range communications typically operates in high 

frequency bands such as millimeter wave (mmWave) or 

even Tera-Hertz (THz), and is expected to provide wireless 

connections as integrated side-links over the "last meters" 

with very high throughput, very low latency, and very low 

power consumption. Such extreme performance for short-

range communications aims to replace wired connections 

with free movement and a truly immersive experience. 

Examples include immersive interactions based on extended 

reality (XR), holographic communications, and novel 

interfaces for the metaverse.

The Huawei  6G Research Team has developed a 

prototype featuring ultra-low power consumption, ultra-

high throughput, and ultra-low latency for short-range 

communications using the mmWave band 70 GHz. This 

Ultra-Low Power and High-Data Rate 
Short-Range Wireless Enables Fully 
Immersive 6G

The Huawei 6G Research Team has developed a prototype featuring ultra-low power consumption, ultra-high 

throughput, and ultra-low latency for short-range communications using the 70 GHz mmWave spectrum.

enables devices to communicate at a throughput higher than 

10 Gbit/s (Gigabits per second) with sub-millisecond latency. 

The transmission rate is several times higher than that of 

wired USBs, and the power consumption of the entire system 

is less than 560 mW.

The prototype uses a host of cutting-edge technologies, 

including:

	·Tbit/s throughput with low-power polar encoding/

decoding. Based on algebraic codes, this technology 

replaces moderate-rate outer codes to simplify the SC 

decoding process, boost the decoding throughput, and 

reduce the chip area by 80%, compared with traditional 

short-range coding schemes.

	·Low-power 1-bit ADC. With a limited number of ADC 

bits, the power consumption of RF chains is significantly 

reduced. This technology uses the zero-crossing 

modulation with oversampling at the receiver side to 

enhance system spectral efficiency.
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	·Adaptive beam sweeping with a high-speed short-

range phased array. This technology uses novel dual-

polarized phased arrays to independently transmit dual-

stream data at a high speed. When combined with the 

adaptive beam sweeping mechanism powered by AI-

based prediction algorithms, this technology accurately 

adjusts beam directions with an ultra-low beam 

scanning overhead, even in scenarios with mobility.

	·High-efficiency SiGe large-scale antenna array with 

antenna in package (AIP).  The large-scale, high-

gain irregular array architecture can be integrated in a 

LTCC (Low Temperature Co-Fired Ceramic) packaging 

module with a real smartphone form factor, so that the 

miniature AIP can also be implemented in wearables.

Huawei is committed to providing cost-effective extreme 

connectivity for customers. The Huawei 6G Research Team 

is dedicated to enhancing the communication experience 

of next-generation communications systems and providing 

immersive human-centric services for the "connected 

intelligence" era. To achieve that, extreme-performance 

short-range communications is an important enabling 

technology.
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As a next-generation wireless communications technology, 

6G will integrate sensing and communications functions. 

It will continue to use multiple frequency bands, spanning 

low-band, mid-band, and high-band spectrum. Among the 

high frequency bands and in addition to millimeter wave 

(mmWave), 6G will extend its reach to terahertz (THz) 

and even optical spectrum in certain home and industrial 

scenarios.

ISAC-OW technology can be naturally integrated into 

existing lighting and light display systems, making every 

lamp and every screen part of the 6G ISAC-OW system. 

Given the ultra-high communication bandwidth, ISAC-

OW is also a potential candidate to achieve ultra-high 

throughput. Because of the gap between optical spectrum 

and conventional electromagnetic spectrum, there will 

be no electromagnetic interference in conventional radio 

frequency bands. ISAC-OW is especially suitable for 

electromagnetic radiation-sensitive environments, like smart 

healthcare and industrial manufacturing.

The sub-millimeter wavelength of the optical spectrum 

can achieve high-precision positioning and high-resolution 

imaging, which, when combined with the response of 

substances to the characteristics of light waves, will enable 

more precise and accurate health sensing and monitoring.

The Huawei 6G Research Team made a key technology 

breakthrough with the research and prototype verification 

of the ISAC-OW system. The team's first ISAC-OW prototype 

implements integrated communication, positioning, and 

6G ISAC-OW Extends the 
Frontier of Spectrum for Wireless 
Communication Systems

To meet the high communication rate and high-precision sensing requirements in EMF-free scenarios such 

as healthcare and industry automation, the Huawei 6G Research Team has proposed integrated sensing and 

communications with optical wireless (ISAC-OW).

sensing in both architecture and capability. The prototype 

simulates a medical environment where robots are 

accurately sensed and localized through optical wireless 

links (such as visible light and infrared spectrum) and can 

be remotely commanded to pick up and carry objects. The 

optical links in the prototype also wirelessly transmit the 

real-time videos between robots and the controller at a high 

speed, achieving integrated sensing and communications. 

By detecting subtle facial color changes or abdominal 

fluctuations, the ISAC-OW prototype is able to contactlessly 

monitor a person’s heartbeat and breathing status in real 

time, with an accuracy equivalent to commercial smart 

watches.
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During the prototype development, the team made 

breakthroughs in key technologies such as distributed 

optical antenna for joint detection and transmission, 

integrated sensing and communication architecture, and 

high-precision Time of Flight (ToF) modeling analysis. For 

example:

	·For simultaneous communications and localization, 

unified waveforms, hardware architecture, and signal 

processing algorithms jointly enable high-speed video 

transmission and centimeter-level precision of indoor 

localization. During localization, devices use enhanced 

reflecting surfaces to reflect optical signals from base 

stations without generating interference for other 

base stations. As synchronization is not required, base 

stations can measure phase differences to provide high-

precision localization.

	·For contactless health monitoring and considering the 

impact of the heartbeat on blood vessels in the face, 

the team has combined ToF modeling analysis and 

deep learning technologies to accurately detect subtle 

changes in the light intensity reflected by faces, so as 

to measure the heartbeat and breathing frequency. The 

latter can also be measured by abdominal fluctuations 

during breathing. Results show that this approach is 

comparable to commercial smart watches.

Outlook

Capitalizing upon the advantages of the optical spectrum, 

which include high bandwidth, line-of-sight transmission, 

no RF interference, and high energy efficiency, the ISAC-

OW system creates a larger imagination space and a solid 

technical foundation for 6G applications.

The Huawei 6G Research Team will continue researching 

ISAC-OW technology, with the aim of providing the most 

advanced core technologies and solutions for future 6G 

scenarios such as holographic hospitals and industrial 

automation.
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