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ABSTRACT
Associative networks are a connectionist language model
with the ability to categorize large sets of documents. In
this research we combine monolingual associative networks
based on Wikipedia to create a larger, multilingual asso-
ciative network, using the cross-lingual connections between
Wikipedia articles. We prove that such multilingual asso-
ciative networks perform better than monolingual associa-
tive networks in tasks related to document categorization by
comparing the results of both types of associative network
on a multilingual dataset.

Categories and Subject Descriptors
I.2.6 [Artificial Intelligence]: Learning—connectionism
and neural nets; I.2.7 [Artificial Intelligence]: Natural
Language Processing—Language parsing and understanding

General Terms
Algorithms, Languages

Keywords
Associative Networks, Multilingual, Categorization

1. INTRODUCTION
As international corporations continue to produce ever in-

creasing amounts of information (up to 90% of all data in the
world has been generated in the past two years [11]), they
build up larger and larger collections of documents about
the products they sell. These documents may include tech-
nical manuals, sales brochures, and questions by clients with
the answers to those questions. To structure the informa-
tion and to make it easily accessible to both employees and
customers directly via the web, it is helpful to classify doc-
uments into a hierarchical structure. In combination with
support for concept-based browsing, this makes document
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collections more easily accessible, especially to users who
have a generic interest (or a less clear idea) of what they
need. Such users do not necessarily have a specific search
query and may even just be interested in any information
that is available in a general category.

A practical problem with large libraries for companies that
operate in more than one country or region is that the doc-
uments may be written in multiple languages. Ideally, each
document is translated into the other languages, but this
option is seldom feasible. However, such multilingual collec-
tions may be useful for multilingual clients. For example,
90% of Dutch citizens speak English [1], so they would be
able to use English documents, even if no Dutch translation
were available. For this reason it makes sense to classify
documents into a single monolingual or conceptual struc-
ture, even if the documents are in multiple languages, leav-
ing it to the users to decide for themselves whether or not a
document in a certain language is useful for their purposes.

Classifying these documents within the conceptual struc-
ture despite the different languages in which they were writ-
ten poses a problem that resembles another problem en-
countered when working with corporate document libraries:
documents within corporate libraries are often written from
very different perspectives. A sales brochure will contain a
very different description of the same product than a techni-
cal manual, for example. Thus, though describing the very
same product, these documents will use very different ter-
minology. This variation in terminology causes some of the
more traditional methods of automatic classification to fail
[7], and translation to some degree resembles this variation
in terminology, as in both cases different words are used to
describe the same concept.

Associative networks, described in more detail in the next
section, use linguistic information such as synonymy links,
part-of and is-a relations to compensate for variation in ter-
minology [5]. Associative networks however, are only able to
deal with documents in the specific language for which they
are designed, as they obviously need to be programmed with
the linguistic information of the specific language they cover.
If we can expand associative networks to cover more than
one language, their ability to compensate for different termi-
nology might also be beneficial for dealing with variations
across languages and for different terminology that stems
from documents written in an entirely different language as
well.

In this paper, we show that such hybrid associative net-
works are not only capable of handling multilingual data,



Figure 1: Simplified Associative Network

but are additionally able to produce results which are of
higher quality than the results by monolingual networks.

In Section 2 we describe our method for categorizing li-
braries based on associative networks and in Section 3 we
detail how this method can be extended to deal with mul-
tilingual document sets. Section 4 describes the experiment
that we have done to compare the quality of these multilin-
gual networks to the performance of monolingual associative
networks, and we present and discuss the results in Section
5. In Section 6 we review related work. We draw our con-
clusions based on those results in Section 7.

2. DOCUMENT CATEGORIZATION USING
ASSOCIATIVE NETWORKS

In this section we show how an associative network can
be used to find connections between documents by taking
one document as input, spreading activation or flow from
it through the network and finding how much activation or
flow each of the other documents receives. Additionally, we
show how that information can be used for the purpose of
document categorization.

2.1 Description of an Associative Network
An associative network is a connectionist model [3] based

on work in cognitive psychology [18, 24, 25]. Like neural
networks [9, 13], associative networks consist of a set of con-
nected nodes with weights assigned to the connections. In
the associative networks we use for document categoriza-
tion, each node represents a concept or word, and each edge
represents a conceptual connection or semantic similarity
between those words. For example the word ‘car’ may be
associated with the words ‘wheels’ and ‘racing’. Some terms
may be less closely related (having a weak, low weight edge
between them) while others may be more closely related
(having a stronger, higher weighted edge between them).
Figure 1 shows a simplified associative network consisting
of five nodes with four connections, and weights for each of
those connections.

When a certain word is observed in a text, other words in
the network are automatically activated if they are associ-
ated with that word. This allows us to create a list of words
that may be related to the text, even though they are not
in the document themselves.

As an illustration, consider the sentence ‘The fast black
car was winning’. Using the association model, we are able
to infer information that is not explicitly provided. For ex-
ample, both the word ‘fast’ and the word ‘car’ may be asso-
ciated with ‘racing’. The word ‘winning’ is also associated
with ‘racing’. Thus, a document containing the sentence
‘The fast black car was winning’ may be linked to the topic
of ‘racing’ with other documents concerning that topic, even
if it does not mention the word ‘racing’ at all.

This inferred information found through association is not
always reliable. Association allows us to make an educated

Figure 2: Input

guess about information rather than providing absolute cer-
tainty; it is inferred, not deduced. However, the more words
in the text we can link with a concept (such as ‘racing’ ),
the higher the probability that this concept is adequate. We
also use this fact to deal with word-sense disambiguation:
when a specific surface form (such as ‘fast’ ) is encountered,
all senses of that word are activated. Through activation of
other terms in the document, more activity spreads to racing
related terms and less to terms related to abstaining from
food. In earlier work [5] we used various NLP techniques to
eliminate incorrect word senses, but these techniques were
not used in this experiment.

Because the technique is applied to a very large data
space, associative networks are large as well, numbering
anywhere from hundreds of thousands to tens of millions
of nodes. The number of connections between nodes, by
comparison, is relatively small (up to a thousand edges per
node), meaning the network forms a sparse graph.

Creating an associative network relies on having a source
from which concepts and relations between them can be ex-
tracted for a language. One example would be WordNet,
which we used in our early work [5], in which sets of syn-
onyms can be used as nodes, and the relations between those
synonyms can be used as edges. In later work [7] we de-
scribed how Wikipedia can be used to create an associative
network, with each article representing a node, while edges
are constructed by relating the text of the articles. For more
details on the way such an associative network can be con-
structed we refer to [7].

2.2 Spreading Activation
Once a network has been created, it can be used to make

associations. To do so, it is activated by a certain input –
typically a document, represented as a list of words and their
frequencies in the document. For example, in Figure 2, the
document used as input for the associative network contains
the word ‘fast’ five times and the word ‘car’ four times,
leading to an input value of 5 and 4 for the corresponding
nodes, respectively. These input values are indicated in the
figure by the incoming arrows and the marking of the nodes.
The activation is spread from this input, activating neigh-
bouring nodes in the network, which may in turn activate
even more nodes.

Nodes are activated to different degrees depending on their
distance to the input node and the number and weight of the
connections. If the activation falls below a threshold value,
the node is not activated. In Figure 3 the activation of the
input spreads towards the nodes ‘paint’ and ‘racing’. Since
‘racing’ is connected to ‘fast’ with a factor 0.5 and to ‘car’
with a factor of 0.75, its activation value is 0.5 * 5 + 0.75 *
4 = 5.5. The activation value for ‘paint’ which is connected
only to ‘car’ by a factor of 0.25 is 1. However, the threshold
value of the ‘paint’ node happens to be greater than 1 (not



Figure 3: Activating

indicated in the figure). Thus the node is not activated (and
therefore not marked in the figure) and it does not spread
activation any further.

Note that in an actual network the closer two concepts are
related, indicated by the weight of the edge, the more one
activates the other. Thus, information will spread to closely
related concepts easily while distant concepts activate one
another only minimally.

Different methods can be used to calculate the exact way
the activation is spread (we used Spreading Activation as
described in earlier work [6]), but regardless of the method
used, an activation pattern is created. This pattern is a list
of the total amount of activation that was spread to each
word in the associative network.

Since activation depends on both the original input and
the spread, words get activated not only for being in the
text, but also for being related to words in the text. Words
which are directly or indirectly related to many words in the
document receive spread from many sources, while concepts
which are not or hardly related to the words in the docu-
ment receive very little. As activation concludes a pattern
is completed where concepts which are closely related to the
document have a high activation while those which are not
have a low activation. The pattern of a document is called
its activation pattern.

Like documents, categories also have an activation pattern
called a category pattern (which can be created, for exam-
ple, by averaging the activation patterns of all document
samples known to be in that category). By comparing the
activation pattern of a document to each category pattern
and calculating the distance between the two patterns by
summing the difference in activation value over the terms in
both patterns, we can find the category to which the doc-
ument is most closely related: semantically the document
belongs to the category to which it has the least distance.

3. MULTILINGUAL NETWORKS
Associative networks model relations between words that

are linked by the meaning of the concept they represent, with
each edge representing a specific relation. In this section
we describe how this property can be used to expand an
associative network to encompass more than one language.

3.1 Synonyms and Translations
Edges in the associative networks represent the concep-

tual connection between two nodes (word meanings) in the
network. Two words could be linked because the concept
represented by one word is a part of the concept repre-
sented by another such as ‘car’ and ‘wheel’, because the
concept represented by one word is a sub-category of the
concept represented by another such as ‘raven’ and ‘bird’
or because the concept represented by one word is affiliated
with the concept represented by another such as ‘Christ-

mas’ and ‘Advent’. However the most obvious relationship
is where words are synonymous, such as ‘liberty’ and ‘free-
dom’, which represent the same basic concept.

Based on the relationships of these synonyms, which evolved
from words with similar meanings in different languages[2],
we expand associative networks to cover multiple languages.
For each node in the associative network, we add another
node representing the translated version of the original word,
connected to the original node. We can then activate ei-
ther node depending on whether the original word or the
translated version is present in a document, and spreading
activation ensures these terms activate one another.

However, this simplistic approach presents a problem: words
often do not have an absolute translation, but rather the
translations are approximations that carry a slightly differ-
ent meaning [20]. That meaning, sometimes described as
the undertone of the word, can be quite difficult to translate
[23], and can force a different impression from the original
meaning which is lost in the translation. For example, Nes
et al. [20] describe how the Dutch word ‘wandelen’ can be
translated as ‘walking’, but in turn the word ‘walking’ is
more accurately translated to the Dutch word ‘lopen’ which
is the act of walking while ‘wandelen’ is generally consid-
ered to be walking for the purpose of enjoying the act. A
more accurate translation of ‘wandelen’ might be ‘going for
a walk’, which is a bit wordier but describes the act more
accurately. This shows that the word ‘walk’ when translated
from English to Dutch can have different meanings.

Some words do not even have an equivalent in the other
language. The Dutch word ‘gezellig’ describing the feeling
of comfort and doing things together often in the own home
might be awkwardly translated with ‘cozy’, but the latter
word loses a lot of meaning compared to the original such
that they really cannot be said to cover the same concept.
This problem does not just exist for Dutch and English. The
German word ‘Schadenfreude’, the feeling of joy or pleasure
at seeing others fail or suffer misfortune, has been adopted
into the English language as a loan-word as it held no com-
mon English equivalent [12]. Likewise, ‘Fahrvergnügen’ was
borrowed from German (which expresses the joy of driving)
to be key in the 1990 U.S. Ad campaign by German car-
manufacturer Volkswagen [26].

These different undertones and meanings, combined with
the fact that some words are completely missing in one lan-
guage or the other, mean we need a more complicated model
for including a second language into an associative network.

3.2 Creating Multilingual Networks
In monolingual associative networks many of the under-

tones of words are already captured by links between the
various words and the weights of these links. Coming back to
our earlier example, the Dutch words ‘wandelen’ and ‘lopen’
will both be linked to ‘rennen’, as both the idea of ‘going
for a walk’ and of ‘walking’ can be related to ‘running’.
However, the link between ‘wandelen’ and ‘rennen’ will be
less heavy than the link between ‘lopen’ and ‘rennen’ as the
concepts of ‘going for a walk’ and ‘running’ are less closely
related than the concepts of ‘walking’ and ‘running’ ; the
latter case is simply speeding up the motion, while the for-
mer both refer to ambulation but express different contexts
in which they would be used. As monolingual networks can
already capture these subtleties, one could assume that mul-



Figure 4: Combining an English and Dutch associa-
tive network

tiple monolingual networks, one for each language in the
corpus could capture these differences.

Using two monolingual networks, one for each language,
would certainly work when examining two independent li-
braries that are in different languages: each network could
categorize their own language library. However, it does not
allow us to group documents that cover the same topic in
different languages; the two separate associative networks
provide no links to one another.

To resolve the problem of grouping documents that cover
the same topic in different languages, we create links be-
tween the two associative networks. This appears at first
glance to bring us back to the original problem that terms
cannot be translated one-to-one, but now we have a way to
resolve this, as the other associative network can provide
additional context to the translated term.

Moreover, instead of treating these translations as special
links between two associative networks, we could treat the
combined networks as a single associative network, which
can be trained as a whole, rather than as two separate net-
works with some links between them. This also allows us to
cover words with multiple possible translations – we simply
link the word in one language to each of the translations,
using training to set the appropriate weights between them.

In Figure 4 we display an example of two small associative
networks, in this case an English and a Dutch one, being
combined into a single associative network. In the first step
we have two separate associative networks. In the second
step, links are added between translated terms. In the final
step, a new, larger associative network has been created that
combines both networks, and which is ready to be trained
as a whole on a multilingual dataset.

Because of the way associative networks spread activation
(see Section 2), adding additional connections to nodes in
the form of links between translations means the spread from
one concept to a related concept becomes weaker. After all,

the activation of the node now has to spread over more paths
than before. Thus, it would seem at first glance that the
quality of the results produced with the associative network
should decrease, seeing as how less activation is spread to
closely related concepts than before. However, this is not
necessarily the case.

Having additional links through translated versions of words
may lead to more indirect activation of a node by a related
node. For example, in the original Dutch associative network
in Figure 4 there is only one path from ‘wandelen’ to ‘lopen’ :
the direct connection. However in the Dutch-English asso-
ciative network, there are three paths: the direct connec-
tion, a connection through ‘walk’ and a connection through
‘walk’, ‘run’, and ‘rennen’. This means that part of the ac-
tivation going from ‘wandelen’ to ‘walk’ will loop back to
‘lopen’, which in turn means more activation spreads from
‘wandelen’ to ‘lopen’.

As an alternative solution to the problem of multilingual
synonyms, recent research [8, 17, 19] has been done to in-
tegrate multilingual synonyms within concept nodes. This
research might be used as a basis to create and train an as-
sociative network which incorporates the subtleties of both
languages directly, without the need to first create and then
connect monolingual associative networks. In this research
we have not examined that option, instead leaving it as fu-
ture work.

4. EXPERIMENT
Multilingual associative networks allow us to categorize

documents written in multiple languages. In this experi-
ment, we examine whether a multilingual associative net-
work produces better or worse results than monolingual as-
sociative networks.

We used Wikipedia to create our associative networks, as
we did earlier in [6]. Besides providing a wealth of infor-
mation and articles on a variety of topics, Wikipedia offers
the additional feature that links are available between dif-
ferent language versions of articles, significantly simplifying
the construction of a multilingual associative network.

We did not compare the associative networks to a baseline,
nor use a benchmark dataset, which does not give a view of
the way associative networks stand compared to state of the
art methods, as we already made such comparisons in earlier
work [7]. In this, we found that associative networks perform
on par with Support Vector Machines while outperforming
several other classification techniques [14].

4.1 Creation of the Data Sets
We created five test sets of articles within a single cate-

gory. Each dataset consisted of one hundred articles, with
fifty of those articles being in English and the other fifty
in Dutch. The five categories were manually selected from
Wikipedia, based on the criteria that they should correspond
to general topics with many articles and sub-categories. The
five categories selected were Animals, Biology, Chemistry,
Nature and Philosophy.

Next, five sub-categories were randomly selected within
each of those categories. Sub-categories which did not have
at least ten articles, or which did not have a main article
were excluded. Additionally, articles which had less than
one thousand words, or which were marked as a stub or
list article were also excluded as these would likely not con-
tain enough information to allow for a meaningful classifi-



cation. The five sub-categories were the same (or as similar
as possible based on the available data) between each pair
of datasets. For example, the Dutch dataset might have
articles in the sub-category ‘Engelse Koningen’ 1 while the
English dataset would have articles in the sub-category ‘En-
glish Monarchs’.

Once these sub-categories had been selected, ten articles
from each sub-category were randomly selected for a test
set in each language (English and Dutch). Over five sub-
categories, this thus gave two sets of 50 articles. For ex-
ample, the category Biology might have Genetics, Biochem-
istry, Mycology, Neuroscience and Ecology as sub-categories,
and thus would have ten articles from each of those sub-
categories in each language. Additionally, the main article in
each language was stored for each of the five sub-categories,
as this was used to help classify the documents.

The articles were matched to the five possible sub-categories
by comparing them with the main article for each sub-category.
Dutch language articles were compared with the Dutch main
article and English articles with the English main article.
The category of the best matching main article was chosen
as the correct sub-category.

4.2 Setup
We created three Wikipedia-based associative networks

[6]: one Dutch language associative network, one English
language associative network and one multilingual Dutch
and English associative network combining the two mono-
lingual ones, as described in the previous section. Each of
the pair of datasets was processed by only two of the three
associative networks: the associative network of the corre-
sponding language and the multilingual associative network.

Each system was made to determine which articles matched
which sub-category, based only on their textual content. No
other information, such as links, was used. Similar to Bel et
al. [4], an accuracy score was established based on how many
articles were sorted correctly using the following formula:

Accuracy =
CorrectlySortedArticles

TotalArticles
∗ 100% (1)

Thus, for example, if 40 out of 50 articles were sorted
correctly, the accuracy score would be 80%.

5. RESULTS AND DISCUSSION
As can be seen in Table 1, the Dutch-English associative

network performed consistently better than its monolingual
equivalents. Over the 500 documents analysed, the differ-
ence in accuracy between the monolingual and multilingual
associative networks is significant (p < 0.05).

This improvement of the multilingual associative network
over the monolingual one is in line with works in cross-
lingual search, such as Lavrenko et al. [15], though other
work in cross-lingual text categorization such as Bel et al.
[4] and Rigutini et al. [22] did not find this improvement
in their work, instead observing marginally lower or equal
performance for their multilingual classifiers.

This difference might be explained by the fact that the
classification schemes used by Bel et al. [4] and Rigutini
et al. [22] use no inherent linguistic information in their
algorithms, whereas Lavrenko et al. [15] and associative
networks both use information about relations between the

1Translation: English Monarchs

words in the covered languages. Thus, the improvement
made by using a multilingual associative network suggests
that the additional connections in the associative network,
as described in Section 5, help spread activation to related
concepts, rather than simply smearing it out over more nodes.

It should be noted that the difference between the Dutch
and the English test in terms of performance is related to
the different articles as well as the different main articles for
the categories in each of the two languages. For this reason,
no direct comparison can be made in terms of the quality
of the Dutch versus the English associative network, but
the results of the monolingual and multilingual associative
networks on the same dataset can be compared.

6. RELATED WORK
Bel et al. [4] were amongst the early pioneers examining

cross-lingual text categorization. They used the Rocchio
algorithm, a popular learning method based on relevance
feedback, and the Winnow algorithm, a method for learning
a linear classifier from labelled examples, to categorize docu-
ments in multiple languages. In earlier work [7] we compared
associative networks to Rocchio amongst other classifica-
tion algorithms, and found associative networks performed
significantly better than Rocchio. Rigutini et al. [22] dis-
cussed extending automatic classification systems to include
multiple languages, basing their work around the EM algo-
rithm, an iterative method for finding the maximum like-
lihood estimates of parameters in statistical models, where
the model depends on unobserved latent variables. In their
work, Rigutini et al. [22] rely on translating the training
data, a step that is not necessary with associative networks.

Ni et al. [21] use Wikipedia’s multilingual links to ex-
tract relationships between terms in different languages for
multilingual text classification. Primarily they extract rele-
vant concepts in texts and translate these concepts through
Wikipedia. We use Wikipedia’s links between articles in dif-
ferent languages for similar purposes, effectively construct-
ing an associative network in each language and using the
relations between articles in different languages in Wikipedia
to connect the two.

Our approach – combining two monolingual associative
networks to create a larger bilingual one, is different from
methods such as those used by Lee et al. [16], who also cre-
ates a concept-based multilingual classifier, but based on a
single concept linked with word forms in multiple languages.
Such methods make an assumption of a strong form of syn-
onymy: a singular concept expressed by the corresponding
words in all languages, which is not always accurate [20].
Recent research [8, 17, 19] has been done to integrate mul-
tilingual synonyms within concept nodes, and this might
make such an approach for associative networks viable in
the future. Our method also differs from ontology based ap-
proaches such as used by de Melo et al. [10], who use ontolo-
gies expressing more information than associative networks,
which only establish how closely two concepts are related.

7. CONCLUSION AND FUTURE WORK
Multilingual associative networks provide an improvement

in terms of performance over monolingual associative net-
works. By basing our networks on Wikipedia creating the
multilingual associative network is relatively easy. Because
of this, we believe it to be an effective way of increasing per-



Dutch A.N. Dutch-English A.N. English A.N.
Dutch Dataset Accuracy 88% 91% –

English Dataset Accuracy – 86% 81%

Table 1: Results

formance of associative networks. Moreover, as Wikipedia
is available in many different languages, it will be possible
to make associative networks which handle many different
language pairs, or even more than two languages.

In this experiment we created a multilingual network by
merging two existing associative networks, but it would also
be possible to create a multilingual associative network from
scratch as mentioned in section 3.2, which might be an inter-
esting experiment for future work. Trained on a multilingual
data-set, this network would presumably be especially well
suited for a multilingual environment, in which documents
of different languages are mixed, and it may even outperform
our current multilingual associative network.
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