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Preface

These proceedings contain the papers presented at the Student Session of the
Web Summer School in Logic, Language, and Information (WeSSLLI), taking
place online and organized by the Brandeis University from July 11th to 17th,
2020. The Student Session is a part of the ESSLLI tradition. Due to the circum-
stances around the coronavirus (COVID-19) pandemic, the 32nd edition of the
European Summer School in Logic, Language and Information, that should have
taken place in Utrecht, has been postponed to 2-13 August 2021. However, since
the ESSLLI Student Session Program Committee had already received several
submissions when this decision was made, it was suggested to merge the ESSLLI
Student Session with the WeSSLLI 2020 Virtual Student Session (except for the
reviewing process). We would like to thank the ESSLLI Organizing Committee
for helping us merge the events and especially the WeSSLLI Organizing Com-
mittee as well as the WeSSLLI Student Session organizers for this opportunity
to run the joint Student Session, for organizing the entire summer school and
supporting us in numerous ways. Furthermore, we would like to express our grat-
itude to the technical program chairs, Sophia Malamud and James Pustejovsky.

The ESSLLI & WeSSLLI Student Session is an excellent venue for students
to present their work on a diverse range of topics at the interface of logic, lan-
guage, and information, and to receive valuable feedback from renowned experts
in their respective fields. The ESSLLI Student Session accepts submissions for
three different tracks: Language and Computation (LaCo), Logic and Computa-
tion (LoCo), and Logic and Language (LoLa). Regarding the 2020 edition, these
traditional tracks were laced with two new topics from the WeSSLLI Student
Session, namely: second language acquisition (SLA) and phonology. The Stu-
dent Session attracted submissions from 14 different countries this year from all
over the world. As in previous years, the submissions were of high quality, and
acceptance decisions were hard to make. However, the coronavirus (COVID-19)
pandemic crisis had an impact on the number of submissions which decreased
significantly compared to the previous years. Nevertheless, this experimental
online format turned out a success regardless of some difficulties that we have
encountered while preparing the Student Session. We received 39 submissions in
total. At the combined Student Session, 5 of these submissions were presented
as talks (30 minutes) and 18 submissions were presented in the form of a poster.
As a longer version was not in the original requirements of the WeSSLLI Student
Session, not all of its presenters decided to submit an extended version of their
work, thus, those 6 papers were not included in the online proceedings.

We would like to thank each of the ESSLLI and WeSSLLI co-chairs for all
their invaluable help in the reviewing process and organization of the combined
Student Session. Without them, the combined Student Session would not have
been able to take place. Additionally, we would like to thank the area experts for
their help in the reviewing process and their support of the co-chairs. Thanks go
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to the chairs of the previous Student Sessions, in particular to Matteo Manighetti
and Merijn Beeksma for providing us with the materials from the previous years
and for their advice. As in previous years, Springer-Verlag has generously offered
prizes for the Best Paper and Best Poster Awards, and for this we are very
grateful. Most importantly, we would like to thank all those who submitted to
the combined Student Session, for you are the ones that make it such an exciting
event to organize and attend.

July 2020 Alexandra Pavlova
Chair of the ESSLLI 2020 Student Session
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Formalizing Henkin-Style Completeness of an

Axiomatic System for Propositional Logic

Asta Halkjær From

Technical University of Denmark

Abstract. We formalize a Henkin-style completeness proof for an ax-
iomatic system for propositional logic in the proof assistant Isabelle/HOL.
Our formalization precisely details the structure of this proof method.

Keywords: Propositional logic ·Henkin-style completeness · Isabelle/HOL.

1 Introduction

Hilbert proved the completeness of an axiomatic system for propositional logic
in 1917-18 [34], Gödel proved the completeness of first-order logic in 1929 [12]
and Henkin simplified this proof in 1947 [13], devising what we now know as the
Henkin-style method [14]. In this paper we study the structure of a Henkin-style
completeness proof for an axiomatic Hilbert system for propositional logic by
formalizing it in the proof assistant Isabelle/HOL [21].

Isabelle is a generic proof assistant and Isabelle/HOL is the instance based on
higher-order logic. With it, we can state every definition, proposition and proof
in the precise language of higher-order logic rather than in natural language.
Our proof language is then completely formal which makes it possible for the
machine to assist us in our endeavour. By writing our proofs in the Isar language,
an acronym of intelligible semi-automated reasoning [32], we can have Isabelle
check everything that we type. In particular, Isar contains commands such as
assume to introduce assumptions, have to state a partial result and moreover
to chain several of these together. After these commands, we typically write
so-called hcartouchesi delimited by angle brackets that contain our higher-order
logic terms: definitions, statements and so on [33]. Our proofs are checked by
the trusted Isabelle/HOL kernel but we do not typically write proofs directly
using the kernel’s axioms and inference rules. Instead we give the name of a
prover that implements a proof search procedure like tableaux or resolution and
Isabelle will run the prover to obtain the proof object. By formalizing our proofs
like this we know that our conclusions always follow.

Of course, Isabelle cannot verify that our definitions match our intentions,
that part is up to us, but formalization still reduces the possibility of mistakes.
In particular, it reduces the surface area where mistakes can happen since the
proofs themselves are checked by the machine. Not only does a formalization like
the one we present increase the trust in our result, it can also serve as a reference
to understand the proof since every detail is given: no case can be omitted as
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“trivial” or left as an “exercise for the reader.” Our work can also act as starting
point for formalizing other results based on the same techniques.

The full formalization, just below 400 lines, is available online:

https://github.com/logic-tools/axiom

We reproduce the essential pieces of it here and introduce parts of the syntax
as we go along but forgo any thorough explanation.

1.1 Structure of the paper

After giving a brief history of formalized completeness proofs we start o↵ by
formalizing the syntax and semantics of our propositional logic (§ 2) and defining
a sound proof system (§ 3). The idea of the completeness proof is as follows:
given a formula � valid under assumptions  1, . . . , k, assume for the sake of
contradiction that there is no corresponding derivation:

6`  1 �! . . . �!  k �! �

This means we cannot derive falsity, ?, when also assuming ¬�, i.e.:

6` ¬� �!  1 �! . . . �!  k �! ?

The set {¬�, 1, . . . , k} is therefore consistent and can be turned into amaximal

consistent set (§ 4) through an extension (§ 5). Such sets are Hintikka sets (§ 6)
and their elements have a model. This contradicts the validity assumption, prov-
ing that a derivation must exist. The proof system is therefore complete (§ 7)
and we conclude with possible extensions (§ 8).

1.2 A history of formalized completeness proofs

Our formalization is only one in a long line of formalized completeness proofs.
Completeness proofs can generally be split into two categories based on their

approach: semantic proofs in the style of Gödel [12] and Henkin [13] on the one
hand and syntactic proofs in the style of Beth and Hintikka [17] and Gallier [11]
on the other. Fitting and Mendelsohn call the semantic proofs “synthetic” be-
cause they start from a formula and synthesize new ones, building up larger and
larger sets of formulas that are consistent with the starting point [9]. Formulas
in such sets are then shown to have a model and this is the approach we take
in this paper. Fitting and Mendelsohn contrast this with the syntactic proofs
that they dub “analytic” because they work by analyzing the given formula,
breaking it into smaller and smaller subformulas and reasoning from those. In
these proofs we typically construct a counterexample from the open leaves or an
infinite path of a failed derivation attempt. The synthetic approach is remarked
to have a mathematical, abstract feeling whereas the analytic approach is more
computational and often resembles an actual prover for the logic [5].
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The Henkin-style completeness method has been applied to modal logic from
the beginning, notably to system S5 as early as 1959 by Bayart (in French) [1].
Bentley recently formalized such a proof in the proof assistant Lean [2]. Jørgensen
et al. adapted the synthetic approach to a tableau system for hybrid logic [16]
with a formalization in Isabelle/HOL due to the present author [10]

In 1985, Shankar formalizes Shoenfield’s first-order logic and axiomatic proof
system in the Boyer-Moore theorem prover [28]. They show propositional com-
pleteness of the system analytically by defining a tautology checker for a fragment
of the syntax based on negation and disjunction.

In 1996, Persson shows constructive completeness for intuitionistic first-order
logic in Martin-Löf type theory using the proof assistant ALF [24]. Their proof
has a synthetic flavor and their result is constructive: they obtain a program
that transforms a proof of validity into a derivation in either natural deduction
or sequent calculus. Persson also formalizes an axiomatic system but without
proving its completeness.

By early 2000, Margetson formalizes the completeness of first-order logic and
the cut elimination theorem for sequent calculus in Isabelle/HOL and Ridge later
updates the formalization to the Isar language [18]. Their completeness proof is
in the Beth-Hintikka style and based on analyzing failing branches in proof trees.

In 2005, Braselmann and Koepke follow in the Mizar system but using a
Henkin-style argument for their sequent calculus [6].

In 2007, Berghofer formalizes Fitting’s synthetic work on natural deduc-
tion [8] in Isabelle/HOL [3]. The formalized model existence theorem is based
on Smullyan’s abstract consistency properties [30] and Berghofer follows Fitting
in reusing the result to show the Löwenheim-Skolem theorem. The present au-
thor has extended the completeness result in that formalization to also cover
open formulas [3]. In 2016, Schlichtkrull extended Berghofer’s work in another
direction, namely to prove the completeness of first-order resolution [26,27].

In 2010, Ilik investigates Henkin-style arguments for both classical and intu-
itionistic first-order logic in the proof assistant Coq [15].

In 2017, Michaelis and Nipkow formalize a number of proof systems for propo-
sitional logic in Isabelle/HOL: natural deduction, sequent calculus, an axiomatic
Hilbert system similar to ours and resolution [19,20]. They give a syntactic com-
pleteness proof for the sequent calculus and show that sequent calculus deriva-
tions can be translated into natural deduction and further into their Hilbert
system, obtaining completeness for the three proof systems. Independently of
this approach, they formalize the propositional model existence theorem by
Fitting [8] and use this result to reprove completeness of the sequent calcu-
lus and Hilbert system, respectively. Their formalization is more ambitious than
ours and therefore more involved. We start from a smaller syntax and focus on
only one proof system and one approach. This leads to a simpler formalization
and helps us understand the essential pieces of the approach.

Blanchette, Popescu and Traytel have recently advanced the state of com-
pleteness proofs for sequent calculus and tableau systems in Isabelle/HOL [5].
They explicitly shy away from Henkin in favor of the Beth-Hintikka style and
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use codatatypes to model possibly infinite derivation trees. Their result can be
instantiated for di↵erent variations of sequent calculus or tableau and various
flavors of first-order logic.

Blanchette gives an overview of the formalized metatheory of various other
logical calculi and automatic provers in Isabelle [4].

If we move to Gödel’s incompleteness theorems, the first one has been formal-
ized in the Boyer-Moore theorem prover by Shankar in 1986 [29] and in Coq by
O’Connor in 2003 [22]. Both incompleteness theorems have been formalized in
Isabelle/HOL by Paulson in 2013 [23] and by Popescu and Traytel in 2019 [25].

In summation, the Henkin style is ubiquitous and we have seen it applied
to examples such as sequent calculus and natural deduction for first-order logic,
system S5 for modal logic and a tableau system for hybrid logic. Most work
either extends the technique to cover more advanced logics or abstracts it so
that it applies to several at once. Our contribution is to boil this proof style
down to its essence, motivating each step as we present it and using a proof
assistant to ensure precision, correctness and comprehensiveness. Our work may
also serve as a fast-paced introduction to proof assistants.

2 Syntax and Semantics

We pick a minimal syntax consisting of a logical constant representing falsity,
natural numbers as propositional symbols, and implication. We model the syntax
as a datatype, form, with a constructor for each case separated by “|”:

datatype form = Falsity (h?i) | Pro nat | Imp form form (infixr h�!i 25 )

The annotations in parentheses allow us to construct formulas using standard
notation in bold. Our definition of negation as an abbreviation makes use of this:

abbreviation Neg (h¬ -i [40 ] 40 ) where h¬ p ⌘ p �! ?i

We define the semantics as a primitive recursive predicate on formulas given
an interpretation of propositional symbols:

primrec semantics :: h(nat ) bool) ) form ) bool i (h- |= -i [50 , 50 ] 50 ) where
h(I |= ?) = Falsei

| h(I |= Pro n) = I ni

| h(I |= (p �! q)) = ((I |= p) �! (I |= q))i

The first line gives the type and infix notation while the remaining lines
define the predicate by each case of the syntax. The first case states that no
interpretation models ?, the second case that the semantics of a propositional
symbol is given by the interpretation and finally we delegate to the meta-logic
implication, �!, to interpret the object logic implication �!.
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3 Proof System

We pick a simple axiomatic proof system for our purposes, consisting of modus
ponens and three axiom schemas. This is Church’s axiom system P1 [7]:

inductive Axiomatics :: hform ) bool i (h` -i [50 ] 50 ) where
MP : h` p =) ` (p �! q) =) ` qi

| Imp1 : h` (p �! q �! p)i

| Imp2 : h` ((p �! q �! r) �! (p �! q) �! p �! r)i

| Neg : h` (((p �! ?) �! ?) �! p)i

The proof system is sound with respect to the semantics, which means that
every derivable formula is true under any interpretation:

theorem soundness: h` p =) I |= pi

by (induct rule: Axiomatics.induct) simp-all

The second line shows that the simplifier can easily verify the theorem once
we state that the proof should be performed by induction over the rules.

4 Consistency and Maximality

We want to work with sets of formulas where no finite subset S0 syntactically
entails falsity, i.e. we cannot derive ? given S0. Our provability predicate, `,
has no notion of entailment but we can use implication, �!, to serve the same
purpose. As such, we use the following function, imply, to build a chain of impli-
cations from a given list of assumptions to a conclusion. A list is a finite sequence
and is either empty, [], or built from an element, the separator #, and a smaller
list. We say that q can be derived from ps when we can derive ` imply ps q.

primrec imply :: hform list ) form ) formi where
himply [] q = qi

| himply (p # ps) q = (p �! imply ps q)i

The set S is consistent exactly when there is no list S0 that, when treated as
a set, is a subset of S and that entails ? in the sense of imply :

definition consistent :: hform set ) bool i where
hconsistent S ⌘ @S 0. set S 0 ✓ S ^ ` imply S

0 ?i

A set is maximal when any proper extension makes it inconsistent:

definition maximal :: hform set ) bool i where
hmaximal S ⌘ 8 p. p /2 S �! ¬ consistent ({p} [ S)i

Note that we allow for inconsistent maximal sets to separate concerns.
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5 Extension

We need to grow a consistent set into a maximal one while preserving consis-
tency. According to Lindenbaum’s lemma, attributed to him by Tarski [31], we
can always do this. Given an enumeration of formulas, (�n), we construct a
corresponding sequence of consistent sets (Sn).

Assuming Sn has been constructed, its immediate extension is given by:

Sn+1 =

(
{�n} [ Sn if {�n} [ Sn is consistent,

Sn otherwise.

That is, we only add the corresponding formula to the previous set if con-
sistency is preserved. In the Isabelle code, we use the function extend S f n to
construct Sn from S = S0 given an enumeration of formulas represented by f :

primrec extend :: hform set ) (nat ) form) ) nat ) form seti where
hextend S f 0 = S i

| hextend S f (Suc n) =
(if consistent ({f n} [ extend S f n)
then {f n} [ extend S f n

else extend S f n)i

To construct our maximal consistent set we take the infinite union
S
Sn:

definition Extend :: hform set ) (nat ) form) ) form seti where
hExtend S f ⌘

S
n. extend S f ni

It is easy to see that the starting set is a subset of the union:

lemma Extend-subset : hS ✓ Extend S f i

unfolding Extend-def by (metis Union-upper extend .simps(1 ) range-eqI )

And that any element Sm is a superset of previous elements:

lemma extend-bound : h(
S

n  m. extend S f n) = extend S f mi

by (induct m) (simp-all add : atMost-Suc)

5.1 Consistency

When the initial S is consistent, so is any Sn by construction:

lemma consistent-extend : hconsistent S =) consistent (extend S f n)i

by (induct n) simp-all

Finally, we show that the limit,
S

Sn, is also consistent:

lemma consistent-Extend :
assumes hconsistent S i

shows hconsistent (Extend S f )i
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We prove this by classical contradiction using the ccontr rule:

unfolding Extend-def

proof (rule ccontr)

Assuming the union is inconsistent, we can derive ? from some subset S0:

assume h¬ consistent (
S

n. extend S f n)i

then obtain S
0 where h` imply S

0 ?i hset S
0 ✓ (

S
n. extend S f n)i

unfolding consistent-def by blast

This subset is finite so it must be a subset of a finite segment of the union,
say S0 [ . . . [ Sm for some m:

then obtain m where hset S
0 ✓ (

S
n  m. extend S f n)i

using UN-finite-bound by (metis List .finite-set)

But every element in (Sn) is a subset of the next, so S0 is a subset of Sm:

then have hset S
0 ✓ extend S f mi

using extend-bound by blast

And we already established that any such element is consistent:

moreover have hconsistent (extend S f m)i

using assms consistent-extend by blast

So there cannot be an inconsistent subset S0 and we have our contradiction:

ultimately show False

unfolding consistent-def using h` imply S
0 ?i by blast

qed

In conclusion,
S
Sn is consistent when S0 is.

5.2 Maximality

Importantly, the union
S

Sn is also maximal (regardless of the choice of S0):

lemma maximal-Extend :
assumes hsurj f i

shows hmaximal (Extend S f )i

(proof omitted)

The proof is similar to the one for consistency. If the union is not maximal
then there is some �k /2

S
Sn such that {�k} [

S
Sn is consistent. Since �k /2S

Sn, it was not added to the sequence, i.e �k /2 Sk+1, and by construction
this must be because {�k}[Sk is inconsistent. But {�k}[

S
Sn is a superset of

{�k}[Sk, so {�k}[
S
Sn must be inconsistent too, contradicting our assumption.
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6 Hintikka Sets

The completeness proof works by showing that every maximal consistent set is
a Hintikka set, where Hintikka sets are defined as follows:

locale Hintikka =
fixes H :: hform seti

assumes
NoFalsity : h? /2 H i and
Pro: hPro n 2 H =) (¬ Pro n) /2 H i and
ImpP : h(p �! q) 2 H =) (¬ p) 2 H _ q 2 H i and
ImpN : h(¬ (p �! q)) 2 H =) p 2 H ^ (¬ q) 2 H i

The idea is to ensure that every formula in a set is satisfiable by ensuring
through syntactic criteria that the set is downwards saturated [30], i.e. that the
satisfiability of any complex formula is guaranteed by conditions on its sub-
formulas. Since ? is unsatisfiable it should never occur (NoFalsity), and if a
propositional symbol occurs then its negation should not (Pro). An implication
is satisfied if either the antecedent is false or the consequent is true, so if an
implication occurs in a Hintikka set, then either the negated antecedent or the
consequent should too (ImpP). If a negated implication occurs in a Hintikka set
then so should both the antecedent and negated consequent (ImpN ).

6.1 Model existence

The downwards saturation ensures that if we interpret every proposition in a
Hintikka set as true then every larger formula in the set will be modelled by this
interpretation. We therefore base the interpretation on set membership:

abbreviation (input) hmodel H n ⌘ Pro n 2 H i

This models any formula in a Hintikka set:

lemma Hintikka-model :
hHintikka H =) (p 2 H �! model H |= p) ^ ((¬ p) 2 H �! ¬ model H |= p)i

by (induct p) (simp; unfold Hintikka-def , blast)+

6.2 Maximal consistency

Our final task is to show that a maximal consistent set is a Hintikka set:

lemma Hintikka-Extend :
assumes hmaximal S i hconsistent S i

shows hHintikka S i

The proof has four cases based on the cases of the Hintikka definition and
we show two of them here. Consider first propositional symbols:
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fix n

assume hPro n 2 S i

moreover have h` imply [Pro n, ¬ Pro n] ?i

by (simp add : FalsityE)
ultimately show h(¬ Pro n) /2 S i

using assms(2 ) unfolding consistent-def

by (metis bot .extremum empty-set insert-subset list .set(2 ))

We have assumed a fixed but arbitrary propositional symbol n that occurs
positively in S. We can derive ? from this in combination with a negative
occurrence. Thus, both cannot appear in the consistent S and this case of the
Hintikka definition is satisfied.

Next, assume that a negated implication occurs in S. We show half of the
Hintikka condition by contradiction, namely that so does the antecedent:

assume ⇤: h(¬ (p �! q)) 2 S i

show hp 2 S ^ (¬ q) 2 S i

proof (rule conjI ; rule ccontr)

The set S is maximal, so if it does not contain p there must be some finite
subset S0 of S that we can derive falsity from when adding p:

assume hp /2 S i

then obtain S
0 where S

0: h` imply (p # S
0) ?i hset S

0 ✓ S i

using assms inconsistent-head by blast

We can cut out p and derive ? directly from the negated implication:

moreover have h` imply ((¬ (p �! q)) # S
0) pi

using add-imply ImpE1 deduct by blast

ultimately have h` imply ((¬ (p �! q)) # S
0) ?i

using cut
0 by blast

These assumptions, however, are a subset of S, contradicting its consistency:

moreover have hset ((¬ (p �! q)) # S
0) ✓ S i

using ⇤(1 ) S
0(2 ) by fastforce

ultimately show False

using assms unfolding consistent-def by blast

7 Completeness

Isabelle can automatically prove the countability of formulas, providing a surjec-
tive function from-nat for obtaining specific elements of the enumeration (�n):

instance form :: countable by countable-datatype

Finally we reach the completeness lemma itself. We assume that p is valid
under the assumptions ps and show that we can derive p from ps:
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lemma imply-completeness:
assumes valid : h8 I s. list-all (�q . I |= q) ps �! I |= pi

shows h` imply ps pi

We proceed by contradiction and the application of a similar derivation rule:

proof (rule ccontr)
assume h¬ ` imply ps pi

then have ⇤: h¬ ` imply ((¬ p) # ps) ?i

using Boole by blast

We abbreviate the starting consistent set ?S and its maximal extension ?H :

let ?S = hset ((¬ p) # ps)i

let ?H = hExtend ?S from-nati

And use the previous results to show that ?H is a Hintikka set:

have hconsistent ?S i

unfolding consistent-def using ⇤ imply-weaken by blast

then have hconsistent ?H i hmaximal ?H i

using consistent-Extend maximal-Extend surj-from-nat by blast+
then have hHintikka ?H i

using Hintikka-Extend by blast

We have seen that we have a model for any formula in such an ?H :

have hmodel ?H |= pi if hp 2 ?S i for p

using that Extend-subset Hintikka-model hHintikka ?H i by blast

So in particular for ¬p and all of ps:

then have hmodel ?H |= (¬ p)i hlist-all (�p. model ?H |= p) psi

unfolding list-all-def by fastforce+

Our validity assumption then gives us that model ?H also models p:

then have hmodel ?H |= pi

using valid by blast

But this is a contradiction:

then show False

using hmodel ?H |= (¬ p)i by simp

qed

As such, we must be able to derive any valid formula:

theorem completeness: h8 I . I |= p =) ` pi

using imply-completeness[where ps=h[]i] by simp
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8 Conclusion

We have shown how to formalize the soundness and completeness of a simple ax-
iomatic proof system for propositional logic in Isabelle/HOL. The proof assistant
is sophisticated enough that we can do the soundness proof almost automatically
and use constructions like infinite sets in the proof of completeness.

Our choice of propositional logic means that we miss out on an aspect of
Henkin’s original proof: the use of special constants to witness existential state-
ments. In return, our formalization is more manageable.

The formalization is simple to extend. The supplementary material contains
a file where we have added binary disjunction and conjunction operators to the
syntax and updated the proof system and so on accordingly. The result is only
around 130 lines longer and we did not have to modify any existing line, only to
add new ones. The biggest changes are in the Hintikka definition and maximal
consistency lemma while model existence is still completely automatic.

Acknowledgements We thank Jørgen Villadsen, Alexander Birch Jensen, Frederik
Jacobsen and the anonymous reviewers for valuable comments.
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Abstract. Epistemic logic pays barely any attention to the notion of
understanding, and stands in total contrast to the current situation in
epistemology and in philosophy of science. This paper studies under-
standing why in an epistemic-logic-style. It is generally acknowledged
that understanding why moves beyond knowing why. Inspired by philo-
sophical ideas, we consider whereas knowing why requires knowing hor-
izontal explanations, understanding why additionally requires vertical
explanations. Based on justification logic and existing logical work for
knowing why, we build up a framework by introducing vertical explana-
tions, and show it could accommodate di↵erent philosophical viewpoints
via adding conditions in the models. A sound and complete axiomatiza-
tion for the most general case is given.

Keywords: Understanding why · Knowing why · Justification logic.

1 Introduction

There has been a resurgence of interest among epistemologists and philosophers
of science in the nature of understanding recently. Di↵erent uses of ‘understand-
ing’ seem to mean so many di↵erent things. Literature tends to suppose three
main types of understanding (cf. [5]):

– Propositional understanding or understanding-that: “I understand that X.”
– Atomistic understanding or understanding-wh: “I understand why/how X.”
– Objectual understanding or holistic understanding: “I understand X.”

Among all the types above, plenty of recent work focus on understanding-
why, which is also called a narrow conception of understanding.

While a lot of discussions have been taking place among philosophers, there is
barely any attention to characterizing understanding in literatures on epistemic
logic (an exception being [4], which is about “understanding a proposition”).
As we know, apart from “knowing that”, there has been a growing interest in
epistemic logic in various knowledge expressions in terms of “knowing what”,
“knowing how”, “knowing why” and so on (see the survey in [22]). It would
become interesting to introduce the notion of understanding into current frame-
work of epistemic logic, to see what would happen between understanding and

? The author wishes to thank Fernando Velazquez Quesada, Sonja Smets and Yanjing
Wang for their patient guidance and helpful suggestions.
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knowing and what the distinct logical principles for understanding are. This pa-
per focuses on understanding why, and the main motivation is to contribute to
the explication of “understanding why” from the perspective of epistemic logic.

As noted in [18], the relation between understanding and knowing has been a
prominent theme in the search for a satisfactory account of understanding. Hence
we start by considering the logic of knowing why. Xu, Wang and Studer recently
take the ideas similar to justification logic together with the standard notions of
epistemic logic to capture knowing why in [24]. There is a very general connection
between knowledge and wh-questions discovered by Hinttika in the framework
of quantified epistemic logic (cf. [10]). The authors thus view knowing why '
as knowing an answer to the question “Why '?”, which intuitively amounts to
knowing an explanation of '. The explanatory relation between explanations
and propositions is characterized by the format t : ', which is a formula from
justification logic originally stating that “t is a justification of '”. The analysis
of “knowing why '” is 9tKi(t : ').

According to the philosophical ideas, it is widely assumed that understand-
ing why ' moves beyond knowing why ', in which knowing why ' is commonly
analyzed as identifying the dependencies, say knowing that “' because  ”. This
view, called non-reductionist, is understanding why cannot be reduced to know-
ing why. Pritchard [16] introduces a scenario where a child knows via testimony
that a house burned down because of faulty wiring. The child then could answer
a corresponding why-question since she accepts the information, and say, ready
to repeat it to her friends. However, while the parent understands why the house
burned down because the parent also knows how the faulty wiring caused the
fire, the child has no conception of that and thus has no understanding why.

It seems plausible that understanding why requires more than merely know-
ing an answer to the why-question. This “more” is usually illustrated by more
questions in literatures like [17]: if the child were asked the question of why the
introduction of faulty wiring caused the fire, she would be unable to respond.
Non-reductionists argue that one having understanding-why could in addition
answer a kind of “vertical” follow-up why question (see [13]) or a “what-if-
things-had-been-di↵erent” question (see [7]). We will present both notions in
Sect.2.1. Since providing an explanation amounts to answering a why-question,
these philosophical insights inspire us to introduce more (sorts of) explanations
into the notion of understanding why, so as to respond to asking for further in-
formation. We will combine the idea that understanding why ' requires answers
to more questions with the apparatus in [24], and analyze understanding why '
as 9t19t2(K(t2 : (t1 : ')), where t1 is an answer to “Why '?” and t2 is an answer
to the vertical follow-up question “Why t1 is the answer to ‘Why '?’?”, or to
the question “What if things in t1 had been di↵erent?”.

The paper is organized as follows. Sect. 2 looks at the philosophical dis-
cussions and logical work relevant to our topic in a little more details. Sect.
3 provides a logical framework for making such analysis of understanding why
precise. Sect. 4 gives an axiomatization of the general version of understanding
why. We conclude in Sect. 5 with discussions on the potentially future work.
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2 Preliminary

2.1 Philosophical views

According to the authors of [12,15,20] and [21] etc, views on the nature of un-
derstanding why fall into two broad camps: reductionists and non-reductionists,
in which the former hold that: one understands why ' i↵ she knows why '.
Knowing why ' is analyzed as knowledge of causes of ', or more generally,
knowledge of dependencies (cf. [6], [8]). By contrast, non-reductionists mainly
argue that knowing why is not su�cient for understanding why, and their view
can be illustrated with Pritchard’s case of the house fire above.

In response to the counterexamples, on one side, Grimm [8] holds that the
counterexamples contain an inadequate idea of what it means to have knowledge
of causes. Knowing why amounts to having a su�cient conception of how cause
and e↵ect might be related, which is called “modal relationship” in [8], rather
than just assenting to the proposition that describe this relationship. The notion
of knowing why such understood is a kind of (limited) understanding why.

On the other side, Pritchard [17] famously proposes that while knowing-
why requires identifying the cause, understanding-why requires having a sound
explanatory story regarding how cause and e↵ect are related, which is a kind
of cognitive achievement.When trying to clarify the “sound explanatory story”
mentioned by Prichard, Lawer [13] borrows the idea in [19]: whenever you answer
a why-question, you create an opportunity for your questioner to immediately ask
“why?” about your answer. Recall the experiences with children. There are two
importantly di↵erent ways to ask “why?” about the answer to a why-question:

1. “horizontal” follow-up why-question: someone says “' because r” and you
ask “why is it the case that r?” Traces this chain of reasons “backward”.

2. “vertical” follow-up why-question: we step outside the chain of reasons, and
ask what the facts in the chain have done to belong in the chain.

Generally speaking, while the “horizontal” follow-up why-questions seek for
lower-level explanations, the “vertical” follow-up why-questions seek higher-
order explanations, that is, the explanations why those explanations are ex-
planations. As an example of the di↵erent levels of reasons why from [19], Suzy
throws a rock at a window but Billy sticks his mitt out, thereby catching the rock
before it hits. The fact that Billy stuck his mitt out is a reason why the window
didn’t break. And the fact that Suzy threw the rock is a reason why “the act
that Billy stuck his mitt out is a reason why the window didn’t break”. Lawler
[13] suggests that the essence of a sound explanatory story regarding how cause
and e↵ect are related is an answer to the “vertical” follow-up why-question.

Besides, Hills [9] suggests that the distinction between knowing why and
understanding why lies in “grasping” an explanation, which means answering
questions of “What if . . . ?” sort, like “what-if-things-had-been-di↵erent” pro-
posed by Woodward [23].

Although these philosophical views are varied, we can find a common thread:
understanding why requires at least two explanations of di↵erent levels. Bermúdez



16 Y. Wei

[1] acknowledges a distinction between horizontal explanation and vertical ex-

planation, which could be made use of to refer to these di↵erent levels. Think
of horizontal explanation as the explanation required in ordinary knowing-why,
vertical explanations can broadly be characterized as explaining the grounds of
horizontal explanations, which is able to accommodate “modal relationship” in
the knowledge of causes and answers to vertical follow-up why questions and
“what if” questions.

2.2 Logic of Knowing Why and Fitting Model

For lack of space, we only look at the logic introduced in [24], which inspires our
techniques. Initially, the analysis of “knowing why '” is 9tKi(t : '). Xu et al.
pack the quantifier and modality together, and introduce a new operator Kyi to
denote 9tKi(t : ') into the language of standard multi-agent epistemic logic.

The semantics is defined in a classical epistemic model with some apparatus
similar to Fitting model of justification logic. A knowing why model M is defined
as a tuple (W,E, {Ri | i 2 I}, E , V ) where (W, {Ri | i 2 I}, V ) is an epistemic
model, E is a non-empty set of explanations, and E is an admissible explanation
function specifying the set of worlds where t 2 E is an explanation of '.

The truth conditions for the classical operators from epistemic logic are rou-
tine, and with: Kyi' holds at M, w i↵ (1) there exists t 2 E such that for all v
with wRiv, v 2 E(t,'); and (2) for all v with wRiv, ' holds at v.

A Fitting model MJ for justification logic is a tuple (W J , RJ , EJ , V J) based
on a single-agent Kripke model (W J , RJ , V J), in which EJ is an evidence func-
tion assigning justification terms to formulas on each world. The evaluation of
the format t : ' follows that: t : ' holds at a pointed model MJ , w i↵ (1)
w 2 EJ(t,'); and (2) for all v with wRJv, ' holds at v.

As noted in [24], Fitting models typically have monotonicity condition, i.e.
w 2 EJ(t,') and wRJv imply v 2 EJ(t,'). When RJ is an equivalence relation,
it follows that all indistinguishable worlds have the same justification for the
same formula, that is, w 2 EJ(t,') i↵ v 2 EJ(t,') whenever wRJv. Compared
with knowing why models, Fitting models only store known explanations (justi-
fications) but all other possible explanations (justifications) are dropped. There-
fore Fitting models cannot tell the di↵erence between 9tK(t : ') and K9t(t : '),
which is thought of by the authors as essential for the analysis of knowing why.
Justification formula t : ' accommodates a strict ‘justificationist’ reading in
which it means t is accepted by the agent as a justification of '. However, in
[24] the format t : ' actually is assigned an externalist and nonjustificationist
reading, which could be used to formalize understanding.

Given the vertical explanation idea, one may be tempted to consider that the
semantics for understanding why ' as KyKy'. Unfortunately it is infelicitous.
KyKy' states some explanation (say t2) is known as an explanation of that some
explanation (say t1) is known as an explanation of ', which is indeed a matter of
introspection of one’s knowing why. As a simple example from [24], the window
is broken since someone threw a rock at it, and an agent knows that because she
saw it, or someone told her about it. This kind of explanations is certainly not
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what we have in mind of the vertical explanations, and cannot be an answer to
what-if questions as well. Thus we need a new logical framework.

3 A Framework for Understanding Why

In this section we introduce formally the language and the semantics. We will be
interested in the issue of what it means to ascribe understanding to individual
agents, so for the time being we set multi-agent aside for simplicity.

Definition 1 (Epistemic language of understanding-why). Fix nonempty

set P of propositional letters, the language ELUy is defined as (where p 2 P ):

' ::= p | ¬' | (' ^ ') | K' | Ky' | Uy'

The explication of understanding why is intended to be done by studying its
relations with knowing why, so a new “packed” modality Uy for understanding
why is introduced into the language in [24]. Besides, K is included because we
intend to connect the notion of explanation with justification in our logic. That
is to say, the explanation packed in KyK' is considered as a justification for K'.

We accept the view in [24] that although something is a tautology, you may
not know why it is a tautology. A special set of “self-evident” tautologies ⇤ is
introduced, which the agent is assumed to know why. For example, we can let all
the instances of '^ ! ' and '^ !  be ⇤. At present, we do not suppose
any necessitation rule for Uy. LP is used to denotes all formulas w.r.t. P below.

Definition 2. An ELUy model M is a tuple (W,E,R, E , V ) where:

– W is a non-empty set of possible worlds.

– E is a non-empty set of explanations satisfying:

1. If t, s 2 E, then t · s 2 E,

2. If t 2 E, then !t 2 E,

3. A special symbol c is in E.

– R ✓ W ⇥W is an equivalence relation over W .

– E : E ⇥ (LP [ hE ⇥ LP i) ! 2W is an explanation function satisfying:

1. Horizontal Application: E(t,'!  ) \ E(s,') ✓ E(t · s, ),
2. Constant Specification: If ' 2 ⇤, then E(c,') = W ,

3. Vertical Application I: E(t2, ht1,'!  i) \ E(s,') ✓ E(t2, ht1 · s, i),
4. Vertical Application II: E(ht,'!  i) \ E(s2, hs1,'i) ✓ E(s2, ht · s1, i),
5. Vertical Explanation Factivity: E(t2, ht1,'i) ✓ E(t1,').
6. Epistemic Introspection: E(t,�') ✓ E(!t, ht,�'i) for � = K,Ky,Uy.

– V : P ! 2W is a valuation function.

The set E is closed under the application operator ·, which combines two expla-
nations into one, and the (positive) introspection operator !. The sum operator
+ is excluded since otherwise, in situations di↵erent worlds have di↵erent expla-
nations (t1, . . . , tn respectively) for the same formula ', Ky' will possibly hold
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by virtue of a uniform explanation t1 + . . . + tn. Moreover, the special element
c in E is the self-evident explanation for all formulas in the designated set ⇤.

The admissible explanation function E specifies the set of worlds for both hor-
izontal explanations (E(t,')) and vertical explanations (E(t2, ht1,'i)). One may
wonder why stop at two levels of explanations in E . This is because understand-
ing why is investigated by studying what sets it apart from knowing-why, and
from the common thread found in philosophical viewpoints, the distinguishing
feature is: whereas understanding why additionally requires a vertical explana-
tion, knowing why does not. Therefore two levels su�ce, just as only one level of
explanation is considered in lots of work about knowing why other than know-
ing that. More levels than two can certainly be explored technically for finding
whether there are interesting results, and we leave it to a future occasion. Before
further discussion on the conditions of E , we give the truth clauses:

Definition 3.

M, w ✏ p , w 2 V (p)
M, w ✏ ¬' , M, w 6✏ '
M, w ✏ ' ^  , M, w ✏ ' and M, w ✏  
M, w ✏ K' , M, v ✏ ' for all v such that wRv

M, w ✏ Ky' , (1) there exists t 2 E such that for all v 2 W with

wRv,v 2 E(t,')
(2) for all v 2 W with wRv, M, v ✏ '

M, w ✏ Uy' , (1) there exist t1, t2 2 E such that for all v 2 W with

wRv, v 2 E(t2, ht1,'i);
(2) for all v 2 W with wRv, M, v ✏ '

Returning to the explanation function E in M. The first two conditions
are for horizontal explanations as in [24]. The third and the fourth are for
vertical applications. The fifth condition says vertical explanations yield hor-
izontal explanations, and do not specify any more conditions on vertical ex-
planations. That is why we call it a general framework. Further conditions on
E corresponding to philosophical views discussed in Sect. 2.1 will be referred
to later. Note that E(ht2, ht1,' !  ii) \ E(s2, hs1,'i) ✓ E(t2, ht1 · s1, i) and
E(ht2, ht1,'!  ii) \ E(s2, hs1,'i) ✓ E(s2, ht1 · s1, i) hold by condition 3, 4, 5.

This is the reason the last condition of E is introduced. As mentioned before,
KyK' corresponds to a why-question: why one knows '. Typically, the inquirer
does not expect the agent to give reasons for why she is not being Gettiered in her
belief that '; rather, she should simply provide her reasons for believing that ',
that is, her justification for ' (some relevant arguments could be found in [14]).
Justification logics on the market have such a logical principle: t : '!!t : (t : ').
Following the arguments in [3], we are generally able to substantiate the reasons
we have for our knowledge in everyday life. This principle says that !t is always
a justification for t : ', or !t is an introspective act confirming that t : '. It is
interesting to note that understanding why so conceived goes with a connection
with justification principles: if there is an explanation t for K', then there always
exists a vertical explanation !t of t so as to bring about UyK'. In other situations,
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t being an explanation for the non-epistemic fact ' does not entail t can be
transformed into a vertical explanation for that t explains '.

Based on this general framework, many shades of assumptions mentioned in
Sect. 2.1 could be reflected in distinct conditions for E in some sense:

Grimm’s Limited Understanding: w 2 E(t1,') =) 9t2, w 2 E(t2, ht1,'i).
According to Grimm [8], if, in Pritchard’s case, we credit the child with knowing-
why, then she truly has some conception of “the why”. Properly understood
knowing why or limited understanding why equals to 9t1K9t2(t2 : (t1 : '))^K'.

Answering Vertical Follow Up Question: E(t2, ht1,'i) ✓ E(t1,') \
E(t2,Ky'). We might think an explanation for why ' could also constitute a
propositional justification for why ' is known. Literature on epistemology be-
ginning with [2] makes a distinction between propositional and doxastic justifi-
cation. The distinction is that: one can have propositional justification without
actually believing it. Hence we could assume KyKy' does not say that the agent
knows why she “knows” why ', but rather she knows why she knows “why”
', that is, she can seek a convincing propositional justification for her knowing
why, so as to answer a relevant vertical why-question.

Answering What If Question: E(t2, ht1,'i) ✓ E(t1,') \ E(t2,¬'). An
example from [11] is adapted: a firm hires Jones because he had extensive prior
experience. Moreover, his other credentials were fairly nondescript such that he
would not have been hired had he lacked this experience. Agent a knowing that
Jones is hired because of his superior experience knows why Jone is hired. Agent
b understanding why knows that other hiring criteria (e.g. education) as the
deciding factor could explains why it was not the case that Jone is hired. Note
that w 2 E(t2,¬') does not entail w ✏ ¬'. The understanding models do not
assume the factivity of horizontal explanations.

4 An Axiomatization

More conditions on E may invoke more debates. In this section we provide a
sound and complete axiomatization for the general case, that is the system SUY:

Axiom Schemes
(TAU) Propositional Tautologies (KYK) Ky('!  ) ! (Ky'! Ky )
(K) K('!  ) ! (K'! K ) (UYK1) Uy('!  ) ! (Ky'! Uy )
(T) K'! ' (UYK2) Ky('!  ) ! (Uy'! Uy )
(4) K'! KK' (UK) Uy'! Ky'
(5) ¬K'! K¬K' (4⇤) �'! K� ' (for � = Ky,Uy)
(IMP) Ky'! K' (KYU) Ky� '! Uy� '(for � = K,Ky,Uy)

Rules
(MP) Modus Ponens (NE) If ' 2 ⇤, then ` Ky'
(N) ` ')` K'

It is worth noting that the axiom (KYU) expresses that “understanding why”
is necessary for “knowing why” in epistemic situations, which corresponds to
epistemic introspection condition in the model. KyUy'! UyUy', as an instan-
tiation of (KYU), suggests that the introspection of Uy (i.e. Uy' ! UyUy') will
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be obtained once we accept Uy'! KyUy' as a reasonable new axiom. However
both are not valid without further conditions on ELUy models.

Theorem 1. SUY is sound over ELUy models.

Definition 4. Let ⌦ be the set of all maximal SUY-consistent sets of formulas.

The canonical model Mc
for SUY is a tuple (W c, Ec,Fc, Rc, Ec, V c) where:

– Ec
is defined in BNF: t ::= c | ' | (t · t) |!t where ' 2 LP

.

– W c := {h�, F,G, f, g, hi | h�, F,Gi 2 ⌦⇥P(Ec⇥LP )⇥P(Ec⇥(Ec⇥LP )), f :
{' | Ky' 2 �} ! Ec, g : {' | Uy' 2 �} ! Ec, h : {(g('),') | Uy' 2 �} !
Ec

such that f and g satisfy the following conditions}

1. If ht,'!  i, hs, i 2 F, then ht · s, i 2 F .

2. If ' 2 ⇤, then hc,'i 2 F .

3. If ht2, ht1,'!  ii 2 G, hs, i 2 F, then ht2, ht1 · s, ii 2 G.

4. If ht,'!  i 2 F, hs2, hs1, ii 2 G, then hs2, ht · s1, ii 2 G.

5. ht2, ht1,'ii 2 G implies ht1,'i 2 F .

6. ht,�'i 2 F implies h!t, ht,�'ii 2 G for � = K,Ky,Uy.
7. Ky' 2 � implies hf('),'i 2 F .

8. Uy' 2 � implies hh(g('),'), hg('),'ii 2 G.

– h�, F,G, f, g, hiRch�, F 0, G0, f 0, g0, h0i i↵ (1) {' | K' 2 �} ✓ �, and (2)

f = f 0, g = g0, h = h0
.

– Ec : Ec ⇥ (LP [ hEc ⇥ LP i) ! 2W
c

is defined by

⇢
Ec(t,') = {h�, F,G, f, g, hi | ht,'i 2 F}
Ec(t2, ht1,'i) = {h�, F,G, f, g, hi | ht2, ht1,'ii 2 G}

– V c(p) = {h�, F,G, f, g, hi | p 2 �}.

In the construction, the definition of Ec and W c are based on those in [24]. Since
the nested explanations are needed here, we introduce !t in Ec. For each world in
W c, it contains information about the horizontal and/or vertical explanations for
all Ky and Uy formulas belonging to it. More specifically, f is a witness function
picking one horizontal t for each formula in {' | Ky' 2 �}, while g picking one
horizontal t1 for every ' 2 {' | Uy' 2 �}. h is a witness function picking one
vertical explanation t2 for each pair ht1,'i in {ht,'i | Uy' 2 � & g(') = t}.
Note that the cases of Ky' and Uy' can have di↵erent horizontal explanations
for ', i.e. we can have hf('),'i 2 F & hg('),'i 2 F & f(') 6= g('). The
following shows such W c is indeed nonempty.

Definition 5. Given any � 2 ⌦, construct F� , G� , f� , g� , h�
as follows:

– F�
0 = {h','i | Ky' 2 �}[{hc,'i | ' 2 ⇤}, G�

0 = {h'·', h!','ii | Uy' 2 �}
– F�

n+1 = F�
n [ {ht · s, i | ht,' !  i, hs,'i 2 F�

n for some '} [ {ht1,'i |
ht2, ht1,'ii 2 G�

n}
– G�

n+1 = G�
n[{ht2, ht1·s, ii | ht2, ht1,'!  ii 2 G�

n , hs,'i 2 F�
n for some '}

[ {hs2, ht · s1, ii | ht,' !  i 2 F�
n , hs2, hs1,'ii 2 G�

n for some '} [
{h!t, ht,�'ii | ht,�'i 2 F�

n for � = K,Ky,Uy}
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– F� =
S

n2N F�
n , G� =

S
n2N G�

n

– f� : {' | Ky' 2 �} ! Ec, f� (') = '.
– g� : {' | Uy' 2 �} ! Ec, g� (') =!'.
– h� : {(g� ('),') | Uy' 2 �} ! Ec, h� (!',') = ' · '.

Proposition 1. For any � 2 ⌦, h�, F� , G� , f� , g� , h� i 2 W c
.

Proof. We show that the conditions 1�8 in the definition of W c are all satisfied.
However, for lack of space, merely selected conditions are discussed below:

– For the condition 3, suppose ht2, ht1,'!  ii 2 G� , hs, i 2 F� . Then there
exist k, l 2 N such that ht2, ht1,'!  ii 2 G�

k , hs, i 2 F�
l . Assume without

loss of generality that k > l. Then we get ht2, ht1 · s, ii 2 G�
k+1 by the

construction. Therefore ht2, ht1 · s, ii 2 G� .
– For the condition 8, suppose Uy' 2 � . Then we get h' · ', h!','ii 2 G� by

the constructions of G�
0 and G� . Moreover, we have hh� (g� ('),'), hg('),

'ii 2 G� by the construction of g� and h� . ⇤

For the construction of Rc in the canonical model in Definition 4, we claim:

Proposition 2. Rc
is an equivalence relation.

Proof. It is trivial by the construction of Rc and axioms (4) and (5). ⇤

As for the construction of Ec, we can check the following without special tricks:

Proposition 3. Ec
satisfies all the conditions in ELUy model definition.

Hence the canonical model is well-defined, based on Proposition 1, 2 and 3.

Proposition 4. The canonical model Mc
is well-defined.

Now we prove the existence lemmas for K, Ky and Uy respectively.

Lemma 1 (K Existence Lemma). For any h�, F,G, f, g, hi 2 W c
, if bK' 2 � ,

then there exists a h�, F 0, G0, f 0, g0, h0i 2 W c
such that h�, F,G, f, g, hiRch�, F 0,

G0, f 0, g0, h0i, and ' 2 �.

Proof. (Sketch) Suppose bK' 2 � . Let �� = { | K 2 �} [ {'}. First, ��

is consistent. The proof is routine by (K) and (N). Next we extend �� into an
MCS �. Finally, we construct F 0, G0, f 0, g0 and h0 to form a world in W c. We
can simply let F 0 = F,G0 = G, and f 0 = f, g0 = g, h0 = h. ⇤

In order to refute Ky while keeping K semantically, we could construct an
accessible world where the horizontal explanation for  is not identical to that
at the current world.

Lemma 2 (Ky Existence Lemma). For any h�, F,G, f, g, hi 2 W c
where

K 2 � , if Ky 62 � , then for any ht, i 2 F , there exists a h�, F 0, G0, f 0, g0, h0i 2
W c

such that ht, i 62 F 0
and h�, F,G, f, g, hiRch�, F 0, G0, f 0, g0, h0i.
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Proof. Suppose Ky 62 � , we construct h�, F 0, G0, f 0, g0, h0i as follows.

– � = �
– F 0 = {hs,'i | hs,'i 2 F and Ky' 2 �}
– G0 = {hs0, hs,'ii | hs0, hs,'ii 2 G and Ky' 2 �}
– f 0 : {' | Ky' 2 �} ! Ec is defined as: f 0(') = f(')
– g0 : {' | Uy' 2 �} ! Ec is defined as: g0(') = g(')
– h0 : {(g0('),') | Uy' 2 �} ! Ec is defined as: h0(g0('),') = h(g('),')

The main idea behind the constructions of F 0 and G0 is to “carefully” delete
all horizontal explanations for { | Ky 62 �}. Clearly ht, i 62 F 0 for any
ht, i 2 F by the construction. In order to complete this proof, firstly, we show
that h�, F 0, G0, f 0, g0, h0i 2 W c by checking the conditions 1� 8 in the definition
of W c. Only the last case is written below:

– For condition 8, suppose Uy' 2 �. Then we get Uy' 2 � by � = �,
thus hh(g('),'), hg('),'ii 2 G. By (UK) and the property of MCS, we have
Ky' 2 �, so hh0(g0('),'), hg0('),'ii = hh(g('),'), hg('),'ii 2 G0.

Secondly, h�, F,G, f, g, hiRch�, F 0, G0, f 0, g0, h0i holds:

– Since � = � , obviously we have {' | K' 2 �} ✓ �.
– Since � = � , it is clear that dom(f) = dom(f 0), and dom(g) = dom(g0).

Then for any ' 2 {' | Ky' 2 �}, by definition of f 0, we have f(') =
f 0('). Similarly, for any ' 2 {' | Uy' 2 �}, we have g(') = g0('), and
so dom(h) = dom(h0). Then by definition of h0, we have h0(g0('),') =
h(g('),'). Hence f = f 0, g = g0 and h = h0. ⇤

Similarly, to refute Uy� while keeping Ky�, we construct an accessible world
where the vertical explanation for � is not identical to that at the current world.

Lemma 3 (Uy Existence Lemma). For any h�, F,G, f, g, hi 2 W c
where

Ky� 2 � , if Uy� 62 � , then for any hs, ht,�ii 2 G, there exists a h�, F 0, G0, f 0, g0, h0i
2 W c

such that hs, ht,�ii 62 G0
and h�, F,G, f, g, hiRch�, F 0, G0, f 0, g0, h0i.

Proof. Suppose Uy� 62 � , note that � 6= �' for any ' since Ky� 2 � . We
construct h�, F 0, G0, f 0, g0, h0i by deleting all current vertical explanations for �:

– � = �
– F 0 = {hs,'i | hs,'i 2 F and Ky' 2 �}
– X = {hs0, hs,'ii | hs0, hs,'ii 2 G and Uy' 62 � and ' 6= � for any  }
– G0 = G \X
– f 0 : {' | Ky' 2 �} ! Ec is defined as: f 0(') = f(')
– g0 : {' | Uy' 2 �} ! Ec is defined as: g0(') = g(')
– h0 : {(g0('),') | Uy' 2 �} ! Ec is defined as: h0(g0('),') = h(g('),')

Clearly, for each hs, ht,�ii 2 G, we have hs, ht,�ii 62 G0 by the construction. In
order to complete remaining proof, firstly, we show that h�, F 0, G0, f 0, g0, h0i 2
W c, i.e. this tuple satisfies the conditions 1� 8 in the definition of W c. We omit
some cases due to limited space:
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– For the condition 4, suppose ht,' !  i 2 F 0 ✓ F, hs2, hs1,'ii 2 G0 ✓ G,
then Ky(' !  ) and hs2, ht · s1, ii 2 G. Moreover either Uy' 2 � or
' = � for some  . If Uy' 2 � , we have Uy 2 � due to the axiom
(UYK2) and the property of MCS, hence hs2, ht · s1, ii 2 G \ X = G0. If
' = � for some  , hs2, ht · s1, ii 2 G0 holds clearly.

– For the condition 5, suppose ht2, ht1,'ii 2 G0 ✓ G. Then we have ht1,'i 2
F 0 ✓ F and Uy' 2 � . So Ky' 2 � by (UK), which means ht1,'i 2 F 0.

Secondly, we can show h�, F,G, f, g, hiRch�, F 0, G0, f 0, g0, h0i as above. ⇤
Lemma 4 (Truth Lemma). For all ', h�, F,G, f, g, hi ✏ ' i↵ ' 2 � .

Proof. The proof is by induction on the structure of '. The atomic case and
boolean cases are routine. For the case of ' = K , it is clear by Lemma 1. For
the case of ' = Ky , the proof is not hard with the help of Lemma 1 and 2.

For the case of Uy ,

– (=: Suppose Uy 2 � . Then for any h�, F 0, G0, f 0, g0, h0i such that h�, F,G,
f, g, hiRch�, F 0, G0, f 0, g0, h0i, we get Uy 2 �, which implies ' 2 � by (4⇤),
(UK), (IMP), (T), and the property of MCS. Thus h�, F,G, f, g, hi ✏  by IH.
Furthermore, we have hhh(g( ), ), hg( ), ii 2 G, hhh0(g0( ), ), hg0( ),
 ii 2 G0 and g = g0, h = h0, which means there exists g( ) = g0( ) 2
Ec such that h(g( ), ) = h0(g0( ), ) 2 Ec, and h�, F 0, G0, f 0, g0, h0i 2
Ec(h(g( ), ), hg( ), i). Hence h�, F,G, f, g, hi ✏ Uy .

– =): Suppose Uy 62 � . Then we have the following three cases:
• K 62 � . By Lemma 1, we have h�, F,G, f, g, hi 6✏ K , thus h�, F,G, f, g, hi
6✏ Uy .

• K 2 � and Ky 62 � . By Lemma 2, we have h�, F,G, f, g, hi 6✏ Ky ,
thus h�, F,G, f, g, hi 6✏ Uy .

• K 2 � , and Ky 2 � . If ht2, ht1, ii 62 G for any t1, t2 2 Ec, then
by the semantics, h�, F,G, f, g, hi 6✏ Uy . If there exist t1 and t2 with
ht2, ht1, ii 2 G, then we complete the proof by Lemma 3.

⇤
Theorem 2. The system SUY is complete over ELUy models.

5 Conclusions and Future Work

Understanding why is considered requiring more than knowing why. But philoso-
phers di↵er on the nature of this “more”. Inspired by non-reductionists, we think
of this “more” as providing more explanations to more questions. We build up a
general framework by introducing vertical explanations, and show that it could
accommodate di↵erent points on the nature of understanding why via adding
di↵erent conditions in the models. Only one axiomatization for models without
these conditions is provided. Hence one of the future directions is to develop
axiomatizations with more reasonable conditions on E in the models. Besides,
understanding why can be studied on basis of knowing how as well. It should not
be overlooked that philosophical literatures are glutted with expressions such as
“understanding why requires knowing how cause and e↵ect are related”.
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Abstract. In this paper, we report a qualitative and quantitative evalu-
ation of a hand-crafted set of discourse features and their interaction with
di↵erent text types. To be more specific, we compared two distinct text
types—scientific abstracts and their accompanying full texts—in terms
of linguistic properties, which include, among others, sentence length,
coreference information, noun density, self-mentions, noun phrase count,
and noun phrase complexity. Our findings suggest that abstracts and
full texts di↵er in three mechanisms which are size and purpose bound.
In abstracts, nouns tend to be more densely distributed, which indicates
that there is a smaller distance between noun occurrences to be observed
because of the compact size of abstracts. Furthermore, in abstracts we
find a higher frequency of personal and possessive pronouns which au-
thors use to make references to themselves. In contrast, in full texts we
observe a higher frequency of noun phrases. These findings are our first
attempt to identify text type motivated linguistic features that can help
us draw clearer text type boundaries. These features could be used as pa-
rameters during the construction of systems for writing evaluation that
could assist writing tutors in text analysis, or as guides in linguistically-
controllable neural text generation systems.

Keywords: Linguistic Mechanisms · Discourse Coherence · Text Types
· Linguistic Features for Text Generation · Noun Density · Self-mentions

1 Introduction

Writing is a creative process which involves not only the generation of a sequence
of sentences, but also a mechanism of how these sentences relate to each other.
In fact, how to produce a coherent text has always been a challenge for all those
who are actively involved in the creative writing process, for example, instruc-
tors, researchers working on scientific papers, as well as students who make their
first endeavours in academic writing [4].
The recent development in neural transformer-based language modeling [3] has
made tremendous progress in automatic generation of coherent texts. Radford et
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al.[14], for instance, have successfully demonstrated that neural text generation
can produce syntactically valid and meaningful texts. Justified concerns about
the large-scale generation of disinformation have been raised already1 and it is
quite certain that sequence prediction models will soon find their way also into
the fields of computer-assisted writing. First interactive editors, for example,
the one by Wolf et al.[19] propose automatic completion of text fragments and
incorporate next sentence prediction objectives in their underlying models [3].2

Although these text predictions incorporate some notion of ”discourse under-
standing”, they still su↵er from being controllable as text productions are greed-
ily chosen and typically represent only random predictions. Keskar et al. [10]
make one of the first attempts to encode a way of control mechanism in their
language model objectives, however, to-date it is still an unresolved problem how
these powerful models can be used to conform to text-level coherence and what
exactly the linguistic factors are that determine text coherence for neural lan-
guage models. In this paper, we try to fill the gap between the formal theoretical
approaches to modeling discourse coherence on the one hand, for example, the
one by Grosz et al. [5], and the latest neural advancements on the other, which
do not incorporate any linguistic signals other than plain n-grams. We set the
scope of our work into the context of Benz and Jasinskaja [2], who argue that a
text is produced as an answer to a question and that the text structure, as well
as the choice of language expression in terms of information packaging and the
use of cohesive devices, is constrained by the communicative goal of the type
of text, which has also been pointed out by von Stutterheim and Klein [17].
The goal and contribution of our present study is to verify this claim and to
identify distinctive linguistic features for two di↵erent text types. These
features can be applied to other text genres, for example, academic essays, or
even to discourse segments in scientific publications such as introductions, meth-
ods, discussions, conclusions, and used as parameters during the development of
tools for automated writing evaluation [12] or automated essay scoring [8]. To be
more specific, such distinctive features could provide a better understanding of
the typical underlying linguistic characteristics that set one text type or discourse
segment apart from another one. This could facilitate the development of more
informative tools that can provide hints about the features that are expected
to be found in a concrete text type or segment. The presence or the absence of
the target features could assist tutors in the analysis and evaluation of the text
quality. Furthermore, these features can be employed as an interpretable guiding
signal that controls the output of neural text generation systems across the sen-
tence boundary. In this paper, we focus on their identification; their integration
into downstream applications is left for future work.

1.1 Related Work

Various attempts have been made to extract distinctive features from di↵er-
ent text types, both in purely linguistic contexts but also in text classification
1 https://openai.com/blog/better-language-models/
2 https://transformer.huggingface.co/
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settings. Previous studies have focused, for example, on the linguistic charac-
teristics that distinguish scientific English from literary English. Ahmad [1], for
instance, found that scientific language di↵ers from non-scientific language in
the use of impersonal constructions marked by the passive voice, which makes
the authors’ expression objective; the use of nominalizations, which adds to the
technicality in scientific discourse, and the use of hedging as a means of achieving
a consensus among scientists on the subject matter under discussion [1]. Other
researchers, by contrast, have found out that academic expression is not entirely
devoid of authors’ presence. In fact, Hyland [7] and Yazılarda et.al. [20] analyse
the frequency of self-mentions in research articles and emphasize that authors
make use of self-referring words to achieve various rhetorical purposes such as
to present the aim of the study, to explain the research procedure, to elaborate
on an argument, or to make claims. Others investigate the internal organization
of information in academic abstracts by analysing the grammatical and lexical
patterns that indicate the problem–solution–evaluation–conclusion moves. Such
patterns can be implemented in models that measure the overall text coherence
in abstracts by means of automated detection of the moves [13]. von Stutter-
heim and Klein [17] analyse how the nature of the question constrains the text
structure and the choice of referential movements, i.e. what type of informa-
tion is transferred from one utterance to another and what linguistic devices
are adopted to signal these movements by comparing narrative with descriptive
texts.
Unlike previous studies which contrast the linguistic characteristics of texts rep-
resenting di↵erent genres and disciplines, our study examines two di↵erent text
types - pairs of an abstract and its accompanying full text - which both appear
in the same corpus of a scientific article but because of the di↵erences in their
size and purpose are considered distinct text types. Therefore, the current re-
search seeks, on the one hand, to elaborate on the linguistic mechanisms present
in scientific discourse and, on the other hand, to verify if the choice of these
mechanisms can be constrained by the text type. To achieve this, we compare
the text types in terms of a set of features, which are automatically extracted.
Thus, we will find out which of the analysed features are text-specific and will
try to explain what justifies their dominance.

2 Experimental Setup

We analyze the two text types on the basis of a predefined, linguistically-motivated
set of features reflecting the size and purpose constraints imposed by the text
type. In order to extract these features from the target texts, we use automated
annotations as a proof-of-concept for the feasibility of experiments involving
more data and more features, which is currently beyond the scope of this present
study. The purpose of this experiment is to obtain distinctive features that can
help us draw clearer text type boundaries that can facilitate both text generation
and text evaluation/analysis.
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For the purposes of our research we analyze the abstracts and the accompany-
ing full texts of 1,761 scientific papers in the field of computational linguistics
available from the ACL Anthology Reference Corpus 3. The analysis involves an
automatic extraction of a set of linguistic features using the StanfordCoreNLP
module.4

Table 1. Our linguistic features involved in this study and how they are measured.

Feature Description
1 Sentence length The total number of tokens normalized by the total

number of sentences.
2 Coreference The total number of coreference chains normalized by

the total number of sentences.
3 Noun density The sum of all token-based di↵erences between noun

occurrences normalized by the number of noun occur-
rences.

4 Self-mentions The total number of self-mention occurrences normal-
ized by the total number of noun phrases.

5 Noun phrase count The total number of noun phrases per document nor-
malized by the total number of tokens.

6 Noun phrase complexity

– The total number of embedded that-clauses in the
noun phrases normalized by the total number of
noun phrases (excluding pronouns).

– The total number of embedded past participle
clauses normalized by the total number of noun
phrases (excluding pronouns).

– The total number of embedded to-infinitive clauses
normalized by the total number of noun phrases
(excluding pronouns).

Table 2. Overview of analysed text types, mean size in tokens, and mean number of
sentences.

Text type Avg length Avg # of sentences
Abstract 104 tokens 4.97
Main Part 3,262 tokens 151.8

3 https://acl-arc.comp.nus.edu.sg/
4 https://stanfordnlp.github.io/CoreNLP/index.html
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A paper’s abstract and its main part are considered two distinctive text types
as they clearly di↵er in size (see Table 2) and purpose. Abstracts introduce the
target reader to the aim, the methods, the results, and the possible applications
of a study in a concise fashion and their aim is to inform and involve the reader
in reading on the paper’s main part [13]. The main part, by contrast, is intended
to inform the reader about the findings of the study in an extended form by pro-
viding a comprehensive description of the background, the methods, the results
of the study and the possible conclusions that can be drawn from them.

2.1 Linguistic Features under Consideration

Our features include sentence length, coreference, noun density, self-mentions,
noun phrase (NP) count, and noun phrase complexity; see Table 1 for a full
overview of the features. Such lexical, syntactic, and discourse signals can inform
us about the lexical and syntactic sophistication of the texts and could therefore
be employed as predictors of text quality and writing proficiency in automated
writing tools [11]. In this study, sentence length is measured by the mean num-
ber of tokens per sentence and the feature is used for normalization purposes.
Coreference is a type of grammatical cohesive device [6] which provides insights
into the topic persistence in the texts indicated by the presence of coreferential
relations that hold between threads of meaning. The StanfordCoreNLP mod-
ule displays these relations between entities in the form of coreference chains. A
coreference chain stands for the relation between an anaphora and its antecedent
and a chain can contain two or more mentions of the same entity. Our expec-
tations are that full texts will contain a higher frequency of coreference chains,
which could be size motivated, i.e. the longer the text, the higher the frequency
of coreference chains. Noun density refers to the mean distance between noun
occurrences in the text. Following Witte and Faigley [18], we measure density
by calculating the mean number of tokens that occur between nouns–thus, the
smaller the distance, the greater the density of nouns. We expect that in ab-
stracts nouns will be more densely distributed, which could be both size and
purpose bound. Self-mentions are occurrences of personal pronouns such as I,
me, we, us and possessive pronouns such as my, mine, our, ours that authors
use to make self references. Taking Hyland’s[7] and Yazilarda et.al’s [20] findings
into account, we expect that in abstracts there will be a higher occurrence of
self-mentions since authors use them to mark rhetorical moves, for example, to
introduce their research topic, to explain the research procedure, to emphasize
the significance of their research, and to make conclusions based on the research
results. NP count refers to the number of NP occurrences in texts. By an NP
occurrence we understand the noun head along with its dependents. Since nom-
inalization is a distinctive feature of scientific language [1], we believe that there
are NP occurrences in both text types but their frequency will be higher in full
texts due to their length. The NP complexity measures the types of modification
that are present in the internal structure of NPs. We extract the frequency of
embedded finite and non-finite clauses from the NP structures. Considering the
nominalization feature, we expect that noun heads in NPs are heavily modified
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by that-clauses or non-finite clauses introduced by to-infinitive or a past partici-
ple in both abstracts and full texts. We would like to check which type of NP
modification is predominant in the two target texts.

3 Evaluation

3.1 Quantitative Assessment

The distinctive features are shown in Figure 1. The current results indicate that
the two text types di↵er significantly in three of the analysed features: noun
density, NP count, and self-mentions. The abstract and full text samples for each
feature were compared pairwise. Abstracts and full texts di↵er in terms of noun
density. The mean number of tokens that appear between nouns in abstracts is
lower than that in the accompanying full text. In abstracts, a noun occurs once
every 2.91 tokens, whereas in full texts - once every 3.28 tokens. Since the data
in both samples was normally distributed, a paired t-test [9] with 0.95 percent
confidence interval was conducted. The test result confirmed that the means of
the two samples di↵er significantly with a p-value < 0.05, t = -48.402 and df
= 1712. Another distinctive feature is the frequency of NP occurrences. This
frequency in full texts is higher (0.46) than that in abstracts (0.41). The data in
both samples was normally distributed and the paired t-test confirmed that the
di↵erence is again statistically significant with a p-value < 0.05, t = -30.722 and
df = 2912.8. Finally, a third distinctive feature is the frequency of self-mentions,
which is higher in abstracts (0.07) than in full texts (0.03). The Wilcoxon test
[15] was used since the data in the abstract sample was non-normally distributed
and its result showed that the di↵erence in means is statistically significant (p
< 0.05, V = 1170812). For all the rest of the features, the tests did not reveal
any statistically significant di↵erences (cf. Table 3).

Table 3. All linguistic features and their computed mean values per text type.

Feature Abstract Main Part
Sentence length 21.14 21.56
Coreference 0.33 0.35
Noun density 2.91 3.28
Self-mentions 0.07 0.03
NP count 0.41 0.46
Embedded finite clauses 0.05 0.06
Embedded past part clauses 0.08 0.07
Embedded to-inf clauses 0.03 0.03
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Fig. 1. Distinctive linguistic features between two text types: Abstracts exhibit a lower
number of tokens between noun occurrences and a higher frequency of self-mentions,
whereas full texts have a higher frequency of noun phrases.

3.2 Discussion

Our findings support the observations of previous work by von Stutterheim and
Klein [17] that the communicative goal of the text places constraints on the text
structure and the selection of linguistic devices that add to the overall text coher-
ence. It also confirms our preliminary expectations that there are genre-bound
di↵erences in terms of linguistic mechanisms. The results from our quantitative
study suggest that nouns in abstracts are more densely distributed than those
in full texts. This could be explained, on the one hand, by the compact size of
abstracts in which authors tend to present the essential points of their research
by using nominal forms that are information burdened. On the other hand, it
could also be motivated by the text purpose, i.e. abstracts have to be informa-
tive per se. Moreover, abstracts and their accompanying full texts also di↵er in
the frequency of NP occurrences. The frequency of NPs could correlate with the
text size. The longer the text, the higher the frequency. In abstracts there might
be fewer NPs but these NPs might contain a sequence of nouns that modify
the noun heads, which could also be a possible explanation for their high noun
density. Finally, the third feature on the basis of which the two text types di↵er
is the high frequency of self-mentions in abstracts, which means that authors
tend to refer to themselves more often in the abstract than in the main part of
the article. This could be motivated by the rhetorical purposes that the authors
want to achieve, namely, to present in a succinct and engaging form the goal of
the conducted research, to introduce us to the experimental setup, the methods,
and the results, and to provide us with their interpretation of the results. The
use of self-mentions also makes the expression more personal and thus improves
the writer-reader interaction.
Contrary to our initial assumptions, the two text types did not display any sig-
nificant di↵erences in terms of sentence length, the frequency of coreferential
relations, or the complexity of NPs marked by embedded finite and non-finite
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clauses. This could be due to the data sparsity. Nevertheless, we believe that
these findings provide more insights into the text-specific linguistic mechanisms
and help us understand better how the aim of the text imposes constraints on
the language expression. They also make us more confident in our claims that au-
tomated tools for writing evaluation or text generation can greatly benefit from
such text-specific characteristics. The integration of such pre-defined distinctive
features in natural language processing tools could improve their functionality by
enabling a more fine-grained analysis of the most common linguistic mechanisms
present in a particular text type. The automated detection of these features in
an input text could give us an informative feedback on whether the author of the
text has achieved the communicative goal of the text or the discourse segment.
What is more, these linguistic properties could also find a good application as
predictors of the underlying syntactic and discourse mechanisms when integrated
in natural language text generation systems.

4 Conclusion and Future Work

We have investigated the e↵ect of text type on the choice of linguistic mecha-
nisms. By comparing scientific abstracts and their accompanying full texts, we
found that the size and the communicative goal of the text type could influence
the linguistic devices that are employed in the text. The results showed that
the features of noun density and self-mentions are predominant mechanisms in
abstracts and are both size and purpose bound. The high frequency of noun
phrases is a predominant feature of the full text, which turned out to be size
bound.
The current study requires further investigation in various directions. First, we
would like to investigate other types of features which are related to the internal
structure of the NP such as the mean NP length measured by the mean number of
tokens, as well as the frequency of nominal and adjectival modification. Second,
another feature that is associated with scientific language is hedging. Hedging
expresses the degree of confidence with which authors present the information in
their studies. Our expectation is that there will be a higher occurrence of hedges
in full texts, especially in the Discussion part where authors present their in-
terpretation of the research results. Third, since relations between utterances
can be signalled not only by means of reference, but also by lexical markers
such as repetitions, synonyms, and antonyms, we would like to see which are the
predominant lexical cohesive devices and what is their distribution in abstracts
and in the di↵erent sections of the accompanying full texts. Finally, the mech-
anisms and the proposed research methodology of acquiring linguistic features
described in this study will be further extended and applied to larger text cor-
pora and other academic genres.

Along with the paper submission, we publicly release the annotations including
the source code for use to the linguistic community.
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Cancelling the Maxim of Quantity & Reasoning
under Uncertainty
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Abstract. Fox (2014) points out that cancelling the Maxim of Quan-
tity can minimally dissociate between the pragmatic (Gricean and neo-
Gricean) and grammatical approaches to scalar implicature. The prag-
matic views make no predictions about the availability of scalar implica-
tures when Quantity is unavailable. The grammatical view, on the other
hand, states that scalar implicatures arise from mechanisms independent
of conversational maxims and should thus be available. This study adopts
Fox’s game-show scenario, where participants are tasked with deducing
which items have money associated with them. The host, who is ret-
icent about their knowledge, provides partial information (disjunctions
and numerals) as hints to help the contestants. Results demonstrate that
participants exhaustify the meaning of partially informative statements
in order to help them make judgments about the relevant alternatives.
The current work provides experimental evidence for the availability of
scalar implicatures in contexts where Quantity need not be satisfied.

Keywords: Maxim of Quantity · Scalar Implicature · Exhaustification.

1 Introduction

Scalar implicatures strengthen the basic meaning of a sentence by maximizing
the quantity of information communicated to a listener. For example, the logical
disjunction Susie ate cake or ice-cream can be strengthened to an exclusive
disjunction, Susie ate cake or ice-cream, but not both. Scalar implicatures are also
relevant to reasoning under uncertainty. A Question Under Discussion (QUD)
is a choice between relevant alternatives, further specified by the number of
alternatives that can answer the question. Thus, an answer will fully or partially
satisfy a question by choosing at least one of the specified alternatives [20, 11].
Scalar implicatures reduce the uncertainty in the set of alternatives that could
su�ciently answer the QUD.

The derivation of scalar implicatures has been described by two oppositional
views: the pragmatic view, specifically, Gricean, neo-Gricean and other prag-
matic approaches [10, 12] and the grammatical view [5, 7]. Gricean pragmatics
establishes that scalar implicatures are the result of the maxim of Quantity [10].
The maxim of Quantity stipulates that a conversational contribution ought to
be maximally informative to the current purposes of the exchange and is based
on the assumption of speaker rationality. Under Quantity, the contribution is
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presumed to represent all of the speaker’s knowledge, which strengthens the as-
serted statement by denying an even stronger claim. That said, the maxim of
Quantity alone cannot account for scalar implicatures, as it yields the symmetry
problem: the scalar implicature and the scalar alternative are both equally likely
inferences based on the basic meaning of the sentence. The neo-Gricean prag-
matic approach rectifies this by specifying that the maxim of Quantity operates
on a set of formally restricted alternatives [12, 21]. The grammatical approach
establishes that scalar implicatures are generated as a result of exhaustification
[5, 4]. Grammatical exhaustification is the application of a covert operator exh,
analogous to the term only, which parses the sentence to a strengthened meaning.
Here, scalar implicatures should arise independently of the Quantity maxim.

2 Implicature Cancellation

In Grice’s formalization of the Cooperative Principle, participants can opt out
of the principle and its subsequent maxims [10]. This can be achieved by simply
stating that they will not be cooperative towards the conversational goals (e.g.,
one refusing to disclose information because they were sworn to secrecy). When
the speaker is not expected to be fully informative, for example, in the context
of a treasure hunt, the grammatical and pragmatic approaches1 [10, 9, 22, 14]
predict that ignorance inferences would not be generated. Using the example
of a treasure hunt, the listener would not necessarily know if the speaker was
ignorant about where the treasure is buried, it could reasonably be that the
speaker does know but will not disclose this information based on the rules of
the treasure hunt. Said di↵erently, the listener cannot justifiably generate the
inference that the speaker is ignorant about where the treasure is hidden. An
ignorance inference can even be explicitly cancelled, as Grice points out, if the
speaker were to say that they do know where the treasure is but for the purpose of
the game, they won’t explicitly tell their conversational partner this information
[10, 9]. To this e↵ect, Fox theorizes on the e↵ect that cancelling Quantity has on
the types of inferences that a listener can generate from the conversation [8].

The objective of Fox’s thought experiment on cancelling Quantity is to
demonstrate the di↵erence in how grammatical and pragmatic approaches ac-
count for circumstances when a speaker does not need to communicate all the
information relevant to the conversational goals. Namely, pragmatic approaches
cannot make any predictions as to why scalar implicatures are conceivably still
available when Quantity is deactivated.

Fox presents a hypothetical game show scenario, where there are five boxes
out of a hundred that have a million dollars inside. The game show host knows
which boxes have money inside of them but mentions that they will not explicitly
tell the contestants this information, cancelling the ignorance inference. The host

1 As an anonymous reviewer points out, this statement primarily applies to pragmatic
approaches that adopt a less granular view of semantics (see [25] and section 4 for
more context.
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will provide the contestant with some hints/partial information to help them
make a choice. Fox illustrates one potential round of the game show (p. 12):

(1) There is money in box 20 or 25.

The scalar implicature in (1) would be that there is money either in box 20
or there is money in box 25, but not both. An inclusive interpretation is also
available and could possibly arise given the parameters of the game (Quantity
is cancelled), such as in (2):

(2) There is money in box 20 or 25 or both.

The grammatical approach predicts that scalar implicature should be available
despite Quantity being deactivated as scalar implicatures are a feature of the
grammar rather than pragmatic strengthening, through grammatical exhausti-
fication exh:

(3) p _ q
exh(p _ q)
(p _ q) ^ ¬(p ^ q)

Under the pragmatic approaches implicatures are derived from conversational
maxims. Since the maxim of Quantity is deactivated in the context of a game
show, this view does not make any predictions as to why the listener is still able
to conclude that there is money only in box 20 or only box 25 from (1). Based on
the assertions made from the pragmatic views, Fox derives the prediction that
interpretations under the pragmatic approach should not find any di↵erence in
meaning between (1) and (2). Under these views, both (1) and (2) represent an
inclusive interpretation of the disjunction under the pragmatic constraints.

Again, these predictions oppose what can be predicted by the grammatical
approach. Fox further motivates this by demonstrating that it is acceptable for
a contestant to refute that there is money in both box 20 and 25 when given (1)
as a hint, where exclusivity is available and it is odd to refute this when given
(2) as a hint where it is not [8].

Fox’s original characterization only includes disjunctive statements, however,
in this thesis, I aim to extend this line of reasoning to numerals, especially since
the scalar implicatures that arise from numerals are demonstrably salient and
preferred in some contexts [19, 15]. Consider (4)

(4) a. There is money in one box.
b. There is money in exactly one box.
c. There is money in at least one box.

A strengthened reading as in (4.b) would be a precise answer to the QUD of
how many boxes contain a million dollars. This should be greatly preferred to a
basic reading as in (4.c). Going further, it is likely that a strengthened meaning
derived from a scalar numeral as in (4) compared a disjunctive sentence (1) is
more useful to a contestant in this scenario. It would be more informative to
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know that there is exactly one box that contains a million dollars than to known
that either box 20 or box 25 but not both have a million dollars.

All this being said, Meyer argues that it is unnecessary to state that Quantity
is cancelled in a game show scenario [17]. Including Quantity-1 here for conve-
nience, Grice states “Make your contribution as informative as is required for for
the purposes of the conversation”. Providing all of the relevant information
to the contestant about where the money is would defeat the purpose of the
game. Therefore, Meyer argues Quantity-1 accounts for circumstances outside
of cooperative conversation. She also demonstrates out that Fox’s game show
scenario can be used to defend against the claim that Quantity-2 (Do not make
your contribution more informative than is required) and the maxim of Rele-
vance are redundant, as mentioned by Horn [13] and others. If the host is aware
of which boxes have money, telling a contestant this as a stronger alternative is
certainly relevant to the conversation, yet for the purposes of the game, is more
informative than necessary.

Nevertheless, Meyer still found that the pragmatic approach has di�culty
to account for the scalar implicature. The non-assertion of either disjunct (e.g.,
box 20, box 25) is attributed to Quantity-2, where asserting either disjunct (e.g.,
the money is in box 20) would be a stronger statement than the current conver-
sational goals. This cancels the ignorance inference, as it is uncertain that the
speaker is ignorant about which box has money or that the speaker will not dis-
close this information. If neither disjunct can be asserted, then their conjunction
(the money is in box 20 and box 25) also cannot be asserted. Di�culty arises
because the non-assertion of the conjunction results from the constraints of the
game show scenario, rather than belief that the truth of the stronger conjunctive
statement does not hold, which would typically be used to generate the scalar
implicature (not both in this case). In this case, the pragmatic approach still
cannot account for why the scalar implicature should be available in the game
show scenario. To rectify this and problems that she additionally finds with the
grammatical approach, the author proposes a third approach based of Matrix K
Theory (see [17] for a full description).

3 Experiment

I adapted Fox’s [8] game show scenario in order to dissociate between the com-
peting views on the nature of scalar implicature. The debate concerning scalar
implicatures largely considers contexts where conversational participants are as-
sumed to be maximally informative. The current study aims to determine the
results of cancelling the

3.1 Methods

Participants. 210 participants were recruited either as volunteers from a com-
munity sample or as undergraduate students from the Carleton University under-
graduate research pool. Volunteers received an invitation to the study shared via
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social media and did not receive any compensation for their participation. Under-
graduate participants received partial course credit (0.25%) in an introductory
Cognitive Science course. The study was approved by the Carleton University
Research Ethics Board.

3.2 Design and Materials

I adapted Fox’s game scenario paradigm, using a 2(Implicature Availability) X
2(Previous Outcome) X 2(Scalar Item) within-subjects design, where the par-
ticipant saw a disjunction or a numeral that either licenses or cancels a scalar
implicature. Participants saw four disjunctive sentences and four numerals2. Ad-
ditionally, the participant was informed of the approximate likelihood associated
with a particular answer based on the host’s hint and the outcome (winning or
losing) from a previous contestant. Response choices and response time data (in
seconds) were collected. See Tables 1 and 2 for item design. Response time data
was comprised of the time to fully read the scenario and make a decision about
which alternative is more likely.

Table 1: Disjunction experimental item design

Your task is to choose a numbered box. There are 100 numbered boxes in total and
five of them contain a million dollar prize. The host tells the first contestant that
there is money in box 20 or box 25/box 20 or box 25 both. This contestant
picks box 20 and finds a million dollars there/ discovers that the box is empty.
Imagine you are the next contestant in this game.
The host does not give you any new hints. Which action are you most likely to take?
a.) Choose box 25.
b.) Choose another box.

Table 2: Numerals experimental item design

Your task is to choose a numbered door. There are eight numbered doors and four of
them are associated with a million dollar prize. The host tells the first contestant that
there is money associated with one/at least one door with a number less than 3.
The contestant before you picks Door 1 and wins a million dollars

/does not win any money. Imagine you are the next contestant in this game.
The host does not give you any new hints. Which action are you most likely to take?
a.) Choose Door 2.
b.) Choose another door.

2 The numerical expressions were constrained to a choice between only two possibly
relevant alternatives to be comparable to the disjunctive statements and to make
the other alternative particularly salient.



40 C. Agyemang

Predictions. For the response times, the results may be consistent with the
respective literature on numerals and disjunctions. Namely, the basic interpre-
tation in disjunctions will be faster to process compared to its strengthened
counterpart [18, 23]. For numerals, the opposite finding could arise, where the
strengthened meaning would be more easily accessed to the basic counterpart
[19, 15]. That said, empirical data is lacking on the time course of scalar implica-
ture when conversational maxims do not apply. Similarly, they may be emergent
patterns as a result of one of the alternatives being asserted or negated (e.g.,
faster responses times when the previous contestant won after picking a given
box), although what they might be is unclear.

Under the pragmatic approach, there should be no di↵erence between in-
clusive and exclusive disjunctions as scalar implicatures are wholly unavailable.
Under the grammatical approach, the prediction is that there should be an in-
teraction between the implicature (whether it is available or cancelled) and the
previous outcome (winning or losing). Specifically, when the previous contestant
did not win any money, participants ought to choose the specified alternative
(i.e., box 25) regardless of whether the implicature is licensed or cancelled, based
on the host’s hint. However, when the previous contestant did win money, par-
ticipants under the condition where the implicature is licensed (box 20 or box 25
) but not both) should not choose the alternative and instead choose another
box. When the implicature is cancelled (box 20 or box 25 or both), participants
should be more likely to choose the alternative given as a hint, as in this case
having a million dollars in box 20 does not negate that there is also money in box
25. Table 3 outlines the experimental conditions and their predicted outcomes
under the competing approaches.

Table 3: Predicted outcomes from pragmatic and grammatical approaches for
disjunctions

Approach Disjunction Previous Outcome Predicted Choices

Pragmatic box 20 or 25 won another box ⇡ box 25

box 20 or 25 or both won another box ⇡ box 25
box 20 or 25 or both lost box 25 > another box

box 20 or 25 lost box 25 > another box
Grammatical box or 25 won another box > box 25

box 20 or 25 or both won another box ⇡ box 25
box 20 or 25 or both lost box 25 > another box

box 20 or 25 lost box 25 > another box

For the condition in bold, the pragmatic and grammatical approaches di↵er
in their predicted choices, due to the debate on the availability of the implicature.
While only the predictions for the disjunctions are presented here, the same logic
applies for numerals. Specifically, when there is money in one of two options (e.g.,
door 1 or door 2) and the previous contestant won, the pragmatic approach
predicts that a specified alternative (e.g., door 2) and the choice for “another
option” should be equally likely. The grammatical approach instead predicts a
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preference for another option over the specified alternative, due to the availability
of the implicature exactly one.

3.3 Results

Descriptive Statistics. Extreme outliers were identified using the boxplot
method and further corroborated using the interquartile range. Outliers were
trimmed from the dataset before subsequent analysis. Table 4 denotes the mean
proportions of responses for the alternative given in the experimental item (e.g.,
box 25) and the mean response times per experimental condition. Higher re-
sponses corresponded to more choices for the specified alternative and lower
responses indicate more choices for “another option”.

Table 4: Response proportions and response times (s) and standard errors for
each experimental condition.

Item Implicature Prev. Outcome Response Prop’n (SE) RT (SE)

Disjunctions Available Won 0.22 (0.05) 32.1 (1.6)
Available Lost 0.82 (0.05) 27.4 (1.5)

Unavailable Lost 0.86 (0.04) 29.2 (1.5)
Unavailable Won 0.39 (0.06) 33.6 (2.0)

Numerals Available Won 0.26 (0.06) 31.0 (1.8)
Available Lost 0.86 (0.04) 28.5 (1.8)

Unavailable Lost 0.81 (0.05) 27.8 (1.4)
Unavailable Won 0.44 (0.07) 33.1 (1.7)

Response times. Response times were collected as the total time for the par-
ticipant to read the context and make a response to the question of interest.
Response times were transformed to a logarithmic scale to approximate normal-
ity and were subsequently analyzed using a linear mixed model with the “lmer”
function from the “lme4” package in R [3]. Implicature availability and prior
outcome were coded as fixed e↵ects. Based on recommendations by [2], a max-
imal random e↵ects structure was used, namely one that would did not fail to
converge. The random structure adopted a per-participant random adjustment
to the fixed outcome intercept (SD = 0.13, r = -0.21). Additionally, the fixed
e↵ect of outcome was included to the random slope term. Item as a random
e↵ect was not included in the structure as it had a low variance and would fail
to converge or overfit the data when added to the formula. A likelihood ratio
test determined that there was significant main e↵ect of prior outcome (�2(1)
= 16.06, p < 0.0001). If previous contestant won, participants were on average
four seconds slower to respond (32.1s) than if the previous contestant lost (28.1s;
� = -0.13, t = -4.04, p < 0.0001). The p-value was adjusted using the Tukey
method to correct for multiple comparisons. There was no influence of the type
of scalar item (disjunction or numeral) on the response time (�2(1) = 2.62, p
= 0.11). Likewise, there was no main e↵ect of implicature (�2(1) = 0.76, p =
0.38). Looking at the relationship between response times and response choices ,
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while not significant, a linear regression suggests a general trend (� = 0.22, t =
0.82 p = 0.41)3. Participants were slightly faster to choose the given alternative
(29.1s) compared to choosing another option (31.4s). This e↵ect arose indepen-
dently of the e↵ects prior outcome, type of scalar item or the availability of the
implicature.

Response Choices. Response choices for both disjunctions and numerals were
analyzed using a logistic mixed model with the ‘glmer” function from the “lme4”
package in R [3]. Implicature availability, type of scalar implicature and previous
outcome were coded as fixed e↵ects. Similarly for the random e↵ects structure
used for the response times, the model used a per-participant random adjust-
ment to the fixed outcome intercept and outcome was added as a fixed e↵ect
to the random slopes (SD = 1.73, r = -0.98). Overall, there was a significant
two-way interaction between previous outcome and implicature availability, as
determined by a likelihood ratio test (�2(1) = 5.93, p < 0.015). When the pre-
vious contestant won and the implicature was unavailable (e.g., box 20 or 25
or both) participants were more likely to choose the specified alternative (box
25) than when the implicature was available (box 20 or 25, but not both; � =
0.84, z = 2.88, p = 0.021; Tukey adjusted). When the previous contestant did
not win money, participants strongly preferred the specified alternative regard-
less of whether the implicature was available or blocked (� = -0.38, z = -0.93,
p = 0.79; Tukey adjusted). Again, there was no influence of the type of scalar
item (disjunction or numeral) on the response choices (�2(1) = 1.53, p = 0.22).
This is the pattern of results that was predicted by the grammatical approach.
The pragmatic approach would have predicted a main e↵ect of outcome with no
interactions (two parallel lines with greater values when the previous contestant
lost and smaller values when the previous contestant won).

Fig. 1: Proportion of response choices as function of implicature availability and
outcome. Error bars represent the standard errors of the mean.

3 Random e↵ects were not included in this analysis to avoid overfitting the data.
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4 Conclusion

The results of this study are consistent with the predictions of [8] under the
grammatical approach to scalar implicature, where, scalar implicatures remain
available when Quantity is not active. This current study shows that when a
scalar implicature is in principle available to a listener (e.g., box 20 or box 25)
reveal that that individuals generate scalar implicatures to strengthen the mean-
ing of a sentence. As a manipulation check, when the previous contestant lost,
the predictions from either theoretical approach state that participants ought to
choose the specified alternative, regardless of whether the implicature is available
or not. Generally, participants chose responses consistent with this prediction,
with higher proportions of choices for the specified alternative compared to the
choice of another option.

Response times also support this, such that, participants were quicker to
respond to an item when they are told that the participant previously lost than
when they won. These results for response choice were not influenced by the
type of scalar implicature (disjunction/numeral). There were no di↵erence in
response times for the specified alternative compared to another option. This
result does not support the prediction that response times would be faster for
those who did not generate the scalar implicature in disjunctions and faster for
those who did generate them in numerals. This e↵ect is partially attributable
to the experimental design, as the response time included the time to read the
scenario and then respond to the question. This metric is likely to not be precise
enough to capture the respective processing mechanisms of disjunctions and
numerals.

One limitation of the study is that it was administered as a within-subjects
design, where participants saw conditions in which the implicature was available
and in which the implicature was not. A potential consequence of this could be
that participants were comparing the di↵erence between the plain disjunction
or numeral (e.g., box 20 or 25) with such items that cancelled the implicature
(e.g., box 20 or 25 or both). This comparison may have prompted individuals to
generate the scalar implicature for the plain scalar implicature independently of
Quantity being cancelled. Thus a between-subjects design should be conducted
to provide additional support for the current findings. Additionally, the use of
Hurford’s disjunctions to cancel the implicature presents a challenge to what
can be expected as a prediction, particularly from the neo-Gricean view. Such
that, the disjunction “box 20 or 25 or both” is presumed to be equivalent to
“box 20 or 25”, irrespective of cancelling the maxim of Quantity ([1] and see
[16] for further discussion). While no such caveat exist for the numerals, this
observation presents added considerations for the feasibility of the neo-Gricean
views of scalar implicature outside of ideal contexts.

Another consideration is that, while this study primarily considers specific
Gricean and neo-Gricean views as representative of the pragmatic approach,
there are other pragmatic approaches that make use of a semantics where “A or
B” is not equivalent to “A or B or both”, for example, attentional pragmatics
[24]. Predictions under these accounts should also be investigated. Additionally,
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the results do not explicitly confirm that participants are deriving the scalar
implicature under grammatical exhaustification. As exh here is presumed to be
optionally applied [5, 4], there is no specification as to how it is generated when
Quantity is cancelled and other non-cooperative contexts.

More broadly, this investigation points to further required insights into the
pragmatic conventions and expectations that may persist and arise in non-
cooperative contexts. The present study and others (e.g., Dulcinati et al., [6])
demonstrate one such phenomenon, where scalar implicatures can arise in con-
texts were the speaker is non-cooperative or deliberately un-cooperative (in com-
petition with a listener).
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Abstract. Towards the sorites paradox, many theorests have suggested
their own solutions. Among these many, Sorensen suggests his version of
epistecism solution, truthmaker gap epistecism, according to which the
sorties paradox arises because there are unground truths – true with
no truthmaker. Nevertheless, Sorensen’s version has been criticized for
abandoning higher-order vagueness. This paper suggests a novel version
of truthmaker theory for vague predicates, which not only solves the
sorites paradox but also encompasses higher-order vagueness.

Keywords: truthmaker · vagueness · the Sorites paradox · higher-order
vagueness

1 Introduction

When vagueness matters, truth matters a lot. A well known paradox of the
sorites has cast a question on the concept of truth. For example, a solution by
degree theorists 1 to the sorites paradox questions our widely-believed presuppo-
sition on truth by suggesting that truth values do not have to be just false (truth
value 0) nor just true (truth value 1) but somewhere between them such as 0.2
or 0.9876. Given that truth matters when we talk about vagueness, truthmakers

may matter as well. At least, Sorensen [5] employs the idea of truthmakers to
present a variant of the epistemicist solution (e.g. [7]) to the sorites paradox. Ac-
cording to his account labeled truthmaker gap epistemicism, there are sentences
which are true but ungrounded i.e. has no truthmaker. In the sorites case, an
epistemicist of this type insists on the existence of some natural number k such
that a sentence (K) “a person with k hairs is bald” is true without any truth-
maker. To solve the sorites paradox, we need to explain how someone turns into
non-bald from bald. In terms of truthmaking, we need to explain what makes
(K) true and (K+1) “a person with k+1 hairs is bald” false. Sorensen’s answer
is nothing. Such a natural number k exists but (K) has no truthmaker at all.
Sorensen holds a version of epistemicism, claiming that we do not know the exact
value of k because (K) has nothing that makes it true.

However, Sorensen’s solution calls for an unwanted byproduct. 2 As Jago [2]
has already pointed out, Sorensen’s approach is incompatible with higher-order

1 For example, see [3].
2 Another important issue, which is rather metaphysical, is about truthmaker maxi-
malism. Most truthmaker theorists assume truthmaker maximalism, that is, every
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vagueness: vagueness about whether something is a borderline case, vagueness
on whether something is a borderline case of being a borderline case and so on.
Sorensen’s framework cannot explain this higher-order vagueness because his
account of truthmaking is understood as clear-cut: either truth is wholly made
true or truth is not made at all. Sorensen allows borderline cases in the first
order but no higher-order borderline cases. This is problematic because we have
many instances of higher-order vagueness. We – even Sorensen himself [6] [4] –
often say that “vague is vague”. We can reasonably discuss a borderline case of
a borderline case, and a borderline case of a borderline case of a borderline case,
and so on. Any reasonable theory of vagueness should explain this phenomenon.

This paper suggests a more fine-grained account to the sorites paradox,
adopting several theoretical resources from truthmaker theories (cf. [1]). My
approach is inspired by Sorenson’s idea: truth-makers play a significant role in
sorites scenarios. My proposition is richer and more fine-grained which better
captures higher-order vagueness. To reconcile higher-order vagueness, I posit con-
siderations that are neither subversive nor challenging, rather, I wish to utilize
vocabulary with which we have already been familiar with in the ongoing truth-
making community. Instead of the black-and-white notion of “lack” and “exis-
tence” of truthmakers as Sorensen employed, we can utilize the richer toolkits
of truthmakers such as distinction between partial and full truthmakers.

The rest of this paper is constructed as follows. The next sections explains an
updated version of truthmaker theory for vague predicates (§2) and demonstrates
this solves the sorites paradox (§3). The following section (§4) examines how the
new one can deal with higher-order vagueness, which Sorensne fails.

2 More truthmakers and truthmakings

This section o↵ers my version of truthmaker theory for the sorites paradox.
Following my theory, it turns out that the sorites paradox arises only when
you believe two unreasonable assumptions on certain facts (about the number of
hairs). Unless we adopt these conditions, we avoid the counterintuitive conclusion
such as “a person with 2,000,000 hairs is bald”.

Notation. Before diving into the discussion, let me note several notations. Let
B be a 1-ary vague predicate “is bald”. Write a natural number n indicating a
person with n hairs. Hence, read B(n) as “a person with n hairs is bald”.

Let f, g, h, ... be facts. If a single fact f fully or partially makes a proposition
� true, then f is a (full or partial) truthmaker for �. For example, the fact
that I am being a student is the full truthmaker for a proposition “I am a
student”. Similarly, the fact that I am being a student is a partial truthmaker
for a proposition “I am a student in Tokyo” since we need other facts to make
it true (like the fact that I am living in Tokyo).

truth has its truthmaker, as a default setting. Sorense does not seem to provide
enough reasons to reject this default principle. I will leave this issue for another
project.
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Let � be a set of facts � = {f, g, h, ...}. A fact can be about anything. We
introduce types of facts. In particular, let fn be a fact that the person in question
has n hairs. Facts other than this type such as facts about allocations of hairs,
facts that a person puts wig are written in di↵erent alphabets. Call a collection
of facts (truthmakers) a truthmaking, highliting the di↵erence between each fact
and a collection of facts. 3 Read � ` B(n) “a truthmaking � makes B(n) true”.
We often drop brackets of a truthmaking for the sake of simplicity. For example,
write f, g ` � instead of {f, g} ` �.

The sorites paradox reformalized. Now, let us write the sorites paradox in the
truthmaking terminology. (Seemingly) reasonable assumptions (1,2) lead to an
unintuitive conclusion (3).
1. Base case. f0 ` B(0). A person with 0 hair (no hair at all) is bald.

2*. Tolerance principle. There is no n 2 N such that fn ` B(n) and fn+1 `
¬B(n+1). A small change such as pulling a single hair does not make a person

bald from non-bald.

3. Conclusion. f2,000,000 ` B(2, 000, 000). A person with 2,000,000 hair is bald.

The spirit of tolerance principle, a key assumption of the sorites paradox,
is “small change does not matter”. Intuitively, pulling one single hair seems
to change nothing about whether somebody is bald or not bald. Its equivalent
claim also sounds reasonable as well: We do not have the clear threshold between
baldness and non-baldness. If we do, we have the exact number k – which is the
largest number of hairs for being bald and k+1 is the smallest number for being
non-bald. Most non-truthmaker theories formulate the tolerrance in a normal if-
then clause such as: if B(n), then B(n+ 1) for an arbitrary n. Or, equivalently,
non-existence claim such as there is no n satisfying both B(n) and ¬B(n+ 1).

From the truthmaker perspective, we can understand the sorites scenario in
greater detail. First, the base case is now understood in the terms of truthmaking
as “the fact of her having no hair at all is su�cient to make the person bald”.
With no help of other facts, it is enough to determine that the person is bald just
by the fact about her number of hair, which is, zero. Second, this truthmaking
talk gives a closer view to the tolerance principle –the key clause of this paradox.
We should understand the principle as follows: there is no n 2 N such that
fn ` B(n) and fn+1 ` ¬B(n+1). This principle translated into the truthmaker
terminology is read as: you cannot find a pair of facts fn “having n hairs” which
makes someone bald and fn+1 “having n + 1 hairs” which makes someone not
bald. 4

3 You can reasonably claim that truthmaking – a collection of truthmakers – is also
a (kind of) truthmaker. But the metaphysical debate on this does not a↵ect our
discussion on the sorites in this paper.

4 Note this is weaker than the following version.
2!. The tolerance principle (stronger). If fn ` B(n), then fn+1 ` B(n+ 1).

This stronger version claims that if the fact fn of having n hairs makes someone
bald, then another fact fn+1 of having n+ 1 hairs also makes someone bald.

I am not claiming that such B(k+1) is indeterminate. fK+1 is not enough but it
may have its truthmaking. With extra facts, say �, B(k+1) (or its negation) would
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The paradox avoided. Following this formalization, the sorites paradox does not
necessarily happen. Let us assume the base case 1. From the truthmaking per-
spective, this says more than a person with no hair at all is bald; it claims that
the single fact f0 about the number of hair is enough to make the person bald.
Let us also assume the tolerance 2*. Notice that the tolerance here only claims
that there is no pair of a single fact fn about the number of hair n which makes
B(n) true and another single fact fn+1 about n + 1 hairs which make ¬B(n)
true. In other words, the truthmaking of a single fact fk about the number of
hair k for B(k) does not promise another fact fk+1 about k + 1 hairs does the
same job for B(k+1). Note that I do not mean that such k is a threshold between
baldness and non-baldness. B(k + 1) may be still true with other truthmakers
(like {fk, g, h}) or by other truthmakings (like {g, h, i}). In such cases, the tol-
erance does not block another pair of two facts, say, gm which makes B(m) true
and gm+1 which makes ¬B(m+1) true because the tolerance is only about facts
about the number of hair.

Conditions needed. Now, we avoid the sorites paradox by o↵ering my trutuh-
maker picture. But this is not the end of the story. We also need to explain why
this is a paradox – why people find the sorites paradox paradoxical at all. For
this purpose, we name the two extra conditions over truthmakers behind the
paradox. Namely, the facts about the number of hairs should be (i) full and (ii)
obligatory trutuhmakers. In other words, the sorites paradox arises because peo-
ple (mistakingly) adopt these questionable and unjustified assumptions saying
the number of hair is (i) su�cient and (ii) necessary for someone to be bald.

Condition 1: full. Firstly, to reach the problmatic conclusion, the truthmakers
fn – facts about the number of hairs – need to be full with respect to the
baldness predicate B. By fn being full with respect to B(n), I mean that either
fn su�ces to make B(n) true or fn su�ces to make ¬B(n) by itself and no
other fact g 6= f is needed. That is, the number of hairs su�ciently determines
the truth value of B(n).

What happens if we drop this fullness character? The sorites paradox does
not pop up! Let us see in detail. Assume the base case 1. The fact of having no
hair f0 is enough to make a person with no hair at all bald. Formally written,
f0 ` B(0). However, our tolerance 2* does not block us to move forward to
the following case: fn ` B(n) and fn+1 6` B(n + 1) and fn+1 6` ¬B(n + 1).
This says that when the number of hair is n, the fact about the number of
hair is enough to make true B(n). But as for n + 1 and B(n + 1), fn+1 is not
enough. We need extra facts about the person with n+ 1 hairs, say, g, to make
B(n+1) true: fn+1 6` B(n+1) but fn+1, g ` B(n+1). It is easy to see that the
problematic consequence (“a person with 2,000,000 hairs is bald”) never arises
after such n. The fact that a person has 2, 000, 000 hairs is not su�cient to make
B(2, 000, 000) true.

be determinated as �, fk+1 ` B(n) (or �, fk+1 ` ¬B(n)). There may not be such
supporting �. This would be Sorensen’s picture of absolute borderline case. I will
discuss this later.
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Condition 2: obligatoriness. We have just observed that the sorites paradox
presupposes that the number of hair should be a full trutuhmaker for baldness.
The other required condition is obligatoriness: the number of hair should be
obligatory in the sense that the number of hair appears in any truthmaking �
for B(n). In other words, the number of hairs always matters. More formally
speaking, fn is obligatory for a predicate B if � ` B(n) implies fn 2 � .

Let us check that the sorites paradox needs to presuppose this condition.
For the sake of the purpose of this current argument (to highlight the necessity
to reach the sorites paradox), we assume that the number of hairs is full for
baldness. Let us start with the base case f0 ` B(0). And suppose fn ` B(n)
for some n. Here let us drop the obligatoriness. Then, we can have another fact
g 6= f such that g ` B(n). Now we have two independent truthmakings for
the same proposition B(n): fn ` B(n) and g ` B(n). The tolerance 2* states
only about the facts about the number of hairs. So it has nothing to do with
facts with another type g, h, i or anything other than f , which is not about
the number of hairs. Hence, some non-f fact may make ¬B(2, 000, 000) true
— g 6=f ` ¬B(2, 000, 000). Or, at least, may not make B(2, 000, 000) true —
g 6=f 6` B(2, 000, 000)

3 Arguments against idealized properties

In the previous section, we specified two conditions over truthmakers required
to make the sorites scenario paradoxical. This section presents less-formal ar-
guments claiming that these two conditions are too ideal in most cases. Our
starting point (a person with no hair at all is bald because she has no hair at
all) and ending point (a person with 2,000,000 hairs is not bald because she
has 2,000,000 hairs) are just exceptional cases where the numbers of hairs solely
matter.

3.1 Fullness?

Let us start with the condition to be full i.e. the fact about the number of
hair is su�cient to determine truth value of the bald claim. This principle is
not always the case for baldness and other vague predicates 5 because we often
rely on facts other than the number of hairs when we evaluate the predicate.
In fact, the number of hair alone does not tell us enough information about the

5 For example, consider “is tall”. In some cases, the number of centimeters (or any
units of heights) is enough to tell whether the person is tall or not. 230 cm is tall. We
can say so without any fact other than the height in centimeters. However, in many
cases, the number in centimeters does not determine whether the person is tall or
not. Say, 173 cm. S/he may be tall for the first grader. But it is not sure when she
is in the middle age. We need other facts to consider. A similar arguement goes for
“is a heap” and the number of grains. In some apparent cases like zero, the number
of grains is enough for us to tell a heap from a non-heap. But for many numbers, we
may need information on other facts such as arrangement or form of sand grains.
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baldness. Suppose you are given the exact number of someone’s hair, say, 5, 302.
Do you have a clear idea whether s/he is bald or not? Maybe, in some exceptional
apparent cases (e.g. where the person has 0 hair or 1080 hairs), the exact number
of hairs by itself provides enough information to determine the baldness. But it
is highly questionable to think that the number of hairs is always su�cient to
know whether someone is bald.

3.2 Obligatoriness?

Canceling the obligatory condition means that things independent of the number
of hairs would make the baldness claim true. Someone is bald due to things which
have little to do with the number of hairs.

This is possible and plausible in many cases. First of all, we seem to make a
clear and unquestionable evaluation on baldness predicate without knowing the
number of hairs. My father is certainly not bald. But I do not know the exact or
even approximate number of his hair. My grandfather was certainly bald. But
I do not know the exact or even approximate number of his hair. You have a
clear evaluation of whether someone is bald or not. But when you have such a
clear vision, do you know the exact value of the number of hairs? The number
of hairs may play an important role in many cases. Not only ordinary people
but professional philosophers have assumed, mistakenly, the number of hair is
a necessary component of what makes baldness predicates true or false. Facts
which make the baldness true include allocation, length, compositions, and so
on. And sometimes, such facts, which are independent of the number of hairs,
make a person bald or non-bald. I am not claiming here that the number of
hair never matters when we evaluate someone is bald. Rather, I claim that it
is compatible that the fact about the number of hairs fn makes B(n) true and
another fact g independent of fn makes B(n) true at the same time.

4 Higher-order vagueness

Now, the sorites has been solved in the truthmaking terms: the sorites paradox
arises only when we assume the two unreasonable assumptions over truthmakers.
My remedy to the paradox is simple. To overcome the paradox, just cancel one
of these unjustified assumptions. However, any solution has its competitors. In
fact, Sorensen also solves the paradox in his more simpler way. So we need to
show what points my solution is better than others (at least Sorensen’s).

To this end, this section argues that importing di↵erent types of truth-
makers and truthmaking gives enough space for higher-order vagueness, which
Sorensen’s system fails to capture. Instead of the number of hairs, I employ the
number of truthmakers (facts) which ground. Some sentences just need a single
truthmaker to determine its truth value. Others may need two. Still others need
more. The main idea here is that the number of truthmakers corresponds to how
higher-order its vagueness is. The more facts needed to support, the more vague
it is. Here are some quick examples for this idea. “is unemployed” seems less
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vague than “is poor”. Why? According to my truthmaker oriented explanation,
it is because while the former needs only single type of facts (just check whether
she is unemployed or not) the latter needs more types of facts such as posessions
of properties, the amount of spending, prices of commodities, and so on. “is
good” is another instance. Being good is, without question, not only ambiguous
but vague. My view tells why so – because it needs to consider many di↵erent
types of facts about the person to determine whether she is good.

This line of thought o↵ers us some space for higher-order vagueness in the
sorites scenario — higher-order borderline cases. Even if we consider only the sin-
gle type of facts (in the sorites scenario, the number of hairs), as we have already
seen, we face many instances of the first-order vague i.e. first-order borderline
cases like 72 hairs or 5789 hairs. Taking another type of facts (like allocation
of hairs) into consideration dissolves some borderline cases into non-borderline
cases. Others still remain borderline cases. These remaining ones are now called
the higher(second)-order borderline cases. Taking consideration to another type
of facts, we eliminate second-order borderline cases and face third-order border-
line cases.

Borderlines at first glance – first-order borderlines. As we have already observed,
in some instances of the sorites series, the number of hair fn is insu�cient to
determine B(n) or ¬B(n) for some n. When we consider only these factors
about the numbers of hairs, we will face many indeterminate cases. For example,
consider a person with j hairs such that f j 6` B(j) and f j 6` ¬B(j). Considering
another fact with another type g which is about other than the number of hairs
(such as the area covered by hair?) may desolve the indeterminacy. For some k,
it may be indeterminate whether B(k) or ¬B(k) by considering only facts fk

about the number of hair. But considering another type of facts, say g such as
the allocation of hair, may fix the truth value. fk, gk ` B(k). Then, this case k
is vague cases in a higher-order than n.

Further borderlines. We expand this idea above – a single truthmaker is not
su�ce to make true but two truthmakers, if rightly selected, are su↵cie – for
defining the order of borderline cases. Let us see the first-order cases. When you
cannot determine B(n) or ¬B(n) by considering any single fact, B(n) is said
to be a first-order vague instances (with respect to baldness predicate B). More
formally written, n is a first-order borderline case with respect to B if f 6` B(n)
and f 6` ¬B(n) for any fact f .

The idea of higher-order vagueness is naturally given by putting more facts
(truthmakers) under consideration. For the second-order borderline cases, define
as follows: n is a second-order borderline case if � 6` B(n) and � 6` ¬B(n) for
any � such that |� | = 2.

More generally, the m-th order borderline case is defined case as follows: n
is a m-th order borderline case if � 6` B(n) and � 6` ¬B(n) for any � such that
|� | = m.

We can capture Sorensen’s version of truthmaker gap epistemicism as a
tiny subset of my grand theory. My truthmaking formulation can capture what
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Sorensen mean by absolute borderline cases. Absolute vagueness is written as
the limit of this scheme of adding further facts to determine B(n) or ¬B(n).
Formally written, n is an absolute borderline case (i.e. B(n) is absolutely vague)
if � 6` B(n) and � 6` ¬B(n) for any � (hence any |� |). In other words, an abso-
lute borderline case is where no collection of truthmakers makes true B(n) nor
¬B(n). My formulation and this paper leaves it open the existence of such a limit
point. But my system is capable of describing Sorensen’s opinion comparing it
with others.

Higher-order apparent case! My framework can do even more than the higher-
order of vague cases. We can account for higher-order apparent cases, which
enable us to depict the more fine-grained graduation between apparent cases (0
hair and 2,000,000 hairs). When you think of borderline cases, you may also think
of apparent cases. Suppose B(567) is true, but not for completely sure. B(15) is
true more certainly than B(567). But B(2) is true further more seemingly.

To give grades of being apparent, we can use the formal idea of truthmak-
ers. Our formal setup allows us to take two (or more) di↵erent collections of
truthmakers to make the same statement true. How apparent the claim is cor-
responds to the number of the collections of truthmakers which make the claim
true. Put more formally, n is a first-order apparent case for B if there is only
one � such that � ` B(n). Naturally, higher-order apparent case is defined: n
is a mth-order apparent case for B if there are exact m �1, ...,�m such that
�1 ` B(n)...�m ` B(n).

For example, let B(2034) have 5 di↵erent collections of truthmakers �1, ...�5.
Let, also B(2) have more truthmakers, say, 23 of them – �1, ...,�23. Given that,
we can describe how apparentB(2034) andB(2) and we can say the latter is more
apparent than the former in terms of the number of collections of truthmakers.

Together with the higher-order borderline cases, we can describe the sorites
paradox in the following reasonable way. The paradox begins with assuming that
the fact of having no hair at all f0 is enough for determining a person is bald
B(0). In this sense, this case with zero hair is not vague at all (given you consider
the number of hairs). But also, many other facts such as allocation, how it looks
and so on, make them true as well. B(0) is a many-order apparent case; So no
one is against this assumption of the paradox. The following case B(1) may be
similar to B(0) with respect to not only its truth but also its apparency. But
adding further number, it becomes less and less apparent – less collections of
truthmakers are available.

A key observation is that being apparent and being vague are independent
from each other. Apparent cases and borderline cases can overlap. For example,
consider B(k) such that f, g ` B(k) and h, i ` B(k) and no other � make
it true. B(k) is an apparent case because B(k) has two di↵erent collections of
truthmakers. But also B(k) is (the first-order) vague in a sense that it requires
more than one facts to support. This feature fits well the epistemicists’ project
because this overlaps explain why we often overlook thresholds in any order.
We fail to find thresholds because such cases can be not only vague but also
apparent.
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5 Conclusion

Sorensen’s importing truthmakers in the long-disputed topic of vagueness and
the sorites paradox is a small but great step still in advancing our understanding
of the nature of truth. However, unfortunately, his move sacrifices higher-order
vagueness, which epistemicists have been very good at dealing with. I o↵er a
more fine-grained interpretation of the sorites scenario using several common
notions of truthmakers. I point out that the fact of the number of hairs does not
necessarily play the sole and decisive role in truthmaking vague predicates. The
fact about the number of hairs may need further extra facts to make the baldness
claim true. Moreover, facts independent of the number of hairs may make the
baldness claim true. The sorites paradox appears paradoxical because we often
take for granted two conditions over truthmakers, which are questionable in
many scenarios.

As a bonus, this richer framework of mine covers the higher-order vagueness.
The last section demonstrates how my truthmaker formalization can talk about
higher-order vagueness in an unified manner. This paper should not be perceived
as a negative critique of Sorensen’s work. His approach – and his goal to capture
absolute vagueness – was also explained in a reasonable way under my scheme.
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/PUF� JO DBVTBUJWF DPOTUSVDUJPOT MJLF 	�
 BOE 	�
 UIF ३१ॻॹ५ॸ JT BMXBZT UIF TVCKFDU
UIF ३१ॻॹ५५ JT UIF EJSFDU PCKFDU NBSLFE XJUI ४५ॺ POMZ BOE UIF ॺ८५ॳ५ JT UIF PCMJRVF
PCKFDU BOE UIVT QSFDFEFE CZ ॵ२ॲ�

&WFO UIPVHI &OHMJTI USBOTMBUJPOT BSF OPU TVਖ਼DJFOU QSPPG UIBU BO BEEJUJPOBM NFBO�
JOH JT QSPQFS UP UIF DPOTUSVDUJPO JO RVFTUJPO UIFZ DBO BU MFBTU TMJHIUMZ JOEJDBUF UIJT
QPTTJCJMJUZ� *O PUIFS XPSET UIFSF JT OP TVਖ਼DJFOUMZ QFSTVBTJWF FWJEFODF UIBU 	�
 OFDFT�
TBSJMZ JODMVEFT UIF NFBOJOH ۜTIPX� 8F XPVME MJLF UP IBWF UIF QPTTJCJMJUZ PG JODMVEJOH
BEEJUJPOBM TFNBOUJDT JO B DBVTBUJWF DPOTUSVDUJPO JO PVS NPEFM PODF JU JT QSPWFO� 4P
XF GPMMPX %� #� (FSEUT BOE )VLBSJ ����C Q� ��� BOE UIFJS USBOTMBUJPO�

5P B TNBMMFS FYUFOU UIJT QIFOPNFOPO JT BMTP QSPQFS UP /JWLI� UIF QFSNJTTJWF TF�
NBOUJDT PG 	�
 JT OPU POMZ SFFDUFE JO USBOTMBUJPO CVU FYQMJDJUMZ TUBUFE BT B EJTUJOHVJTIJOH
QSPQFSUZ 	/FEZBMLPW 0UBJOB BOE ,IPMPEPWJDI ���� Q� ���
�

� ,FZ DPODFQUT BOE NFUIPET

5P BQQSPBDI UIJT UPQJD XF XPVME OFFE UP TVHHFTU NPEFMT PG TZOUBDUJD BOE TFNBOUJD
SFQSFTFOUBUJPOT BT XFMM BT QSPWJEF B NFDIBOJTN GPS MJOLJOH UIFN� 8F UBLF UIJT BSDIJ�
UFDUVSF 	7BO 7BMJO ���� 'JH� ��� PO Q� ���
 BOE TPNF PUIFS HFOFSBM QSJODJQMFT GSPN 3PMF
BOE 3FGFSFODF (SBNNBS� य़JT UIFPSZ IBT CFFO EFWFMPQFE XJUI MJOHVJTUJD EJWFSTJUZ JO
NJOE BOE UIVT TVJUT PVS HPBMT XFMM�

4ZOUBDUJD SFQSFTFOUBUJPOT JO 33( BSF SFBMJ[FE BT USFFT XIFSF FBDI MBZFS DPSSF�
TQPOET UP B TZOUBDUJD FOUJUZ� 0VS TUVEZ XJMM CF EFBMJOH XJUI $03& TUSVDUVSFT ۗ TZO�
UBDUJD FOUJUJFT DPNQSJTJOH UIF QSFEJDBUF XJUI BMM JUT BSHVNFOUT CVU OPUIJOH NPSF� य़F
QSFEJDBUF JT QMBDFE JO UIF /6$-&64 CFJOH UIF FTTFOUJBM QBSU PG UIF $03&� " $-"64&
XIJDI JT B XFMM�LOPXO VOJU JO BOZ MJOHVJTUJD QBSBEJHN JT CVJMU VQPO B $03& BOE BMTP
JODMVEFT 1&3*1)&3: 	OPO�BSHVNFOUT
�

8F BMTP VTF UIF DPODFQU PG NBDSPSPMFT GSPN UIF DMBTTJDBM 33( 	7BO 7BMJO ����
QQ� ��ۗ��
 BOE QSFTVNF UIBU BOZ TUSVDUVSF XPVME IBWF POF "DUPS POF 6OEFSHPFS BOE



4ZOUBY�TFNBOUJDT MJOLJOH JO NPSQIPMPHJDBM DBVTBUJWFT ��

POF /PO�NBDSPSPMF QBSUJDJQBOU� 6TJOH NBDSPSPMFT JT IFMQGVM XIFO XPSLJOH XJUI WBS�
JPVT WFSCT UIBU UBLF EJFSFOU UIFNBUJD SPMFT FTQFDJBMMZ JO TFWFSBM MBOHVBHFT�

'PS UIF TFNBOUJD SFQSFTFOUBUJPOT XF VTF GSBNFT JO UIF GPSN PG B॒SJCVUF�WBMVF NB�
USJDFT BT UIFZ BMMPX GPS LFFQJOH USBDL PG UZQFE GFBUVSFT� 8F GPMMPX UIF BQQSPBDI TVH�
HFTUFE CZ 0TTXBME BOE ,BMMNFZFS ���� 	NPSF EJTDVTTJPO BOE DPNQBSJTPO XJUI PUIFS
TPMVUJPOT DBO CF GPVOE JO ,BMMNFZFS BOE 0TTXBME ����
�

*O DMBTTJDBM 33( MJOLJOH UIF UXP SFQSFTFOUBUJPOT JT EVF QSPDFEVSBMMZ CZ B DPOTFD�
VUJWF BQQMJDBUJPO PG B OVNCFS PG SVMFT 	7BO 7BMJO ���� QQ� ���ۗ���
� य़JT BQQSPBDI
IBT CFFO DSJUJDJ[FE 	TFF ,BJMVXFJU ����� ,BMMNFZFS -JDIUF FU BM� ���� JOUFS BMJB
� 8JUI
GSBNFT MJOLJOH JT QPTTJCMF EVF UP UZQFE GFBUVSFT BTTJHOFE UP TFNBOUJD PS TZOUBDUJD
TUSVDUVSFT� य़FSF BSF BMTP JOUFSGBDF GFBUVSFT XIJDI BSF VTFE GPS JOEFYJOH DPNQPOFOUT
JO CPUI SFQSFTFOUBUJPOT� 4FF ,BMMNFZFS -JDIUF FU BM� ���� GPS NPSF EFUBJM BCPVU BSHV�
NFOU MJOLJOH�

य़F GPSNBMJ[BUJPO PG CPUI SFQSFTFOUBUJPOT UPHFUIFS XJUI GFBUVSFT DBO CF CFTU SF�
BMJ[FE BT B NFUBHSBNNBS XIJDI JT BॏFSXBSE GFE UP B QBSTFS� 8F VTF UIF FYUFOTJCMF
NFUBHSBNNBS 	9.(
 GPSNBMJTN TVHHFTUFE CZ $SBCC© FU BM� ����� %VF UP UIF MBDL PG
TQBDF XF EP OPU JODMVEF B EFUBJMFE QSFTFOUBUJPO PG IPX UIF NFUBHSBNNBS EFTDSJCJOH
UIF DPOTUSVDUJPOT JO RVFTUJPO DPVME MPPL MJLF BOE GPDVT PO UIF STU TUFQT PG NPEFMJOH
UIF MJOLJOH�

#Z HFOFSBM EFTJHO BOE QVSQPTF UIF EBUB TUSVDUVSFT UIBU SFTVMU GSPN UIF NFUBHSBN�
NBS DPSSFTQPOE UP DPOTUSVDUJPOBM TDIFNBUB BT EFOFE JO 7BO 7BMJO ���� Q� ���� UIFZ
DPOUBJO TZOUBDUJD NPSQIPMPHJDBM TFNBOUJD BOE QSBHNBUJD JOGPSNBUJPO BCPVU UIF DPO�
TUSVDUJPO BOE DBQUVSF MBOHVBHF�TQFDJD JOGPSNBUJPO SFGFSSJOH JU UP UIF HFOFSBM QSJODJ�
QMFT� )PXFWFS XF DMBJN UIBU BOZ TUSVDUVSF DBO CF EFTDSJCFE JO TVDI B XBZ FWFO UIF
NPTU HFOFSBM POF�

4P XIBU XF QSFTFOU JO 4FDUJPO � JT UIF DPNQMFY EBUB TUSVDUVSF DPNQSJTJOH B TZO�
UBDUJD USFF B TFNBOUJD GSBNF UZQFE GFBUVSFT EFTDSJCJOH EJFSFOU QSPQFSUJFT PG FJUIFS
PG UIFTF SFQSFTFOUBUJPOT BOE MBCFMT GPS DPOTUJUVFOUT� 8F DMBJN UIBU TPNF USBJUT DPN�
NPO GPS BMM DBVTBUJWF DPOTUSVDUJPOT DBO CF EFOFE VOJWFSTBMMZ XIJMF TPNF PUIFST BSF
MBOHVBHF�TQFDJD� #Z EFTJHOJOH UIF VOJWFSTBM DPODFQU BOE UIFO UBJMPSJOH JU BDDPSEJOH
UP FBDI DPOTUSVDUJPO JO JOEJWJEVBM MBOHVBHFT XF DBQUVSF UIF WBSJFUZ BOE BU UIF TBNF
UJNF NBLF SFBTPOJOH BCPVU HFOFSBMJ[BUJPOT MFHJUJNBUF� य़F USBOTJUJPO CFUXFFO VOJ�
WFSTBM BOE MBOHVBHF�TQFDJD NPEFMT JT HSBOUFE CZ UIF 9.( JOIFSJUBODF NFDIBOJTN
BOE NBLFT UIF BEEJUJPO PG PUIFS MBOHVBHFT TJNQMF�

� 4VHHFTUFE NPEFM

��� Fࢊ VOJWFSTBM DPODFQU

य़JT TFDUJPO TIPXT UIF CBTJD BSDIJUFDUVSF PG MJOLFE TZOUBDUJD BOE TFNBOUJD SFQSFTFO�
UBUJPOT UPHFUIFS XJUI SFMFWBOU GFBUVSFT 	DPOTJEFS 'JH� �
� य़F GPMMPXJOH TVCTFDUJPOT
QSFTFOU UIJT HFOFSBM DPODFQUT BQQMJDBCJMJUZ UP UIF DIPTFO MBOHVBHFT BOE EFBM XJUI JO�
UFSFTUJOH QIFOPNFOB MJTUFE GPS FBDI PG UIFN JO 4FDUJPO �� य़F TVCTFDUJPOT BSF PSEFSFE
GSPN TJNQMFTU UP NPTU DPNQMJDBUFE JTTVFT�
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'JH� �� #BTJD TUSVDUVSF GPS EFTDSJCJOH DPOTUSVDUJPOT JO RVFTUJPO

*O 'JH� � UIF QBSU PO UIF MFॏ TIPXT UIF USFF�TIBQFE TZOUBDUJD SFQSFTFOUBUJPO� 'FB�
UVSFT UIBU BSF QSFTFOU JO BOZ MBOHVBHF BSF BMSFBEZ JOUSPEVDFE JOUP JU BOE BTTJHOFE OFD�
FTTBSZ WBMVFT� /BNFMZ UP EFTDSJCF DBVTBUJWF DPOTUSVDUJPOT CBTFE PO USBOTJUJWF WFSCT
POF NVTU FOTVSF UIBU UIF GFBUVSFT ۜDBVTBUJWF BOE ۜUSBOTJUJWF BSF EFDMBSFE GPS B QSFE�
JDBUF BOE UIBU CPUI UBLF QPTJUJWF WBMVFT� 4PNF PUIFS GFBUVSFT 	F�H� DBTF NBSLJOH
 EJG�
GFS GSPN POF MBOHVBHF UP BOPUIFS BOE UIVT BSF OPU QBSU PG UIF HFOFSBM DPOTUSVDUJPOBM
TDIFNB��

य़F TIBQF PG UIF USFF JT EFUFSNJOFE CZ PVS NPUJWBUJPO UP TUVEZ DPOTUSVDUJPOT XJUI
UISFF DPSF BSHVNFOUT� य़F UISFF�BSHVNFOU TZOUBDUJD UFNQMBUF JT OPU TVQQPTFE UP CF
TUPSFE JO UIF JOWFOUPSZ PG B MBOHVBHF OPS CVJMU GSPN TDSBUDI� 8F BQQSPBDI NPSQIP�
MPHJDBM DBVTBUJWFT BT WFSCBM EFSJWBUJPOT BOE UIVT XPVME MJLF UP DBQUVSF UIF SFMBUJPOTIJQ
CFUXFFO UIF CBTF USBOTJUJWF OPO�DBVTBUJWF DPOTUSVDUJPO BOE JUT DBVTBUJWF DPVOUFSQBSU�
य़FSFGPSF XF TVHHFTU UIBU UIF DBVTBUJWF TZOUBDUJD USFF JOIFSJUT UIF QSPQFSUJFT PG UIF
OPO�DBVTBUJWF POF CVU EJFST GSPN JU JO UIF WBMVF PG UIF GFBUVSF ۜDBVTBUJWF PO UIF WFSC
BOE UIF OVNCFS PG /1 OPEFT� *OIFSJUBODF JT QSPWJEFE CZ UIF JNQPSU NFUIPE JO 9.(�
8F DVSSFOUMZ MFBWF UIF EFUBJMFE EFTDSJQUJPO PG UIJT NFDIBOJTN PVUTJEF PG UIJT QBQFS�

य़F TFNBOUJD SFQSFTFOUBUJPO JT TIPXO PO UIF SJHIU JO 'JH� �� *U JT B GSBNF DPSSF�
TQPOEJOH UP UIF XIPMF $03& TUSVDUVSF 	DPOTJEFS MBCFM 0 
� य़F GSBNF PG UIF DBVTBUJPO
DPNQSJTFT UXP TVCGSBNFT� य़F ३१ॻॹ५ JT BMXBZT B HFOFSBM BDUJWJUZ QFSGPSNFE CZ BO
५६६५३ॺॵॸ� *O BMM MBOHVBHFT UIJT QBSUJDJQBOU JT BMTP UIF POF UP CFBS UIF TFNBOUJD SPMF PG
UIF ३१ॻॹ५ॸ BOE UIF "DUPS NBDSPSPMF JO UIF $03& DPOTUSVDUJPO 	DPOTJEFS GFBUVSFT BOE
MBCFMT CFOFBUI UIF TFDPOE TVCGSBNF
�

य़F ५६६५३ॺ TVCGSBNF DPSSFTQPOET UP UIF FWFOU EFTDSJCFE CZ UIF USBOTJUJWF CBTF
WFSC� 8IBUFWFS JU JT JU XJMM JOWPMWF UXP QBSUJDJQBOUT POF PG XIJDI XPVME CFBS UIF
"DUPSNBDSPSPMF BOE UIF PUIFS ۗ UIF 6OEFSHPFS� .PSFPWFS UIF "DUPS PG UIF ५६६५३ॺXJMM
BMXBZT CF UIF ३१ॻॹ५५ JO UIF DBVTBUJWF DPOTUSVDUJPO XIJMF UIF 6OEFSHPFS PG UIJT FWFOU
XJMM CF UIF ॺ८५ॳ५� )PXFWFS MBOHVBHFT EJFS SFHBSEJOH XIJDI PG UIFTF QBSUJDJQBOUT

� य़F DPOTUJUVFOU PSEFS JT BO JOEJWJEVBM QSPQFSUZ PG FBDI MBOHVBHF BOE UIVT NVTU OPU CF BD�
DPVOUFE GPS JO UIF VOJWFSTBM TUSVDUVSF� य़F QSFTFOU PSEFS PG UIF DPOTUJUVFOUT IBT CFFO DIPTFO
GPS GBDJMJUBUJOH UIF SFBEJOH PG UIF HSBQI�



4ZOUBY�TFNBOUJDT MJOLJOH JO NPSQIPMPHJDBM DBVTBUJWFT ��

XPVME CFBS UIF 6OEFSHPFS NBDSPSPMF JO UIF $03& DPOTUSVDUJPO� UIFSFGPSF UIF WBMVF
UP UIJT GFBUVSF JT OPU BTTJHOFE JO UIF HFOFSBM DPOTUSVDUJPOBM TDIFNB�

1BSUJDJQBOUT BSF BTTJHOFE UIFNBUJD SPMFT BT XFMM 	XIJDI JO PVS BSDIJUFDUVSF JT B
TFNBOUJD GFBUVSF
� "T UIFZ EFQFOE PO FBDI QBSUJDVMBS QSFEJDBUF UIFZ BSF OPU QBSU PG
UIF VOJWFSTBM TUSVDUVSF TIPXO JO 'JH� ��

��� /JWLI� UIF JOTUBOUJBUJPO PG UIF CBTJD TUSVDUVSF
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'JH� �� " GVMM BOBMZTJT PG /JWLI 	�


"T BMSFBEZ TUBUFE FYBNQMF 	�
 GSPN /JWLI EPFT OPU IBWF BOZ BEEJUJPOBM TZOUBDUJD
PS TFNBOUJD QFDVMJBSJUJFT� 8F VTF JU UP JMMVTUSBUF IPX UIF HFOFSBM DPODFQU EFTDSJCFE JO
4FDUJPO ��� JT BQQMJFE UP B HJWFO MBOHVBHF ۗ DPOTJEFS 'JH� ��

य़F GSBNF SFQSFTFOUBUJPO SFQFBUT UIF TUSVDUVSF TVHHFTUFE JO 'JH� � CVU UIF HFOFSBM
WBMVFT PG TPNF GFBUVSFT BSF TVCTUJUVUFE XJUI TQFDJD POFT� य़VT QBSUJDJQBOUT PG UIF
CBTF QSFEJDBUF ۜTFF BSF BTTJHOFE UIFNBUJD SPMFT ५ॾॶ५ॸ९५ॴ३५ॸ BOE ॹॺ९ॳॻॲॻॹ� "DDPSE�
JOH UP UIF "DUPS�6OEFSHPFS IJFSBSDIZ 	7BO 7BMJO ���� Q� �� NPEJFE CZ ,BMMNFZFS
-JDIUF FU BM� ����
 ५ॾॶ५ॸ९५ॴ३५ॸ XPVME BMXBZT UBLF UIF "DUPS NBDSPSPMF XIFO UIF
ॹॺ९ॳॻॲॻॹ JT QSFTFOU� य़JT JT SFFDUFE JO UIF NBDSPSPMF BTTJHONFOU XJUIJO UIF ५६६५३ॺ
TVCGSBNF� 4UVEJFT JO /JWLI 	/FEZBMLPW 0UBJOB BOE ,IPMPEPWJDI ����
 TIPX UIBU
UIF 6OEFSHPFS PG UIF FNCFEEFE GSBNF CFDPNFT UIF 6OEFSHPFS PG UIF XIPMF DBVTBUJWF
DPOTUSVDUJPO UIF ३१ॻॹ५५ CFJOH UIF /PO�NBDSPSPMF QBSUJDJQBOU� य़F OBM NBDSPSPMF
BTTJHONFOU JT QSFTFOUFE JO UIF MBTU MJOFT PG UIF XIPMF GSBNF�

*O PVS BOBMZTJT UIF NBDSPSPMF GFBUVSF JT QSFTFOU JO CPUI TZOUBDUJD BOE TFNBOUJD
SFQSFTFOUBUJPOT BOE FOTVSFT DPSSFDU MJOLJOH CFUXFFO UIPTF� *O 'JH� � UIF TZOUBDUJD
SFQSFTFOUBUJPO IBT BMM WBMVFT PG UIF GFBUVSF ۜNS EFUFSNJOFE�

4JODF XF BSF EFBMJOH XJUI B MBOHVBHF XJUI TPNFNPSQIPMPHZ GFBUVSFT BSF BTTJHOFE
OPU POMZ UP DPNQMFUF XPSET CVU BMTP UPNPSQIFNFT� *U JT UIF DBVTBUJWF TVਖ਼Y UIBU NBLFT
UIF WFSC DBVTBUJWF� 4P UIF CJOBSZ GFBUVSF ۜDBVTBUJWF SFDFJWFT JUT QPTJUJWF WBMVF XJUIJO
UIF TVਖ਼Y OPEF� *U QFSDPMBUFT VQXBSET UP NBLF UIF WBMVF PG UIF GFBUVSF ۜDBVTBUJWF
QPTJUJWF PO IJHIFS MFWFMT BOE FOTVSF UIF DPSSFDU USFF TUSVDUVSF�
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य़FSF JT B OFX GFBUVSF JO UIF TZOUBDUJD SFQSFTFOUBUJPO XIJDI XBT OPU TIPXO JO
UIF CBTJD TUSVDUVSF� य़F GFBUVSF ۜDBTF JT MBOHVBHF�TQFDJD BOE UBLFT BT JUT WBMVF POF PG
UIF NPSQIPMPHJDBM DBTFT BWBJMBCMF JO B QBSBEJHN PG B HJWFO MBOHVBHF�� य़JT GFBUVSF JT
DSVDJBM GPS UIF WFSZ STU TUFQ PG TFOUFODF QBSTJOH 	BT JU IFMQT JEFOUJGZ /1T
 BOE UIF WFSZ
MBTU TUFQ PG TFOUFODF HFOFSBUJPO 	BT JU NBLFT UIF TFOUFODF HSBNNBUJDBM
� य़F TFMFDUJPO
PG DBTFT GSPN UIF MBOHVBHF QBSBEJHN JT DMPTFMZ SFMBUFE UP NBDSPSPMF BTTJHONFOU BOE JT
NBEF PO UIF NFUBHSBNNBUJDBM MFWFM UISPVHI UIF JOUFSTFDUJPO PG UXP 9.( DMBTTFT�

��� )BMLPNFMFN� OVBODFT PG DBVTBUJWF TFNBOUJDT
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'JH� �� " GVMM BOBMZTJT PG 	�
 XJUI UIF GFBUVSF ॳ१ॴॴ५ॸ JO UIF ३१ॻॹ५ TVCGSBNF

/VBODFT PG DBVTBUJWF TFNBOUJDT EFTDSJCFE BOE EJTDVTTFE JO 4FDUJPO ��� JMMVTUSBUF
OPO�DPNQPTJUJPOBMJUZ� UIF SFTVMUJOHNFBOJOH PG UIF DBVTBUJWF WFSC GPSN EPFT OPU FRVBM
UP UIF TVN PG JUT DPNQPOFOUT� *OEFFE UIFSF BSF OP PWFSU NPSQIFNFT UIBU DPVME CSJOH
UIFTF TFNBOUJDT JOUP TFOUFODFT�

5P BDDPVOU GPS BEEJUJPOBM NFBOJOHT XF GPMMPX UIF BQQSPBDI VTFE CZ 4FZBSUI
���� JO B TUVEZ BCPVU &OHMJTI MFYJDBM DBVTBUJWFT� %FTJHOJOH UIF GSBNF GPS UIF TFOUFODF
4ZMWJB MBVHIFE .BSZ Pञ UIF TUBHF 4FZBSUI ���� QQ� ��ۗ�� TVHHFTUT UIF TBNF ३१ॻॹ५
GSBNF BT JO 'JH� � FOSJDIFE XJUI B TFNBOUJD GFBUVSF ॳ१ॴॴ५ॸ XIJDI UBLFT UIF WBMVF
MBVHIJOH� य़JT BSDIJUFDUVSF TIPXT UIF EFDPNQPTJUJPO PG UIF TFNBOUJDT UIBU UIF WFSC
MBVHI TC� FYQSFTTFT XJUIPVU PWFSU NBSLJOH�

8F OE UIJT BQQSPBDI VTFGVM GPS EFTDSJCJOH TFOUFODFT MJLF 	�
 ۗ DPOTJEFS 'JH� ��
"T JU JT BO JNQFSBUJWF TFOUFODF UIFSF BSF POMZ UXP PWFSU /1T BMUIPVHI UIF TUSVDUVSF
SFRVJSFT UISFF BSHVNFOUT� य़VT UIF QBSUJDJQBOU MBCFMFE 2 JO UIF GSBNF TUSVDUVSF JT
OPU TIPXO JO UIF USFF TUSVDUVSF� य़F UXP /1T BSF DBTF NBSLFE� UIF BCTFODF PG ॵ२ॲ
� 8F IBWF TFMFDUFE GPS PVS TBNQMF POMZ MBOHVBHFT UIBU IBWF DBTF NBSLJOH UP NBLF UIF EFNPO�
TUSBUJPO PG IPX UIJT GFBUVSF XPSLT FBTJFS� 0UIFS UZQFT PG NBSLJOH 	WFSC BHSFFNFOU XPSE
PSEFS FUD�
 DBO CF NPEFMFE TJNJMBSMZ�



4ZOUBY�TFNBOUJDT MJOLJOH JO NPSQIPMPHJDBM DBVTBUJWFT ��

NBSLFS NBSLT UIF EJSFDU DBTF XIJMF JUT QSFTFODF NBSLT UIF PCMJRVF DBTF� य़F NBDSP�
SPMF BTTJHONFOU JO )BMLPNFMFN JT EJFSFOU GSPN /JWLI BOE JU JT UIF ३१ॻॹ५५ 	OPU UIF
ॺ८५ॳ५
 UIBU CFDPNFT UIF 6OEFSHPFS PG UIF DMBVTF 	BDDPSEJOH UP WBSJPVT TZOUBDUJD UFTUT
EFNPOTUSBUFE CZ%� (FSEUT ����
� य़F MBTU OPUF BCPVU 'JH� � JT UIF BCTFODF PG UIF GFBUVSF
ۜUSBOTJUJWF JU XJMM CF EJTDVTTFE JO 4FDUJPO ����

य़F NBJO NPEJDBUJPO PG UIF GSBNF JT UIF GFBUVSF ॳ१ॴॴ५ॸ JO UIF ३१ॻॹ५ TVCGSBNF�
8F TIPX UIBU UIF TFU PG WBMVFT GPS UIJT GFBUVSF JT EFUFSNJOFE CZ UIF MBOHVBHF CVU JU DBO
SFNBJO PQFO JO QSJODJQMF� *O UIJT QBSUJDVMBS DBTF XF TIPX UIF QPTTJCJMJUZ PG DPNCJOJOH
TFWFSBM BEEJUJPOBM NFBOJOHT� /BNFMZ UIF WBMVF ۜTIPXJOH SFFDUFE JO UIF USBOTMBUJPO
CZ %� #� (FSEUT BOE )VLBSJ ����C Q� ��� BOE UIF WBMVF ۜHPJOH DPNJOH GSPN UIF MFYJDBM
TFNBOUJDT PG UIF BVYJMJBSZ WFSC� 0ODF BHBJO XF VTF UIJT FYBNQMF UP JMMVTUSBUF UIF
QFSGPSNBODF PG PVS NPEFM� "O JO�EFQUI JOWFTUJHBUJPO PG EJFSFOU TFNBOUJD BVHNFOUT
JO )BMLPNFMFN DBVTBUJWF DPOTUSVDUJPOT MJFT PVUTJEF PG UIF QSFTFOU QBQFST TDPQF�

��� #BTILJS� BDDPVOUJOH GPS DPODVSSJOH TUSBUFHJFT
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'JH� �� " GVMM BOBMZTJT PG 	�C
 XJUI FYUFOTJPOT JO UIF ३१ॻॹ५ TVCGSBNF

8FIBWF TIPXO JO 4FDUJPO ��� UIBU TFWFSBM DPOTUSVDUJPOTXJUINPSQIPMPHJDBM DBVTBUJWF
DBO DP�FYJTU JO B TJOHMF MBOHVBHF� *O UIJT TFDUJPO XF TVHHFTU B TPMVUJPO UIBU IFMQT UP
TFMFDU POF PG UIF DPODVSSJOH DPOTUSVDUJPOT�

8F XPVME TVHHFTU JOUSPEVDJOH UIF GFBUVSF १६६५३ॺ५४ UP SFFDU UIF TQFBLFST QSBH�
NBUJD JOUFOUJPO� *G UIF TQFBLFS JOUFOET UIBU UIF ॺ८५ॳ५ JT BFDUFE UIF १२ॲ NBSLJOH GPS
UIF ३१ॻॹ५५ JT VTFE� *G १६६५३ॺ५४ SFGFSFODFT UIF ३१ॻॹ५५ JU JT NBSLFE XJUI ४१ॺ� य़F MBU�
UFS DPOTUSVDUJPO JT JMMVTUSBUFE JO 'JH� �� य़F ३१ॻॹ५ GSBNF JT FOSJDIFE XJUI UIF TFNBOUJD
GFBUVSF ॳ१ॴॴ५ॸ XIJDI IBT CFFO EFTDSJCFE JO UIF QSFWJPVT TFDUJPO� 8F JOUSPEVDFE JU
GPMMPXJOH UIF USBOTMBUJPO PG 	�C
 JO 1FSFLIWBMTLBZB ���� Q� ����

य़F GFBUVSF १६६५३ॺ५४ BQQFBST XJUIJO UIF ३१ॻॹ५ GSBNF BT JU EFOPUFE XIJDI QBSUJD�
JQBOU JT QSBHNBUJDBMMZ NPSF BFDUFE CZ UIF BDU PG DBVTBUJPO OPU CZ UIF CBTF WFSC� *U



�� 7� (FOFSBMPWB

UBLFT BT WBMVF B MBCFM PG UIF QBSUJDJQBOU� *O UIF EFQJDUFE FYBNQMF UIF BFDUFE QBSUJDJ�
QBOU JT UIF ३१ॻॹ५५ XIJDI JT MBCFMFE 4 �

य़F WBMVF PG UIF GFBUVSF १६६५३ॺ५४ JOVFODFT UIF DBTF NBSLJOH PG UIF DBVTFF� 'PS
UIJT SFBTPO JU NVTU CF BDDFTTJCMF CZ /1 OPEFT JO UIF TZOUBDUJD SFQSFTFOUBUJPO� य़JT
JT BDIJFWFE CZ QFSDPMBUJOH VQ UP UIF $03& MFWFM BOE BTDSJCJOH UIF QPTJUJWF WBMVF UP
UIF CJOBSZ TZOUBDUJD GFBUVSF १६६५३ॺ५४ PO UIF SFTQFDUJWF /1� *O 'JH� � UIF TZOUBDUJD
GFBUVSF १६६५३ॺ५४ JT EFDMBSFE GPS CPUI OPO�OPNJOBUJWF /1T� 4JODF UIF TFNBOUJD GFBUVSF
१६६५३ॺ५४ SFGFSFODFT UIF ३१ॻॹ५५ UIF WBMVF PG UIF TZOUBDUJD GFBUVSF PO UIJT /1 CFDPNFT
QPTJUJWF� *O UIF NPEFM GPS 	�B
 UIF TFNBOUJD GFBUVSF १६६५३ॺ५४ XPVME SFGFSFODF UIF
ॺ८५ॳ५ BOE SFTQFDUJWFMZ UIF TZOUBDUJD GFBUVSF १६६५३ॺ५४ BTDSJCFE UP UIJT DPOTUJUVFOU
XPVME CFDPNF QPTJUJWF�

य़F BEWBOUBHF PG UIJT TPMVUJPO JT UIBU UIF ५६६५३ॺ GSBNF DPSSFTQPOEJOH UP UIF USBO�
TJUJWF CBTF WFSC SFNBJOT VODIBOHFE BOE UIF DBVTBUJWF DPOTUSVDUJPO DBO CF FBTJMZ CVJMU
VQPO BOZ TUFN� *U BMTP GBDJMJUBUFT MJOLJOH BDSPTT EJNFOTJPOT JOWPMWJOH TZOUBDUJD TF�
NBOUJD BOE QSBHNBUJD SFBTPOJOH�

��� )BMLPNFMFN� NPSF UIBO KVTU ڼUSBOTJUJWFڻ

)BMLPNFMFN UISFF�BSHVNFOU DBVTBUJWF DPOTUSVDUJPOT BSF USJDLZ UP BOBMZ[F JO SFTQFDU
PG WBMFODF� *O UFSNT PG PVS NPEFM JU JT OPU DMFBS IPX UP BTDSJCF WBMVFT UP UIF GFBUVSF
ۜUSBOTJUJWF GPS QSFEJDBUFT JO TFOUFODFT MJLF 	�
 BOE 	�
�

0OF XBZXPVME CF EPJOH OPUIJOH TQFDJBM BOE TUPSF UIF WBMVF GPS UIF GFBUVSF ۜUSBOTJ�
UJWF JO UIF MFYJDPO� *G TP UISFF�BSHVNFOU DPOTUSVDUJPOT XPVME SFTVMU GSPN B DPNCJOB�
UJPO PG UXP BSHVNFOUT BWBJMBCMF GPS UIF USBOTJUJWF CBTF XJUI POF BEEJUJPOBM BSHVNFOU
BEEFE UISPVHI DBVTBUJWF WFSC EFSJWBUJPO� )PXFWFS OPO�DBVTBUJWF USBOTJUJWF DPOTUSVD�
UJPOT MJLF 	�
 XPVME SFDFJWF WBMVFT GPS UIF GFBUVSF ۜUSBOTJUJWF UXJDF� POF DPNJOH GSPN
UIF TUFN BOE UIF PUIFS DPNJOH GSPN UIF FYQMJDJU TVਖ਼Y� य़JT TPMVUJPO EPFT OPU TFFN
FMFHBOU UP VT�

8IBU XF TVHHFTU JT B NPSF TPQIJTUJDBUFE ZFU NPSF SPCVTU TPMVUJPO� 8F TVHHFTU
BDDPVOUJOH GPS UIF TFNBOUJD BOE UIF TZOUBDUJD USBOTJUJWJUZ TFQBSBUFMZ JOTUFBE PG IBWJOH
B TJOHMF GFBUVSF� .PSFPWFS XF DPOTJEFS UIF EJTDVTTJPO BCPVU UIF EJFSFODF CFUXFFO
UIF DPODFQUT PG USBOTJUJWJUZ BOE WBMFODF JO 7BO 7BMJO BOE -B1PMMB ���� QQ� ���ۗ��� BOE
QSFGFS GPSNVMBUJOH GVSUIFS DMBJNT VTJOH UFSNT TZOUBDUJD WBMFODF BOE TFNBOUJD WBMFODF�
'PMMPXJOH 7BO7BMJO BOE -B1PMMB ���� Q� ��� XF EFOF TZOUBDUJD WBMFODF PG B QSFEJDBUF
BT ۠UIF OVNCFS PG TZOUBDUJD BSHVNFOUT B WFSC UBLFT �ۡ य़F TFNBOUJD WBMFODF JO UVSO JT
EFOFE BT ۠UIF OVNCFS PG BSHVNFOU QPTJUJPOT UIBU B WFSC IBT JO JUT MPHJDBM TUSVDUVSFۡ
	JCJE
�

(JWFO UIBU XF QPTJU UIBU TVਖ਼YFT CFBSJOH HSBNNBUJDBM NFBOJOH 	OBNFMZ USBOTJUJWF
BOE DBVTBUJWF
 JOEFY UIF TZOUBDUJD WBMFODF XIFSFBT MFYJDBM NPSQIFNFT 	WFSC SPPUT

IBWF B TFNBOUJD WBMFODF� *O PUIFS XPSET TFNBOUJD WBMFODF JT BO JOWBSJBCMF QSPQFSUZ
PG UIF SPPU BOE TZOUBDUJD WBMFODF DBO CF DIBOHFE UISPVHI WFSCBM EFSJWBUJPOT� य़JT
DMBJN JT JO MJOF XJUI XIBU JT DPNNPOMZ LOPXO BCPVU TVਖ਼YFT JO DPOUSBTU UP SPPUT�
.PSFPWFS JU JT JO MJOF XJUI PCTFSWBUJPOT NBEF CZ %� #� (FSEUT BOE )VLBSJ ����B BCPVU
)BMLPNFMFN� "ॏFS IBWJOH QSFTFOUFE MJTUT PG WFSCT MJLF NȌӜX QJDLڢ VQڣ %� #� (FSEUT
BOE )VLBSJ ����B Q� ��� DPODMVEF ۠UIBU USBOTJUJWF NBSLJOH SBUIFS UIBO GVODUJPOJOH BT



4ZOUBY�TFNBOUJDT MJOLJOH JO NPSQIPMPHJDBM DBVTBUJWFT ��

B NFBOT PG EFSJWJOH USBOTJUJWF GSPN JOUSBOTJUJWF GPSNT TIPVME CF WJFXFE BT JOFDUJPO
PO SPPUT UIBU BSF BMSFBEZ TFNBOUJDBMMZ USBOTJUJWF �ۡ

/PX UIF XBZ IPX UIF DBVTBUJWF TVਖ਼Y GVODUJPOT IBT UP CF DMBSJFE� 6OEPVCUFEMZ
JU JODSFBTFT UIF WBMFODF PG UIF QSFEJDBUF CZ POF� #VU OPX BT XF EJTUJOHVJTI CFUXFFO
TFNBOUJD BOE TZOUBDUJD WBMFODF XF OFFE UP BEE QSFDJTJPO� UIF DBVTBUJWF TVਖ਼Y PQFSBUFT
PO UIF TFNBOUJD WBMFODF PG B WFSC BOE NBLFT UIF TZOUBDUJD WBMFODF FRVBM UP B OVNCFS
UIBU JT IJHIFS CZ POF� *O UIJT SFTQFDU JU JT EJFSFOU GSPN UIF USBOTJUJWF TVਖ਼Y UIBU KVTU
FRVBMT UIF TZOUBDUJD WBMFODF UP UXP� य़JT EJTDSFQBODZ JO GVODUJPOT DBO QFSIBQT FYQMBJO
XIZ USBOTJUJWF BOE DBVTBUJWF TVਖ਼YFT EP OPU TUBDL JO )BMLPNFMFN� 8F TVNNBSJ[F PVS
DMBJNT JO 5BC� ��

/PU POMZ UIJT BQQSPBDI IFMQT UP FYQMBJO BOE NPEFM )BMLPNFMFN EBUB CVU JU DBO
BMTP CF VTFGVM GPS TUVEZJOH PUIFS MBOHVBHFT EFNPOTUSBUJOH OPO�BHHMVUJOBUJWF USBJUT JO
DPOTUSVDUJPOT XJUI NPSQIPMPHJDBM DBVTBUJWFT�

य़F NPSF TUSBJHIUGPSXBSE TUSVDUVSF XJUI UIF TJOHMF ۜUSBOTJUJWF GFBUVSF DBO BMTP
CF DPOWFSUFE JOUP UIF NPSF DPNQMFY POF XJUI UXP EJFSFOU ۜTFNBOUJD BOE ۜTZOUBDUJD
WBMFODF GFBUVSFT� *G JOWFTUJHBUJPOT PG B MBSHFS OVNCFS PG MBOHVBHFT XPVME TIPX UIBU
UIF CFIBWJPS B॒FTUFE JO )BMLPNFMFN JT RVJUF GSFRVFOU XF NJHIU XJTI UP QFSGPSN UIF
DPOWFSTJPO GPS UIF TBLF PG VOJGPSNJUZ PG BMM NPEFMT�

� $PODMVTJPO

*O UIJT QBQFS XF IBWF TIPXO UIBU DPOTUSVDUJPOT XJUI NPSQIPMPHJDBM DBVTBUJWFT CBTFE
PO USBOTJUJWF WFSCT DBO CF TZOUBDUJDBMMZ BOE TFNBOUJDBMMZ EFDPNQPTFE JO B TJNJMBS XBZ
JOEFQFOEFOUMZ PO UIF MBOHVBHF� 'FBUVSFT EFUFSNJOJOH FBDI QBSUJDVMBS DPOTUSVDUJPO
DBO CF JOUSPEVDFE GPS BOZ EJNFOTJPO� TZOUBY TFNBOUJDT NPSQIPMPHZ BOE QSBHNBUJDT�
"MUIPVHI POMZ UXP PG UIFN TFFN UP CF DSJUJDBMMZ SFMFWBOU GPS UIF VOJWFSTBM DPODFQU PG B
DBVTBUJWF DPOTUSVDUJPO PUIFS GFBUVSFT BSF TIBSFE BDSPTT MBOHVBHFT BTXFMM� य़JT PQFOT B
QPTTJCJMJUZ UP EFWFMPQ B DPNQMFY IJFSBSDIZ PG DPOTUSVDUJPOT FODPVOUFSFE JO TUSVDUVSBMMZ
WBSJFE MBOHVBHFT XIFSF DPOTUSVDUJPOT XJUI NPSF NPEJDBUJPOT XPVME BVUPNBUJDBMMZ
JODMVEF GFBUVSFT GSPN NPSF HFOFSBM DPOTUSVDUJPOT�

0VS HPBM JO EFWFMPQJOH B GPSNBM NFUIPE PG BOBMZ[JOH DPOTUSVDUJPOT XJUI NPSQIP�
MPHJDBM DBVTBUJWFT CBTFE PO USBOTJUJWF WFSCT TFFNT UP CF BDIJFWFE JO B TFOTF UIBU UIF
QSPUPUZQF EJTQMBZFE JO UIF QSFTFOU QBQFS TIPXT DPNQBUJCJMJUZ XJUI DMBTTJDBM 33( UIF�
PSZ JUT GPSNBMJ[BUJPO CZ 0TTXBME BOE ,BMMNFZFS ���� BOE MBOHVBHF EBUB SFQPSUFE CZ
� %� #� (FSEUT BOE )VLBSJ ����B Q� ��� %� #� (FSEUT BOE )VLBSJ ����C Q� ���
� %� #� (FSEUT BOE )VLBSJ ����B Q� ��� %� #� (FSEUT BOE )VLBSJ ����C QQ� ���ۗ���

WFSC TFNBOUJD
WBMFODF

TZOUBDUJD WBMFODF
CBSF ॺॸ ३१ॻॹ

F�H� ZBZT ۜXPSL� � � � �����
F� H� NȌӜX ۜQJDL VQ� � O�B � �����

5BCMF �� 4ZOUBDUJD BOE TFNBOUJD WBMFODF PG )BMLPNFMFN WFSCT
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NBOZ PUIFS TDIPMBST� *U JT FBTJMZ FYUFOEBCMF BOE BT 4FDUJPO ��� QSPNJTFT OPU POMZ PWFS
PUIFS BHHMVUJOBUJWF MBOHVBHFT�

.VDI XBT MFॏ BTJEF GSPN UIJT QBQFS BOE IBT UP CF EPOF JO UIF OFBSFTU GVUVSF� 'JSTU
PG BMM UIF JNQMFNFOUBUJPO PG UIF TVHHFTUFE GPSNBM BOBMZTJT JT B DIBMMFOHJOH UBTL QFS
TF� 4FDPOEMZ UFTUJOH PVS BQQSPBDI PO B MBSHFS TBNQMF JT OFDFTTBSZ UP JNQSPWF CPUI UIF
VOEFSTUBOEJOH PG DBVTBUJWF DPOTUSVDUJPOT BOE UIF QBSBNFUFST SFMFWBOU UP NPEFMJOH
UIFTF MJOHVJTUJD EBUB� " HPBM GPS B MPOHFS�UFSN XPVME CF UP DSFBUF B GPSNBM NPEFM PG
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1 Introduction

Metaphoric use of language comes in many di↵erent forms. When initially con-
sidering metaphors, one would, perhaps, come up with certain literary examples.

(1) “I’m a riddle in nine syllables” (Metaphors, Sylvia Plath)

(2) “She’s a rattrap if I ever seen one” (Of Mice and Men, John Steinbeck)

These literary metaphors are used in writing to several di↵erent ends. They
help make the setting more vivid, evoke unique descriptions of characters and
events, and frame abstract concepts. These are not the only uses of metaphors we
come across, however. We often use more mundane metaphors in our everyday
conversations.

(3) My new coworker’s a snake. He said the broken printer was my fault!

(4) He’s a late bloomer, but eventually he’ll succeed.

A di↵erence can be observed between the metaphors in (1) and (2) and the ones
in (3) and (4). Intuitively, (1) and (2) are somewhat di�cult to understand.
What does it mean for someone to be a rattrap? In what ways can a person be a
riddle? In order to understand the two metaphors, it is necessary to provide an
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answer to these questions. In contrast, the metaphors in (3) and (4) are easier
to grasp. We immediately understand what it means for one to be a snake, or a
late bloomer, even without much contextual aid.

The di↵erence between the above examples is one widely discussed in past
analyses of metaphorical language. It is often described in terms of a process
known as conventionalization. As predicate terms in metaphors become more
conventionalized, their usage is thought to shift from metaphors such as (2),
to metaphors such as (3). This shift, discussed by Bowdle and Genter [2], is
the foundation of the present discussion, and will be expanded on in order to
analyze the use of novel and conventional metaphors within a pragmatic model.
Other empirical accounts of this di↵erence, many of which primarily take a
neurolinguistic approach to metaphor understanding (e.g., [7]), will be set aside.

The purpose of this paper is to build upon the pragmatic model proposed
by Kao et al. [6], which analyzes metaphors within the context of the Rational
Speech Act (RSA) framework [4]. While the model in Kao et al. [6] gives the
correct predictions for several metaphors, it does not entirely capture the dis-
tinction between conventional and novel metaphors. Through a closer analysis
of the e↵ects of conventionalization, I plan to extend the Kao et al. model to
account for conventionalized metaphors.

For ease of analysis, and following Kao et al. [6], I only consider metaphors of
the form X is Y, such as in (5) and (6), although extensions to other metaphor
constructions are possible.

(5) Beauty is a fading flower.

(6) Life is a journey.

I begin by describing some patterns which arise in examples of novel and con-
ventional metaphors, then generalize the patterns to an informal account of the
process of conventionalization. I develop this account into an extension of Kao
et al.’s RSA framework, and discuss some potential further refinements.

2 From Novel to Conventional Metaphors

2.1 Empirical Observations

In order to more accurately generalize what it means for a metaphor to be
conventionalized, I consider several examples of both novel and conventional
metaphors. I take conventionalization to be, more precisely, the conventionaliza-
tion of the predicate term. It is important to note that conventionalization is a
gradient process. Certain terms are more conventionalized than others, and the
degree of conventionalization is often idiosynchratic for each person. The goal
here, therefore, is to consider what conventionalization means in an abstract
manner, and provide a possible account of the process of conventionalization.

The crucial di↵erence one can observe between conventional and novel meta-
phors is the nature of the features relevant to the predicate term, which are taken



A Pragmatic Account of Conventionalized Metaphors 69

to describe the subject. Features are derived in the manner specified in feature-
matching accounts such as Johnson and Malgady [5], where they are taken to be
potential meaning elements. Consider the following novel metaphors, in which
“sunrise” is the predicate term. Sunrises potentially have the following features
applicable to them: {happy, red and orange, new beginning}. The sentences in (7)
highlight the applicability of each of the features in a metaphor. The portions
in parentheses are added context, which show how the intended metaphoric
meaning can be obtained.

(7) a. That flower is a sunrise. (Its bright red and orange hues caught my

eye in the garden.)

b. Her smile is a sunrise. (It is always warm, and brings joy to those

around her.)

c. The start of the new school year was a sunrise. (It was an exciting

new beginning.)

Two observations about novel metaphors can be gleaned from this example.
First, several features are applicable in a metaphoric context. In the case of “sun-
rise”, each of the features specified above can be used. Second, the metaphoric
reading is fairly context dependent. The intended feature(s) (and therefore the
exact metaphoric reading) is not always clear without proper context. For ex-
ample, in (7a), one could assume that “sunrise” is being used in order to express
that the flower looks cheerful, but contextual cues can be used in order to force
the reading that the flower is colorful like a sunrise. If we consider another ex-
ample of a novel metaphor (“stone”) we see a similar pattern arising. We take
the relevant features of “stone” to be the following: {cold, hard, on the ground}

(8) a. His will was stone. (It was unbreakable.)

b. Her face was stone. (It was grey and sullen, when she heard the news.)

c. The bodies on the battlefield were stones. (They were scattered hap-

hazardly.)

Here, we see again that depending on the context, the metaphoric use of “stone”
can be taken to convey several di↵erent features. In the case of (8a), “stone”
conveys that his will is hard and unbreakable. (8b) on the other hand, conveys
that her face is greyish or pale (with the added context), and potentially also
that it was hard (without the added context). (8c) conveys that the bodies are
on the ground. Similar patterns arise for the following examples in (9) - (10).

(9) Blanket: {warm, covering}
a. The freshly fallen snow is a blanket. (It covers all in a white powder.)

b. Their love is a blanket. (It kept them warm through the darkest of

times.)

(10) Twig: {brittle, thin}
a. His arms were twigs. (They broke quickly under pressure.)

b. His arms were twigs. (He had barely any muscle definition.)
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If we compare these examples to highly conventionalized metaphors, we ob-
serve that the above observations no longer hold. Take the following example
of a conventionalized metaphor, involving the term “anchor”. Anchor can have
the following feature set applicable to it: {heavy, metal, holding steady}. How-
ever, only the last feature appears to be usable in a metaphoric context. If
we try to force other relevant features through contextual additions (such as
in (11c)), the metaphor is no longer acceptable. Additionally, if the convention-
alized metaphoric use cannot arise, as in (11d), the metaphor is not acceptable,
despite the validity of other relevant metaphoric features (in this case, being
heavy).

(11) a. Love is an anchor. (It keeps us all grounded.)

b. Classwork is an anchor. (Keeping Jane inside, when she could have

been playing.)

c. The car is an anchor (#with its metal casing shining bright in the

sun. )

d. #That elephant is an anchor.

A similar pattern can be observed in (12), where the only relevant feature of
“bombshell” is striking, and any other features cannot be used in a metaphoric
context.

(12) Bombshell: {striking, dangerous, part of an explosion}
a. The news story is a bombshell.
b. The woman is a bombshell.
c. #The general is a bombshell. (He is quite dangerous)

The same observation can be seen in (13) and (14), which provide further evi-
dence for the idea that conventionalized metaphors are used to express a specific
feature in a metaphoric context.

(13) Rat: {intelligent, sneaky, destructive}
a. The informant for the news story is a rat.
b. My sister is a rat. (She went behind my back and told our parents I

snuck out. ) / (#She broke my desk trying to sit on it.)

c. The new scientist in our lab is a rat (#He figures out solutions really

quickly.)

(14) Zoo: {wild, fun, educational}
a. The classroom is a zoo. (#It’s a place where students can learn a

lot of cool things.)

b. The meditation course was a zoo. (#We all sat very quietly, and I

had a good time.)

c. The house was a zoo (during the party last night.)

A final observation to note: predicate terms of metaphors have been proposed
to have a lifespan, which starts from their introduction in novel metaphors [3].
As they become more conventionalized, they become conventional metaphors.
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Eventually, they may reach the point where they can no longer be considered
metaphors. That is, the metaphoric use becomes fully lexicalized, and is no longer
literally false. These extremely conventionalized metaphors are often referred to
as dead metaphors.

Two dead metaphors are given in (15) and (16). As an example, the original
meaning of “blockbuster” was a large explosive which could demolish a city block.
Over time, that meaning got lost, and now “blockbuster” means something which
is highly successful. While one can still maintain the original interpretation of
“blockbuster”, using the ‘metaphoric’ interpretation is no longer a case of non-
literal language use. Similarly, “laughing stock” originated from the practice of
putting people in stocks as punishment, but the meaning was later replaced.

(15) That movie was a blockbuster.

(16) He was the laughing stock (of the class).

While the death of a metaphor is an interesting empirical issue on its own, I will
set it aside for now, and focus on “real” metaphors.

2.2 Defining Conventionalization

Taking into consideration the empirical observations given above, it is now pos-
sible to provide an informal explanation of the e↵ects of conventionalization.
Here, I deviate from the analysis in Bowdle and Gentner [2] and Bowdle and
Gentner [3]. In these studies, conventionalization is described as a shift in pro-
cessing during which one no longer is required to compare the subject term to
the predicate term, but in which one can take to predicate term to evoke a
superordinate metaphoric category. I instead opt to take a more feature-based
approach to metaphor understanding, following the account in Kao et al. [6].

The primary observable di↵erence between conventional and novel metaphors
is the fact that a conventionalized predicate term is used to convey one specific
feature within the context of a metaphor. I have given examples of this obser-
vation in the above section. On the other hand, novel terms can be used to
convey a wider range of features, and the usable feature is largely dependent on
contextual cues alongside the relative applicability of the feature to the subject.

From this, I claim that the process of conventionalization is, in fact, a shift
from the potential use of multiple applicable features in a metaphoric context, to
the requirement that one feature be used. As a certain metaphoric interpretation
becomes more conventionalized, the feature corresponding to that interpretation
becomes more likely to be the relevant feature to be used. Conventionalization,
therefore, eventually results in only one relevant feature being available for use
given the predicate term of a metaphor. This diverges from the view in Bowdle
and Gentner [2], since it posits that there is no abstract metaphoric category
being referred to in the case of conventional metaphors, but rather a greater
restriction on possible applicable features.
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3 RSA Model of Metaphors

In order to account for conventionalization within a pragmatic account, I rely,
as a foundation, on the RSA model proposed by Kao et al. [6]. It builds o↵
of the basic model proposed by Frank and Goodman [4]. As in the basic RSA
model, it posits listener and speaker layers which reason recursively about one
another, in order to arrive at a pragmatically enriched meaning of an utterance.
A speaker reasons about a literal listener (who interprets an utterance literally),
and chooses the maximally informative utterance based on the expected interpre-
tation of the literal listener. A pragmatic listener reasons about the speaker, and
infers the meaning of the utterance based on the speaker’s expected behavior.

The crucial di↵erence between the metaphor model and the basic RSA model
is the introduction of the speaker’s goals. A speaker has certain communicative
goals, and chooses utterances which help satisfy these goals. Through this addi-
tion, the Kao et al. [6] model can derive metaphoric interpretations. In order to
make my contribution in Section 4 more clear, I begin by discussing each layer
of the original Kao et al. [6] model, and the process through which these layers
work together to allow for a derivation of metaphoric interpretations.

3.1 Literal Listener

The literal listener is modeled by the following equation,

L0(c, ~f |u) =
(
P (~f |c) if c = u

0 otherwise
(1)

where c is the actual category of the entity being described, u is the uttered
category, ~f is a feature vector which gives the possible applicable features for
the entity being described, and P (~f |c) is the prior probability that a member of

the category c has the feature vector ~f .
The literal listener, as the name suggests, interprets an utterance literally.

Equation (1) shows the way in which this literal interpretation arises. In order
to illustrate this, Kao et al [6] use, as an example (17):

(17) John is a shark.

In the case of (17), one can posit three features for ~f : {sleek, finned, scary}.
One can additionally take u to be “shark”, corresponding to the predicate term.
Finally, for c one can posit two categories: “shark” or “person”.

The literal listener’s role is to reason from the utterance to the likely category
and feature vector. If the reasoned-over category matches the utterance (that is,
if John is literally a shark), then the listener computes the joint probability

of c and ~f given u to be P (~f |c). This results in a literal interpretation of the
utterance. In other words, if the literal listener hears the sentence in (17) they
interpret it as meaning that John is a member of the category “shark”, and
assume that John has the corresponding features of a shark.
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3.2 Speaker

The speaker is defined by the following equation.

S1(u|g, ~f) / e�U(u|g,~f) (2)

The speaker’s role, as stated above, is to reason over the possible literal lis-
tener interpretations and choose an optimal utterance. The crucial component
in deriving metaphoric interpretations is the introduction of the goal, which is
denoted by g. The speaker’s goal is to communicate the value of a feature. In
other words, gi(~f) = fi is taken to be the speaker’s goal to communicate about
the values of feature i. Following the example in (17), one could posit that the
speaker’s goal is to convey that John is scary. This means that the speaker wants
to communicate that the value of “scary” (within the relevant feature vector) is
1.

To choose the optimal utterance, the speaker uses a utility function, which
allows the speaker to act as an approximately rational planner. This utility
function is the negative surprisal of the world state given an utterance. “State”
in this case, refers to the speaker’s goal to communicate a certain vector value.
The utility of the speaker is the following.

U(u|g, ~f) = log
X

c,~f 0

�g(~f)=g(~f 0)L0(c, ~f
0|u) (3)

Here, �g(~f)=g(~f 0) is 0 if the literal listener’s feature vector does not match the
feature vector reasoned over by the speaker. The speaker utilizes the logarithm
of the sum of L0 probabilities in which the goals reasoned over by the listener
match the goal of the speaker. Within the speaker equation, the utility is used
in order to reason over utterances. The speaker’s decision is influenced by the
speaker optimality parameter, �.

From the equations given in (2) and (3), one can therefore claim the following:
the speaker knows that if they produce the utterance in (17), the literal listener
will believe that John is literally a shark, and is therefore likely to be scary. The
speaker will therefore be motivated to produce the utterance, since their goal is
satisfied if the listener believes that John is scary.

3.3 Pragmatic Listener

The final component of the model is the pragmatic listener. The equation for
the pragmatic listener is as follows.

L1(c, ~f |u) / P (c) · P (~f |c) ·
X

g

P (g) · S1(u|g, ~f) (4)

The pragmatic listener’s role is to marginalize over the speaker’s goals, in
order to determine the intended meaning. The pragmatic listener’s decisions are
informed by prior world knowledge. Within this equation, the following three
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priors are considered: P (c) is the prior probability that the entity under con-
sideration is a member of c. In the case of example (17), while it is likely that
John is a human, there is a non-zero probability that John is actually a shark.
P (~f |c) is the prior probability that a member of c has features ~f . This proba-
bility was obtained in Kao et al. [6] through experimental testing. Finally, P (g)
is the probability that the speaker has a goal g. This probability changes based
on contextual information. To illustrate, if the speaker was asked “What is John
like?” this likely results in a uniform prior probability distribution over goals.
However, if they were asked “Is John scary?”, there would be a higher probability
assignment to the goal of conveying scariness.

From this model, it is, indeed predicted that the listener would arrive at
the interpretation that John is not actually a shark, but that the utterance was
meant to convey that John is scary. If the pragmatic listener thinks that it is
likely that the speaker’s goal is to convey the feature “scary”, and knows that
it is also unlikely that John is actually a shark, the pragmatic listener then
determines that shark is being used metaphorically.

4 The Proposed Extension

Now that I have considered the basic pragmatic account of metaphors, I turn to
the issues that arise for the Kao et al.[6] model in the case of conventionalized
metaphors. To illustrate this, I refer back to the example in (11c), repeated
below.

(18) The car is an anchor. (#Its metal casing shines bright in the sun. )

Here, anchor can only be used to refer to the fact that the car is a stabilizing
force, and not to the fact that the car is heavy or made of metal. However, it is
a priori almost certain that the car has the feature of being made of metal, and
reasonably likely (although not as strictly required) that it is also heavy and is
a stabilizing force (i.e., “steady”).

In Figure 1, the results from the Kao et al. [6] model for the sentence in (18)
are shown. As part of the implementation, I posited reasonable toy priors (given
in the appendix) for the applicability of features to the given categories. As can
be observed in Figure 1, since “metal” is most likely to be a feature of “car”,
when the listener hears “the car is an anchor” they interpret that as meaning that
the speaker wished to convey the feature “metal”. However, because “anchor” is
a conventionalized metaphoric term, the speaker’s intended interpretation given
“anchor” is far more likely to be “steady”, reflecting its conventional use. Cur-
rently, the Kao et al. [6] model does not capture this e↵ect of conventionalization.

An extension to the Kao et al. [6] model is therefore required in order to
account for cases such as this. I have previously posited that conventionalization
arises from the features associated with the uttered category. This means that
one cannot rely on the prior probabilities of the speaker’s goals alone, in order
to arrive at the correct interpretation of a conventionalized metaphors, since
the probability that a certain feature is usable is dependent on the utterance. I
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Fig. 1. Kao et al. [6] model results (L1 output)

therefore propose the inclusion of another prior, over possible interpretations of
the utterances. In this case, the interpretations are taken to be the feature vectors
that the listener believes the speaker intends to convey by using a predicate term.
The inclusion of this prior over feature vector sets is formally analogous to the
inclusion of prior over multiple lexica in the lexical uncertainty model proposed
by Bergen et al. [1]. However, there exist some crucial di↵erences in the way
the interpretations of the utterances are defined, and in the inclusion of formal
aspects of the Kao et al. [6] model. Below are the equations for the extended
model.

L0(c, ~f |u,F) =

(
P (~f |c) · F(u, ~f) if c = u

0 otherwise
(5)

The literal listener in the extended model behaves similarly to the literal
listener in the Kao et al. [6] model. The primary di↵erence is the addition of the

function F , which outputs 0 if the feature vector~f is not included in the set of
feature vectors given a utterance u, and 1 if ~f is included in the set of vectors
given an utterance u. Essentially, the literal listener now checks both whether
the predicate term matches the category under consideration, and whether the
feature vector under consideration is a part of the relevant set of applicable
feature vectors given an utterance. This allows for more nuance in interpreting
the utterance, since di↵erent possible interpretations of the utterance are being
utilized.

S1(u|g, ~f,F) / e�U(u|g,~f,F) (6)
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Fig. 2. Conventionalization model results (L1 output)

U(u|g, ~f,F) = log
X

c,~f 0

�g(~f)=g(~f 0)L0(c, ~f
0|u,F) (7)

The speaker in the extended model is almost identical to the speaker in
the original Kao et al. [6] model. The primary di↵erence is that the speaker
now outputs a probability distribution over utterances given a set of applicable
features, which the speaker also takes into account when considering the literal
listener model.

In sum, given a certain interpretation for the possible utterances, the speaker
is likely to choose the utterance which will most optimally lead the literal listener
to the correct interpretation of the speaker’s goal.

L1(c, ~f |u) / P (c) · P (~f |c) ·
X

g,F
P (g) · P (F) · S1(u|g, ~f,F) (8)

The pragmatic listener layer is primarily where the priors over feature vector
sets (P (F)) are incorporated (priors and sets of vectors are provided in the
Appendix). The pragmatic listener marginalizes over goals and applicable feature
vector sets, in order to determine the speaker’s intended meaning.

Using these modified equations in an implementation of the metaphor model
outputs the results in Figure 2, which is a much more intuitive prediction given
the sentence in (18). When the listener hears the utterance “The car is an an-
chor”, it is likely that the intended feature is that the car is steady. The results
in Figure 2 show that the highest probabilities are assigned to feature sets in
which “steady” is a member, and in which the intended category is “car.” This is
an improvement over the results in Figure 1, in which the feature sets containing
“metal” are assigned the highest probabilities.
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In the case of novel metaphors, one would set the weights over possible in-
terpretations heavily skewed towards the feature vector set which contains all
possible vectors (Feature vector set 1, in the Appendix), which would give the
same result as the original Kao et al. [6] predictions. The model therefore ac-
counts for both novel and conventional metaphors.

5 Conclusion

In this paper, I have outlined several empirical observations concerning conven-
tionalized metaphors, and have provided a general account of the process of
conventionalization. Crucial to this account is the idea that conventionalization
requires a shift from allowing for multiple applicable features to be used in a
metaphoric context, to limiting the set of applicable features to one convention-
alized feature. Based on this claim, I have provided an extension to the RSA
model by Kao et al. [6], which accounts for conventionalized metaphors.

Several possible further refinements to this approach would be interesting
to pursue. The simplest extension would be to consider refinements within the
model itself. The priors used to generate the above results were toy priors. In
order to obtain more accurate results, one could run empirical tests similar to
those in Kao et al. [6], in order to obtain more accurate priors. In particular,
it would be an important next step to generate weights over feature vector
sets based on empirical results, since the current weights are assigned based on
reasonable assumptions about listener knowledge of the various interpretations.
Second, a more principled way to generate applicable sets of feature vectors
would be interesting to pursue. For the purposes of the current study, I posited
sample sets of feature vectors, with the aim of representing di↵erent degrees of
conventionalization. However, there are many possible sets of vectors one could
potentially incorporate in the model, which may lead to interesting predictions.

In addition, as was mentioned in Section 2.1, one could potentially explore
the process of metaphor death, and the way it relates to the account of con-
ventionalization. Finally, and perhaps most importantly, one could explore the
theoretical validity of using features-matching in an account of metaphors. While
features allow for a relatively clean analysis of conventionalization, they lead to
a larger issue of establishing correspondences between domain-specific proper-
ties. For example, a bombshell being “striking” is obviously di↵erent compared
to a news story being “striking”. In order to account for this, one would have
to provide a further refinement on the conceptualization of features, and on the
ways in which domain-specific properties can be generalized.
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Appendix
Feature set priors:

– Anchor (category prior: 0.01)
{metal : 1, large : 1, steady : 1}: 0.30
{metal : 1, large : 1, steady : 0}: 0.13
{metal : 1, large : 0, steady : 1}: 0.13
{metal : 1, large : 0, steady : 0}: 0.05
{metal : 0, large : 1, steady : 1}: 0.13
{metal : 0, large : 1, steady : 0}: 0.05
{metal : 0, large : 0, steady : 1}: 0.05
{metal : 0, large : 0, steady : 0}: 0.05

– Car (category prior: 0.99)
{metal : 1, large : 1, steady : 1}: 0.2
{metal : 1, large : 1, steady : 0}: 0.2
{metal : 1, large : 0, steady : 1}: 0.2
{metal : 1, large : 0, steady : 0}: 0.2
{metal : 0, large : 1, steady : 1}: 0.05
{metal : 0, large : 1, steady : 0}: 0.05
{metal : 0, large : 0, steady : 1}: 0.05
{metal : 0, large : 0, steady : 0}: 0.05

Interpretations:

– Feature vector set 1 (weight = 0.07)
’anchor’ : [ {metal : 1, large : 1, steady : 1}
{metal : 1, large : 1, steady : 0}
{metal : 1, large : 0, steady : 1}
{metal : 1, large : 0, steady : 0}
{metal : 0, large : 1, steady : 1}
{metal : 0, large : 1, steady : 0}
{metal : 0, large : 0, steady : 1}
{metal : 0, large : 0, steady : 0}]

– Feature vector set 2 (weight = 0.15)
’anchor’ : [ {metal : 1, large : 1, steady : 1}
{metal : 1, large : 0, steady : 1}
{metal : 0, large : 1, steady : 1}
{metal : 0, large : 0, steady : 1}]

– Feature vector set 3 (weight = 0.3)
’anchor’ : [ {metal : 1, large : 0, steady : 1}
{metal : 0, large : 1, steady : 1}
{metal : 0, large : 0, steady : 1}]

– Feature vector set 4 (weight = 0.4)
’anchor’ : [ {metal : 0, large : 0, steady : 1}]

– Feature vector set 5 (weight = 0.01)
’anchor’ : [ {metal : 1, large : 1, steady : 1}
{metal : 1, large : 1, steady : 0}
{metal : 1, large : 0, steady : 1}
{metal : 1, large : 0, steady : 0}]

– Feature vector set 6 (weight = 0.01)
’anchor’ : [ {metal : 1, large : 1, steady : 0}
{metal : 1, large : 0, steady : 1}
{metal : 1, large : 0, steady : 0}]

– Feature vector set 7 (weight = 0.01)
’anchor’ : [ {metal : 1, large : 0, steady : 0}]

– Feature vector set 8 (weight = 0.01)
’anchor’ : [ {metal : 1, large : 1, steady : 1}
{metal : 1, large : 1, steady : 0}
{metal : 0, large : 1, steady : 1}
{metal : 0, large : 1, steady : 0}]

– Feature vector set 9 (weight = 0.01)
’anchor’ : [ {metal : 1, large : 1, steady : 0}
{metal : 0, large : 1, steady : 1}
{metal : 0, large : 1, steady : 0}]

– Feature vector set 10 (weight = 0.01)
’anchor’ : [ {metal : 0, large : 1, steady : 0}]

– Feature vector set 11 (weight = 0.01)
’anchor’ : [ {metal : 0, large : 0, steady : 0}]

– Car is the same across all feature vec-
tor sets:

’car’ : [ {metal : 1, large : 1, steady : 1}
{metal : 1, large : 1, steady : 0}
{metal : 1, large : 0, steady : 1}
{metal : 1, large : 0, steady : 0}
{metal : 0, large : 1, steady : 1}
{metal : 0, large : 1, steady : 0}
{metal : 0, large : 0, steady : 1}
{metal : 0, large : 0, steady : 0}]
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Abstract. One of the reasons limiting common usage of dialogue agents
is that they couldn’t “understand” more complicated requests due to fail-
ures in communicative grounding attempts, which establishes mutually
agreed upon knowledge. Distinct from researches that evaluate dialogue
agents’ performance using the rates of successfully completed tasks, this
paper takes the linguistic approach of discourse analysis and investigates
practical differences in how human and agent interlocutors make use of
language to reach common ground in human-human and human-agent
(Siri) dialogues given same tasks. Utilising the Degrees of Grounding
model [10] and the modified Incremental Semantic Processing Model [5],
the paper identifies four major weaknesses in Siri: (i) uninformative re-
quest repair, (ii) greedy use of grounding evidence, (iii) difficulties in
interpreting resubmit and (iv) inability to understand human grounding
strategies. Apart from the surface distinct language use, findings hint
at a deeper challenge in optimising agents’ presentation to help adjust
anticipated replies. In view of Siri’s expressions that had misled users
about its perceptions, a number of mitigation strategies are suggested.

Keywords: Dialogue Agent · Grounding · Discourse Analysis

1 Introduction

Communication, like many other collaborative acts, requires common knowledge
of participants. Grounding is the crucial process that helps to achieve mutually
agreed knowledge [2]. As every interlocutor has their distinctive perception and
acquired world knowledge, grounding addresses the potential discrepancies in
knowledge by establishing a common ground that facilitates efficient contribu-
tions in conversations.

While grounding attempts in human conversations eventually resolves ambi-
guities and discrepancies in interlocutors’ understanding most of the time, it is
significantly more challenging for dialogue agents, often leaving miscommunica-
tion unresolved. In order to expand the applications of task-oriented agents to
a wider range of contexts, successful grounding becomes an essential task when
dealing with more complex commands and responses.
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This paper aspires to answer the question “why aren’t ambiguities success-
fully resolved by grounding in human-agent dialogues as that in human-human
dialogues?” from a conversational perspective. Focusing on studying the use of
grounding evidence and other manners of how grounding is accomplished by hu-
man and agent interlocutors in human-human and human-agent dialogues, the
paper investigates the factors that limited the effectiveness of grounding in dia-
logues involving agents. Since studies comparing popular task-oriented dialogue
agents often rank Siri as one of the weakest candidates [8], this study chooses Siri
to discover fundamental differences in agents’ grounding attempts from humans’.

The following first presents a background of related work in section 2 and
formal background in section 2.3, then the methodologies in section 3. Section
4 presents data analysis, where section 4.1 concerns positive grounding evidence
and 4.2 concerns negative grounding evidence. A number of phenomena observed
in the data would be addressed in the discussion of section 5. Section 6 provides
suggestions to how Siri could be optimised via enhancing its grounding attempts.
Section 7 finally summarises the contribution of the paper and suggests potential
extentions.

2 Related Work

2.1 Theoretical Background

Grounding was conceptually divided into a presentation phase, where an utter-
ance is presented to an interlocutor, and an acceptance phase, where the inter-
locutor gives evidence to show understanding of the presented utterance [3]. By
“accepting” the content, one does not necessarily have to subjectively agree with
the subjective views towards the information, but instead has to acknowledge
the proposition expressed, eventually including discerning a referent. However,
accepting a reference and a predication may fall apart: For example, when the
utterance “The movie is pretty bad” is replied with “No it’s not” in the acceptance
phase, the second speaker is still accepting the reference of “the movie”, but dis-
agrees with the attribution. In such case, at least grounding of the movie would
be successful. Accordingly, we deal with referential grounding in the following,
but also look at data concerning coherent dialogue continuation as grounding in
propositional level.

Early grounding studies proposed 5 types of grounding [3], however this paper
adopts the extended version with 8 types by [10], summarized in Table 1.

To establish referential identity human interlocutors tend to make use of 4
major tactics, namely Alternative descriptions, Indicative gestures, Referential

installments and Trial references [2]. Alternative descriptions offer a different
description to the same referent; indicative gestures are body gestures such as
pointing and touching; referential instalments establish identity before further
mention; and trial references present the reference with a try marker that allows
interlocutor to confirm or deny. The tactics were found in this study often used
in the acceptance phase, but more so in human interlocutors, and have shaped
the interlocutors’ characteristics in request repair and resubmit (see Sec. 4.2).
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Table 1. 8 Types of Grounding Evidence (Roque and Traum, 2008)

Submit when new information is first introduced in the dialogue
Resubmit when information is presented again by the same initiator as

repair
Repeat Back when information is presented back to the initiator as

confirmation
Acknowledge when signal of agreement does not specify content
Request Repair when a need of resubmit is indicated
Move On when a decision of proceeding to the next task is indicated
Use when semantic evidence shows that previous information is

understood
Lack of Response when neither of the participants speaks, showing no objection

The degrees of groundedness could be assessed by the 9-level scale of ground-
edness based on the patterns of evidence as in Table 2. Roque and Traum [10] ap-
plied their Degrees of Grounding model to the groundedness of Common Ground
Units (CGU) that contains “bits of information” defined by parameters in the
domain such as evidence history, mission number and grounding criteria. As this
paper focuses on the evidence of understanding and the delivery of the grounding
attempts, the set of information in CGUs will not be explained in detail. How-
ever, as [10] mention, a notable limitation lies in the definition of resubmitting

as an indicator of the degree of being accessible, assuming that resubmit of in-
formation always indicates lack of complete understanding. The assumption was
found not necessarily true in empirical data, especially when the same speaker
uses it as an emphasis of previous content.

Table 2. Degrees of Groundedness and Their Patterns (Roque and Traum, 2008)

Degree of Groundedness Pattern / Identifier

Unknown No information introduced
Misunderstood (anything, Request Repair)
Unacknowledged (Submit, Lack of Response)
Accessible (Submit) or (anything, Resubmit)
Agreed-Signal (Submit, Acknowledgement)
Agreed-Signal+ (Submit, Acknowledgement, other)
Agreed-Content (Submit, Repeat Back)
Agreed-Content+ (Submit, Repeat Back, other)
Assumed Grounded by other means

2.2 Human Behaviour in Conversations

Human interlocutors contribute to grounding with the least collaborative efforts,
therefore prefer minimal signals, for example, backchaneling as acknowledgement
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[3]. Human interlocutors tend to produce acknowledgements to ground smaller
units of information such as phrases as updates to new information incrementally.
It is therefore not necessary for one interlocutor in one turn to complete express-
ing a concept or context, instead interlocutors could collaborate across multiple
turns towards a common goal[9]. Because of the strictly bounded real-time in-
teraction, tactics that require collaborative contribution such as trial reference
and referential installments are possible [2]. Human interlocutors tend to prefer
moving on to a further task after the ambiguities are resolved, where cues were
given by the interlocutors showing mutual understanding [3].

This paper takes the above behaviours found in previous works of human-
human interactions as assumed features of human interlocutors. Based on these
assumptions, the behaviours of Siri are analyzed in Sec. 4

2.3 Formal background

The paper adopts dynamic syntax [1] as formal framework, considering the
action-based grammar formalism’s strengths in interpreting partial and incre-
mental inputs as context updates. The framework takes word-by-word inputs
and constructs semantic trees with nodes representing lambda calculus formaluæ.
The incremental feedback extension proposed by Eshghi et al. [5,6], uses Type

Theory with Records (TTR) proposed by Cooper [4], giving rise to a TTR version
of Dynamic Syntax (DS-TTR).

Figure 1 exemplifies how a grounded utterance would be represented as con-
textual update. Pointers mark nodes under development, where the self-pointer
} (white diamond) and the other-pointer ⌥ (black diamond) represent the two in-
terlocutors’ signalled state of comprehension and acceptance. When the location
of the pointers align, the utterance up to this point is considered as grounded.
Grounded contents are connected by a solid line and the contents not (yet)
grounded are connected by a dotted line. The application is further extended
from compound contributions, self-repairs and backchanneling of human-human
interactions in previous works [5] [6] to include question-answering of human-
agent dialogue in this paper. In DS, wh-question words are taken as place-holding
devices interacting with other elements such as pronouns mentioned in Kempson
et al.[7] and Cann et al. [1]. Taking that in the context of dialogue, often a dia-
logue act of request is triggered. As this paper does not particularly concern the
detailed syntactic actions within dynamic syntax, but rather focus on the use of
graph representation to derive interpretations in order to understand whether
interlocutors indicate their understanding of the same sequence of updates, for
simplicity “REQ” was used as a convenient abbreviation in replacement of the
actual wordings to adapt to the question-answering dialogue mode and to distin-
guish the dialogue act of request from statements. For instance, “how do you” in
“how do you go to Jona in Switzerland from Saarbrücken” would be represented
with “REQ”. At a later point in this dialogue, represented in Figure1, the request
to “go to Jona in Switzerland” has already been grounded, indicated by the solid
lines. However one interlocutor understood the latter part as “from Saarbrücken”
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and the other as “from Sunderland”, where no evidence showed that either of the
options was grounded as common knowledge between them.

Fig. 1. Example of Graph Representation using an Incremental Semantic Processing
Model according to DS [5]

3 Methodologies

Two task-oriented dialogues, one mainly between a staff and the subject at the
information desk of a train station, and the other between the subject and Siri,
were collected for case studies. The data was collected with voice recordings
and screenshots in addition for the human-agent dialogue. The recordings have
a length of 2:38 and 4:48 respectively and are partially transcribed.Here the 60
turns transcription of the human-human dialogue is referred to as excerpt 1, and
the 49 turns transcription of human-agent dialogue as excerpt 2.

In order to ensure that dialogues are comparable, one student volunteered
as the human subject for the data collection of both the human-human and the
human-agent setting. The subject was carefully chosen to be one who has never
had any interactions with Siri.

After the dialogues were collected, qualitative analysis was performed based
on three frameworks (cf. Sec. 2). Based on the categorisation of Grounding Ev-

idence [10] distinct distribution of usage and features of grounding evidence in
human and agent interlocutors were identified. Complementarily, the Grounding

References [2] were referred to to account for human grounding tactics, whereas
the Extended Model of Incremental Semantic Update [6] was applied to specific
cases, to further understand where and how exactly the grounding attempts fail.

4 Data Analysis

4.1 Grounding Evidence and Degrees of Groundedness

Grounding evidence includes both positive and negative evidence that indicates
an interlocutor’s understanding of a previous utterance. Positive evidence, for in-
stance, acknowledgement and repeat back, are those that signal a positive under-
standing of the utterance. Negative evidence on the other hand, such as request

repair and resubmit, reveal the occurrences of misunderstanding or miscommu-
nication. Request repair and resubmit, despite being subcategories of grounding
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evidence, were separated for analysis in order to specifically account for the use
of negative evidence, as well as the delivery and resolve of miscommunication
through grounding. Examples of some of the grounding evidence are given below.

Submit In contrast to human-human dialogues that are strictly bounded by
real-time reactions (cf. Sec. 2.2), human-agent dialogues are barely bounded
by immediate response. Therefore a larger information load with multi-modal
information could be found displayed beyond speech, such as web-search results
in example (1).

(1) a. Subject: OK. (3.0) How do you reach Jona.
b. Siri: I found this on the web: (displays Google Results text on screen:)

“Finding Jonah and defeating the Trinity army. . . ”
“Fighting the jaguars and reaching Jonah in Peruvia n Jungle. . . ”

Excerpt 2, Turns 45–46

Acknowledgement Unlike how human interlocutors ground smaller fragments
of information due to technical limitations (cf. Secs. 1 and 2.2), Siri only ac-
knowledges propositional levels of groundedness, as in example (2). Despite that
instances of “Submit, Acknowledge” are considered “Agreed-Signal” in the de-
grees of groundedness, the agent’s “OK” in Excerpt 2 (d) of the same sequence
was followed by a request repair, indicating misunderstanding. To better under-
stand the contents grounded by that instance of “OK”, the Model of Incremental
Semantic Update is applied to derive two potential interpretations of example
(2) in Tab. 3.

(2) a. Subject: How do you go to Jona in Switzerland from Saarbrücken?
b. Siri: Which local business? Tap the one you want:

(in MAPS) Rapperswill Rapperswill-Jona. . .
c. Subject: I don’t want the business? I want to visit it.
d. Siri: OK.
e. Subject: (3.2) So?

Excerpt 2, Turns 11–15

The major difference between the two interpretations of the context of ex-
ample 2 lies in the information unit for grounding “I don’t want the business? I
want to visit it”, and what the tag “OK” actually acknowledges. In Interpretation
1, the entire interaction is seen as contributing to the grounding of the earliest
submitted request, where the line “I want to visit it” is taken as an update to
the previously said activity in Jona. The “OK” was to acknowledge the specifics
of the request, thus the request of going to visit Jona is considered grounded
where the two pointers landed at the same position. In Interpretation 2, the
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interaction concerns the grounding of a request and a statement separately. “I
want to visit it” is taken as an individual statement apart from the request.
Therefore “OK” acknowledges grounding of the statement, leaving the request
eventually remains ungrounded. Possibly due to the subject’s rejection of the
“local business” suggested by Siri, the request was discarded.

Table 3. Two Possible Interpretations of Context in Excerpt 2, Turns 11–14. Key:
Black diamond: Siri’s understanding, White diamond: Subject’s understanding. Solid
paths indicate grounded content

Interpretations Excerpt 2, Turns
11–14

⇤ Subject: How do
you go to Jona in
Switzerland from
Saarbrucken?

⇤ Siri: Which local
business? Tap the
one you want: (in
MAPS)
[text] Rapperswill
Rapperswill-Jona. . .

⇤ Subject: I don’t
want the business? I
want to visit it.

⇤ Siri: OK.

Move On, Repeat Back and Use In Move On, Siri was found to “jump
to conclusions” and move on assuming the subject shares the same assump-
tions without positive grounding evidence, leading to a larger count of surface
“Assumed” level of groundedness on record when the common ground was not
reached. In Repeat Back, the agent always embeds the key terms in an utter-
ance unlike how humans use them as trial references. Instead of repeat back, Siri
tends to prefer use. In Use, when using the tactic of alternative descriptions in
demonstrating comprehension, Siri uses more distantly related information from
the previous utterance. As presented below, the subject paraphrased the “desti-
nations” as “the region” in example (3), while Siri opted “Jona in Switzerland”
for “ocal business”, as well as providing maps references in example (2).

(3) a. Staff: Destinations where you can go with this ticket so I cannot (.)
explain [And there is there (.) there exist]
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b. Subject: [OK yeah yeah the region would be good]
Excerpt 1, Turns 22–23

Summary In sum, on a 9-degrees scale of groundedness(0 the lowest, 8 the high-
est), human-human interactions showed an accumulation of degrees of ground-
edness in the range of 3,4,5,8, while in human-agent interactions, groundedness
was expressed in a more concentrated manner at two ends of the scale in 1,8.

Fig. 2. Degrees of Groundedness in Human-human and Human-agent dialogues

4.2 Request Repair and Resubmit

Request repair and resubmit, as negative evidence that signals misunderstanding,
contribute to the negotiation process and how grounding moved forward. Request
repair in the acceptance phase signals failure in understanding the submitted
utterance. After miscommunication is expressed, usually a resubmit follows by
their interlocutor in the next presentation phase as an attempt to repair or
disambiguate the requested information. Apart from co-occurring with repeat

back, move on and use, Request Repair and Resubmit are used by human and
agent interlocutors drastically different with respect to initiative, informativity

and accuracy. The observations in this section are based on the exchange in
Tab. 4.

Table 4. Request Repair in Excerpt 1 by Staff and Excerpt 2 by Siri, respectively

Staff ’s Request Repairs Siri’s Request Repairs

I don’t understand which ticket you mean. Sorry I’m still not sure about that. (3⇥)
Ticket for five people? I’m not sure I understand. (3⇥)
And then what’s the name? I don’t have an answer for that.
To? Which local business?
The name of the group Which Joe?
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Informativity Informativity concerns the amount of information in a request
repair presented to the interlocutor as reference for their resubmit in the next
turn. Humans tend to provide explicit directions to the anticipated content of
repair. Taking “what’s the name” in Tab. 4 as an example, the staff specified
the type of answer requested as an update to the context of “group tickets for
five people” in earlier exchange. One of the issues of Siri’s passive template re-
quests for repair is the low informativity and specificity of requests with little
information to updating the context. As in (4), the agent did not deliver any
information to whether it was the verbal reference or the command that caused
the miscommunication, hence how the human interlocutor could collaborate.
The human interlocutor had decided that the reference was the unclear part and
resubmitted the reference. However, miscommunication was not resolved in the
next turn, revealing the problem could have been from understanding the com-
mand instead. With no confirmation nor denial of any submitted information,
the agent does not shift place the other-pointer ⌥ nor did it provide any new
paths of interpretations.

(4) a. Subject: It’s a town in Switzerland Jona h.h.h.
b. Siri: I’m not sure I understand.
c. Subject: oh my god *giggles* (1.0) JONA (.) IN (.) SWITZERLAND
d. Siri: Sorry, I’m still not sure about that.

Excerpt 2, Turns 25–27

Accuracy Accuracy refers to accurate expression of one’s understanding, or
level of groundedness. In comparison to expressions of the staff with a range of
wordings, Siri’s repetitive template response limited the accuracy of expressed
understanding. The staff’s “I don’t understand which ticket you mean” expresses
a lower level of understanding and “ticket for five people?” expresses a higher level
of understanding. Siri’s “Sorry I’m still not sure about that” and “I’m not sure
I understand” in human perception should indicate two levels of understanding,
however itself seemingly does not distinguish the differences between them. Even
if it does, the partial information understood or doubted is not prominent to
users. Such delivery is observed to have led to further hindrance in grounding
due to a discrepancy in perceived understanding and fail to provide adequate
information needed for repair.

Initiative Initiative refers to showing perceived willingness to cooperate to-
wards a goal, therefore contributing to a more preferable response. The staff’s
request repair “I don’t understand which ticket you mean” even though expresses
miscommunication, has the initiative to move the interaction forward. In com-
parison, Siri’s signal of negative evidences “I’m not sure I understand” and “Sorry,
I’m still not sure about that” do not show efforts in cooperation. There were cases
where the agent did, such as the use of “Which local business?”, however were
only minority cases.
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5 Discussion: Siri’s Weaknesses in Grounding

The weaknesses in Siri’s grounding strategies can be concluded with 4 main
practical challenges, elaborated in the following.

Template Responses are Undesirable Request Repairs Responses that
Siri uses frequently in request repair led to inadequacy in accuracy, informativity
and initiative. Inaccurate indication of the agent’s understanding could alter the
amount of information given by users in the next turn, resulting in insufficient
knowledge for grounding hence miscommunication. When informativity is low
given no specified information required in the template request repairs, human
interlocutors could be confused about what to offer in the next turn, as in ex-
ample (4). The low initiative perceived, from low commitment and barely any
alternative provided, could frustrate users and lead to giving up of the ground-
ing process. The success in Siri’s grounding attempts is bounded by its limited
knowledge of the ultimate goal and how to collaborate accordingly.

Greedy Approach in Grounding Evidence Use Siri’s greedy approach
in cramming multiple grounding evidence in one turn compromised the inter-
locutor’s understanding of the most recent utterance and the predictability in
their next utterance. The larger size of information, such as search results, could
cause information overload hence users giving up reading and make them prone
to miscommunication. Another problem is that since users may respond to any
of the component mentioned, the more actions being taken, the more varied
users’ responses could be. That would increase the potential of unpredictable
information, as well as ambiguities and discrepancies in pragmatic function, as
in (b) of example 2, which could result in harder comprehension for Siri.

Difficulties in Interpreting Resubmit The difficulties Siri has in interpreting
resubmits arise because the agent does not take resubmits as updates most of
the time and only allows a small range of responses. Exemplified in example (2),
the agent could not relate fragments of information to the ongoing task and was
always looking for a new task during most of the resubmits. The agent was also
bound to its own assumptions and anticipated answers, which rejecting of its
suggestions could be taken as terminating the whole request.

Unable to Understand human Grounding Tactics Verbatim content reg-
ister “J-O-N-A” by reading out the spelling of the word was interpreted by Siri
as “Jay O NE”. Meanwhile, step-by-step instalment could not be understood as
related contents but instead each as a new task. Such preferences would under-
mine the usefulness of resubmits given by users hence slow down the progress
in grounding process. On the other hand, Siri was trying to present itself as
human-like by using alternative descriptions, which the descriptions ended up
unfortunately causing confusion and ambiguity to the subject.
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6 Suggestions

With the mentioned observations of Siri’s performance, the following suggestions
are put forward to potentially advance dialogue agents’ strategies in grounding.
The main idea of the bigger picture here is that the agent has to strike a balance
between presenting itself as human-like, adapting to actual human grounding
strategies, and making good use of its advantages as an agent.

For accuracy in the expression of misunderstanding, the agent should distin-
guish different levels and areas of understanding. For example, the information
required for a request could be the area of understanding, and a confidence level
could be established as the level of understanding. Based on both, agents should
be using a range of wordings to specify its understanding.

Concerning informativity, when the agent is requesting repair of informa-
tion, partial grounding could be incorporated into the request by repeating the
known information while still required information could be explicitly named.
For example, when the type of task is understood but the specifics for the task is
not, the agent could first repeat or express the understanding of the task, while
asking for the type of specifics with utterances such as “Where do you want me
to direct you to?”.

With respect to initiative, which shows Siri’s devotion and willingness in
cooperation, it is suggested that alternatives could be requested when linguistic
miscommunication occurs. For example, when the task of navigation is known
but the location is not known or is misheard, the agent could ask users to indicate
the location on a map with utterances such as “Could you point to it on a map
instead?”. In case the task is too complicated to understand, Siri could still ask
for related information then direct users to one or two websites instead of too
many search results. Utterance for example “I could not assist, but maybe you
can find answers about (keywords) here.” could be used in such cases.

To improve Siri’s comprehension, it is suggested that resubmits and submits
should be distinguished and a larger range of utterances should be accepted.
Even if not all the information conveyed was understood, Siri still should not
give up entirely. Another important point is that Siri should allow earlier denied
information to be submitted again. As in “Jona” in example 2, after being denied
for once due to the agent’s misunderstanding, it should still accept the keyword
when the subject resubmit.

To better adapt to human communications, Siri should further introduce
human grounding tactics to its own manner of communication. Essentially, the
process could be broken down to smaller incremental tasks, and information
should be grounded before moving on, as argued for in [9]. The grounding pro-
cess is expected to be more successful if the agent could present a smaller amount
of information in each turn and have each piece of information grounded before
moving on. Another tactic is to adapt to human interlocutor’s assumptions for
displayed materials. As observed, humans take materials beside of speech as
supplementary and the subject as well did not take time to look into the search
results provided by Siri. To adapt to such preferences, Siri could rank the rel-
evance of its searches, utter the title of the top few and display searches only
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as complementary information. Verbatim content register should be understood
and could be introduced into its request repair as well. The turns required for
grounding with the suggested human tactics would potentially be longer, but
the possibilities in successful grounding hence completing tasks would be higher.

7 Conclusion and Possible Extensions

The paper investigated practical distinctive features of Siri in grounding at-
tempts, as a starting point in understanding limitations in communicative ground-
ing in human-agent dialogues. Based on the findings, challenges faced by Siri were
identified and possible mitigation was suggested. However, many questions are
yet left open. In future studies, it is planned to extend the study of grounding
in human-agent interactions in at least three different ways: (i) a comparison
between different dialogue agents (Siri, Alexa, . . . ) is aimed at to pinpoint dif-
ferences between the major dialogue systems today. (ii) The conversational scope
of the study has to be extended in order to cover further patterns of grounding
in human-agent interactions and to study about the role of expectations, and
(iii) the lessons learned from studies such as those presented here have to be
incorporated into implementations of dialogue agents.
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Abstract. As first introduced by Tversky and Kahneman in 1974, the
conjunction error is defined an error of probabilistic reasoning where the
heuristic can bias individuals to rank the conjunction or two events as
more likely than one on its own. Specifically, when given a contextual
description of “Linda” that is prototypically representative of a fem-
inist, participants are more likely to chose the statement “Linda is a
bank teller and a feminist” compared to the statement “Linda is a bank
teller”. Criticisms have challenged this notion by arguing that the com-
parison between an event and its conjunction is pragmatically odd, as
it compares the set to its subset. The current study demonstrates that
using a similar entailment between a disjunction (Linda is a bank teller
or a feminist) and the conjunction significantly reduces the number of
conjunction errors committed. Thus, participants are sensitive to the
pragmatic circumstances of the conjunction error. Additionally, a com-
parison between plain disjunctions and disjunctions that only allow for
an inclusive interpretation shows no di↵erence in response patterns. A
secondary analysis of the data suggests particular response strategies
that participants may adopt with respect to implicature generation and
probability judgments.

Keywords: Conjunction error · Implicature · Represenativeness heuris-
tic.

1 Introduction

In their classic investigations on judgments under uncertainty, Tversky and Kah-

neman [24, 25] argue that individuals use cognitive heuristics to help them to

make probabilistic decisions. The heuristic states that an instance that is more

representative of the schematic representation of an category will be judged as

more probable, regardless of the actual statistical probability of said event occur-

ring (e.g., a robin is a highly representative instance of a bird and would therefore

be more judged as a more probable instance of the bird category). Representa-

tiveness can be understood as the relative correspondence between a outcome

(instance, prediction, result etc.) and the model (event, category etc.). Perceived

likelihood of an outcome is influenced by the relationship between the model and

a particular outcome and can be judged based on aspects such as similarity or

availability [25]. Tversky and Kahneman observed the conjunction error, as a
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consequence of the representativeness heuristic. They found that an irrelevant

context can bias individuals to misjudge the conjunction of two events as more

probable than an event on its own. This was most famously demonstrated by

the “Linda Problem” described in Table 1 [25, p.297]:

Table 1: The Linda Problem.

Linda is 31 years old, single, outspoken and very bright. She majored in
philosophy. As a student, she was deeply concerned with issues of
discrimination and social justice and also participated in anti-nuclear
demonstrations.
Which of the following do you think is most likely to be true?
a) Linda is a bank teller.
b) Linda is a bank teller and a feminist.

They found that a higher percentage of participants chose (b) as more prob-

able despite the conjunction of the descriptors (bank teller and feminist) being
necessarily less probable to occur than one of its component descriptors (bank
teller). This so-called conjunction error is attributed to the representativeness

heuristic, where individuals choose instances that best conform to an overall con-

strual of an individual or event [25].Tversky and Kahneman find further evidence

to support their representativeness hypothesis, specifically that conjunction er-

rors are virtually eliminated when a nondescript version of the problem is given

[25]. Tversky and Kahneman attribute this result to the fact that the instance

“Linda is a (bank teller) and feminist” is no longer representative of the overall

category of feminists. That said, this finding is contested in related studies [21]

among others.

The prevalence of the conjunction error is also influenced by the presenta-

tion of the problem. Hertwig and colleagues demonstrate that they can prompt

a statistical interpretation of likelihood by framing the probability judgment in

terms of frequencies. For example, “given the description of Linda, describe the

number of women in a population of 100, who are bank tellers/bank tellers and

feminists?”. In this design, the relative amount of conjunction errors was signif-

icantly reduced [11, 5] Gigerenzer argues that the conjunction error is reduced

in a frequency format because individuals tend represent probabilistic informa-

tion in terms of frequencies [6]. This is further supported by more recent work

which demonstrated when the Linda Problem is framed as a query search for a

computer database, where the description is framed as a set of parameters (e.g.,

age = 31, college major = philosophy) conjunction errors are yet again reduced

[12].
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2 Criticisms and alternative views

Despite the overall appeal of the representativeness hypothesis, it has been met

with various criticisms. Broadly speaking, the representativeness hypothesis has

been criticized for being too vague in the requisite conditions for it to occur. Such

that, there are some circumstances in which the conjunction error is robust, and

other situations where individuals reason in a way consistent with probability

and logic [16, 14, 23]. More specifically, there are three salient critcisms of the

representative heuristic as presented in the Linda Problem: interpretations of

probability [6, 11], the polysemous nature of AND in natural language [17, 10,

13] and the pragmatic considerations of implicature availability [18, 1, 22]. This

paper will focus on the third criticism.

Individuals who commit the conjunction error are assumed to be observing

Grice’s Cooperative Principle and its subsequent maxims, which are general ex-

pectations of how interlocutors participate in conversation [7, 8]. This assumption

is consequential for how individuals respond to the conjunction problem based

on Grice’s maxims of Quantity and Relevance, which state that conversational

participants should be maximally informative and relevant in their contributions.

Adler [1] reduces the Quantity and Relevance maxims to what he coins as

selective relevance, such that, for conjunction problems and other such contribu-

tions, participants expect that the information given in conjunction problems is

true for one alternative and thereby should not be true for another or potentially

all of the alternatives. The choice between “bank teller” and “bank teller and

feminist” violates this expectation, as it is an odd comparison between a set and

its subset [4, 18]. Adler argues that in conjunction problems, an answer that is

true for more members of a set is less satisfying than an answer that applies

to less members. “bank teller” would be less discriminatory based on the given

description of Linda and as a result less informative, especially in comparison

to the latter. Assuming an individual answering the Linda Problem is obeying

these maxims, they ought to choose an answer in a way that is most informative

(i.e., Linda is a bank teller and feminist) [1]. Using a similar conjunction error

problem Mosconi and Macchi [15, Exp.1] demonstrate that when individuals are

asked to judge the validity of the alternative that is statistically correct (e.g.,

Linda is a bank teller), they deemed the correct answer pragmatically inappro-

priate. Specifically, they either thought it was either false or reticent (partially

true or informative).

Further to this e↵ect, others argue that to reconcile the triviality of a com-

parison between a set and its subset by generating an implicature. Implicatures

are pieces of information that are inferred above the literal meanings of the sen-

tence [7, 8]
1
. As as generalization, implicatures are presumed to arise from this

1 For example, Susie ate some of the cookies implicates that she did not eat all of the
cookies. Yet, it would be necessarily true that she ate some of the cookies if she did
in fact eat all of them. However, since the speaker did not say that Susie ate all of
the cookies, this presumption denies all as possibility and strengthens the meaning
to Susie ate some and not all of the cookies.



94 C. Agyemang

adherence to Gricean maxims and other structural and pragmatic constraints.

Implicatures deny the possibility of a more informative statement on the basis

of that if one was certain about the possibility the more informative statement,

they ought to state it to be maximally informative and relevant. Additionally,

implicatures serve the purpose of facilitating an answer to the Question Under

Discussion (QUD). An answer is the choice between relevant alternatives that

su�ciently answer the QUD. Here, an answer will fully or partially satisfy a

question by choosing at least one of the specified alternatives [19, 9]. Implica-

tures reduce the number of possibilities of answers that can address the QUD. In

the context of the conjunction problem, the QUD is explicitly stated: “Which of

the following statements is the most probable?”. Under pragmatic constraints, it

is argued that individuals generate an implicature, such that, both alternatives

are on the same scale of informativity. [1, 18, 4]:

(1) Linda is a bank teller (and not feminist).

Linda is a bank teller and a feminist.

Using this inference, choosing the answer bank teller and feminist as more likely

does not violate any rules of probability. Dulany and Hilton [4] note that this

implicature bank teller and not feminist, referred to as the K-implicature is one

of two possible implicatures, the other being bank teller, and she may or may
not be a feminist or the so-called P-implicature. As such, the K-Implicature is a

scalar implicature, such that it maximizes the quantity of information described.

The K-Implicature strengthens the basic meaning bank teller by virtue of con-

textual considerations, especially in comparison to the conjunction bank teller
and feminist. The P-Implicature is the ignorance implicature, where it is inferred

that since the speaker only asserted that Linda is a bank teller, that they are

not opinionated about whether Linda is or is not a bank teller.

There have been many empirical attempts to block any resultant implica-

tures, yielding conflicting results (see [11, 14] for more detailed reviews). To

briefly summarize some key experiments, in one of their earliest studies, instead

of the alternative “Linda is a bank teller” Tversky and Kahneman [25, p.299]

used “Linda is a bank teller whether or not she is in the feminist movement” to

make the set of bank tellers inclusive to those who are also feminists more evi-

dent. This resulted in a reduction in the number of conjunction errors. Politzer

and Noveck [18, p.90] similarly found a reduction in the conjunction error when

the logically entailed implicature was separated from the basic meaning as in:

(2) -Roland took an exam.

-Roland failed an exam.

-Roland passed an exam.

Conversely, Agnoli and Krantz [2] compared a standard conjunction problem,

an explicit implicature version (bank teller and not a feminist) and a standard

conjunction problem with a blocked implicature version (bank teller and may

or may not be a feminist). They predicted that there should be less conjunction

errors when the implicature was blocked, yet they did not find a significant
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di↵erence. More clearly, Tentori and colleagues [22] found that conjunction error

persists even when including alternatives that block the implicature or make

the implicature explicit. This is particularly surprising because it found using

items phrased in a frequency format, which has been demonstrated to reduce the

conjunction error. Tentori and colleagues’[22] findings were replicated by Wedell

and Moro [26] using the same experimental items.

Dulany and Hilton [4] scrutinized the criterion for which researchers should

classify choosing “Linda is a bank teller and feminist” as constituting a con-

junction error. After participants completed the standard Linda Problem, The

authors asked them how they interpreted “Linda is a bank teller”, specifically

(1) is not a feminist, (2) is probably a feminist, (3) probably not a feminist or (4)

whether she is feminist or not. They only considered those who committed the

conjunction error and chose (4). They deteremined that this was the appropriate

criterion because those who interpret bank teller as (4) are verifiably compar-

ing the set of bank tellers to the subset of bank tellers and feminist. Using this

metric, the number of conjunction errors committed was significantly reduced

[4, 11].

All the findings summarized here describe the potential inferences available

to a listener when one event is compared to a conjunction. This prompts related

questions: does the conjunction error persist when the conjunction is compared

to a disjunction? What are the available inferences when a conjunction is com-

pared to a disjunction (i.e., bank teller or feminist)? This is of interest because

disjunctions are entailed by the conjunction in a similar fashion to how the set is

entailed the subset in the original construction. Specifically, it is necessarily true

that Linda is a bank teller or a feminist, if she is a bank teller and a feminist.

The crucial di↵erence is that disjunctions eliminate the confound present in the

original construction of the Linda Problem, where only one of the descriptors

(bank teller) as a set is compared to the subset of both descriptors (bank teller

and feminist).

In addition, plain disjunctions (this or that) are ambiguous in natural lan-

guage between an inclusive (this or that or both) or exclusive (this or that but not
both) interpretation. Scalar implicatures (inferences) can resolve this ambiguity

by denying the possibility of both events being true, resulting in its exclusive

interpretation. Generally speaking, exclusive disjunctions are more informative,

as they reduce the number of possible alternatives that could answer the QUD,

compared to inclusive disjunctions and are thus preferred. However, in this sce-

nario an inclusive interpretation (e.g., Linda is a bank teller or a feminist or

both) would be preferable because it is more statistically likely, as it allows for

any of the possibilities to be true. Thus, it would be of interest to determine

the types of inferences that are preferable for a listener to make use of while

judging the relative likelihoods of the sentences. The current study examined

these circumstances.
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3 Experiment

This study examined the e↵ect of the representativeness heuristic relative to

the influence of informativity. Here, informativity is related to the entailment,

where if A entails B, it is more informative (e.g., conjunction is more informative

than inclusive disjunction because it entails it). This study aimed to determine

if individuals would still prefer the conjunctive answer when the presented with

either plain disjunctions or “or both” disjunctions (those with cancelled impli-

catures). A pertinent question was how participants choose between an answer

that is more representative of the context (e.g., Linda is a bank teller and a

feminist) compared to one that is more informative to the QUD and therefore

more probable (e.g., Linda is a bank teller or a feminist (or both)). Additionally,

the experiment investigated the possible inferences available in this paradigm

when a scalar implicature is available in a disjunction compared to one when it

is explicitly cancelled.

3.1 Design and Materials

In order to investigate our hypotheses, participants responded to 10 items from

3 possible experimental conditions, as illustrated in Table 2. Items were coun-

terbalanced using a Latin square method to ensure that each condition was

adequately represented in the data. A willingness to bet paradigm was used as

an alternative to asking for a probability judgment in order to avoid any possible

misinterpretations of the term “probability”.

3.2 Predictions

In condition 1, when participants adopt the basic meaning (without any strength-

ening), bank teller and feminist should be judged as less probable than bank teller
as the conjunction entails one of conjuncts. If participants strengthen the mean-

ing of bank teller to bank teller and not feminist, the entailment relationship is

broken, and neither answer is more informative than the other, therefore it is

up to the participants to determine which of the two is more likely. Given the

description of Linda, this should bias individuals towards choosing bank teller
and feminist.

When participants adopt the basic meaning in condition 2, bank teller or
feminist should be interpreted as bank teller or feminist or both. Here, bank teller
and feminist entails bank teller or feminist or both and bank teller and feminist
should thus be judged as less probable. If participants strengthen the meaning

ofbank teller or feminist to bank teller or feminist and not both, the entailment

is once again broken, the relative probabilities will be at the discretion of the

participant. Therefore, one has to determine if bank teller or feminist and not

both (with the uncertainty of not knowing if of the two descriptions is true) is

more probable than Linda being both a feminist and a bank teller.
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Table 2: Sample item for original construction and disjunctive sentences of the

Linda problem

Linda is 31 years old, single, outspoken and very bright. She majored in philosophy.
As a student, she was deeply concerned with issues of discrimination and social justice,
and also participated in anti-nuclear demonstrations.
With the aim of getting getting $10 to a local children’s charity, which of the following
do you think is most likely to be true?

1. Original Construction

Linda is a bank teller (p).
Linda is a bank teller and a feminist (p and q).
Linda is a TV salesman.
Linda is a farmer.

2. Plain Disjunction

Linda is a bank teller or a feminist (p or q).
Linda is a bank teller and a feminist (p and q).
Linda is a TV salesman.
Linda is a farmer.

3. Or-both Disjunction

Linda is a bank teller or a feminist or both (p or q or both).
Linda is a bank teller and a feminist (p and q).
Linda is a TV salesman.
Linda is a farmer.

Condition 3 does not allow for any strengthening, and similarly to the basic

interpretation for condition 2, bank teller and feminist entails bank teller or
feminist or both and bank teller and feminist should be deemed less probable.

Taking stock, there is an ambiguity in conditions 1 and condition 2 depending

on how (i) and individual interprets the problem and the given alternatives and

(ii) how they judge the associated probabilities with each answer. Based on the

design of the conjunction error, the number of choices for the conjunction bank
teller and feminist can be expected to decrease with addition of weaker scalar

terms in the relative comparisons.

3.3 Participants

211 participants participated as volunteers from a community sample or from

the Carleton University undergraduate research pool for partial course credit

(0.25%) in an introductory Cognitive Science course. Volunteers received an in-

vitation to the study shared via social media and did not receive any compensa-

tion for their participation. The study was approved by the Carleton University

Research Ethics Board. 31 participants reported that they had previously seen

items similar to the conjunction errors presented in the study, or were already
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familiar with the conjunction error and were removed from subsequent analysis

for a total of 180 participants.

4 Results

Response times shorter than 15s and longer than 200s were identified as ex-

treme outliers and removed from subsequent analysis. Responses chosen for the

filler/distractor items (e.g., Linda is a farmer) were also removed from the anal-

ysis. Response times were analyzed using a linear mixed e↵ects model using the

“lmer” function from the “lme4” package in R [3]. The random e↵ects structure

included a random intercept for subjects. More complex random e↵ects struc-

tures either overfit the data or failed to converge. “Condition” (with respect to

Table 2) was the fixed e↵ect. A likelihood ratio test between the full and reduced

model (one that does not include “condition” as a factor) reveals no significant

di↵erence between conditions, �2
(2) = 0.93, p = 0.63.

Response choices were analyzed using a logistic mixed e↵ects model using the

“glmer” function from the “lme4” package from R [3]. Similarly to the response

times, “condition” as a include in the model as a fixed e↵ect, and the random

e↵ects structure used “subject” as a random intercept. A likelihood ratio test

determine that there was a significant di↵erence between conditions �2
(2) =

98.95, p < 0.0001, where participants were significantly more likely to make

conjunction errors in condition (1.) compared to (2.), � = 3.44, z = 7.34, p
< 0.0001 and (3.) respectively, � = 3.27,z = 7.21, p < 0.0001. There was no

di↵erence in conjunction errors committed between conditions (2.) and (3.), �
= -0.17, z = -0.54, p = 0.85. The p-values for the simple e↵ects were adjusted

for multiple comparison using the Tukey method. Figure 1 presents these results

below:

4.1 Individual di↵erences in response strategy

An exploratory analysis of the dataset was used to further probe the possible

derivable inferences and response strategies that individuals could make use of in

both types of disjunctions. In order to examine this, participants were grouped

based on their relative likelihood of choosing the alternative sentence in those

conditions. Here, participants were categorized based on whether they preferred

the answer p and q (e.g., bank teller and feminist) or if they preferred p or q in

condition 2 or p or q or both in condition 3. Mean participant response times

shorter than 5s were identified as outliers based on the spread of the data and

were trimmed from the analysis, resulting in a total of 114 participants. Table 3

summarizes these findings.

Table 3 suggests that participants adopted distinct response strategies. Start-

ing with the 45 participants who chose p and q in condition 2 and p or q or both
in condition 3, it can be inferred that these individuals strengthened the sentence

in condition 2 and found p and q to be more likely. If they did not strengthen
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Fig. 1: Proportions of response choices for the conjunctive sentence or the al-

ternative in each condition. The alternative in condition 1 was one of the two

descriptors in the conjunction p, p or q in condition 2 and p or q or both in

condition 3.

Table 3: Number of participants by response choices in conditions 2 and 3.

Condition 3

Condition 2 p and q p or q or both
p and q 2 45
p or q 25 42

the meaning (i.e., interpreting p or q ) p or q or both, they ought to choose p
or q as the more probable answer, as it encapsulates all the possibilities asso-

ciated with the asserted descriptors. Conversely, the 42 participants who chose

p or q in condition 2 and p or q or both in condition 3 whether they chose to

strengthen the meaning or not found p or q (or both) more likely than p and.
Given that they chose p or q or both as more likely in condition 3, perhaps it may

be speculated that they more are likely to interpret the disjunction in condition

3 literally. It is less clear what the strategy was of those participants who were

in the remaining two cells in terms of strengthening. Given the small number

of participants that chose p and q in both conditions 2 and 3 (2 participants),

this may not reflect a true response strategy. An alternative explanation may be

that those participants were not interpreting probability in the statistical sense.

Such that, it could be the case that those participants found the conjunction

the most likely answer in all conditions, whether they strengthened the meaning

or not, perhaps based on representativeness. Likewise for those 25 participants
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who chose p or q in condition 2 and p and q in condition 3, again, whether they

strengthened the meaning or not, they found p or q more likely than p and q.
Then for condition 3, it is possible that they deemed the conjunction as being

more probable as a full answer to the QUD, compared to the inclusive disjunc-

tion which allows for any possibility without providing any definitive indications

to which one is correct. A follow-up to this secondary analysis will aim to inves-

tigate the strength of the preference within each response strategies across all

of the experimental items, particularly, whether participants regularly chose one

sentence over the other.

5 Conclusion

The current study successfully replicated the conjunction error in its original

form, as participants were more likely to choose the conjunction of the two de-

scriptors compared to one of the descriptors alone. Additionally, the study sig-

nificantly reduces the number of conjunction errors when conjunctive sentence is

presented in comparison to both plain and inclusive disjunctive sentences. Look-

ing further to individual subject behaviours revealed that participants adopt

distinct response strategies in the plain disjunction, namely whether they would

exhaustify the plain disjunction or the adopt the basic meaning.

The response strategies are also revealing of the possible epistemic states of

the participants and how they can make use of these beliefs when judge the

probabilities associated with each outcome, similar to the experthood assump-

tion that is proposed to be required for scalar implicature [20]. While this current

study doesn’t provide the level of granularity to say for certain when participants

are strengthening their responses and the processes involved therein, it does sug-

gest certain considerations that participants make in choosing their responses.

Specifically, participants have to decide the likelihood of each descriptor being

true as they are presented (i.e., as a conjunction or a disjunction), particularly

when the description is only representative of one of the combined descriptions.

This can be further compounded by how participants interpret the meaning of

probability, as either representative or a description or based on statistical likeli-

hood. Here, implicature appears to be an influence on the associated probabilities

of the descriptions, although this e↵ect is di�cult to dissociate from other infer-

ences individuals make. Although the prior research on the frequency format is

met with mixed results, future studies should adapt the present study in a fre-

quency format in order to encourage the statistical interpretation of probability.

Another approach would be to consider Bayesian probabilistic reasoning, as well

as the rational speech act view for both deriving implicatures and computing

probabilistic judgments.

Generally, this study provides interesting results in terms of successfully re-

ducing the conjunction error, while maintaining an entailment relationship. It

also raises some relevant questions on an individual’s intuitions about the com-

ponent and combined probability of events under uncertainty.
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Abstract. This article applies CCG analysis to investigating the syntax-

prosody interface of information structure in Mandarin. Compared with

English, Mandarin makes use of both syntactic and intonational mark-

ers to convey discourse semantics. The complementary relation of pitch

accent and focus projection marker ‘shi...de’ provides a fine-grained way

of dealing with theme/rheme ambiguity, while the competition between

boundary tones and discourse particles reflects the distinct competence

scope of di↵erent particles.

Keywords: Syntax-prosody interface · Information structure · Man-

darin.

1 Introduction

Combinatory Categorial Grammar(CCG) is a form of lexicalized grammar,[6]

which assumes that logical forms can be derived directly from the surface-

syntactic derivation. Steedman (2014) [5] extended this framework to discourse

semantics, showing that in English, information structural distinctions are mainly

conveyed by intonational prosody. However, he also mentioned that there is

great cross-linguistic variation in the way the semantic distinctions are marked

by grammatical devices. Since Mandarin is a tone language, intonational sig-

nals alone might not be su�cient to mark distinctions. Therefore, grammatical

markers could be utilized supplementally. This article investigated syntactic and

prosodic markers of discourse semantics in Mandarin, showing that compared

with English, the information structure of Mandarin is conveyed by syntactic

construction, discourse particles, as well as prosody, and the interaction between

di↵erent signals reflects the linguistic economy and their relative significance.

According to Steedman [5], information structure is represented by semantic

primitives in four dimensions, including the presence of contrast, theme/rheme,

common ground realization, speaker/hearer agency. They are signaled by ele-

mentary abstract tones of Autosegmental-Metrical theory in English [1, 3], i.e.,

the first three dimensions are associated with the pitch accent, while the last

dimension is represented by boundary tones. Specifically, contrast is indicated

by the presence of pitch accent, whereas theme and rheme, common ground re-

alization are signaled by type of pitch accent. Their relationship is summarized

in Table 1 and 2.
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Table 1. pitch signals of theme/rheme and success/failure

success(>) failure(?)

theme(✓) L+H* L*+H

rheme(⇢) H* L*

Table 2. boundary tone of speaker/hearer agency

semantic primitive boundary tone

Speaker(S) LL% HL%

Hearer(H) HH% LH%

As is shown in the table, in English, the theme is associated with bitonic pitch

accents while rheme is conveyed by monotonic ones. The success of updating

common ground is signaled by high tone whereas the failure is reflected in a low

tone. In terms of boundary tone, falling tone and rising tone indicate speaker

agency and hearer agency respectively. The following examples illustrate how to

combine intonational signals to interpret information structure. In example (1),

the pitch accent H
⇤
represents rheme (⇢) and success (>) of updating common

ground and LL% indicates speaker agency (S). Thus the speaker’s response has

the meaning of ‘I make that (raining) common ground successfully’, which is in

contrast with example (b) ‘You do not suppose that (raining) to be common

ground’.

(1) H:

S:

It’s raining

MMMM

H*

.

!

LL%

>(⇢ raining S)

(2) H:

S:

It’s raining

MMMM

L*+H

.

!

LH%

?(✓ raining H)

The following two sections make a comparison of English and Mandarin

markers of discourse semantics, showing that di↵erent from English, where in-

formation structural distinctions are conveyed by intonational prosody to an ex-

treme degree, in Mandarin, however, intonational markers of information struc-

ture can be supplemented by syntactic construction and discourse particles. The

interaction between syntactic and prosodic markers is illustrated with comple-

mentary and competing conditions, which are the interaction between syntactic

construction and pitch accents and the interaction between discourse particles

and boundary tones, respectively.
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2 The Interaction between Syntactic Construction and
Pitch Accent

The theme-rheme contrast in English is signaled by a bitonal/monotonal pitch

accent, which is illustrated in the following minimal pair of dialogues.

(3) Q:

A:

Who

Anna

H
⇤

married

married

Bill?

Bill

L+H
⇤
.

LH%

(4) Q:

A:

Who

Anna

L+H
⇤

did

married

Anna

Bill

H
⇤

marry?

.

LH%

In example (3), the subject ‘Anna’ is the rheme signaled by monotonal pitch

accent H*, while in example (4), ‘Bill’ is rheme. The intonation signaled se-

mantic di↵erence results in their distinct derivations, which are shown in (5)

and (6) below. Example (5) can be interpreted as ‘You suppose the question of

who married Bill (as opposed to anyone else) to be common ground. I make it

common ground that it was Anna (as opposed to anyone else).’ In contrast, the

interpretation of example (6) is ‘You suppose the question of who did Anna (as

opposed to anyone else) marry to be common ground. I make it common ground

that it was Bill (as opposed to anyone else).’

(5) Anna married Bill .

H
⇤

L+H
⇤

LL%
>T <T

S>,⇢/(S>,⇢\NP>,⇢) (S\NP )/NP ) (S>,✓\NP>,✓)\(S>,✓\NP>,✓) S$�\S$⇡,⌘

:

n
�p.p anna

�p.p v⌧anna

o
: �x.�y.married xy :

n
�p.p bill

�p.p v⌧bill

o
: {�f.⇡(⌘fS) }

<% <
S�/(S�\NP�) S>,✓\NP>,✓

: >(⇢

n
�p.p anna

�p.p v⌧anna

o
S) : �x.married bill x

<
S�\NP� : >(✓{�x.married bill x}S)

>

S :

n
married bill anna

married v⌧bill v⌧anna

o

(6) Anna married Bill .

L+H
⇤

LH% H
⇤

LL%
>T <T

S>,✓/(S>,✓\NP>,✓) (S\NP )/NP ) S$�\S$⇡,⌘ S>,⇢\(S>,⇢/NP>,⇢) S$�\S$⇡,⌘

:

n
�p.p anna

�p.p v⌧anna

o
: �x.�y.married xy : �f.⇡(⌘fH) :

n
�p.p bill

�p.p v⌧bill

o
: {�f.⇡(⌘fS) }

>B

S>,✓/NP>,✓ :

n
�x.married x anna

�x.married x v⌧anna

o

< <

S�/NP� : >(✓

n
�p.p anna

�p.p v⌧anna

o
H) S�\(S�/NP�) : >(⇢

n
�p.p bill

�p.p v⌧bill

o
S)

<

S :

n
married bill anna

married v⌧bill v⌧anna

o

However, intonation in English has limitations in indicating theme/rheme.

For instance, sentences with unmarked themes lack an accent, which can result in
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ambiguity concerning the information-structural division into theme and rheme.

According to Selkirk(1995) [4], accented words are F-marked and the F-marking

of the head of a phrase or an internal argument of the head licenses the F-

marking of the entire phrase. Therefore, the sentence is ambiguous between a

structure with object-NP focus and VP focus. In the following examples, the

same sentence with H
⇤
on ‘Bill’ can be the answer to di↵erent questions with

various phrasing.

(7) Q:

A:

What

Anna

will

will

Anna

(marry

do?

Bill)

H
⇤

.

LL%

(8) Q:

A:

What

Anna

about

(will

Anna?

marry Bill)

H
⇤

.

LL%

(9) Q:

A:

What’s

Anna

new?

will marry Bill

H
⇤

.

LL%

Compared with English, Mandarin makes use of both syntactic and intona-

tional markers to signal theme/rheme. The role of pitch accent can be partially

substituted by syntactic construction. A typical syntactic device is the construc-

tion ‘shi...de’. ‘shi’ is a modal adverb and ‘de’ serves as the complementizer of

a relative clause. The well-formedness of a sentence would not be a↵ected when

omitting ‘shi...de’. While ‘de’ occurs after the main verb or VP, ‘shi’ is used

before the emphasized component in a sentence. Therefore, ‘shi’ is traditionally

supposed to be a focus particle used to update common ground [2]. The empha-

sized component can be an internal argument of the main verb, such as subject

and object, or peripheral argument, just as time and manner. Therefore, ‘shi’

indicates rheme in a similar way as pitch accent H
⇤
. As the counterpart of (5)

and (6), the following examples illustrate the similar function of ‘shi...de’ indi-

cating theme/rheme with CCG derivations. It can be seen from (10) and (11)

that the argument of the verb immediately after ‘shi’ is denoted as rheme while

other arguments are taken as the theme.
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(10) shi Anna zuotian gen Bill jiehun de LL%

shi Anna yesterday with Bill married de LL%
>T >T

S>,⇢/(S>,⇢\NP>,⇢) (S>,✓\NP>,✓)/(S>,✓\NP>,✓) PP
"
>,✓ (S\NP )\PP S$�\S$⇡,⌘

:

n
�p.p anna

�p.p v⌧anna

o
: [�p�y.p

0
y]

yesterday
:

n
�p.p bill

�p.p v⌧bill

o
: �x.�y.marry x y �f.⇡(⌘fS)

<% >
S�/(S�\NP�) S>,✓\NP>,✓

: >(⇢

n
�p.p anna

�p.p v⌧anna

o
S)

n
�y.marry bill y

�y.marry v⌧bill y

o

>
S>,✓\NP>,✓n

�y.marry bill y

�y.marry v⌧bill y

oyesterday

<
S�\NP�

>(✓

n
�y.marry bill y

�y.marry v⌧bill y

oyesterday

S)

>

S :

n
married bill anna

married v⌧bill v⌧anna

oyesterday

(11) Anna zuotian LH% shi gen Bill jiehun de LL%

Anna yesterday LH% shi with Bill married de LL%
>T >T

S>,✓/(S>,✓\NP>,✓) NP
"\NP

"
S$�\S$⇡,⌘ PP

"
>,⇢ (S\NP )\PP S$�\S$⇡,⌘

:

n
�p.p anna

�p.p v⌧anna

o
: [�np�p.np

0
p]

yesterday
�f.⇡(⌘fS) :

n
�p.p bill

�p.p v⌧bill

o
: �x.�y.marry x y �f.⇡(⌘fS)

< >
S>,✓/(S>,✓\NP>,✓) S>,⇢\NP>,⇢

:

n
�p.p anna

�p.p v⌧anna

oyesterday n
�y.marry bill y

�y.marry v⌧bill y

o

< <
S�/(S�\NP�) S�\NP�

>(✓ :

n
�p.p anna

�p.p v⌧anna

oyesterday
H) >(⇢ :

n
�p.p anna

�p.p v⌧anna

o
S)

>
S�

S :

n
married bill anna

married v⌧bill v⌧anna

oyesterday

Similar to the limitation of pitch accent, ‘shi...de’ can also result in ambi-

guity. Since ‘shi’ can be used either before a certain argument (narrow focus)

or before the whole predicate (broad focus), sentences with ‘shi’ in front of the

predicate is ambiguous. However, Mandarin has a way of dealing with ambiguity

by combining syntactic construction and pitch accents. As is shown in the fol-

lowing examples, when ‘shi’ is used before the whole predicate containing more

than one argument, the emphasized argument should bear a pitch accent.

(12) Q:Anna
Anna

natian
when

gen
with

Bill
Bill

jiehun?
marry

‘When did Anna marry Bill?’

A:Anna
Anna

shi
FP

zuotian
yesterday

H
⇤

gen
with

Bill
Bill

jiehun
marry

de.
REL

‘It was yesterday that Anna married Bill.

(13) Q:Anna
Anna

gen
with

shei
whom

jiehun?
marry



108 Jing Ji

‘Who did Anna marry?’

A:Anna
Anna

shi
FP

zuotian
yesterday

gen
with

Bill
Bill

H
⇤

jiehun
marry

de.
REL

‘It was Bill that Anna married yesterday.

(14) Q:Anna
Anna

zenmeyang?
how

‘What about Anna?’

A:Anna
Anna

shi
FP

hui
will

gen
with

Bill
Bill

jiehun
marry

de.
REL

‘Anna will marry Bill’

The flexible position of ‘shi’ shows that instead of marking focus, ‘shi’ is

used to mark the focus projection boundary. There are two pieces of evidence

in support of this argument. First, according to focus projection theory, an F-

marked constituent that is not a focus is interpreted as new [4]. If the question

in example (13) is ‘Who did Anna marry yesterday?’, ‘shi’ can not occur before

‘zuotian’ (yesterday). It is because ‘yesterday’ is neither the focus nor the new

information, which can only come before the focus projection boundary marked

by ‘shi’.

Second, if ‘shi’ marks narrow focus instead, there would be a mismatch be-

tween syntactic and intonational markers in the answer of example (13) since

‘zuotian’ (yesterday) after ‘shi’ and ‘Bill’ with pitch accent can both serve as

focus, even though the component after ‘shi’ is not as prominent as ‘Bill’ with

nuclear pitch accent [7].

It can be seen that ‘shi...de’ can only be partially regarded as a theme/rheme

indicator, which is further evidenced by ‘shi’ used before the subject of a sen-

tence. In the case of the complex subject shown in example (15), positional

constraint of ‘shi...de’ is reflected since ‘shi’ can only occur before the subject of

the main clause rather than coming immediately before the focus ‘Marry’.

(15) shi
FP

Bill
Bill

shanghai
hurt

Marry
Marry

H
⇤

de
REL

yaoyan
rumor

rang
made

ta
him

nanguo
upset

de.
REL

‘The rumor that Bill hurt Marry (as opposed to anyone else) made him

upset.’

* Bill shanghai shi Marry de yaoyan rang ta nanguo de.

Given the limitation of both syntactic construction and pitch accent, Man-

darin combines them in a complementary relationship to indicate theme-rheme

contrast.
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3 Interaction between Discourse Particles and Boundary
Tone

In English, the speaker-hearer agency is signaled by boundary tones, with falling

tone standing for speaker agency and rising tone for hearer agency. Therefore,

di↵erent intentions and speech acts are reflected by the combination of pitch

accent and boundary tones, as is illustrated in the following examples. Example

(13) is a declaration, indicating that ‘I noticed you did that’. Although both (14)

and (15) are questions, example (15) is less aggressive since it does not call for

consistency maintenance activity, whereas example (14) requires the hearer to

do so by claiming that the hearer fails to make a supposition common ground.

(16) You put my trousers

H
⇤

in the microwave

H
⇤

!

LL%

>(⇢

⇢
put(in microwave)trousers H

put(in v⌧microwave)v⌧trousers H

�
S)

‘I make it common ground that you put my trousers in the microwave.’

(17) You put my trousers

L
⇤

in the microwave

L
⇤

?

LH%

? (⇢

⇢
put(in microwave)trousers H

put(in v⌧microwave)v⌧trousers H

�
H)

‘You do not make it common ground that you put my trousers in the

microwave.’

(18) You put my trousers

H
⇤

in the microwave

H
⇤

?

LH%

>(⇢

⇢
put(in microwave)trousers H

put(in v⌧microwave)v⌧trousers H

�
H)

‘You make it common ground that you put my trousers in the microwave.’

As the counterpart of the intonational markers, discourse particles in Man-

darin have a similar function given the following reasons. First, the particle used

at the end of a Mandarin sentence can signal sentence type. For instance, the

sentence ending with ‘ma’ or ‘ne’ is interrogative while sentence ending with

‘le’ is declarative. Besides, they also convey speakers’ attitudes and supposition

towards the utterance, such as ‘a’ indicating exclamation and ‘ba’ representing

speculation. Therefore, they can be associated with the speaker or hearer agency

similarly as boundary tones.

Analog to the patterns in (16)-(18) represented by boundary tone and pitch

accent, in the following examples, the sentence ‘ni ba ta fang zai weibolu le’

with a default boundary tone LL% for (19) and LH% for (20)-(21) could express

corresponding meanings when followed by di↵erent discourse particles.
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(19) ni
you

ba
ba

ta
it

fang
put

zai
in

weibolu
microwave

le
ASP

a
EXC

!

LL%

‘You put it in the microwave!’

>(⇢

⇢
put(in microwave)it H

put(in v⌧microwave)v⌧it H

�
S)

‘I make it common ground that you put it in the microwave.’

(20) ni
you

ba
ba

ta
it

fang
put

zai
in

weibolu
microwave

le
ASP

ma
QUE

?

LH%

‘Did you put it in the microwave?’

? (⇢

⇢
put(in microwave)it H

put(in v⌧microwave)v⌧it H

�
H)

‘You do not make it common ground that you put it in the microwave.’

(21) ni
you

ba
ba

ta
it

fang
put

zai
in

weibolu
microwave

le
ASP

ba
QUE

?

LH%

‘You put it in the microwave?’

>(⇢

⇢
put(in microwave)it H

put(in v⌧microwave)v⌧it H

�
H)

‘You make it common ground that you put it in the microwave.’

Di↵erent from the complementary relation between pitch accent and syntac-

tic construction ‘shi...de’, there exists competition between boundary tones and

discourse particles because although they convey similar meanings, boundary

tone is obligatory in a sentence, which might result in redundant information.

If it is true, the relative significance of di↵erent markers can be revealed by

mismatched cases since the meaning of strong markers can be maintained when

there is a conflict in between. Examples (22)-(24) are formed by replacing the

default boundary tone of (19)-(21) with an alternative boundary tone.

(22) ni
you

ba
ba

ta
it

fang
put

zai
in

weibolu
microwave

le
ASP

a
EXC

?

LH%

‘Did you put it in the microwave?’

? (⇢

⇢
put(in microwave)it H

put(in v⌧microwave)v⌧it H

�
H)

‘You do not make it common ground that you put it in the microwave.’
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(23) ni
you

ba
ba

ta
it

fang
put

zai
in

weibolu
microwave

le
ASP

ma
QUE

.

LL%

‘You didn’t put it in the microwave, did you?’

? (⇢

⇢
put(in microwave)it H

put(in v⌧microwave)v⌧it H

�
S)

‘I do not make it common ground that you put it in the microwave.’

(24) ni
you

ba
ba

ta
it

fang
put

zai
in

weibolu
microwave

le
ASP

ba
QUE

.

LL%

‘You put it in the microwave?’

>(⇢

⇢
put(in microwave)it H

put(in v⌧microwave)v⌧it H

�
H)

‘You make it common ground that you put it in the microwave.’

Sentences of (22)-(24) di↵er from (19)-(21) in both speaker/hearer agency

and success/failure of common ground realization when the default boundary

tones were replaced. Comparing the meaning of corresponding sentence pairs,

we can see that both (19) and (20) changed the meaning with the replacement

of boundary tone, whereas the meaning the (21) remains unchanged irrespec-

tive of boundary tone. Specifically, sentences ending with ‘a’ with the default

and alternative boundary tone di↵er in both dimensions, while sentences ending

with ‘ma’ only di↵er in the speaker/hearer agency. It turns out the ‘a’ plays

no role in either realization of common ground or speaker-hearer agency, while

‘ma’ serves as the indicator of failure in updating common ground. In contrast,

the sentence ending with ‘ba’ is associated with hearer agency and success in

updating common ground regardless of boundary tones.

Therefore, the strength of marking information structure among three dis-

course particles can be ranked as ‘ba’ > ‘ma’ > ‘a’.

4 Conclusion

In conclusion, this paper applies surface-compositional semantics of English in-

tonation to Mandarin discourse semantics. From the analysis above, it can be

seen that Mandarin makes use of both syntactic and intonational markers of in-

formation structure. As the indicator of theme-rheme contrast, ‘shi...de’ can be

used to indicate the focus projection domain in the main clause. The combina-

tion of syntactic and intonational theme-rheme markers provides a fine-grained

way of dealing with the ambiguity of unmarked-theme in English. The compe-

tition between discourse particles and intonation in indicating the realization of

common ground and the speaker-hearer agency reflects the relative significance



112 Jing Ji

of discourse markers. While ‘ba’ is an indicator of both hearer agency and suc-

cessful realization of common ground, ‘ma’ representing the failure of common

ground realization, ‘a’ lacks independent role in information structure.
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Abstract. This paper examines the semantics of homogeneity, being
specifically concerned with the question whether or not homogeneity can
be reduced to distributivity. Recent influential accounts of homogeneity
in Križ 2015, 2019 have argued that such a reduction is not possible, as
there are collective predicates that show homogeneity. We argue that in
fact the empirical landscape is more complicated: while true that some
collective predicates show homogeneity, not all collective predicates have
this property. Collective activities and accomplishments show homogene-
ity, whereas collective states and achievements do not. Interestingly, col-
lective accomplishments and activities have been analyzed as being able
to host a D operator in their structure, while this is not possible for
collective states and achievements (Brisson 2003). Therefore, once we
control for the aktionsart of a collective predicate, it emerges that the
collective predicates that allow homogeneity are exactly those that allow
distributivity. We therefore conclude that we can reduce homogeneity to
distributivity.

Keywords: Homogeneity · Distributivity · Collective Predicates · Ak-
tionsart.

1 Introduction

Definite plurals require the verbal predicate to hold either of all or none of the
parts of the plural individual they denote (Fodor 1970, Schwarzschild 1994, Križ
2015 a.o.):

(1) a. The knights died in battle.
b. The knights did not die in battle.

Assume a model where there are 5 knights. (1-a) is True i↵ all of the five
knights died in battle. (1-b) is true i↵ none of the five knights died in battle.
In a mixed situation where three knights did in battle and two knights did not,

? Many thanks to Florian Schwarz for his generous help and encouragement with
this project, as well as his detailed comments on the ideas presented in this paper.
Thanks also the members of the semantics lab at Penn for helpful feedback on the
ideas presented in this paper. Special thanks to Andrea Beltrama for his tremendous
help in reading and commenting on the structure of multiple versions of an abstract
based on this paper. All errors are my own.
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the sentences have been claimed to be neither true not false; rather they are
undefined (modulo non-maximality, which we leave aside in the present paper).
This property of definite plurals is called homogeneity.

The rest of this paper is organised as follows: Section 2 briefly reviews pre-
vious approaches to homogeneity. Section 3 attempts to probe the empirical
landscape of which collective predicates license homogeneity and which do not.
Section 4 connects the results of section 3 to work in Brisson 2003, and section
5 uses the tools developed in Brisson’s work to develop an analysis where ho-
mogeneity arises via distributivity. Section 6 examines the extent to which our
account captures various cases of homogeneity. Section 7 concludes.

2 Accounts of homogeneity

2.1 Homogeneity tied to distributivity

One approach to homogeneity takes it to be associated in some way with dis-
tributive predicates (Schwarzschild 1994, Gajewski 2005) (see also the discussion
in chapter 1 of Križ 2015 for more details). Gajewski 2005 for instance models
homogeneity directly as an excluded middle presupposition in the meaning of
the D(istributivity) operator, Link 19831:

(2) ||D|| = �P.�x : (8y ↵ x : P (y))_ (8y ↵ x : ¬P (y)).8y[y ↵ x ! P (y)]

He starts from the assumption that distributive predicates are primitively defined
just for atoms and that in order to apply to pluralities, a D operator (Link 1983)
needs to apply to them. So, in (1), the function denoted by ‘die’ cannot apply
directly to the plural individual denoted by ‘the knights’ (assuming that ‘the
knights’ denotes the maximal plural individual that is a knight in the model).
Instead, ‘die’ combines with the D operator, yielding [D [die] ]’, which then
combines with ‘the knights’. Thus, the LF of (1) is as in (3):

(3) [The knights [D [died-in-battle] ]

Here is how Gajewski’s operator gives us homogeneity: In models where all
atomic knights either died or did not die, the presupposition of the D operator
is satisfied. Thus, (1-a) is predicted to be true i↵ all atomic knights died, and
false i↵ all atomic knights did not die.

However, imagine model with the following extensions

(4) a. ||knight|| = {a, b}
b. ||knights|| = ⇤||knight|| = {a, b, a� b}
c. ||the knights|| = a� b

d. ||king]|| = {c}
1 Throughout the paper � represents the summation operation on the domain of
individuals, De.  represents the part-of relation on individuals defined in the usual
way. ↵ represents the atomic-part relation. ⇤ is the star operator which takes a
predicate and closes it under �. See Link 1983 for further details.
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e. ||die in battle]|| = {a, c}

The LF in (3) will have the following truth conditions (based on (2)):

(5) 8y[y ↵ a� b ! died� in� battle(y)]

It will also have the following presupposition:

(6) (8y ↵ a�b : died�in�battle(y))_(8y ↵ a�b : ¬died�in�battle(y))

In this case knight a is in ||die in battle||, but b is not. Therefore, the pre-
supposition in (6) cannot be satisfied and presupposition failure arises, which we
can think of as undefinedness (see e.g. Heim 1983).

2.2 Homogeneity as an irreducible property

Another approach is that homogeneity is not a reducible property of predicates
(Križ 2015, 2019). Importantly, it cannot be reduced to distributivity, because
there are collective predicates that show homogeneity2. Rather, homogeneity has
to be taken as ‘a fundamental property of lexical predicates’3 (Križ 2019) (i.e.
non-derived elements that are listed in the lexicon are born homogenous.).

Križ’s main argument that homogeneity is not reducible to distributivy stems
from the existence of collective predicates that show homogeneity:

(7) a. The students performed Hamlet.
b. The students did not perform Hamlet

The sentences in (7) seem to require that either all, (7-a), or none, (7-b), of the
students participated in a performance of Hamlet. They also seem undefined in a
mixed situation where only half of the students for instance performed/ did not
perform Hamlet. But ‘perform Hamlet ’ is a collective activity. Thus, homogeneity
is found beyond distributive predicates. We will consider this argument more
deeply in sections 4 and 5, where we will argue that distributivity is in fact
involved in predicates like ‘perform Hamlet ’.

Since homogeneity cannot be identified with distributivity, one needs to state
what it means for a predicate to be homogeneous in a way that captures both
distributive homogeneous predicates and collective homogeneous predicates. Križ
2019 suggests the following:

2 Furthermore, Križ argues that the gap associated with homogeneity cannot be re-
duced to presupposition projection. Since, this is point is orthogonal to the concerns
of our paper, we do not go into the details.

3 This formulation is somewhat ambiguous. It could be taken to mean either (i) that
elements of the lexicon need to be specified for their homogeneity, i.e. marked [+/-
homogeneous]), or (ii) that every element of the lexicon is homogeneous by de-
fault. In light of the fact that Križ views non-homogeneous collective predicates like
‘numerous’ as exceptions to the idea that homogeneity is a property of lexical pred-
icates, we adopt the second interpretation. Under the first interpretation, one could
take predicates like ‘numerous’ to be simply specified as [-homogeneous], and thus
unexceptional.
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(8) Homogeneity Generalization: A homogeneous predicate P that is not
true of a plurality a is undefined of a if it is true of some plurality b that
overlaps (i.e. has parts in common)4 with a.

This distinguishes the following cases of homogeneity5:

(9) P is not true of a and it is true of b and . . .

a. b is properly contained in a (Downward Homogeneity)
b. a is properly contained in b (Upward Homogeneity)
c. a and b overlap, but neither contains the other (Sideways Homo-

geneity)

Applying the generalization in (8) to various predicates, Križ identifies two ex-
ceptions to the claim that homogeneity is a lexical property:

First, there are (lexical) collective predicates that resist homogeneity. These
tend to be measure expressions, like ‘be numerous’ or ‘be heavy’.

(10) The knights were heavy/ numerous

(10) can be true, and not undefined, in a situation where the various sub-
groups of knights are not heavy, but the plurality of all the knights is heavy.

Second, there are derived predicates that show homogeneity. These are the
predicates that are lexically collective but are shifted to a distributive interpre-
tation via the addition of a D operator:

(11) a. The students received a gift.
b. [The students [D received a gift]].

Under the collective interpretation of (11-a), the students received one common
gift as a group. However, the sentence also has an interpretation where each
individual student received a gift, and this is homogeneous, since in a situation
with five students where only three of them got a pen each, (11-b) appears un-
defined. Assuming that the latter interpretation is derived via the addition of
a D operator, then we have derived predicates that are systematically homo-
geneous. Križ 2019 takes the D operator to be responsible for introducing the
homogeneity in these cases.

These exceptions open the possibility that homogeneity is not lexically spec-
ified, but rather predictable on the basis of distributivity, with cases like (7)
involving hidden distributivity. In the rest of this paper, we explore this idea.

3 Broadening the empirical landscape

In this section we want to broaden the empirical domain by examining which
collective predicates exhibit homogeneity. As Križ notes, measure phrases are

4 Two entities x and y overlap i↵ there is z such that z  x and z  y.
5 See section 6 for more discussion on this.
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collective predicates that behave in this way. Our claim is that in fact all collec-
tive states behave in this way, with measure phrases being just one example of a
state. Furthermore, collective states share this behavior with collective achieve-
ments, which also do not exhibit homogeneity. This contrasts with collective
activities and accomplishments, which do show homogeneity e↵ects.

Consider the following collective states:

(12) a. The students are a productive team.
b. The books constitute a famous series.

Let us apply Križ’s homogeneity generalization to (13-a). Imagine a situation
where there are three students that are a productive team. Now, sometimes a
fourth student joins the team, but the new team is not at all productive. Thus, we
have a situation where (12-a) is not true of a plurality a (the four unproductive
students), true of a plurality b (the three productive students) that overlaps
with a, and in this situation (12-a) is plainly false, and not undefined, with ‘the
students’ referring to a.

The same observation holds for (12-b), which can be true in a situation where
there is a famous series of five books (plurality a), consisting fundamentally of
three famous books that form the main series (plurality b), and two prequel nov-
els that are not well-known at all. Nonetheless, the five books together (plurality
a) can be truthfully said to constitute a famous series. No undefinedness arises.

Collective achievements pattern like collective states:

(13) a. The students elected a president
b. The senators passed the bill.

For (13-a) to be true, it is not required that all of the students elected a president.
All that is required is that enough students participated in the electoral process
in order for a president to be elected. For instance, imagine a class of 20 students
who vote to elect a president. 15 students vote for John and 5 students abstain.
‘elect a president’ can be truthfully applied to the collectivity of 20 students
that comprise the class, without any undefinedness arising. However, it is false
to say only the 15 students who voted for John, or the 5 students who abstained,
elected a president. The election is an e↵ect of everyone participating. The same
holds for (13-b): if a certain number of senators vote for the bill, then the bill
passes even if not all of them vote.

Conversely, collective accomplishments, (14), pattern together with collective
activities (i.e. ‘perform Hamlet ’) in showing homogeneity:

(14) The girls built/did not build a raft.

Example (14) is true i↵ all the girls were involved or were not involved in the
building of a raft. In a situation where 5 out of 10 girls were involved in the
(collective) building of a raft, (14) appears undefined.

In sum, these additional data highlight a systematic connection between ho-
mogeneity and aktionsart:



118 Alexandros Kalomoiros

(15) Homogeneous Collective Predicates Generalization (version 1):
Collective activities/accomplishments show homogeneity;
collective states/achievements do not.

We now turn to the issue of connecting this aktionsart split to distributivity.

4 Brisson 2003 on Taub’s generalization

Interestingly, homogeneity is not the only domain where the state/achievement
vs accomplishment/activity split matters. The same generalization appears when
we try to characterize which collective predicates allow ‘all’ (this is known as
Taub’s generalization, (Taub 1989)):

(16) a. All the students performed Hamlet

b. All the girls built a raft.
c. *All the students are a productive team.
d. *All the students elected a president.

(17) Taub’s Generalization: The collective predicates that allow ‘all’ are
collective accomplishments and collective activities. Collective states
and colletive achievemnets disallow ‘all’.

Brisson 2003 treats ‘all’ as being dependent on the presence of a D operator.
If the predicate can host a D operator, then it can license ‘all’. But how do we
get ‘all’ to apply to collective achievements and activities, if we think that one
of the hallmarks of collectivity is that collective predicates lack a D operator in
their structure?

To capture the pattern in (16), Brisson makes a simple move. She claims that
collective activities and accomplishments have more structure than collective
achievements and states: they have an aspectual DO predicate (McClure 1994)
which can host a D operator. States and achievements lack this predicate and
hence cannot host a D operator.

(18) VP

V

build-a-raft

DO

(19) VP

V

elect-a-president

Brisson adopts an event-based framework, where VPs are predicates of events6.
She also assumes that the domain of events is structured via a part-of relation,
. This leads to the following extensions:

(20) a. ||DO|| = �xe.�e.DO(e) ^Ag(e, x)
b. ||build� a� raft|| = �e.build� a� raft(e)
c. ||elect� a� president|| = �e.elect� a� president(e)

6 Events are of type v
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||DO|| and ||build a raft|| combine via an operation that Brisson terms event
composition7:

(21) If ↵ is a branching node, {�, �} the set of its daughters, and ||�|| is func-
tion of the form �e[P (e)] (type hv, ti) and ||�|| is a function of the form
�xe.�e[Q(x)(e)] (type he, vti), then ||↵|| = �xe.�e.[P (e)^9e0[Q(x)(e0)]^
e
0  e]

Applying (22) to (18) leads to the following result:

(22) �xe.�e.build� a� raft(e) ^ 9e0[DO(e0) ^Ag(e0, x) ^ e
0  e]

We also assume a version of the D operator that can handle predicates of events8:

(23) ||D|| = �Pe,vt.�xe.�e.8y[y a x ! 9e0[P (y)(e0) ^Ag(e0, y) ^ e
0  e]]

By assumption, the D operator attaches to things that take a plural DP as a
first argument. So, it can either attach to DO, or to the VP (i.e. to the result of
event composition):

(24)

VP

build-a-raftDO

D

The girls

(25)

VP

build-a-raft

DOD

The girls

Interpreting (25) and (24), we get the truth conditions in (26-a) and (26-b)
respectively9:

(26) a. 9e[8y[y ↵ ◆x.girls(x) ! 9e00[build � a � raft(e00) ^ 9e0[DO(e0) ^
Ag(e0, y) ^ e

0  e
00] ^Ag(e00, y) ^ e

00  e]]]
b. 9e[build � a � raft(e) ^ 9e00[8y[y ↵ ◆x.girls(x) ! 9e0[DO(e0) ^

Ag(e0, y) ^ e
0  e

00] ^ e
00  e]]

The truth conditions in (26-a) are the ordinary distributive interpretation, where
each girl is required to have built her own raft (since for every girl there is raft-
building event of which she is the agent). The truth conditions in (26-b) express
a collective reading, where each girl was the agent of some DO-ing subpart of
the raft-building event. All the girls still did something, but it was di↵erent
sub-events in an overall raft-building event. This then gives us a way of formal-
izing the intuition that events like ‘build-a-raft’ have distributive sub-entailments
(Dowty 1987): each girl participated in the raft-building by doing something.

7 We formulate event composition assuming a Heim & Kratzer 1998 system.
8 Brisson uses a Generalized D operator from Lasersohn 1998; We slightly adapt some
things here to suit our own purposes. Nonetheless, Brisson’s point is retained.

9 A background assumption in (26), (37) is that every event has a unique agent.
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Collective accomplishments and activities lack this DO predicate and there-
fore cannot host a D operator (and if one attempts to apply one on the VP
level, then one ends up with distinctly odd truth conditions; see Brisson 2003
for details)

Therefore, the reason collective accomplishments and activities allow ‘all’ is
the D operator that these predicates can host. Notice here that the analysis does
not commit us exactly to Taub’s generalization, (17). Brisson’s analysis links the
presence of ‘all’ to the presence of distributivity. Therefore, we need to revise
(17) as follows:

(27) Taub’s Generalization (revised): The collective predicates that al-
low ‘all’ are those that can host a D operator somewhere in their struc-
ture.

Therefore, if we find collective states/achievements that allow ‘all’, we have not
necessarily falsified (27). However, we do predict that collective states/achievements
that allow ‘all’ involve the presence of a D operator. Reciprocals are a class of
collective states that seem to function in this way:

(28) All the students look alike.

Reciprocals like ‘look alike’ are typically taken to involve quantification over
parts10. If we take the source of this quantification to be some hidden distribu-
tivity operator, then such examples do not falsify (27), but rather confirm it.

5 Applying Brisson 2003 to homogeneity

The point that comes out of sections 3 and 4 is that distributivity and homogene-
ity have the same distribution. Applying Brisson’s idea that collective accom-
plishments/activities can host a D operator (on the DO part of their structure),
whereas collective achievements/states cannot (because they lack this DO) leads
us to revise the generalization in (15):

(29) Homogeneous Collective Predicates generalization (revised):

The collective predicates that show homogeneity are those that can host
a D operator in their structure.

What is homogenised in a collective accomplishments/activities such as ‘The
students performed Hamlet ’ is the DO-ing sub-events that each student is un-
dertaking in the performance, e.g. performing the role of Hamlet for student a,
being in charge of staging for student b etc.

Moreover, if Brisson is right that the presence of ‘all’ depends on the pres-
ence of distributivity, then by reducing homogeneity to distributivity we have a
nice connection between the presence of ‘all’ and the presence of homogeneity,
whereby only homogeneous predicates license ‘all’. This accords well with the
claim that ‘all’ is a homogeneity remover (Kriz 2015, 2019):

10 See Brisson 2003 and references therein for more details.
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(30) The knights all died in battle.

The sentence in (43) is plainly false in a situation where only some of the knights
died in battle, and not undefined. Thus, ‘all’ removes the undefinedness associ-
ated with homogeneity. This then constitutes another argument for the reduction
we are pursuing: Homogeneity can be removed only from predicates that have
it as a property. If ‘all’ is licensed only by predicates that involve distributivity,
then homogeneity must only be present in predicates that involve distributivity.

As with the generalization in (27), our generalization in (29) is not limited to
activities and accomplishments. Any collective predicate that involves distribu-
tivity qualifies. Consider reciprocals (see previous section):

(31) The students look alike.

(31) is homogeneous, as it is undefined in a situation where some students look
alike, but others do not.

One issue that arises is how we can capture the way homogeneity works in
negated sentences, where the requirement is that the property expressed by the
VP not hold of any part of the subject:

(32) a. The knights did not die in battle.
b. The girls did not build a raft.

We propose to do this by making the following syntactic assumptions: First, in
negated sentences, the D operator can only attach above negation11. Second,
existential closure happens low, on the level of aspect (cf. Hacquard 2009).

These assumptions lead to LFs like the following12:

(33) [The girls [D [not [closure [build a raft]]]]]

To properly interpret these LFs, we need another D operator (call it D2) in
addition to the one in (23) (which we call D1), that will combine with a negated
predicate (of type et). We also need to define a closure operator that applies
low. Finally, we need a meaning for negation. These additions, together with the
rest of the lexical entries we need to interpret the sentence in (33), are included
below:

(34) a. ||D1|| = �Pet.�xe.8y[y ↵ x ! P (y)]
b. ||D2|| = �Pe,vt.�xe.�e.8y[y ↵ x ! 9e0[P (y)(e0) ^Ag(e0, y)

^ e
0  e]]

c. ||closure|| = �Pe,vt.�xe.9e[P (x)(e)]
d. ||not|| = �Pet.�xe.¬P (x)

(35) a. ||DO|| = �xe.�e.DO(e) ^Ag(e, x)
b. ||build a raft|| = �e.build� a� raft(e)

11 We consider only predicate negation, leaving sentential negation to future research.
12 We follow Gajewski 2005 in assuming that a distributive predicate has to combine

with a D operator when it applies to a plurality.
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c. ||the girls|| = ◆x.girls(x)

We assume the lexical entries above, together with Brisson’s system as presented
in the previous section. We give the truth conditions for the following sentences:

(36) a. [The girls [closure [ [D2 DO] [build a raft]]]
b. [The girls [D1 [not [closure [build a raft]]]]]

(37) a. 9e[build � a � raft(e) ^ 9e00[8y[y ↵ ◆x.girls(x) ! 9e0[DO(e0) ^
Ag(e0, y) ^ e

0  e
00] ^ e

00  e]]
b. 8y[y a ◆x.girls(x) ! ¬9e[build � a � raft(e) ^ 9e0[DO(e0) ^

Ag(e0, y) ^ e
0  e]]]

The truth conditions in (37-a) say that for every atomic girl, there is a DO-ing
event of which she is the agent, and that DO-ing event is part of a building event.
(37-b) says that for no atomic girl is it the case that there is a raft-building event
in which this girl did something. These are the truth conditions we want.

Finally, one might wonder how we capture the gappines of these sentences in
mixed situations. We will say that a sentence ↵ of the form [NP [(D1) [closure
VP]]]13 has the following truth conditions:

(38) a. ↵ is True in a model M i↵ || [NP [(D1) [closure V P ]]] || = 1 in M
and || [NP [(D1) [not [closure V P ]]]] || = 0 in M.

b. ↵ is False in a model M i↵ || [NP [(D1) [closure V P ]]] || = 0 in M
and || [NP [(D1) [not [closure V P ]]]] || = 1 in M.

c. ↵ is undefined i↵ it is neither True nor False.

Consider now (36-a) in a situation where there are 5 girls, three of which
participated in the building of a raft, while the other two did not. The truth
conditions in (37-a) are not satisfied since it is not the case that for every atomic
there is a DO-ing event of which that girl is agent, since 2 girls did nothing.
Neither are the truth conditions in (37-b) satisfied, since it is not the case that
no atomic girl is the agent of a DO-ing event that is part of a building event.
Therefore, neither the positive nor the negative version of (36-a) is true, and the
sentence is undefined in this scenario.

6 Comparison with Križ’s homogeneity generalization

It is interesting to compare between the cases of homogeneity predicted by our
approach and Križ’s constraint in (8). Recall that (8) distinguished three cases of
homogeneity: (i) downward homogeneity, (ii) upward homogeneity, and (iii) side-
ways homogeneity. Our approach predicts downward and sideways homogeneity,
but not upward homogeneity. Let us go back to the raft-builidng example:

(39) The girls built a raft.

13 The reason D1 is in parentheses is that not every sentence will have a D1 attached
above closure, e.g. sentences with collective predicates.
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(40) Context: Only a subgroup of the girls built a raft. (Downwards Homo-
geneity)

As we have seen, our approach predicts that (39) should be undefined in (40),
since neither (39) nor its negation is true in (40).

(41) Context: Some of the boys together with some of the girls built a raft.
(Sideways Homogeneity)

Our approach predicts that (39) should be undefined in (41): (39) is not true
because the semantics in (37-a) requires that every individual girl participated
in the raft-building. (37-b) is not true because there are individual girls that
participated in the raft-building.

(42) Context: Both the boys and the girls participated in the raft-building.
(Upward Homogeneity)

Our approach predicts that (39) should be true, since for every individual girl,
that girl participated in the raft-building (which makes (37-a) true and (37-b)
false).

Therefore, our approach groups together downward and sideways homogene-
ity, to the exclusion of upwards homogeneity.

While further research is required into the status of these three homogeneity
types, it should be mentioned that there is at least one case where downward
homogeneity contrasts with upward homogeneity. While ‘all’ removes downward
homogeneity, it does not remove upward homogeneity (Križ 2015):

(43) All the girls built a raft.

Even though (43) is false in (40), it is still undefined in (42). On the other
hand, the addition of ‘only’ removes upward homogeneity, but not downward
homogeneity:

(44) Only the girls built a raft.

(44) is plainly false in (42), but still undefined in (40)14. This suggests a parallel
with scalar implicatures:

(45) Context: All of the students of a class ran in a race.

a. #Some of the students ran in the race.
b. Only some of the students ran in the race.

While (45-a) seems weird in the given context, it is not false, merely under-
informative. (45-b) on the other hand, is clearly false. One could imagine then
that the reason (39) is odd in (42) is that it is under-informative to claim that
the girls built a raft in a context where all the boys and all the girls built a raft.

14 Interestingly, (43) and (44) seem both false in (41), suggesting that sideways homo-
geneity has a somewhat mixed status between upward and downward homogeneity.
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7 Conclusion

In this paper we have argued for a reduction of homogeneity to distributivity. We
noticed that while collective activities and accomplishments license homogene-
ity, collective states and achievements do not. The same aktionsart split is found
with the collective predicates that allow ‘all’. We followed Brisson 2003 who ar-
gues that collective activities and accomplishments have a DO predicate as part
of their structure that can host a D operator. Collective states and achievements
lack this DO and hence cannot host a D operator. We used this to formulate the
generalization that the collective predicates that allow homogeneity are those
that can host a D operator and developed a semantics for homogeneity (fol-
lowing again Brisson) whereby homogeneity arises as an e↵ect of distributvity
(together with certain assumptions about the syntax of D). Finally, we showed
that while our account captures downward and sideways homogeneity, it cannot
capture upward homogeneity, and made the tentative suggestion that upward
homogeneity might be due to Gricean reasoning.
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h?2 6�HbBiv Q7 i?2 *QMb2[m2Mi BM *QMi`�biBp2
*QM/BiBQM�Hb

>�vH2v _Qbb

"`�M/2Bb lMBp2`bBiv- q�Hi?�K J� yk98j- la�
?�vH2v`Qbb!#`�M/2BbX2/m

�#bi`�+iX h?Bb T�T2` T`2b2Mib MQp2H 2KTB`B+�H Q#b2`p�iBQMb b?QrBM;
i?�i +QmMi2`7�+im�Hb �M/ +QM/BiBQM�Hb BMpQHpBM; � +QMi`�bi #2ir22M 2p2Mib
;2M2`�i2 i?2 BKTHB+�im`2 i?�i i?2B` +QMb2[m2Mi Bb 7�Hb2- BM �//BiBQM iQ i?2
r2HH@FMQrM BKTHB+�im`2 i?�i i?2 �Mi2+2/2Mi Bb 7�Hb2X A b?Qr i?�i 2tBbiBM;
+QKTQbBiBQM�H i?2Q`B2b r?B+? T`2/B+i i?2 7�HbBiv Q7 i?2 �Mi2+2/2Mi /Q MQi
T`2/B+i i?2 7�HbBiv Q7 i?2 +QMb2[m2Mi- �M/ T`QTQb2 �M 2ti2MbBQM Q7 ai�``Ƕb
mMB}2/ b2K�MiB+b (kk) iQ +�Tim`2 BiX A �HbQ 2t�KBM2 i?2 2z2+i Q7 i?Bb
M2r BKTHB+�im`2 QM KBMBK�H KQ/2H ;2M2`�iBQM 7Q` +QM/BiBQM�Hb- T`QpB/BM;
�H;Q`Bi?Kb 7Q` ;2M2`�iBM; KBMBK�H KQ/2Hb +�Tim`BM; i?2 7�HbBiv Q7 i?2
�Mi2+2/2Mi 7Q` +QmMi2`7�+im�Hb- i?2 +QMbBbi2M+v Q7 T`2bmTTQbBiBQMb rBi?
i?2 �+im�H rQ`H/ (N-kk) 7Q` BM/B+�iBp2 �M/ 7mim`2 bm#DmM+iBp2 +QM/BiBQM�Hb-
�M/ i?Bb M2rHv Q#b2`p2/ 7�HbBiv Q7 i?2 +QMb2[m2MiX

E2vrQ`/b, *QmMi2`7�+im�Hb Ǧ *QM/BiBQM�Hb Ǧ AKTHB+�im`2 Ǧ *QKTmi�@
iBQM�H a2K�MiB+b Ǧ JBMBK�H JQ/2H :2M2`�iBQMX

R AMi`Q/m+iBQM

AM i?Bb T�T2` r2 rBHH #2 +QM+2`M2/ rBi? i?`22 ivT2b Q7 +QM/BiBQM�Hb- r?B+? A rBHH
+�HH BM/B+�iBp2 +QM/BiBQM�Hb- bm#DmM+iBp2 +QM/BiBQM�Hb �M/ +QmMi2`7�+im�Hb UMQi2
i?�i BM Qi?2` T�T2`b- i?2 i2`K bm#DmM+iBp2 Q7i2M BM+Hm/2b +QmMi2`7�+im�HbV,
URV UBM/B+�iBp2VA7 ?2 i�F2b i?Bb bv`mT- ?2 rBHH ;2i #2ii2`X
UkV �X UT`2b2Mi bm#DXVA7 J�`v FM2r i?2 �Mbr2`- b?2 rQmH/ #2 i?2 QMHv QM2X

#X U7mim`2 bm#DXVA7 vQm r2Mi iQKQ``Qr- vQm rQmH/ b22 1/X
UjV U+QmMi2`7�+im�HVA7 vQm` TH�Mib ?�/ /B2/- A rQmH/ ?�p2 #22M p2`v mTb2iX
S`2pBQmb rQ`F QM +QM/BiBQM�Hb 7Q+mb2b QM 2bi�#HBb?BM; � b2K�MiB+b 7Q` +QmMi2`@
7�+im�Hb U}`bi 7Q`KmH�i2/ mbBM; TQbbB#H2 rQ`H/b #v ai�HM�F2` (ky) �M/ G2rBb (R9)V
�M/ 2bi�#HBb?BM; � mMB}2/ +QKTQbBiBQM�H b2K�MiB+b 7Q` �HH ivT2b Q7 +QM/BiBQM�Hb
U(Rk-3-N-k-kk) BMi2` �HB�VX 6Qm` �bT2+ib Q7 i?Bb T`Q#H2K #2+QK2 �TT�`2Mi, ?Qr iQ
/2}M2 i?2 bBKBH�`Biv `2H�iBQM #2ir22M TQbbB#H2 rQ`H/b U(ky-R9-R8-Rj-Ry) BMi2` �HB�V-
i?2 7�HbBiv Q7 i?2 �Mi2+2/2Mi 7Q` +QmMi2`7�+im�Hb Ub?QrM iQ #2 �M BKTHB+�im`2
#v (R-RR-8) BMi2` �HB�V- i?2 +QMbBbi2M+v Q7 T`2bmTTQbBiBQMb Q7 BM/B+�iBp2 (kk) �M/
bm#DmM+iBp2 (N) +QM/BiBQM�Hb rBi? i?2 �+im�H rQ`H/- �M/ i?2 +?�BMBM; iQ;2i?2`
Q7 KmHiBTH2 +QmMi2`7�+im�Hb BM b2[m2M+2b bm+? �b KQ/�H bm#Q`/BM�iBQM Q` aQ#2H



Rke >X _Qbb

b2[m2M+2b (RN-e-kj-kk)X AM i?Bb T�T2`- A rBHH 7Q+mb QM i?2 b2+QM/ �M/ i?B`/ Bbbm2b,
BKTHB+�im`2b �M/ T`2bmTTQbBiBQMbX A rBHH b?Qr i?�i �M �//BiBQM�H BKTHB+�im`2 �`Bb2b
7Q` ǳ+QMi`�biBp2Ǵ +QM/BiBQM�Hb- M�K2Hv i?2 7�HbBiv Q7 i?2 +QMb2[m2MiX A rBHH /Bb+mbb
i?2 mMB}2/ b2K�MiB+b 7Q` +QM/BiBQM�Hb T`QTQb2/ #v ATTQHBiQ (N) �M/ ai�`` (kk)
r?B+? �++QmMi 7Q` i?2 7�HbBiv Q7 i?2 �Mi2+2/2Mi- b?Qr r?v M2Bi?2` Q7 i?2b2 MQ` i?2
b+�H�` BKTHB+�im`2 Q7 +QM/BiBQM�Hb (Rd) �++QmMib 7Q` i?2 7�HbBiv Q7 i?2 +QMb2[m2Mi-
�M/ T`QTQb2 �M 2ti2MbBQM Q7 ai�``Ƕb T`QTQb�H �b � }`bi �++QmMi 7Q` BiX 6BM�HHv-
A rBHH /Bb+mbb � +QKTmi�iBQM�H KQ/2H r?B+? +�Tim`2b i?2 BKTHB+�im`2b 7Q` #Qi?
i?2 �Mi2+2/2Mi �M/ i?2 +QMb2[m2Mi �b r2HH �b i?2 +QMbBbi2M+v Q7 i?2 �Mi2+2/2MiǶb
T`2bmTTQbBiBQMb mbBM; KBMBK�H KQ/2H ;2M2`�iBQMX

k LQp2H .�i�, h?2 6�HbBiv Q7 i?2 *QMb2[m2Mi

kXR h?2 1tBbi2M+2 Q7 i?2 AKTHB+�im`2

*QMbB/2` i?2 7QHHQrBM; +QmMi2`7�+im�HR,
U9V A7 *?�`HB2 ?�/ i�F2M ?Bb i2bi iQKQ``Qr- ?2 rQmH/ ?�p2 T�bb2/X
A7 r2 mii2` i?Bb b2Mi2M+2 rBi? MQ Qi?2` T`2�K#H2- Bi �TT2�`b iQ +QMp2v irQ i?BM;b,
UAV i?�i *?�`HB2 iQQF ?Bb i2bi �i bQK2 iBK2 BM i?2 T�bi UBMbi2�/ Q7 iQKQ``QrV-
�M/ UAAV i?�i r?2M ?2 iQQF Bi- ?2 /B/MǶi T�bbX P#b2`p�iBQM UAV +�M #2 /2`Bp2/
7`QK i?2 +QK#BM�iBQM Q7 i?2 i2KTQ`�H �/p2`# rBi? i?2 7�HbBiv Q7 i?2 �Mi2+2/2Mi
U�bbmKBM; i?�i *?�`HB2 K�v QMHv i�F2 ?Bb i2bi QM+2V- #mi Q#b2`p�iBQM UAAV- M�K2Hv
i?�i i?2 +QMb2[m2Mi Bb �HbQ 7�Hb2 BM i?2 �+im�H rQ`H/- Bb M2rX q2 +�M i2bi i?�i
i?Bb BM7Q`K�iBQM Bb BM 7�+i +QMp2v2/, i?2 7QHHQrBM; +QK#BM�iBQM Bb BM72HB+BiQmbX
U8VO *?�`HB2 iQQF ?Bb i2bi H�bi r22F �M/ 7�BH2/X A7 *?�`HB2 ?�/ i�F2M ?Bb i2bi

iQKQ``Qr- ?2 rQmH/MǶi ?�p2 T�bb2/X
"2+�mb2 i?2 +QM+HmbBQM b2Mi2M+2 BM UeV Bb MQM@`2/mM/�Mi- i?2 7�HbBiv Q7 i?2
+QMb2[m2Mi Bb MQi �bb2`i2/,
UeV A7 *?�`HB2 ?�/ i�F2M ?Bb i2bi iQKQ``Qr- ?2 rQmH/ ?�p2 T�bb2/X AM 7�+i- ?2

iQQF ?Bb i2bi v2bi2`/�v- �M/ ?2 /B/MǶi T�bbX
6m`i?2`- i?2 7�HbBiv Q7 i?2 +QMb2[m2Mi +�M #2 +�M+2H2/ �b BM UdV- bQ +�MMQi #2 �
T`2bmTTQbBiBQM,
UdV *?�`HB2 iQQF ?Bb i2bi H�bi r22F �M/ 7�BH2/X A7 *?�`HB2 ?�/ i�F2M ?Bb i2bi QM

JQM/�v- ?2 rQmH/ ?�p2 7�BH2/X "mi B7 ?2 ?�/ i�F2M Bi QM hm2b/�v- ?2 rQmH/
?�p2 T�bb2/X

R A rBHH mb2 r?�i ATTQHBiQ (N) +�HHb ǳKBbK�i+?2/ T�bi +QmMi2`7�+im�HbǴ- BX2X +QmMi2`7�+im�Hb
rBi? � 7mim`2 i2KTQ`�H �/p2`#- iQ �HHQr � /B`2+i �M�HQ;v #2ir22M +QmMi2`7�+im�Hb
�M/ 7mim`2 bm#DmM+iBp2 +QmMi2`7�+im�HbX aQK2 M�iBp2 bT2�F2`b i�F2 Bbbm2 rBi? 7mim`2
+QmMi2`7�+im�Hbc }`biHv- i?2 b�K2 Dm/;K2Mib +�M #2 `2THB+�i2/ #v `2TH�+BM; iQKQ``Qr
rBi? v2bi2`/�v i?`Qm;?Qmic b2+QM/Hv- +QmMi2`7�+im�Hb BM 7�+i b?Qr i?Bb #2?�pBQ`
rBi?Qmi �Mv i2KTQ`�H +QMi`�bi, A7 *?�`HB2 ?�/ #`Qm;?i ?Bb +�H+mH�iQ` iQ ?Bb i2bi- ?2
rQmH/ ?�p2 T�bb2/ vB2H/b i?2 b�K2 BKTHB+�im`2 7Q` i?2 +QMb2[m2MiX



h?2 6�HbBiv Q7 i?2 *QMb2[m2Mi BM *QMi`�biBp2 *QM/BiBQM�Hb Rkd

h?2 i?B`/ b2Mi2M+2 Ui?2 ǳ+QM+HmbBQMǴ- HBF2 i?2 �M/2`bQM@bivH2 +QM+HmbBQMb 7Q` i?2
7�HbBiv Q7 i?2 �Mi2+2/2Mi (R)V ;`2�iHv BKT`Qp2b i?2 72HB+Biv Q7 i?2 +QmMi2`7�+im�H
BM UdVX qBi?Qmi Bi- i?2`2 Bb � b2Mb2 Q7 �rFr�`/M2bb /m2 iQ i?2 b22KBM; H�+F Q7
M2r BM7Q`K�iBQMX UaQK2 bT2�F2`b `2bQHp2 i?Bb rBi?Qmi i?2 +QM+HmbBQM b2Mi2M+2 #v
�//BM; �M BKTHB+Bi biBHH UbiBHH rQmH/ ?�p2 7�BH2/V iQ i?2 +QmMi2`7�+im�HXV

q?�i Bb ?�TT2MBM; ?2`2 Bb i?�i U9V Bb 2bb2MiB�HHv +QMi`�biBM; � TQbbB#H2 i2bi@
i�FBM; 2p2Mi �M/ Bib Qmi+QK2 rBi? �MQi?2` BKTHB+Bi i2bi@i�FBM; 2p2Mi BM i?2
T�biX UA7 i?2 +QMb2[m2Mi r2`2 MQi 7�Hb2- i?2`2 rQmH/ #2 MQ +QMi`�bi #2ir22M i?2
irQ 2p2Mib- vB2H/BM; i?2 �rFr�`/M2bb r2 b�r r?2M +�M+2HBM; i?2 BKTHB+�im`2XV
h?Bb +QMi`�bi Bb 2[mBp�H2Mi iQ i?2 +QK#BM�iBQM Q7 UAV �M/ UAAVX q2 +�M `2THB+�i2
i?Bb +QMi`�bi BM 7mim`2 bm#DmM+iBp2 +QM/BiBQM�Hb B7 r2 +?�M;2 i?2 bBim�iBQM iQ
�HHQr `2T2iBiBQM, BK�;BM2 i?�i *?�`HB2 +�M MQr `2@i�F2 ?Bb i2biX h?�i Bb- r2 +�M
�M�HQ;QmbHv b?Qr i?�i i?2 7�HbBiv Q7 i?2 +QMb2[m2Mi �HbQ Q++m`b BM U3V �M/ Bb �M
BKTHB+�im`2 #v �TTHvBM; i?2 i2bib UN@RRV,
U3V A7 *?�`HB2 `2@iQQF ?Bb i2bi iQKQ``Qr- ?2 rQmH/ T�bbX

UNVO *?�`HB2 iQQF ?Bb i2bi H�bi r22F �M/ 7�BH2/X A7 *?�`HB2 `2@iQQF ?Bb i2bi
iQKQ``Qr- ?2 rQmH/MǶi T�bbX

URyV A7 *?�`HB2 `2@iQQF ?Bb i2bi iQKQ``Qr- ?2 rQmH/ T�bbX q?2M ?2 iQQF ?Bb
i2bi v2bi2`/�v- ?2 /B/MǶi T�bbX

URRV *?�`HB2 iQQF ?Bb i2bi H�bi r22F �M/ 7�BH2/X A7 *?�`HB2 `2@iQQF ?Bb i2bi QM
h?m`b/�v- ?2 rQmH/ 7�BHX "mi B7 ?2 `2@iQQF Bi QM 6`B/�v- ?2 rQmH/ T�bbX

AMi2`2biBM;Hv- r2 +�MMQi `2THB+�i2 Bi BM BM/B+�iBp2 +QM/BiBQM�Hb- 2p2M rBi? 2p2Mi
`2T2iBiBQMX h?2 7QHHQrBM; 2t�KTH2 Bb 72HB+BiQmb- B7 � HBiiH2 Q//,
URkV *?�`HB2 iQQF ?Bb i2bi H�bi r22F �M/ 7�BH2/X A7 *?�`HB2 `2@i�F2b ?Bb i2bi

iQKQ``Qr- ?2 rQMǶi T�bbX
6Q` i?2 Tm`TQb2 Q7 i?Bb T�T2`- A rBHH MQi /Bb+mbb BM/B+�iBp2 +QM/BiBQM�Hb BM �Mv
KQ`2 /2i�BH �M/ �bbmK2 i?�i ǳ�Mvi?BM; ;Q2bǴ U�HH +QK#BM�iBQMb �`2 72HB+BiQmb �M/
i?2 7�HbBiv Q7 i?2 +QMb2[m2Mi /Q2b MQi Q++m`VX >Qr2p2`- BMBiB�H 2tT2`BK2Mib rBi?
M�iBp2 bT2�F2`b BM/B+�i2 i?�i Bi Bb MQi [mBi2 bQ bBKTH2 �M/ i?�i i?Bb �bT2+i Q7
BM/B+�iBp2 +QM/BiBQM�Hb Bb QT2M 7Q` 7m`i?2` `2b2�`+?XkX

kXk *QKT`2?2MbBp2 .�i� *QHH2+iBQM
h?2 2t�KTH2b �#Qp2 b?Qr i?�i 7Q` �i H2�bi QM2 +QmMi2`7�+im�H �M/ QM2 7mim`2 bm#@
DmM+iBp2 +QM/BiBQM�H BMpQHpBM; T�bbBM;f7�BHBM; � i2bi- i?2 7�HbBiv Q7 i?2 +QMb2[m2Mi
�`Bb2b �M/ Bb �M BKTHB+�im`2X h?Bb b2+iBQM /2b+`B#2b � +QKT`2?2MbBp2 +QHH2+iBQM Q7
/�i� 7Q` 2�+? +QK#BM�iBQM Q7 UMQiV T�bbBM;f7�BHBM; 7Q` #Qi? +QmMi2`7�+im�Hb �M/
7mim`2 bm#DmM+iBp2 +QM/BiBQM�Hb- �b r2HH �b +QMi`QHHBM; 7Q` i?2 BM?2`2Mi TQH�`Biv �M/
MQ`K�iBpBiv Q7 i?�i 2t�KTH2 rBi? � b2+QM/ 2t�KTH2, ;2iiBM; p�MBHH�fbi`�r#2``v
B+2@+`2�K U7`QK b2H2+iBQM Q7 �i H2�bi i?`22 ~�pQ`bVX h?Bb BM+Hm/2b b2Mi2M+2 T�B`b
bm+? �b i?2 7QHHQrBM;X
k Ai �TT2�`b- 7Q` 2t�KTH2- i?�i BM/B+�iBp2 +QM/BiBQM�Hb rBi? 7�Hb2 +QMb2[m2Mib �`2
T`272``2/ Qp2` i?Qb2 rBi? +QMb2[m2Mib i`m2 BM i?2 �+im�H rQ`H/- ?Qr2p2` i?Bb T`272`2M+2
Bb MQi bB;MB}+�Mi 2MQm;? iQ +�mb2 BM72HB+BivX



Rk3 >X _Qbb

URjV *?�`HB2 r2Mi iQ i?2 B+2@+`2�K T�`HQ` H�bi r22F �M/ ;Qi p�MBHH� B+2@+`2�KX A7
*?�`HB2 ?�/ ;Qii2M B+2@+`2�K iQKQ``Qr- ?2 rQmH/ ?�p2 ;Qii2M bi`�r#2``vX

UR9V *?�`HB2 r2Mi iQ i?2 B+2@+`2�K T�`HQ` H�bi r22F �M/ /B/MǶi ;2i p�MBHH�
B+2@+`2�KX A7 *?�`HB2 ;Qi B+2@+`2�K iQKQ``Qr- ?2 rQmH/ ;2i p�MBHH�X

h?2 Dm/;K2Mib bmKK�`Bx2/ BM h�#H2b R �M/ k r2`2 ;�i?2`2/ 7`QK i?`22 M�iBp2
bT2�F2`b Q7 1M;HBb?- rBi? �//BiBQM�H Dm/;K2Mib 7`QK � 7m`i?2` R8 M�iBp2 bT2�F2`b
7Q` � `2T`2b2Mi�iBp2 b2H2+iBQM Q7 +QMi`Qp2`bB�H +�b2b UBM/B+�i2/ #v � b?�/2/ +2HH
#�+F;`QmM/VjX h?2 `Qrb +Q``2bTQM/ iQ *?�`HB2Ƕb i2bi Qmi+QK2 Q` B+2@+`2�K +?QB+2
BM i?2 b2i@mT b2Mi2M+2- r?BH2 i?2 +QHmKMb +Q``2bTQM/ iQ i?2 i2bi Qmi+QK2 Q`
B+2@+`2�K +?QB+2 BM i?2 +QM/BiBQM�HX A rBHH mb2 X̃ iQ BM/B+�i2 i?�i i?2 +QK#BM�iBQM
Bb 72HB+BiQmb #mi �rFr�`/ BM i?2 b2Mb2 /Bb+mbb2/ �#Qp2X
h�#H2 RX 62HB+Biv 7Q` T�bbf7�BH- +QmMi2`7�+im�Hb �M/ 7mim`2 bm#DmM+iBp2 +QM/BiBQM�HbX

*QmMi2`7�+im�H am#DmM+iBp2 U7mim`2V

a2
i@
mT

T�bb 7�BH MQi T�bb MQi 7�BH
T�bb2/ X̃ X X O
7�BH2/ X X̃ O X

/B/MǶi T�bb X O X̃ X
/B/MǶi 7�BH O X X X̃
MQi i�F2M O O O O

T�bb 7�BH MQi T�bb MQi 7�BH
X̃ X X X 
X X̃ O X
X O X̃ X 
O X X X̃
X X X X 

LQi2 i?�i BM h�#H2 R- i?2 H�bi `Qr 7Q` +QmMi2`7�+im�Hb Bb BM72HB+BiQmb i?`Qm;?Qmi
/m2 i?2 7�HbBiv Q7 i?2 �Mi2+2/2Mi BKTHB+�im`2X q2 MQiB+2 Qm` }`bi B``2;mH�`Biv
7Q` bm#DmM+iBp2 +QM/BiBQM�Hb, #�b2/ QM i?2 T�ii2`M 7Q` +QmMi2`7�+im�Hb- r2 rQmH/
2tT2+i i?2 +QK#BM�iBQM T�bb2/ Ĝ rQmH/MǶi 7�BH iQ #2 BM72HB+BiQmbX >Qr2p2`- i?Bb
+QM/BiBQM�H Bb `2b+m2/ #v � b2+QM/�`v `2�/BM; Q7 MQi 7�BHBM;, r2 K�v BMi2`T`2i
T�bb- MQi 7�BH �M/ 7�BH iQ #2 QM � b+�H2- BM i?2 b2Mb2 Q7 ǳq2HH- A /B/MǶi 7�BH i?2
i2bi- #mi A rQmH/MǶi `2�HHv b�v A T�bb2/ Bi 2Bi?2`ǴX h?Bb `2�/BM; Bb BM/B+�i2/ #v X X
h?mb- i?2 Qmi+QK2 BM i?2 +QM/BiBQM�H /Bz2`b 7`QK i?2 b2i@mT b2Mi2M+2 �7i2` �HHX
*m`BQmbHv- i?Bb `2�/BM; /Q2b MQi Q++m` 7Q` i?2 +Q``2bTQM/BM; +QmMi2`7�+im�HbX

h�#H2 k b?Qrb i?2 b�K2 T�ii2`M Q7 BM72HB+Biv �+`Qbb i?2 iQT `B;?i@#QiiQK H27i
/B�;QM�H Ux �M/ MQi y T�B`bV 7Q` i?2 B+2@+`2�K 2t�KTH2- #mi �HbQ b?Qr �//BiBQM�H
BM72HB+Biv BM i?2 #QiiQK `B;?i UMQi x �M/ MQi yVX h?Bb BM72HB+Biv �`Bb2b 7`QK i?2
mM/2`bT2+B}+�iBQM Q7 *?�`HB2Ƕb +?QB+2 Q7 B+2@+`2�K BM i?2 b2i@mT b2Mi2M+2- r?B+?
Bb MQi `2bQHp2/ #v i?2 +QM/BiBQM�H, bBM+2 i?2`2 �`2 KQ`2 i?�M irQ ~�pQ`b- r2 /QMǶi
FMQr BM 2Bi?2` +�b2 r?�i ~�pQ` ?2 +?Qb2X

AM bmKK�`v- r2 b22 i?�i r2 ?�p2 72HB+Biv r?2M2p2` i?2 +QM/BiBQM�H ?�b �
/Bz2`2Mi Qmi+QK2 iQ i?2 b2i@mT b2Mi2M+2- 72HB+Biv rBi? �rFr�`/M2bb r?2M i?2
Qmi+QK2b �`2 B/2MiB+�H UiQT H27i@#QiiQK `B;?i /B�;QM�HV- �M/ BM72HB+Biv r?2M i?2
Qmi+QK2b �`2 2Bi?2` i?2 b�K2 #mi /2b+`B#2/ /Bz2`2MiHv U2X;X 7�BH �M/ MQi T�bbV Q`
�`2 MQi Kmim�HHv 2t+HmbBp2 U2X;X p�MBHH� �M/ MQi bi`�r#2``vVX
j 6Q` i?2 7mHH `2bmHib �M/ �M�HvbBb- b22 (R3)X h?2 `2bTQMb2b r2`2 +H2�` BM �HH +�b2b 2t+2Ti
i?2 bm#DmM+iBp2 p�MBHH�fMQi bi`�r#2``v T�B`- r?2`2 ?�H7 Q7 i?2 `2bTQM/2Mib r2`2 �#H2
iQ �++QKKQ/�i2 +QMi2ti iQ K�F2 Bi 72HB+BiQmbX aBM+2 i?2 Qi?2` ?�H7 +QmH/ MQi- A Dm/;2/
i?Bb mHiBK�i2Hv BM72HB+BiQmbX



h?2 6�HbBiv Q7 i?2 *QMb2[m2Mi BM *QMi`�biBp2 *QM/BiBQM�Hb RkN

h�#H2 kX 62HB+Biv 7Q` ;2i p�MBHH�fbi`�r#2``v B+2@+`2�K- +QmMi2`7�+im�Hb �M/ 7mim`2
bm#DmM+iBp2 +QM/BiBQM�HbX

*QmMi2`7�+im�H am#DmM+iBp2 U7mim`2V

a2
i@
mT

bi`�r#X p�MBHH� MQi bi`X MQi p�MBHH�
bi`�r#X X̃ X X O
p�MBHH� X X̃ O X

MQi bi`�r#X X O X̃ O
MQi p�MBHH� O X O X̃

MQ B+2@+`2�K O O O O

bi`�r#X p�MBHH� MQi bi`X MQi p�MBHH�
X X X O
X X O X
X O X O
O X O X
X X X̃ X̃

A rBHH ;2M2`�HBx2 i?Bb �b 7QHHQrb,

:2M2`�HBx�iBQMX *QmMi2`7�+im�Hb �M/ bm#DmM+iBp2 +QM/BiBQM�Hb +QMi`�bi@
BM; rBi? �MQi?2` 2p2Mi +�``v i?2 BKTHB+�im`2 i?�i i?2B` +QMb2[m2Mi Bb
7�Hb2c i?�i Bb- i?�i i?2 2p2Mi BM i?2B` +QMb2[m2Mi /Bz2`b BM bQK2 r�v 7`QK
i?2 }`bi 2p2MiX h?Bb +�M #2 +�M+2H2/- #mi QMHv B7 i?2 +QMb2[m2Mi mb2b
i?2 2t�+i b�K2- b�HB2Mi T`2/B+�i2 mb2/ iQ /2b+`B#2 i?2 Qi?2` UT`2pBQmb Q`
�+im�H rQ`H/V 2p2MiX

j h?2Q`2iB+�H �++QmMib

AM i?Bb b2+iBQM- A rBHH /Bb+mbb i?`22 TQbbB#H2 �++QmMib Q7 i?2 7�HbBiv Q7 i?2 +QMb2[m2Mi,
i?2 b+�H�` BKTHB+�im`2 Q7 +QM/BiBQM�Hb (Rd) �M/ irQ mMB}2/ +QKTQbBiBQM�H �++QmMib
Q7 +QM/BiBQM�Hb #v ATTQHBiQ (N) �M/ ai�`` (kk)- r?B+? �`2 i?2 QMHv mMB}2/ b2K�MiB+b
iQ 2tTHB+BiHv �++QmMi 7Q` i?2 7�HbBiv Q7 i?2 �Mi2+2/2MiX A rBHH b?Qr i?�i MQM2 Q7
i?2b2 i?2Q`B2b �++QmMi 7Q` i?2 7�HbBiv Q7 i?2 +QMb2[m2Mi /B`2+iHv- �M/ T`QTQb2 �M
2ti2MbBQM Q7 ai�``Ƕb �++QmMi r?B+? /Q2b T`2/B+i BiX

jXR a+�H�` AKTHB+�im`2 Q7 *QM/BiBQM�Hb

� bBKTH2 2tTH�M�iBQM 7Q` i?2 7�HbBiv Q7 i?2 +QMb2[m2Mi +QmH/ #2 i?2 ǳb+�H�` BKTHB@
+�im`2 Q7 +QM/BiBQM�HbǴ, i?�i UR8�V BKTHB2b UR8#V UbBKBH�`Hv 7Q` +QmMi2`7�+im�HbVX
UR8V �X A7 vQm KQr2/ i?2 H�rM- A rQmH/ T�v vQm i2M /QHH�`bX

#X A7 vQm /B/MǶi KQr i?2 H�rM- A rQmH/MǶi T�v vQm i2M /QHH�`bX
AM Qi?2` rQ`/b- p ! q BKTHB2b ¬p ! ¬q (Rd)X :Bp2M i?�i r2 FMQr i?�i +QmMi2`7�+@
im�Hb ;2M2`�i2 i?2 BKTHB+�im`2 i?�i i?2B` �Mi2+2/2Mi Bb 7�Hb2- ¬p- rBi? i?Bb b2+QM/
BKTHB+�im`2 r2 b?QmH/ #2 �#H2 iQ /2`Bp2 i?2 7�HbBiv Q7 i?2 +QMb2[m2Mi ¬q mbBM;
KQ/mb TQM2MbX >Qr2p2`- i?Bb b+�H�` BKTHB+�im`2 /Q2b MQi �`Bb2 BM i?2 +QM/BiBQM�Hb
�M/ +QmMi2`7�+im�Hb rBi? i2KTQ`�H +QMi`�bi mb2/ ?2`2- bQ r2 +�MMQi mb2 Bi iQ
2tTH�BM i?2 7�HbBiv Q7 i?2 +QMb2[m2MiX 6Q` 2t�KTH2- URe�V �M/ URd�V /Q MQi BKTHv
URe#V �M/ URd#V `2bT2+iBp2Hv, T�bbBM; QM � +2`i�BM /�v /Q2b MQi BKTHv 7�BHBM; QM
�HH i?2 Qi?2` /�vb9X
9 LQi2 i?�i r2 M22/ iQ mb2 v2bi2`/�v `�i?2` i?�M iQKQ``Qr BM i?2 +QmMi2`7�+im�Hb-
Qi?2`rBb2 i?2 M2;�i2/ p2`bBQM Bb BM72HB+BiQmb /m2 iQ i?2 7�HbBiv Q7 i?2 �Mi2+2/2MiX



Rjy >X _Qbb

UReV �X A7 *?�`HB2 iQQF ?Bb i2bi iQKQ``Qr- ?2 rQmH/ T�bbX
#X A7 *?�`HB2 /B/MǶi i�F2 ?Bb i2bi iQKQ``Qr- ?2 rQmH/MǶi T�bbX

URdV �X A7 *?�`HB2 ?�/ i�F2M ?Bb i2bi v2bi2`/�v- ?2 rQmH/ ?�p2 T�bb2/X
#X A7 *?�`HB2 ?�/MǶi i�F2M ?Bb i2bi v2bi2`/�v- ?2 rQmH/MǶi ?�p2 T�bb2/X

h?mb- r?BH2 i?2 b+�H�` BKTHB+�im`2 Q7 +QM/BiBQM�Hb K�v �++QmMi 7Q` bQK2 bBKTH2
+�b2b Q7 i?2 7�HbBiv Q7 i?2 +QMb2[m2Mi- Bi Bb MQi bmBi�#H2 �b � ;2M2`�H �++QmMiX

jXk ATTQHBiQǶb �++QmMi

ATTQHBiQ (N) /2`Bp2b i?2 7�HbBiv Q7 i?2 �Mi2+2/2Mi 7`QK i?2 bT2�F2`Ƕb +?QB+2 Q7
� +QmMi2`7�+im�H Qp2` � bm#DmM+iBp2 +QM/BiBQM�HX 1�`HB2` BM ?2` T�T2`- b?2 b2ib
Qmi i?�i i?2 T`2bmTTQbBiBQMb 7Q` bm#DmM+iBp2 +QM/BiBQM�Hb Kmbi #2 +QMbBbi2Mi
rBi? i?2 +QMi2ti b2i �i mii2`�M+2 iBK2X 6Q` +QmMi2`7�+im�Hb- i?2 T`2bmTTQbBiBQMb
Kmbi QMHv #2 +QMbBbi2Mi rBi? i?2 +QMi2ti b2i �i bQK2 b�HB2Mi T�bi iBK2X h?mb-
�bb2`iBM; � bm#DmM+iBp2 +QM/BiBQM�H Bb bi`QM;2` i?�M �bb2`iBM; � +QmMi2`7�+im�HX
h?Bb �bvKK2i`v +`2�i2b � :`B+2�M b+�H�` BKTHB+�im`2- r?B+? ATTQHBiQ 2tTHQBib iQ
/2`Bp2 i?2 BKTHB+�im`2 Q7 i?2 7�HbBiv Q7 i?2 �Mi2+2/2MiX :Bp2M i?�i � +QmMi2`7�+im�H
Bb +?Qb2M- b?2 /2`Bp2b i?�i QM2 Q7 i?2 �Mi2+2/2MiǶb T`2bmTTQbBiBQMb Kmbi #2 7�Hb2
�M/ i?mb i?2 �Mi2+2/2Mi Bb mM/2}M2/ BM i?2 �+im�H rQ`H/X Uh?Bb Bb MQi bi`B+iHv i?2
b�K2 �b i?2 �Mi2+2/2Mi #2BM; U/2}M2/ �M/V 7�Hb2- #mi i?�i /Q2b MQi K�ii2` 7Q` Qm`
�`;mK2MiXV *`m+B�HHv- ATTQHBiQǶb /2`Bp�iBQM `2bib QM i?2 +?QB+2 Q7 � +QmMi2`7�+im�H
Qp2` � bm#DmM+iBp2 +QM/BiBQM�HX q2 Q#b2`p2 i?2 7�HbBiv Q7 i?2 +QMb2[m2Mi 7Q` #Qi?
+QmMi2`7�+im�Hb �M/ +2`i�BM bm#DmM+iBp2 +QM/BiBQM�Hb- i?2`27Q`2- i?2 /BbiBM+iBQM
#2ir22M i?2K +�MMQi KQiBp�i2 BiX

jXj ai�``Ƕb �++QmMi

ai�`` (kk) �HbQ T`QpB/2b �M �++QmMi Q7 +QM/BiBQM�Hb r?B+? /2`Bp2b i?2 7�HbBiv Q7
i?2 �Mi2+2/2MiX ai�`` /BbiBM;mBb?2b BM/B+�iBp2 7`QK ǳbm#DmM+iBp2Ǵ +QM/BiBQM�Hb- #v
r?B+? ?2 K2�Mb #Qi? bm#DmM+iBp2 +QM/BiBQM�Hb �M/ +QmMi2`7�+im�HbX >Bb �++QmMi
Q7 i?2 /Bz2`2M+2b #2ir22M i?2 irQ +2Mi2`b �`QmM/ i?2 7QHHQrBM; T`BM+BTH2- r?B+?
?2 /`�rb 7`QK (kR),

ai�HM�F2 ǰ̀b .BbiBM+iBQM, �M BM/B+�iBp2 +QM/BiBQM�H 7Q+mb2b bQH2Hv QM
�Mi2@+2/2Mi@rQ`H/b �KQM; i?2 +QMi2tim�HHv HBp2 TQbbB#BHBiB2bX � ǳbm#DmM+@
iBp2Ǵ +QM/BiBQM�H 7Q+mb2b QM �Mi2+2/2Mi@rQ`H/b i?�i M22/ MQi #2 �KQM;
i?Qb2 TQbbB#BHBiB2b- i?�i Bb i?2v K�v #2 +QmMi2`7�+im�H 7`QK i?2 T2`bT2+iBp2
Q7 i?2 /Bb+Qm`b2X

Jm+? HBF2 ATTQHBiQǶb �++QmMi- ai�``Ƕb /2`Bp�iBQM /2T2M/b QM i?2 bT2�F2`Ƕb +?QB+2
Q7 +QM/BiBQM�H- QMHv i?Bb iBK2 Q7 � ǳbm#DmM+iBp2Ǵ Ubm#DmM+iBp2 Q` +QmMi2`7�+im�HV
+QM/BiBQM�H Qp2` �M BM/B+�iBp2 +QM/BiBQM�HX aT2+B}+�HHv- ai�`` 2tTH�BMb i?2 BM72HB+Biv
Q7 UR3V �b 7QHHQrb,
UR3VO "Q# �Hr�vb /�M+2/X A7 "Q# ?�/ /�M+2/- G2H�M/ rQmH/ ?�p2 /�M+2/X



h?2 6�HbBiv Q7 i?2 *QMb2[m2Mi BM *QMi`�biBp2 *QM/BiBQM�Hb RjR

h?2 }`bi b2Mi2M+2 HBKBib i?2 HBp2 TQbbB#BHBiB2b iQ i?2 QM2b r?2`2 "Q# /�M+2/X
6QHHQrBM; ai�HM�F2`Ƕb .BbiBM+iBQM- i?2 b2+QM/ b2Mi2M+2 ǳbm;;2bibǴ8 i?�i bQK2 `2H@
2p�Mi �Mi2+2/2Mi@rQ`H/b Ur?2`2 "Q# /�M+2bV K�v #2 QmibB/2 i?2 HBp2 TQbbB#BHBiB2bX
>Qr2p2`- ai�``Ƕb mT/�i2 b2K�MiB+b 7Q` i?2 +QM/BiBQM�H BM +QMDmM+iBQM rBi? ?Bb
*2Mi2`BM; �tBQK b?Qr i?�i i?2 QMHv rQ`H/b +QMbB/2`2/ #v i?2 +QM/BiBQM�H �`2
i?2 b�K2 HBp2 rQ`H/b r?2`2 "Q# /�M+2bX h?Bb Bb ǳ�i Q//bǴ rBi? i?2 bT2�F2`Ƕb
b2H2+iBQM Q7 � bm#DmM+iBp2 +QM/BiBQM�H- r?B+? bm;;2bi2/ i?�i bQK2 `2H2p�Mi rQ`H/b
r2`2 +QmMi2`7�+im�HX

*�M r2 2ti2M/ ai�``Ƕb �++QmMi iQ +�Tim`2 i?2 7�HbBiv Q7 i?2 +QMb2[m2Mi\
amTTQb2 r2 2ti2M/ ai�HM�F2`Ƕb .BbiBM+iBQM iQ ?�M/H2 +QMb2[m2Mi@rQ`H/b HBF2
�Mi2+2/2Mi@rQ`H/b 7Q` bm#DmM+iBp2 +QM/BiBQM�Hb �M/ +QmMi2`7�+im�HbX

ai�HM�F2 ǰ̀b .BbiBM+iBQM- 1ti2M/2/, �M BM/B+�iBp2 +QM/BiBQM�H 7Q@
+mb2b bQH2Hv QM �Mi2+2/2Mi@rQ`H/b �KQM; i?2 +QMi2tim�HHv HBp2 TQbbB#BHBiB2bX
� bm#DmM+iBp2 +QM/BiBQM�H Q` � +QmMi2`7�+im�H 7Q+mb2b QM �Mi2+2/2Mi@rQ`H/b
�M/ +QMb2[m2Mi@rQ`H/b i?�i M22/ MQi #2 �KQM; i?Qb2 TQbbB#BHBiB2bX

*QMbB/2` Qm` Q`B;BM�H BM72HB+BiQmb 2t�KTH2,
U8VO*?�`HB2 iQQF ?Bb i2bi H�bi r22F �M/ 7�BH2/X A7 *?�`HB2 ?�/ i�F2M ?Bb i2bi

iQKQ``Qr- ?2 rQmH/MǶi ?�p2 T�bb2/X
h?2 }`bi b2Mi2M+2 HBKBib i?2 HBp2 TQbbB#BHBiB2b iQ i?2 QM2b r?2`2 *?�`HB2 iQQF ?Bb
i2bi H�bi r22F �M/ 7�BH2/ BiX h?2 +QmMi2`7�+im�H- #v i?2 1ti2M/2/ .BbiBM+iBQM-
ǳbm;;2bibǴ i?�i i?�i i?2 �Mi2+2/2Mi@rQ`H/ �M/ i?2 +QMb2[m2Mi@rQ`H/ M22/ MQi
#2 �KQM; i?2 HBp2 TQbbB#BHBiB2bX AM/22/- i?2 �Mi2+2/2Mi Bb MQi �KQM; i?2 HBp2
TQbbB#BHBiB2b #2+�mb2 *?�`HB2 iQQF ?Bb i2bi v2bi2`/�v Ur?B+? r2 �`2 �bbmKBM;
Bb MQi H�bi r22FV- �M/ r2 T`2bmTTQb2 i?�i *?�`HB2 +�M QMHv i�F2 ?Bb i2bi QM+2X
>Qr2p2`- bi`B+iHv bT2�FBM;- i?2 +QMb2[m2Mi Bb MQi �KQM; i?2 HBp2 TQbbB#BHBiB2b
2Bi?2`- #2+�mb2 i?2 HBp2 TQbbB#BHBiB2b BMpQHp2 *?�`HB2 7�BHBM; f MQi T�bbBM; H�bi r22F-
r?BH2 i?2 +QMb2[m2Mi /2b+`B#2b *?�`HB2 7�BHBM; f MQi T�bbBM; v2bi2`/�vX UaBM+2
*?�`HB2 K�v QMHv i�F2 ?Bb i2bi QM QM2 /�v- ?2 K�v QMHv 7�BH Bi QM QM2 /�v �b r2HHXV
h?mb- ai�``Ƕb `2�bQMBM; rBi? Qm` 1ti2M/2/ .BbiBM+iBQM BM+Q``2+iHv T`2/B+ib i?Bb
+QmMi2`7�+im�H iQ #2 72HB+BiQmbX

jX9 JQ/B7vBM; ai�HM�F2`Ƕb .BbiBM+iBQM, � 6B`bi �++QmMi

q2 Q#b2`p2/ i?�i i?2 /Bz2`2M+2 BM iBK2 BM U8V +�mb2/ i?2 +QMb2[m2Mi iQ #2
ǳ�miQK�iB+�HHvǴ 7�Hb2- 2p2M r?2M i?2 Q#b2`p2/ Dm/;K2Mi Bb i?�i i?2 +QK#BM�iBQM
Bb BM72HB+BiQmbX P7 +Qm`b2- r2 +�MǶi B;MQ`2 iBK2- #2+�mb2 Bi /`Bp2b i?2 7�HbBiv Q7 i?2
�Mi2+2/2Mi- #mi Bi Bb �b B7 i?2 /Bz2`2M+2 BM iBK2 Bb ǳ+?2+F2/ QzǴ r?2M /2i2`KBMBM;
i?2 7�HbBiv Q7 i?2 �Mi2+2/2Mi- �M/ i?�i b�K2 /Bz2`2M+2 BM iBK2 MQ HQM;2` +QmMib �b
/Bz2`2Mi r?2M 2p�Hm�iBM; i?2 +QMb2[m2MiX A rBHH T`QTQb2 i?2 7QHHQrBM; KQ/B}+�iBQM
Q7 ai�HM�F2`Ƕb .BbiBM+iBQM- BM+Q`TQ`�iBM; i?Bb ǳ+?2+FBM; QzǴ �M/ �HbQ ATTQHBiQǶb
Q#b2`p�iBQM QM i?2 �Mi2+2/2Mib Q7 7mim`2 bm#DmM+iBp2 +QM/BiBQM�HbX
8 ai�HM�F2` mb2b i?2 MQiBQM Q7 ǳbm;;2biBQMǴ i?`Qm;?Qmi- �pQB/BM; i?2 2tTHB+Bi MQiBQM
Q7 BKTHB+�im`2c ?Qr2p2`- i?2 #2?�pBQ` Q7 ?Bb ǳbm;;2biBQMǴ Bb 2bb2MiB�HHv i?2 b�K2 �b
i?�i Q7 � ;2M2`�HBx2/ BKTHB+�im`2- M�K2Hv i?�i Bi /27�mHib iQ #2BM; i`m2 #mi +�M #2
+�M+2H2/- �M/ +`2�i2b BM72HB+Biv B7 Bi Bb pBQH�i2/ #mi MQi +�M+2H2/X
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L2r .BbiBM+iBQM, UAV AM/B+�iBp2 �M/ 7mim`2 bm#DmM+iBp2 +QM/BiBQM�Hb
7Q+mb bQH2Hv QM �Mi2+2/2Mi@rQ`H/b �KQM; i?2 +QMi2tim�HHv HBp2 TQbbB@
#BHBiB2bX S`2b2Mi bm#DmM+iBp2 +QM/BiBQM�Hb �M/ +QmMi2`7�+im�Hb 7Q+mb QM
�Mi2+2/2Mi@rQ`H/b i?�i M22/ MQi #2 �KQM; i?Qb2 TQbbB#BHBiB2bX UAAV am#@
DmM+iBp2 +QM/BiBQM�Hb �M/ +QmMi2`7�+im�Hb 7Q+mb QM +QMb2[m2Mi@rQ`H/b
i?�i- /Bb+QmMiBM; /Bz2`2M+2b HQ;B+�HHv 2Mi�BH2/ #v i?2 �Mi2+2/2Mi- M22/
MQi #2 �KQM; i?2 +QMi2tim�HHv HBp2 TQbbB#BHBiB2bX

h?2 biBTmH�iBQM Q7 2Mi�BHK2Mi BM i?2 L2r .BbiBM+iBQM Bb +`m+B�HX AM ;2M2`�H-
+QMb2[m2Mib Q7 +QM/BiBQM�Hb 7QHHQr +�mb�HHv 7`QK i?2B` �Mi2+2/2Mibc bm+? Bb i?2
+`mt Q7 i?2 bm#bi�MiB�H #Q/v Q7 rQ`F QM +QmMi2`7�+im�Hb �M/ +�mb�HBiv U(d-9) �M/
K�Mv Qi?2`bVX q2 r�Mi iQ 2t+Hm/2 ǳmMBM7Q`K�iBp2Ǵ +QMb2[m2M+2b i?�i +�M #2
/2`Bp2/ HQ;B+�HHv rBi?Qmi +�mb�H `2H�iBQMbX AM i?Bb +�b2- r2 bmTTQb2 U�++Q`/BM; iQ
i?2 +QM/BiBQM�HV i?�i UBV *?�`HB2Ƕb i2bi@i�FBM; ?�TT2Mb iQKQ``Qr- �M/ UBBV *?�`HB2Ƕb
i2bi Qmi+QK2 Bb i?�i ?2 7�BH2/X q2 �HbQ FMQr i?�i UBBBV *?�`HB2Ƕb i2bi@i�FBM; �M/
*?�`HB2Ƕb i2bi Qmi+QK2 Kmbi ?�TT2M �i i?2 b�K2 iBK2 U7Q` i?2 b�F2 Q7 �`;mK2Mi-
�b �M BM?2`2Mi T`QT2`iv Q7 i2bibVX h?2`27Q`2- r2 +�M /2`Bp2 rBi?Qmi BMpQFBM;
+�mb�HBiv i?�i, UBpV *?�`HB2Ƕb i2bi Qmi+QK2 ?�TT2Mb iQKQ``Qr- �M/ i?2`27Q`2 UpV
*?�`HB2Ƕb 7�BHBM; ?�TT2Mb iQKQ``QrX

*QMbB/2` 2t�KTH2 U8V �;�BMX h?2 }`bi b2Mi2M+2 HBKBib i?2 HBp2 TQbbB#BHBiB2b iQ
i?2 QM2b r?2`2 *?�`HB2 iQQF ?Bb i2bi H�bi r22F �M/ 7�BH2/ BiX h?2 +QmMi2`7�+im�H-
#v i?2 L2r .BbiBM+iBQM- ǳbm;;2bibǴ i?�i i?�i i?2 �Mi2+2/2Mi@rQ`H/ M22/ MQi
#2 �KQM; i?2 HBp2 TQbbB#BHBiB2bX AM/22/- Bi Bb BM/22/ MQi �KQM; i?2K #2+�mb2
*?�`HB2 K�v QMHv i�F2 ?Bb i2bi QM QM2 /�vX 6Q` i?2 +QMb2[m2Mi- r2 }`bi KQ/B7v
i?2 +QMb2[m2Mi iQ `2KQp2 i?2 +?�M;2b 2Mi�BH2/ #v i?2 �Mi2+2/2Mi- M�K2Hv i?�i
i?2 i2bi �M/ i?mb i?2 MQi T�bbBM; ?�TT2M iQKQ``QrX "v i?2 L2r .BbiBM+iBQM-
i?Bb KQ/B}2/ +QMb2[m2Mi M22/ �HbQ MQi #2 +QKT�iB#H2 rBi? i?2 HBp2 TQbbB#BHBiB2bX
>Qr2p2`- Bi Bb, *?�`HB2 /Q2bMǶi T�bb UrBi? MQ iBK2 �ii�+?2/V Bb +QKT�iB#H2 rBi?
i?2 HBp2 TQbbB#BHBiB2b Ui?2 �+im�H rQ`H/V r?2`2 *?�`HB2 7�BHbf7�BH2/X h?Bb Bb ǳ�i
Q//bǴ rBi? i?2 +?QB+2 Q7 � +QmMi2`7�+im�H Qp2` �M BM/B+�iBp2 +QM/BiBQM�H- �M/ i?mb
BM72HB+BiQmb Ĝ �b Bb BM/22/ +Q``2+iX

q2 +�M �TTHv i?2 b�K2 `2�bQMBM; iQ +QMi`�biBp2 bm#DmM+iBp2 +QM/BiBQM�HbX

URNVO*?�`HB2 r2Mi iQ i?2 B+2@+`2�K T�`HQ` H�bi r22F �M/ ;Qi p�MBHH� B+2@+`2�KX
A7 *?�`HB2 ;Qi B+2@+`2�K iQKQ``Qr- ?2 rQmH/MǶi ;2i bi`�r#2``vX

h?2 }`bi b2Mi2M+2 HBKBib i?2 HBp2 TQbbB#BHBiB2b iQ i?2 QM2b r?2`2 *?�`HB2 ;Qi
p�MBHH� B+2@+`2�K H�bi r22FX h?2 7mim`2 bm#DmM+iBp2 +QM/BiBQM�H- #v i?2 L2r
.BbiBM+iBQM- `2[mB`2b i?�i i?2 �Mi2+2/2Mi@rQ`H/ #2 �KQM; i?2 HBp2 TQbbB#BHBiB2bc
i?Bb Bb i`m2 Ui?2`2 �`2 MQ `2bi`B+iBQMb QM *?�`HB2 ;2iiBM; B+2@+`2�K �;�BM iQKQ``QrVX
JQpBM; iQ i?2 +QMb2[m2Mi- r2 �;�BM }`bi KQ/B7v Bi iQ `2KQp2 i?2 2Mi�BH2/ +?�M;2
i?�i i?2 B+2@+`2�K@;2iiBM; ?�TT2Mb iQKQ``QrX LQr- i?2 `2K�BMBM; +QMb2[m2Mi
T`QTQbBiBQM- *?�`HB2 /Q2bMǶi ;2i bi`�r#2``v B+2@+`2�K- Bb 7mHHv +QKT�iB#H2 rBi? i?2
HBp2 TQbbB#BHBiB2b r?2`2 *?�`HB2 ;2ibf;Qi p�MBHH� B+2@+`2�KX h?2 L2r .BbiBM+iBQM
b�vb i?�i Bi b?QmH/ #2 BM+QKT�iB#H2- �;�BM vB2H/BM; i?2 `2[mB`2/ BM72HB+BivX
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9 JBMBK�H JQ/2H :2M2`�iBQM

Jm+? rQ`F QM +QmMi2`7�+im�Hb Bb +QM+2`M2/ rBi? i?2 TQbbB#H2 rQ`H/ Q` rQ`H/b
i?�i +QmMi2`7�+im�Hb b?QmH/ #2 2p�Hm�i2/ BMX JBMBK�H KQ/2H ;2M2`�iBQM (j) Qz2`b
�M �Hi2`M�iBp2 �M;H2 QM i?2 b�K2 T`Q#H2K, q?�i Kmbi #2 i`m2 BM i?�i TQbbB#H2
rQ`H/- ?Qr2p2` Bi Bb b2H2+i2/- 7Q` i?2 +QmMi2`7�+im�H iQ #2 72HB+BiQmb\ q?�i Kmbi
#2 i`m2 BM i?2 �+im�H rQ`H/\ A7 � bT2�F2` mii2`b � +QmMi2`7�+im�H Q` +QMi`�biBM;
+QM/BiBQM�H rBi?Qmi i?2 b2i@mT b2Mi2M+2 /2b+`B#BM; i?2 T�bi 2p2Mi- i?2M /Bb+Qm`b2
T�`iB+BT�Mib rBHH 2bb2MiB�HHv �++QKKQ/�i2 � bmBi�#H2 b2i@mT b2Mi2M+2, i?2 KBMBK�H
KQ/2H 7Q` +QMi`�biBM; +QM/BiBQM�Hb BM+Hm/2b �//BiBQM�H 7�+ib �#Qmi i?2 T�biX h?Bb
b2+iBQM rBHH T`2b2Mi �M Qp2`pB2r Q7 �H;Q`Bi?Kb 7Q` KBMBK�H KQ/2H ;2M2`�iBQM r?B+?
+�Tim`2 i?2b2 BKTHB+�im`2b �M/ �++QKKQ/�iBQMbX LQi�#Hv- i?2 KQ/2H ;2M2`�iBQM
rBHH 7�BH B7 i?2 �++QKKQ/�iBQM `2[mB`2/ 7Q` i?2 +QM/BiBQM�H �M/ Bib BKTHB+�im`2UbV
Bb BM+QMbBbi2Mi rBi? i?2 KQ/2H +`2�i2/ 7`QK i?2 T`2pBQmb /Bb+Qm`b2X h?Bb +�Tim`2b
�M/ T`2/B+ib i?2 BM72HB+Biv Q7 2t�KTH2b bm+? �b U8VX *QMp2`b2Hv- bm++2bb7mH KQ/2H
;2M2`�iBQM BKTHB2b 72HB+BivX

h?2 7mHH KQ/2H ;2M2`�iBQM �H;Q`Bi?K Bb BKTH2K2Mi2/ BM >�bF2HH �M/ Bb Tm#HB+Hv
�p�BH�#H2 QM :Bi>m#eX AM #`B27- i?2 2M/@iQ@2M/ �H;Q`Bi?K i�F2b � HBbi Q7 bvMi�+iB+
i`22b `2T`2b2MiBM; i?2 b2Mi2M+2b BM i?2 /Bb+Qm`b2- +QMp2`ib i?2 i`22b iQ BMi2`K2/B@
�i2 /�i� bi`m+im`2b +QMi�BMBM; i?2 BM7Q`K�iBQM M2+2bb�`v 7Q` KQ/2H ;2M2`�iBQM-
�M/ i?2M ;2M2`�i2b i?2 KBMBK�H KQ/2HX h?2 7mHH b2i Q7 �H;Q`Bi?Kb Bb /2b+`B#2/
2ti2MbBp2Hv BM (R3)X AM i?Bb T�T2`- A rBHH 7Q+mb QM i?2 �+im�H KQ/2H ;2M2`�iBQMX
h?2 T�`bBM; Q7 i`22b BMiQ BMi2`K2/B�i2 bi`m+im`2b Bb /QM2 bi`�B;?i7Q`r�`/Hv #v
i`22 i`�p2`b�H �M/ HQQFmT i�#H2bc i?2 +m`BQmb `2�/2` Bb r2H+QK2 iQ `2�/ (R3) Q`
2tTHQ`2 i?2 >�bF2HH BKTH2K2Mi�iBQM QM :Bi>m# BM i?2 S�`bBM; KQ/mH2X

A rBHH mb2 �M GhG@bivH2 BMi2`T`2i�iBQM Q7 iBK2- M�K2Hv i?�i iBK2 ?�b � HBM2�`
bi`m+im`2 UMQ #`�M+?BM; 7mim`2bV BM +QMDmM+iBQM rBi? � #`Q�/Hv .�pB/bQMB�M pB2r
Q7 2p2Mib �M/ i?2 bi�M/�`/ +QKTmi�iBQM�H pB2r i?�i rQ`H/b �`2 bBKTHv i?2 b2i Q7
T`QTQbBiBQMb r?B+? �`2 i`m2 BM i?2KX

.2}MBiBQM RX � T`QTQbBiBQM +QMbBbib Q7 �M 2p2Mi- � #QQH2�M BM/B+�iBM; M2;�iBQM-
�M/ � #QQH2�M BM/B+�iBM; r?2i?2` Bi Bb +�M+2H�#H2 UBX2X �M BKTHB+�im`2VX

.2}MBiBQM kX � KBMBK�H KQ/2H +QMbBbib Q7 irQ K�Tb 7`QK iBK2b iQ rQ`H/bX
PM2 K�T +QMi�BMb �+im�H rQ`H/b- i?2 Qi?2` +QMi�BMb TQbbB#H2 rQ`H/bX � rQ`H/ Bb
� b2i Q7 T`QTQbBiBQMb THmb � #QQH2�M BM/B+�iBM; B7 i?2 rQ`H/ Bb �+im�H Q` TQbbB#H2X

9XR JQ/2H :2M2`�iBQM �H;Q`Bi?Kb

�i � ?B;? H2p2H- i?2 KQ/2H ;2M2`�iBQM �H;Q`Bi?K ?�b i?`22 +�b2b, bBKTH2 b2Mi2M+2b-
+QM/BiBQM�Hb rBi? MQ iBK2 +QMi`�bi �M/ +QM/BiBQM�Hb rBi? iBK2 +QMi`�biX 6Q`
2�+? Q7 i?2b2- Bi ;2M2`�i2b � KQ/2H Dmbi 7Q` i?2 b2Mi2M+2- i?2M BMpQF2b i?2
�H;Q`Bi?K *QK#BM2JQ/2Hb iQ +QK#BM2 i?2 b2Mi2M+2 KQ/2H rBi? i?2 2tBbiBM;
/Bb+Qm`b2 KQ/2HX h?Bb bi2T K�v 7�BH �M/ vB2H/ LQi?BM;- BM/B+�iBM; i?�i i?2
b2Mi2M+2 Bb BM72HB+BiQmb f BM+QMbBbi2Mi rBi? i?2 T`2pBQmb /Bb+Qm`b2X h?2 K�DQ`Biv Q7
e ?iiTb,ff;Bi?m#X+QKf`Qbb?kf+QmMi2`7�+im�H@KQ/2H@;2M2`�iBQM
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*QK#BM2JQ/2Hb Bb Dmbi bBKTH2 `2+m`bBQM Qp2` i?2 KBMBK�H KQ/2H /�i� bi`m+im`2c
i?2 +`m+B�H HQ;B+ ?�TT2Mb BM i?2 7mM+iBQM �//S`QT U�H;Q`Bi?K RV r?B+? �//b
� M2r T`QTQbBiBQM iQ � ;Bp2M rQ`H/- Q` `2im`Mb LQi?BM; B7 i?Bb rQmH/ +�mb2
BM+QMbBbi2M+vX h?Bb BM+Hm/2b +�M+2HBM; BKTHB+�im`2b B7 �TTHB+�#H2 �M/ +?2+FBM; 7Q`
�MiQMvKb UK�FBM; bm`2 i?�i +QK#BMBM; 2X;X T�bb �M/ MQi 7�BH BMpQF2 2Bi?2` i?2
BKTHB+�im`2 +?2+F Q` +�mb2 7�BHm`2VX P#b2`p2 i?�i �//S`QT rBHH +`m+B�HHv 7�BH
QM i?2 +�b2 r?2`2 2�`HB2` BM i?2 /Bb+Qm`b2- *?�`HB2 T�bb2/ r�b �bb2`i2/- �M/ r2
�// i?2 +QmMi2`7�+im�H *?�`HB2 rQmH/MǶi ?�p2 7�BH2/X h?Bb +`2�i2b i?2 BKTHB+�im`2
*?�`HB2 7�BH2/X q?2M i`vBM; iQ �// i?Bb BKTHB+�im`2- Bi K�i+?2b QM �MiQMvK rBi?
*?�`HB2 T�bb2/ #mi /2b+`B#2b � /Bz2`2Mi 2p2Mi Ui?2 p�`B�#H2 sameEvent Bb 6�Hb2VX
h?mb i?2 p�`B�#H2 tryToCancel Bb 6�Hb2 �M/ i?2 KQ/2H `2im`Mb LQi?BM;X

�H;Q`Bi?K R �// � T`QTQbBiBQM iQ � rQ`H/- B7 +QMbBbi2Mi
7mM+iBQM �//S`QTUq, wV

matching  �HH p BM w bXiX p, q ?�p2 i?2 b�K2 2p2Mi
antonymMatching  �HH p BM w bXiX p, qǶb 2p2Mib �`2 �MiQMvKb
B7 matching �M/ antonymMatching �`2 2KTiv i?2M

`2im`M w rBi? q BMb2`i2/
2Hb2 . lMB[m2M2bb Q7 p Bb ;m�`�Mi22/ #v +QMbBbi2M+v Q7 w

p i?2 mMB[m2 K�i+?2/ T`QTQbBiBQM BM matching Q` antonymMatching
sameEvent h`m2 Bz p ?�b i?2 QTTQbBi2 M2;�iBQM p�Hm2 iQ q
tryToCancel h`m2 Bz matching Bb MQi 2KTiv Q` sameEvent Bb h`m2
cancelExisting  h`m2 Bz p Bb +�M+2H�#H2
nothingToDo h`m2 Bz q Bb +�M+2H�#H2 Q` p = q Q` sameEvent Bb h`m2
B7 tryToCancel �M/ cancelExisting i?2M

v  .2H2i2 p 7`QK w
`2im`M v rBi? q BMb2`i2/

2Hb2 B7 tryToCancel �M/ nothingToDo i?2M
`2im`M w

2Hb2
`2im`M LQi?BM;

2M/ B7
2M/ B7

2M/ 7mM+iBQM

6Q` i?2 T2`@b2Mi2M+2 KQ/2H ;2M2`�iBQM- i?2 irQ +QM/BiBQM�H +�b2b �`2 H�B/ Qmi
BM �H;Q`Bi?Kb k UMQM@+QMi`�biBM;V �M/ j UiBK2 +QMi`�biVc i?2 +�b2 7Q` bBKTH2
b2Mi2M+2b i`BpB�HHv �//b i?2 T`QTQbBiBQM �M/ Bib T`2bmTTQbBiBQMb iQ i?2 �+im�H
rQ`H/X h?2b2 �H;Q`Bi?Kb +�Tim`2 i?2 7�HbBiv Q7 i?2 �Mi2+2/2Mi 7Q` +QmMi2`7�+im�Hb-
�Mv T`2bmTTQbBiBQMb Q7 i?2 �Mi2+2/2Mi- �M/ i?2 M2rHv Q#b2`p2/ 7�HbBiv Q7 i?2
+QMb2[m2Mi 7Q` +QMi`�biBp2 +QM/BiBQM�HbX hQ +?2+F +QM/BiBQM�Hb 7Q` iBK2 +QMi`�bi-
i?2 �H;Q`Bi?K +?2+Fb B7 �V i?2 T`2/B+�i2 Q7 i?2 �Mi2+2/2Mi p ?�b i?2 _2T2iBiBQM
T`QT2`iv BM i?2 H2tB+QM Ubm+? �b `2i�F2V- #V pǶb 2p2Mi K�i+?2b �Mv 2p2Mi BM i?2
�+im�H rQ`H/b Q7 m- Q` +V B7 i?2 +QM/BiBQM�H Bb � +QmMi2`7�+im�H- `2im`MBM; i`m2 B7
�Mv Q7 i?Qb2 +QM/BiBQMb �`2 i`m2X UAM i?2 #2HQr �H;Q`Bi?Kb- i?2 miBHBiv 7mM+iBQM
qQ`H/b6`QKS`QTb ?�M/H2b i?2 /2i�BHb Q7 #mBH/BM; � K�T Q7 iBK2b iQ rQ`H/b
7`QK � HBbi Q7 T`QTQbBiBQMbXV
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�H;Q`Bi?K k :2M2`�i2 � KBMBK�H KQ/2H 7Q` � MQM@+QMi`�biBM; +QM/BiBQM�H
7mM+iBQM :2M2`�i2*QM/BiBQM�HJQ/2HUp, qV

antePresupps T`2bmTTQbBiBQMb Q7 p rBi? iBK2 b2i iQ S`2b2Mi
props [antePresupps, p, q, T`2bmTTQbBiBQMb Q7 p, q]
actualWorlds qQ`H/b6`QKS`QTb(props)
possibleWorlds 2KTiv K�T
`2im`M (actualWorlds, possibleWorlds)

2M/ 7mM+iBQM

�H;Q`Bi?K j :2M2`�i2 � KBMBK�H KQ/2H 7Q` � +QM/BiBQM�H rBi? iBK2 +QMi`�bi
7mM+iBQM :2M2`�i2*QMi`�biJQ/2HUp, qV

B7 q Bb am#DmM+iBp2 i?2M
antePres T`2bmTTQbBiBQMb Q7 p rBi? iBK2 b2i iQ S`2b2Mi
contrP  p rBi? iBK2 b2i iQ S�bi
contrQ ¬q rBi? iBK2 b2i iQ S�bi
actualProps [antePres, p, q, contrP, contrQ, T`2Ƕb Q7 p, q, contrP, contrQ]
actualWorlds qQ`H/b6`QKS`QTb(actualProps)
possibleWorlds 2KTiv K�T
`2im`M (actualWorlds, possibleWorlds)

2Hb2 q Bb *QmMi2`7�+im�H
actualP  ¬p rBi? iBK2 b2i iQ S�bi
actualQ ¬q rBi? iBK2 b2i iQ S�bi
actualProps [actualP, actualQ, T`2bmTTQbBiBQMb Q7 actualP, actualQ]
actualWorlds qQ`H/b6`QKS`QTb(actualProps)
possibleWorlds qQ`H/b6`QKS`QTb([p, q, T`2bmTTQbBiBQMb Q7 p, q])
`2im`M (actualWorlds, possibleWorlds)

2M/ B7
2M/ 7mM+iBQM

8 *QM+HmbBQM
q?BH2 i?2 �Mi2+2/2Mi Q7 +QM/BiBQM�Hb ?�b #22M bim/B2/ 2ti2MbBp2Hv- i?2B` +QMb2[m2Mi
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b2K�MiB+b BMi2`�+i rBi? i?2 2p2Mi �M/ H2tB+�H b2K�MiB+b BMpQHp2/X
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Abstract. Semanticists and philosophers of fiction that formulate anal-
yses of reports on the content of media – or ‘contensive statements’ –
of the form ‘In/According to s, �’, usually treat the ‘In s’-operator (In)
and the ‘According to s’- operator (Acc) on a par. I argue that In and
Acc require separate semantic analyses based on three novel linguis-
tic observations: (1) preferences for In or Acc in contensive statements
about fictional or non-fictional media, (2) preferences for In or Acc in
contensive statements about implicit or explicit content and (3) tense
preferences in contensive statements with In and Acc. To account for
these three observations I propose to adopt the Lewisian possible world
analysis for contensive statements with In and to analyse contensive
statements with Acc as indirect speech reports.

Keywords: ‘According to’ · contensive statements · fiction operator ·
‘In’ · parafictional statements · speech reports

1 Introduction

Semanticists of fiction distinguish between, in Recanati’s [20] terminology, ‘fic-
tional’ statements, i.e. statements that are part of a fictional narrative such as
(1) below taken from The Hobbit, and ‘parafictional’ statements, i.e. statements
about the content of some fictional narrative. Parafictional statements can fea-
ture either an ‘In s’ operator (In) as in (2a) or an ‘According to s’ operator
(Acc) as in (2b):1

(1) In a hole in the ground there lived a hobbit.

(2) a. In The Hobbit, Bilbo travels to the Lonely Mountain.
b. According to The Hobbit, Bilbo travels to the Lonely Mountain.

On the face of it, the In and Acc operators also exist in other languages such
as Dutch (e.g. (3) and (4)) and Spanish (e.g. (5) and (6)):

(3) In
In

De Hobbit

The Hobbit

reist
travels

Bilbo
Bilbo

naar
to

de
the

Eenzame
Lonely

Berg.
Mountain.

? This research is supported by NWO, Vidi Grant 276-80-004. Many thanks to Natasha
Korotkova and Emar Maier for valuable comments and discussions.

1 Most theorists take parafictional statements to also have implicit variants where the
fiction operator is covert (e.g. “Bilbo travels to the Lonely Mountain”).



138 M. Semeijn

(4) Volgens
According-to

De Hobbit

The Hobbit

reist
travels

Bilbo
Bilbo

naar
to

de
the

Eenzame
Lonely

Berg.
Mountain.

(5) En
In

El Hobbit,
The Hobbit,

Bilbo
Bilbo

viaja
travels

a
to

la
the

Montaña
Lonely

Solitaria.
Mountain.

(6) Según
According-to

El Hobbit,
The Hobbit,

Bilbo
Bilbo

viaja
travels

a
to

la
the

Montaña
Lonely

Solitaria.
Mountain.

Whereas fictional statements determine what is true in the fiction (i.e. The
fact that (1) is part of The Hobbit makes it true in The Hobbit that a hobbit
lived in a hole in the ground), parafictional statements report on what is true in
the fiction (i.e. (2a) and (2b) and their translations are true statements because
it is true in The Hobbit that Bilbo travels to the Lonely Mountain). One of
the central objectives of semantics of fiction is to provide a semantic analysis
of fictional and parafictional statements that takes into account this di↵erence
in function. In providing these analyses many philosophers (e.g. Zucchi [26];
Recanati [20]; Zalta [23]) and semanticists (e.g. von Fintel & Heim [9]) treat In
and Acc on a par, i.e. (2a) and (2b) receive the same truth conditions.

One of the main objectives of this paper is to establish that there is in
fact a relevant semantic di↵erence between In and Acc. These di↵erences have
probably remained largely unrecognized or glossed over because semanticists of
fiction traditionally focus on providing analyses for reports on the content of
fictional media (i.e. parafictional statements) only. Instead, I adopt a broader
perspective and consider reports on the content of media whether fictional or
non-fictional – or ‘contensive statements’. First, I propose that In receives the
widely adopted Lewisian [16] possible world analysis (section 2.1). Roughly: ‘In
s, �’ is true i↵ in worlds compatible with s, �. In line with Krawczyk’s [15]
analysis of ‘According to s’, contensive statements with Acc are analysed as
indirect speech reports (section 2.2). Roughly: ‘Acc s, �’ is true i↵ s asserts
that �. Second, I will explore three novel observations concerning the divergent
linguistic behaviour of In and Acc that a uniform treatment of the operators
cannot but that the proposed semantic analyses can explain. These observations
add to existing observations in recent linguistic literature that show that there is
a crucial di↵erence between Acc and other intensional operators (Krawczyk [15],
Kaufmann & Kaufmann [13]). The novel observations relate to the fictionality
of the medium that is reported on (section 3.1), reporting explicit and implicit
content (section 3.2) and tense use in contensive statements (section 3.3).

2 Semantic analyses

2.1 True in the worlds of the story

First, a simplified representation of Lewis’ [16] possible worlds analysis of In:

JIn s, �K = 1 i↵ in all possible worlds compatible with s, �
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I adopt Lewis’ final analysis (analysis 2) of fictional truth according to which
the possible worlds that are compatible with a story s are the worlds where s

is told as known fact that are most similar to – or in Lewis’ terms ‘closest to’
– our conception of the actual world. Here ‘our conception of the actual world’
consists in the overt beliefs in the community of origin of the relevant fiction, i.e.
beliefs that are generally and openly shared. For instance, it is true in The Lord

of the Rings that Frodo lives in the Shire because in worlds where The Lord of

the Rings is told as known fact this is true. In addition, it is true in The Lord

of the Rings that water is H2O because we believe this to be actually true and
nothing in The Lord of the Rings contradicts it. Hence worlds where The Lord of

the Rings is told as known fact that are closest to our conception of the actual
world are worlds in which water is H2O.

2.2 What the story asserts

Contensive statements that feature the operator Acc are analysed as a type of
indirect speech report, i.e. reports on what a medium asserts2:

JAccording to s, �K = 1 i↵ s asserts that �

This analysis of contensive statements with Acc is in line with Krawczyk’s [15]
and Kaufmann & Kaufmann’s [13] analysis of the general (i.e. also outside of
contensive statements) use of the phrase ‘According to s’. These semanticists
treat Acc not as a simple intensional operator (cf. von Fintel and Heim [9]) but
rather treat statements with this phrase as indirect speech reports. Indeed, such
an analysis fits the use that Acc, unlike In, has outside of contensive statements;
Acc can be used to report not only on the content of a medium but also on what
some person asserted:

(7) a. According to Joe, seagulls are the worst.
b. # In Joe, seagulls are the worst.

As Anand and Korotkova [4] note, such reports behave like regular indirect
speech reports. For instance, whereas belief reports can be followed by a denial
of the embedded content having been said, speech reports cannot:

(8) a. Joe thinks that seagulls are the worst. He never said that, though.
b. # Joe asserted that seagulls are the worst. He never said that,
though.

Likewise, (7a) cannot be followed by a denial of the embedded content having
been said:
2 It is possible to formulate the analysis with speech verbs that are similar in meaning
such as “say”. I use “assert” because I want to restrict the analysis to reports on
speech acts that are clearly commitment inducing (see Anand & Hacquard [3]).
Possibly, “say” is too generic (e.g. fictional statements or presuppositions may be
said but are not asserted). I leave an investigation into the exact di↵erences between
“say” and “assert” to future research.
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(9) # According to Joe, seagulls are the worst. He never said that, though.

Anand and Korotkova [4] argue that this analysis of Acc can not only apply
to speakers but also to inanimate objects as long as they are repositories of
propositional information (or ‘ROI subjects’, see Anand et al [2]) such as books,
theories, films or lecture notes. Hence Acc can feature in contensive statements
which as a result are interpreted as reports on what some medium (e.g. The Lord

of the Rings or a news report) asserts – rather than reports on what the author
of the medium asserts.3

Before moving on it is instructive to highlight two features of the speech act
of assertion. First, since assertions are non-fictional statements, when a asserts
� this means that a states that � is true in the actual world, i.e. a communicates
that the actual world is in the set of � worlds. Likewise, when some medium is
reported on as making an assertion, this means that it is approached as stating
something about the actual world. In other words, it is reported on as if it is non-
fiction (cf. Murday [18] who argues that use of Acc in parafictional statements
relates the content of the fictional narrative to the actual world).

Second, indirect speech reports are, unlike simple intensional operators,
generally not closed under logical entailment. For instance, suppose Anne as-
serts/says/claims/yells/mutters/whispers that Chrissy is cool and suppose that
Chrissy being cool implies that there is at least one cool person in town. Does
it follow that Anne asserts/says/claims/yells/mutters/whispers that there is at
least one cool person in town? As Maier [17] notes, for many ‘descriptive com-
munication verbs’ (e.g. yells/mutters/whispers) the entailment is o↵ but for less
descriptive verbs (e.g. say/assert/claim) the entailment will sometimes seem ac-
ceptable. For the latter type of verbs we can follow von Stechow & Zimmerman’s
[22] suggestion to analyse indirect speech reports with “say” as ambiguous be-
tween a strict reading – where they are not closed under entailment – and a
non-strict reading – where they are closed under entailment. In the above se-
mantic analysis of Acc “asserts” is to be read on a non-strict reading, i.e. s
asserts that � i↵ s explicitly states � or � is entailed by what s explicitly states.

3 Linguistic observations concerning In and Acc

Now that I have presented my semantic analyses of In and Acc, I turn to three
linguistic observations concerning the diverging linguistic behaviour of In and
Acc (and some qualifications to them). Current analyses of contensive state-
ments do not distinguish In from Acc and therefore do not explain these obser-
vations. I will argue that the analyses proposed above can account for them.

3.1 Fiction/non-fiction

A central observation concerning In and Acc is that whereas contensive state-
ments about fiction can be formulated with both In and Acc, contensive state-

3 This semantic definition is akin to Zalta’s [24] analysis of parafictional statements
in general (with In or Acc) as reporting on what a fictional narrative asserts.
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ments about non-fiction with In rather than Acc are typically unacceptable.
Consider the following minimal pairs of statements:

(10) a. In the Star Wars saga, Darth Vader is a Sith Lord.
b. ? According to the Star Wars saga, Darth Vader is a Sith Lord.

(11) a. # In Ludwig Wittgenstein: The Duty of Genius, Wittgenstein was
Austrian.
b. According to Ludwig Wittgenstein: The Duty of Genius, Wittgen-
stein was Austrian.

Whereas use of Acc seems appropriate to report on the content of fictional
and non-fictional media, use of In seems restricted to reports on the content of
fictional media. Even stronger, even though Acc can be (and is) used to report
on the content of fictional media, often In will be more appropriate, e.g. (10a)
and (10b) are both acceptable but (10a) is a more natural way of talking about
the content of the Star Wars films. Thus the general picture that is sketched is
that the canonical use of operators links In to fiction and Acc to non-fiction.

The observation made above can be qualified in several ways. For instance,
use of In is not in fact unequivocally wrong for contensive statements about non-
fictional media.4 Zucchi provides the following example of a contensive statement
featuring In about Woodward’s biography Shadow :

(12) a. In Shadow, Clinton only cares about sex and golf. [25, p.350]
b. According Shadow, Clinton only cares about sex and golf.

Not only use of Acc but also use of In is acceptable in this non-fiction contensive
statement. However, I argue that such use of In is restricted to reports on
subjective viewpoints or portrayals that are expressed by some medium rather
than objective facts. Use of In here seems to signal distancing from the reported
content. Likewise, a contensive statement with In that reports on an objective
fact expressed by Shadow sounds as odd as (11a):

(13) a. # In Shadow, Clinton is the 42nd president of the U.S.
b. According to Shadow, Clinton is the 42nd president of the U.S.

The provided analyses account for these observations. First, when we report
on the content of some non-fictional source s (e.g. a biography, news report or
encyclopedia entry), we will report on the medium as telling us (or asserting)
something about the actual world – not as some story that is compatible with
some set of worlds that may or may not include the actual world. Hence we
have a strong preference for Acc in contensive statements about non-fiction. By
contrast, when talking about the content of a fictional medium s it is appropriate
to consider what is true in the set of s worlds without reporting on s as asserting
anything about the actual world. Hence In is appropriate whereas use of Acc
(i.e. reporting on the content of a fiction story as if it relates to the actual world)

4 Moreover, sometimes In may even seem less appropriate than Acc for reports on
the content of fictional media, e.g. when the embedded content of the contensive
statement is to be taken as also actually true (see section 4).
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is less natural. Thus there is a general preference to use In for reports on fiction
and to use Acc for reports on non-fiction.

As I have shown, however, although there may be a preference for In, Acc
is in fact generally acceptable for contensive statements about fiction (e.g. (2b),
(10b)). The semantic analysis of Acc suggests that this is because it is often
considered appropriate to talk about the content of a fictional medium by re-
porting on it as if it is non-fiction, i.e. as something that asserts something about
the actual world. Hence the analysis provided is in line with Friend’s [11] claim
that all fictional narratives are essentially to be interpreted as being about the
actual world, even when the described events take place in an outlandish magical
realm where for instance Earth does not even exist.

The analyses also account for the fact that sometimes In may be appropri-
ate for contensive statements about non-fiction as in (12a). According to our
semantic analysis of In, (12a) roughly means that in the worlds compatible with
Shadow, Clinton only cares about sex and golf. In other words, the medium is
not presented as telling us something about the actual world. Rather, because
we are reporting on subjective content it is acceptable to report on what the
worlds compatible with the medium are like (i.e. report on Shadow as if it is
fiction). The perceived distancing from the reported content by the speaker of
the contensive statement seems to be the result of pragmatic implication (i.e.
given that the relevant medium is non-fictional, why doesn’t the speaker report
on its content as asserting something about the actual world?)

3.2 Explicit/implicit content

The second observation about the di↵erence between In and Acc relates to
whether the reported content is explicit or implicit in the medium. Semanticists
of fiction often assume some version of Lewis’ [16] Reality Principle (see Franzén
[10] for an in depth discussion): We assume the fictional worlds to be as much
like the actual world as the story permits. In other words, we can distinguish
two types of fictional truths: ‘Explicit fictional truth’, i.e. propositions that are
explicitly stated in a story (or follow directly from what was explicitly stated)
and ‘implicit fictional truth’, i.e. propositions that are assumed to be fictionally
true because we consider them to be actually true and the story has not forced
us to revoke them. For instance, it is explicit fictionally true in The Lord of the

Rings that Frodo inherits Bag End because this follows directly from some of
the statements in the novels. On the other hand, it is implicit fictionally true in
The Lord of the Rings that water is H2O because we believe this to be actually
true and nothing in the novels contradicts this information.

Semanticists of fiction generally allow for both implicit and explicit fictional
truths to feature in parafictional statements. This type of approach ignores im-
portant di↵erences in linguistic behaviour between In and Acc. Whereas In is
appropriately used to report on both implicit and explicit fictional truth, Acc
can only appropriately be used to report on explicit fictional truth. Consider the
following statements:
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(14) a. In The Lord of the Rings, Frodo inherits Bag End.
b. According to The Lord of the Rings, Frodo inherited Bag End.

(15) a. In The Lord of the Rings, water is H2O.
b. # According to The Lord of the Rings, water is H2O.

Use of Acc is thus restricted to parafictional statements that report content
that is explicitly stated in the medium or follows directly from what was stated.

This observation generalizes to contensive statements about non-fiction. Con-
sider the following contensive statements about a news report that reports on a
drought (but does not state anything about the molecular structure of water):

(16) According to this news report, there was a terrible drought.

(17) # According to this news report, water is H2O.

Although the fact that water is H2O may be assumed to be true (by speaker and
addressee alike) when engaging with this news report, such ‘implicit truths’ can-
not feature in contensive statements with Acc. Again, Acc is only appropriate
to report on what was explicitly stated in the medium or what follows directly
from this.

The proposed analyses can account for the above observations concerning
implicit and expicit content. First, the Lewisian analysis of In was formulated
so as to include implicit fictional truths. The worlds compatible with s are the
worlds where s is told as known fact that are as similar as possible to our
conception of the actual world. In other words, everything that we believe to be
actually true will be true in the worlds compatible with f unless f contradicts it.
So even though the fact that water is H2O is never stated explicitly (nor follows
from anything that was stated) in The Lord of the Rings, still it is true in the
worlds compatible with The Lord of the Rings because the worlds where The

Lord of the Rings is told as known fact that are closest to our conception of the
actual world are worlds in which water is H2O. Thus In can appropriately be
used to report on such implicit content.

Second, the analysis of contensive statements with Acc as indirect speech
reports excludes reports on implicit content. Under the non-strict reading that
we adopt of “asserts” in the semantic definition of Acc, s asserts only those
things that are explicitly stated by s or follow from what is explicitly stated.
Information that is merely assumed by s but that is neither said nor entailed
by what was said cannot feature in indirect speech reports (e.g. From the fact
that Anne asserts that Chrissy is cool we cannot derive that Anne asserts that
Chrissy plays basketball even though it may be common ground that she does).
Likewise, it is not appropriate to report on ‘content’ that was not stated explicitly
(or follows from what was stated) in some medium (e.g. The Lord of the Rings

or a news report on a drought) with Acc even though this information may
arguably be part of what is assumed to be true by the medium. 5

5 This semantic di↵erence between In and Acc suggests that the proper parafictional
testcase sentences to check our intuitions against about fictional truth should be
formulated with In rather than Acc.
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3.3 Tense use

The third and last observation concerning In and Acc that I will discuss relates
to tense use preferences in contensive statements. As has been observed by Zucchi
[25], parafictional statements with In display a preference for present tense use
while past tense, although often acceptable, sounds awkward and future tense
simply sounds wrong.6 Parafictional statements with In trigger this preference
for present tense independently from whether the embedded content includes an
eventive or stative verb and independently from when the events described in
the fictional narrative supposedly take place. Consider for example the following
contensive statements about the Harry Potter novels, the Star Wars saga and
the Star Trek series for which the time of the relevant fictional events and states
described respectively overlap, precede and succeed the fictional counterpart of
the utterance time of the contensive statement:

(18) In the Harry Potter novels, there are/? were/# will be wizards in
England. (stative/overlap)

(19) In the Star Wars saga, Luke destroys/? destroyed/# will destroy
the Death Star. (eventive/precede)

(20) In the Star Trek series, Earth conolizes/? colonized/# will colonize
Mars in the year 2103.(eventive/succeed)

This preference for present tense does not generalize to parafictional state-
ments with Acc. Rather, preferences for tense use within these statements seems
to depend on the time of the events described in the narrative relative to the ut-
terance time of the contensive statement, i.e. whether, at the time of utterance,
the fictional events took, take or will take place:

(21) According to the Harry Potter novels, there are/# were/# will be
wizards in England. (stative/overlap)

(22) According to the Star Wars saga, Luke # destroys/destroyed/# will
destroy the Death Star. (eventive/precede)

(23) According to the Star Trek series, Earth # colonizes/# colo-
nized/will colonize Mars in the year 2103. (eventive/succeed)

In fact, this is true for contensive statements withAcc in general, i.e. tense use in
contensive statements with Acc about non-fictional media also seems to depend
on the time of the events described in the medium relative to the utterance
time of the contensive statement. Consider tense use in the following statements
about the content of news reports that report on respectively protests going on
at this moment, a robbery last night and tomorrow’s weather:

6 The prohibition against past and future tense in parafictional statements is not
absolute. Consider for instance: “In Patrick O’Brian’s first novel, Jack Aubrey was
a post captain, in his new novel, he is a commodore, in the next novel he will be an
admiral”.
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(24) According to this news report, there are/# were/# will be protests
in Amsterdam.

(25) According to this news report, masked men# rob/robbed/# will rob
the Regio Bank in Erp.

(26) According to this weather forecast, it # is/# was/will be extremely
dry.

The proposed semantic analyses can account for these observations. First, the
analysis of In predicts a preference for present tense in contensive statements.7

To see why let’s first consider tense use in other intensional operators such as
believe:

(27) Adeela believes that Sara was nervous.

Because this propositional attitude report reports on a current belief (i.e. the
attitude verb is in present tense), the tense use in the embedded clause tells us
whether Adeela believes Sara to be nervous before, during or after the time of
utterance of (27).8 In the above example: if (27) is uttered at t1 then (27) is true
i↵ in worlds compatible with what Adeela believes at t1, Sara was nervous at t1
(i.e. is nervous at some tx where tx < t1).

In, although also an intensional operator, functions somewhat di↵erently.
Whereas someone’s beliefs may change over time (e.g. Adeela might change her
mind about whether Sara is in fact nervous), the content of a story or medium
(e.g. the Harry Potter novels) consists in an abstract set of statements or system
of axioms that is timeless. The Harry Potter story today is not going to di↵er
from the Harry Potter story tomorrow; It is eternally the same abstract object.
Hence, although we report on what some agent’s beliefs are at some time in (27),
we do not report on what the Harry Potter novels are like at a certain point in
time in contensive statements. Reconsider the present tense version of (18):

(18) In the Harry Potter novels, there are wizards in England.

Even though (18) is uttered at a specific point in time t1, (18) does not mean
that in worlds compatible with the Harry Potter novels at t1, wizards are in
England at t1. Rather, (18) uttered at t1 is true i↵ in worlds compatible with
the Harry Potter novels at some tx, there are wizards in England at tx. Hence,
because it is true that there are wizards in England at a specific point on the
fictional timeline of the Harry Potter novels, (18) is true. Indeed, given this fact,
the past and future tense versions of (18) are also strictly true:

(28) In the Harry Potter novels, there were/ will be wizards in England.

7 See Zucchi [25] for an alternative possible world analysis of In that accounts for this
present tense preference.

8 Reports with past or future tense attitude verbs (e.g. ‘Adeela believed/will believe
that Sara is nervous’) pose additional complications since tense in these reports does
not necessarily switch the time of events as it does outside of these contexts (see
Abusch [1]; Ogihara & Sharvit [19]).
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It is true on some point in the timeline of the Harry Potter worlds that there were
wizards in England and similarly there is such a point where there will be wizards
in England. I suggest that the acceptability of all three tenses licenses a gnomic
or generic use of the present tense (see e.g. Carson [5]) that is similar to that
in scientific statements that express timeless truths (e.g. The fact that whales
are, were and will be mammals can be expressed as “Whales are mammals”).
The same reasoning applies to contensive statements with In that report on
fictions about past or future events (e.g. it is true at some point on the fictional
timeline of Star Wars that Luke destroys the Death Star) and hence these will
also display a preference for present tense.

Second, the proposed analysis of Acc accounts for tense use in contensive
statements with this operator. Contensive statements with Acc are analysed as
indirect speech reports (i.e. on what a medium ‘asserts’). Hence tense use in
such contensive statements mirrors that of indirect speech reports. If an indirect
speech report reports on a ‘current’ speech event (i.e. the speech verb is in present
tense), then the tense use in the embedded clause mirrors that of the reported
speech act. The reported speaker’s tense use in turn depends on whether the
time of the events described coincides, precedes or succeeds the utterance time
of her statement, i.e. whether she is telling us what things are, were or will be

like. Hence, tense use in indirect speech reports on current speech events shifts
depending on whether the time of the described events coincides, precedes or
succeeds the utterance time of the contensive statement. For instance, if Adeela
says “Sara will be nervous” at t1, a speech report at t1 will mirror her tense use:

(29) Adeela asserts that Sara will be nervous.

(29) uttered at t1 is true i↵ Adeela asserts at t1 that Sara will be nervous at t1
(i.e. is nervous at some tx such that tx > t1).9

A contensive statements with Acc is analysed as a report on what a medium
asserts. Hence it is a report on a current speech event.10 In other words, unlike
contensive statements with In, contensive statements with Acc are essentially
time bound; They report on what the medium asserts now. Likewise, tense use
in contensive statements with Acc shifts depending on whether the events de-
scribed by medium overlap, precede or succeed the utterance time of the con-
tensive statement. For example, since the Star Wars saga is about events that
supposedly took place a long time ago (in a galaxy far, far away), we report

9 I assume a simple analysis of “will” as a tense marker. (e.g. Kissine [14], Salkie
[21]). Under a modal analysis (Abusch [1]; Condoravdi [6]; Enç [8]) “will” still has
a temporal dimension and hence a modal analysis can also be incorporated into my
analysis.

10 A complication for this comparison to indirect speech reports is that whereas the
speech report about Adeela’s assertion mirrors her tense use, tense use in contensive
statements does not necessarily mirror the tense use in the medium itself. For in-
stance, although a science fiction novel may be written from the point of view of
the year 4020 and include the past tense statement “Mars was inhabited in 3020”,
it currently (in 2020) asserts that Mars will be inhabited in 3020.
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on its content using past tense, e.g. Star Wars asserts that Luke destroyed the
Death Star. Hence (22) displays a preference for past tense:

(22) According to the Star Wars saga, Luke destroyed the Death Star.

(22) uttered at t1 is true i↵ Star Wars asserts at t1 that Luke destroyed the
Death Star at t1 (i.e. destroys the Death Star at some tx such that tx < t1).
Likewise, since a medium like the news report on protests in Amsterdam in (24)
reports on events that currently take place and the Star Trek series is (amongst
other things) about events that supposedly will take place in the future, we
report on the content of these media using respectively present and future tense.

4 Conclusions and further research

In this paper I have argued that the In and Acc operators require separate
semantic analyses to account for three linguistic observations. These concern
preferences for using In for contensive statements about fiction and Acc for non-
fiction; the unacceptability of using Acc to report on implicit content (whereas
In is fine for implicit and explicit content); and preferences for present tense
in contensive statements with In and tense use in contensive statements with
Acc depending on whether the events described by medium overlap, precede or
succeed the utterance time of the contensive statement.

I have proposed to adopt the Lewisian possible world analysis of parafictional
statements for contensive statements with In. Roughly: ‘In s, �’ is true i↵ in the
worlds compatible with s, �. I have proposed to analyse contensive statements
with Acc as indirect speech reports. Roughly: ‘Acc s, �’ is true i↵ s asserts
that �. Lastly, I have explained how the proposed analyses account for the three
described linguistic observations.

A potential direction of future research is to see whether the three linguistic
observations described in this paper can be experimentally confirmed. Moreover,
it is an open question to what extent the observations generalize to other lan-
guages. Another potential direction of future research is to relate this discussion
to the literature on ‘export’ of fictional truth, i.e. learning truths (empirical facts
such as ‘Nassau is the capital of the Bahamas’ or general truths such as ‘love
conquers all’) about the actual world from fiction. A possible explanation of ex-
port (e.g. Currie [7], Carćıa-Carpintero [12]) is that these truths are (indirectly)
asserted in the fictional narrative. This analysis suggests an increase in accept-
ability of Acc in contensive statements that report on fictional truth viable for
export (e.g. ‘According to the Harry Potter novels, love conquers all’).
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Abstract. There are few studies which have explored the way par-
alinguistic information varies across di↵erent languages, specifically lan-
guages of tone versus languages of stress. It has been shown that speakers
of tone use less F0 related cues in the production of verbal expressions of
emotions than speakers of stress do. This study proposes a new method
of teaching English intonation patterns, specifically those that aid in the
expression of emotion, to speakers of tone languages. A total of twelve
participants were tested, all who spoke English as their second language,
eight whose first language was tone based. One portion of the partici-
pants reacted to and mimicked an exaggerated group of recordings while
the other portion reacted to the non-exaggerated version of these same
recordings. Two scoring methods were used during the analysis portion
of our experiment. The first was a visual scoring process. Each of the
participants’ pitch contours were compared directly against the model’s
using the Praat software. The second method was a perceptual one. Dur-
ing this scoring process we had the two scorers listen to the participants’
recordings and both indicated the emotion they perceived for each one.
Our results show that the participants who responded to the exaggerated
version of the model’s recordings received more accurate and consistent
perceptual ratings. Anger was the most di�cult emotion for the partic-
ipants to imitate and for both scorers to recognize. Identifying e↵ective
language learning strategies will have important implications in language
teaching.

Keywords: Suprasegmentals · Tonal languages · Stress timed languages
· Praat · Intonation · Motherese · EFL · ESL · Second language acquisi-
tion.

1 Introduction

Tonal languages such as Mandarin, Chinese and Vietnamese rely heavily on
aspects of tone in order to convey word meaning. Stress timed languages such
as English or Russian do not use tone to determine meaning. Rather, these
languages rely not on the pitch of the syllables being spoken, but on the stress
placed on those syllables. Syllable length holds paralinguistic information, for
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instance by conveying which emotions are experienced by the speaker. Tone
languages use contrastive pitch specification at every level of the phonological
hierarchy compared to non-tonal languages that have gaps in contrastive use of
pitch at the segmental level [2].

To acquire English as a second language (L2), the mastery of intonation units,
stress, tone and pitch ranges is necessary, as these are all essential features of
the language [4]. Even when a native speaker of a tonal language goes on to
learn a stress timed language and becomes linguistically proficient, it can still
be di�cult for them to properly express their emotions [5]. It has been reported
that tone language speakers use less F0 related cues in the production of verbal
expressions of emotions [Annoli et al. 2008, Chong et al. 2015]. This restricted
pitch makes it di�cult for native speakers of stress timed languages to prop-
erly comprehend the intended emotions of native speakers of tonal languages. A
restricted pitch range has also been associated with a variety of psychological
conditions such as depression and schizophrenia [Ellgring Scherer 1996] and can
often be misinterpreted. This can result in reduced responsiveness or a nega-
tive response on the part of conversational partners of ESL speakers of tonal
languages. Although English is very widespread worldwide, the paralinguistic
aspects of the language are not a commonly taught feature in educational set-
tings. Consequently, introducing such aspects in interactive teaching methods
where the teacher asks students to appropriately express their emotional input,
would increase the likelihood of fluency via short dialogue exchange [4].

This study proposes and explores a new method of teaching English intona-
tion patterns specific to various common emotions to speakers of tonal languages.
Acquiring these specific patterns of the target language will enhance communi-
cation between native speakers of stress timed languages and speakers of tonal
languages. Teaching paralinguistic and suprasegmental patterns in ESL class-
rooms in an interactive manner will help ensure that emotional undertones are
not lost in conversation and that speakers will not lack intelligibility due to
having a restricted pitch range. Our approach is justified by the fact that ex-
aggerated intonation shares certain similarities with Motherese / Parentese [8],
which have been proven to be more enjoyable to listen to for extended periods
of time as well as being easier to comprehend.

2 Methodology

2.1 Hypothesis

It has been proven that exaggerated intonation patterns share common vocal
patterns with motherese. This is believed to aid non-native English speakers,
specifically those whose native language is one that is tonal based, in their capa-
bility of grasping suprasegmental aspects of the English language [13]. We believe
that through an imitation teaching method, one that includes exaggerated sen-
tences combined with an appropriate emoticon, these non-native speakers will be
able to mimic and produce common intonation patterns associated with emotion
on their own.
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2.2 Participants

For this study we tested a total of 12 participants between the ages of 19 to 45.
Eight of those participants were female and the other four were male. Eight par-
ticipants’ native language was one that was tonal and four spoke a stress-timed
language other than English as their native language (Mandarin, Vietamese, Ko-
rean, Russian, Uzbek) . All participants spoke English as their second language.
While all were su�ciently familiar with the English language to be able to read
the prompts given during the experiment without any assistance, their levels of
fluency varied, possibly as a result of the age of first exposure to English as well
as the length of time residing in the United States.

2.3 Stimuli and Procedure

The stimuli were recorded by a trained native speaker of English with profes-
sional acting experience. They consisted of two types of sentences, neutral (i.e.
whose content was not associated with a specific emotion, e.g. Sally came by last
night, I won the lottery!) and emotionally-charged (i.e. whose content was most
consistent with one of three specific emotions: happiness, sadness, and anger).
Each sentence was exactly 6 syllables long. The full list of sentences is provided
in the appendix, Table 2. The speaker recorded the list twice, once using exag-
gerated intonation (similar to Motherese), and once in a very natural manner,
without any exaggeration. The latter recordings served as a control condition.

The participants were all tested individually via Zoom [14] due to the social
isolation imposed to prevent the spread of Covid-19. The experimenter shared
their screen with each participant and prompted them to follow the instructions,
providing any necessary clarifications. The sentences were shown to the partici-
pants using the Powerpoint software. Each sentence was presented in isolation in
the center of the screen, and accompanied by a smiley face displaying one of the
three emotions tested: happiness, sadness, and anger. The procedure consisted
of 4 distinct stages: a warm-up stage during which the participants read several
sentences to get used to the format of the experiment, a baseline stage during
which the participants read each of the sentences displayed as they normally
would, a training stage during which they listened to the pre-recorded stim-
uli and were instructed to imitate them immediately after hearing them, and
a testing/learning phase, in which they had to read again the sentences from
the baseline block. Half of the participants were presented with the exagger-
ated version, and half with the natural, non-exaggerated one. The goal for the
testing phase was to see if the participants would apply what they had learned
during the training phase, using appropriate intonation patterns for producing
emotionally-charged sentences.

2.4 Scoring Process

Our experiment underwent two scoring processes. First, we performed percep-
tual scoring. All the recordings taken from each participant during the baseline,
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imitation and learning process, along with all of the model speaker’s recordings,
were gathered and randomized before being compiled into an audio file. Two na-
tive English speakers were used as independent scorers. The first was a 21-year
old female and the second scorer was an 18-year old male. Both speakers had
lived in the United States their entire lives and were monolingual. Upon listen-
ing to a recording, each scorer had to select the appropriate emotion perceived
in a forced-choice task presenting them with the following options: happy, sad,
angry or none of the above. The scorers were asked to focus not on the words
spoken by the participant, but only on the way their voices sounded. The sec-
ond process was one of visual scoring, assessing the similarity between the pitch
tracks of each participant during the imitation portion of the experiment to the
pitch tracks of the model speaker. We visualized the pitch tracks using the Praat
software [10]. The reason for doing so is to supplement the native speakers’ per-
ceptual judgements. Such judgement can be biased and certain transitory details
can go unnoticed. Comparing pitch tracks visually can help pinpoint exactly how
a participant and the model speaker vary in their production. The visual scoring
was performed by one of the researchers. Each statement spoken by every par-
ticipant in the imitation phase was given a score from 0 to 2. A score of 0 meant
that the participant’s pitch contour did not appear similar at all compared to
the model speaker’s pitch contour. A score of 1 meant that the pitch contour
was roughly similar, but did diverge in some ways. The highest score given was
2, indicating very close similarity between a participant’s pitch contour and the
model’s pitch contour.
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Fig. 1. The spectrograms showed above are from participants in the exaggerated con-
dition, When compared to the model speaker’s spectrogram and each subject score.

3 Results

We focused here on two distinct measures: inter-rater agreement (that is, did
the raters consistently recognize the same emotion for a given sentence) and
accuracy of perceived emotions (that is, was the emotion recognized by the
scorers the same as the intended emotion). Using these data, we conducted
analyses of variance to compare the means of the di↵erent groups. Because our
results are preliminary, we discuss the patterns observed separately from the
results of statistical analyses. (The means for the di↵erent categories are provided
in Appendix A)

3.1 Visual scoring of pitch contours

The visual scores are similar to the accuracy results, suggesting that angry is
the most di�cult emotion to mimic, especially in the exaggerated condition,
whereas sad and happy are easier to imitate when exaggerated. Happy ob-
tained the lowest visual similarity scores in the non-exaggerated condition (Fig-
ure 5). We conducted a univariate ANOVA with the visual similarity scores as
the dependent variable and condition (exaggerated/non-exaggerated), emotion
(happy/angry/sad), and block (model speech/baseline/training/testing) as inde-
pendent variables. Emotion significantly a↵ected the visual scores, F (2, 102) =
6.17, p < .05 (sad was significantly di↵erent from happy) and the interaction be-
tween emotion x condition also had a significant e↵ect, F (2, 102) = 5.24, p < .05.
As the figure shows, happy and sad had higher scores in the exaggerated con-
dition, whereas angry had lower scores in the same condition compared to the
non-exaggerated one.
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Fig. 2. Table comparing the visual scoring results between the participants who im-
itated the exaggerated version of the models’ recordings versus the participants who
imitated the non-exaggerated version.

3.2 Perceptual Scoring

With respect to inter-rater agreement, we have found that while the model native
English speaker obtained over 80% inter-rater agreement, the agreement for the
non-native subjects was lower across the board. However, if we only consider the
Exaggerated condition, we note that the model speaker had 100% agreement.
In the non-exaggerated condition, there appears to be no learning improvement
in the testing phase (from 73% agreement in baseline to 62% in learning), and
a large decrease is observed in the raters’ agreement for the happy and sad
emotions. The same does not apply in the exaggerated condition (for which
the agreement in baseline was 62% and in testing 69%). This suggests that the
expression of emotion may have been more consistent and easier to recognize by
native speakers.

Turning to emotion accuracy (summarized in Figure 4), the model speaker
obtained 78% accuracy, while the non-native speakers received less across the
board, but relatively close to the model speaker (highest 75%). If we only consider
the Exaggerated condition, the model speaker did have 100% accuracy. In the
non-exaggerated condition, there seems to be no learning improvement for the
non-native speakers (from 67% accuracy in baseline to 66% in testing). We note
a large decrease in accuracy for the sad emotion, and a large increase for happy.
While not very pronounced, we note some potentially positive e↵ects of the
exaggerated condition (baseline 74% and testing 81% overall). This indicates
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that ESL speakers’ expression of emotion became more accurate as a result
of the training. We also note an unexpected tendency for the participants to
perform consistently worse in the imitation phase (compared to both baseline
and testing). This may be due to increased cognitive demands of imitating the
various correlates of emotionally-charged statements.

Fig. 3. Mean accuracy for the exaggerated (right) and non-exaggerated (left) condi-
tions, broken down by emotion type. The bars are clustered by experimental phase,
with the model speaker’s scores also shown here for comparison.

A univariate ANOVA was conducted with accuracy as the dependent variable
and condition (exaggerated/non-exaggerated), emotion (happy/angry/sad), and
block (model speech/baseline/training/testing) as independent variables. The
factors that had a statistically significant e↵ect on accuracy were condition (the
accuracy was higher in the exaggerated compared to the non-exaggerated con-
dition, F (1, 246) = 8.04, p < .05) and emotion (F (2, 246) = 8.83, p < .001).
Post-hoc analyses with the Bonferroni correction revealed that angry di↵ered
significantly from the other two emotions, but these did not di↵er from each
other. Finally, the interaction between condition x emotion was also significant
(F (2, 246) = 5.02, p < .05). Angry and happy displayed higher accuracy in the
exaggerated condition, but the accuracy was worse for sad (Figure 3). We tested
all possible interactions but found no other significant ones.
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Fig. 4. Mean accuracy for the three emotions tested in the exaggerated (right) and
non-exaggerated (left) condition.

4 Discussion and Conclusion

The English language relies heavily on intonation patterns when it comes to
portraying emotion. A person may be familiar with the English lexicon while
not having a strong grasp of the suprasegmental aspects of the language. These
include elements such as tone, stress and rhythm. All spoken languages use
pitch and other paralinguistic processes to convey information like emotions [2].
Without su�cient mastery of the suprasegmental aspects of English, non native
speakers will be at a communication disadvantage. For speakers of tonal lan-
guages, intuitively acquiring English intonation patterns will result in di↵erent
behaviors due to di↵erences in their native language, which may be particularly
detrimental to native speakers of tone languages who are used to employing pitch
in very di↵erent ways compared to stress language speakers.

Software like Pratt allows instructors and non native speakers the ability to
analyze and evaluate visual patterns through intonation contours, providing au-
tonomous feedback that can eliminate the need for native speakers’ judgements
and aid in adequate training [9]. Developing a training method in order to teach
intonation patterns of English to ESL students of tone languages could help
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improve both their perception of spoken English and the pragmatic uses of the
language. and the appropriate use of the language based on the aquire emotion.
Because early on in development children benefit greatly from being spoken to in
Motherese, we sought to mimic Motherese during the exaggerated condition of
our experiment and hypothesized that this would be beneficial to ESL learners as
well [8]. Our hypothesis was borne out, as the participants exposed to this con-
dition showed some improvement in the clarity of the emotions they expressed,
compared to the control group (exposed to non-exaggerated speech) who did not.
We did not see statistical confirmation that the exaggerated method is better
for the visual scores but we did see it for the perception (accuracy) scores. We
tentatively ascribe this to the di�culty of scoring visual information and also to
potential program errors in pitch tracking. Despite its advantages, such as o↵er-
ing a quantitative, unbiased perspective on speech patterns, manual comparison
of Praat contours has proven to be more di�cult than perception scoring. If
humans are unable to perform it successfully, automatic scoring or labeling of
intonation is likely even more di�cult. Future research e↵orts should be directed
towards producing an algorithm for successfully capturing the degree of similar-
ity between two pitch tracks. It is interesting that even though the visual scores
found that the contours for angry statements were well reproduced by the par-
ticipants in the non exaggerated condition, the accuracy and perception scores
were low for the same emotion. One explanation may be that the participants did
what they had to do to assimilate into a given environment, resulting in mimick-
ing what they heard well. Unfortunately, the emotion itself was not recognized
perceptually, which may be ascribed to cultural influences, with anger being less
socially acceptable in US culture and possibly accompanied by acoustic cues that
are more subtle or subdued.

We found certain unexpected patterns during the imitation portion of the
training, for example that the model speaker did not obtain 100% inter-rater
agreement in the non exaggerated condition. We had expected the native speech
to be scored close to 100% far as emotion recognition goes but this was not the
case. This raises the question of how recognizable emotions are in our every-
day speech and which of the basic emotions pose most challenges to listeners.
Notably, the accuracy was 0% for the model speaker in the non-exaggerated
condition for angry. As discussed above, this could potentially be due to cultural
influences, as it may be less culturally appropriate in North American culture
to express anger in spoken interactions [11].

To conclude, our findings are preliminary and more data are needed be-
fore drawing a strong conclusion. We have found some evidence that teaching
the expression of emotion to non-native ESL learners can be aided by the use of
Motherese, imitation, and visual emoticons indicating the emotions being heard.
We have not however teased apart the di↵erential contributions of these factors.
This will be taken into consideration for future work [7]. A second direction we
intend to pursue in the future has to do with comparing the results of tone lan-
guage speakers to those of non-tone languages to determine whether the former
benefit from more improvement.
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Abstract. This case study focuses on investigating the speech disfluen-
cies in three English dialogues with three proficient non-native speakers.
The aim of the study is to examine the distribution of speech disfluencies
in the analyzed dialogues, and discuss the findings relative to previous
research on speech fluency and disfluency.
The study participants are independent users of English, who share a
similar proficiency level. The analysis is based on four measurable vari-
ables that, according to previous research, are related to perceived flu-
ency and disfluency in dialogue (1. rate of speech – number of words per
minute of speech, 2. breakdown fluency – number and length of pauses,
3. repair fluency – number of false starts, corrections, and repetitions, 4.
correlation of speech disfluencies with the flow of the dialogue – number
of disfluencies per one illocutionary act type).
Most disfluencies in the data occur at the beginning of a dialogue act.
Major factors that may cause disfluency include di�culties in structuring
the phrase, remembering a rarely used word, describing complex entities,
and hesitating.
Confirming the previous findings, the analysis showed that more cogni-
tively demanding tasks lead to higher numbers of disruptions. However,
some results of the data analysis appear to contradict the previous exper-
iments. As such, the paper found out that the fastest speaker produced
the highest number of repair disfluencies, which intersects with the pre-
viously established correlation between language proficiency and rate of
speech.

Keywords: Speech disfluency · Non-native speech · Dialogue.

1 Introduction

Speech disfluencies have been defined as ”phenomena that interrupt the flow of
speech and do not add propositional content to an utterance.” [8, 709] Disfluen-
cies of di↵erent kinds (silent pauses, filled pauses, corrections, and repetitions)
are commonly seen as a consequence of problems with production [7, 921]. Cru-
cially, they are a normal part of both native and non-native everyday dialogue,
that is produced with no plan and prior practice. On average, according to pre-
vious research, speakers produce 5.97 disfluencies per every 100 words [3, 135].
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Speech disfluencies can be produced by native speakers as slips of the tongue,
strong emotions, or tiredness and also result from the limited knowledge of the
language to date. Previous research shows that disfluency rates depend on the
speaker’s proficiency in the foreign language and their exposure to that language
[10].

Despite the fact that speech disfluency is currently well understood, most
research on it involved monologic speech of native speakers of the language under
analysis. There has to date been little investigation of disfluency in dialogue
of non-native speakers of English. Given that spontaneous speech occurs most
often in the form of dialogue, the investigation of the disfluency phenomena is
important in understanding how interlocutors communicate with each other.

In the current article, I present an analysis designed to examine and provide a
descriptive account of the distribution and the patterns of speech disfluencies in
three non-native English dialogues with three di↵erent speakers. The purpose of
the study is to discuss the findings relative to previous research on speech fluency
and disfluency. I begin by introducing the participants and describing the study
design in Section 2. Section 3 gives an account of the obtained results, and Section
4 summarizes what has been accomplished, indicating opportunities for future
research. The research described in this paper has added to the understanding
of non-native disfluencies in English, and explored di↵erent aspects of disfluency
phenomena.

1.1 Related Work

Essentially, the previous studies on speech disfluency examine it with regard to
fluency. Tavakoli and Skehan [16] distinguish several types of fluency: speed flu-
ency (the rate of speech), breakdown fluency (relating to pausing), and repair
fluency (the extent to which speech is repeated, reformulated, or left incomplete).
Cucchiarini et al. [6] explores the relationship between objective properties of
speech and perceived fluency in read and spontaneous speech with the aim to
determine how such quantitative measures can be used. Bosker et al. [4] investi-
gates the contributions of pause, speed and repair parameters to speech fluency.

The research on disfluency/fluency assessment of this kind, besides giving an
insight into human speech characteristics, potentially also plays an important
role in the development of a qualitative testing instrument, especially when it
relates to foreign language learning, teaching, and testing [6].

2 Methodology

2.1 Participants

The current case study uses data that was obtained from speech recordings
of conversational dialogues with three non-native speakers of English pursuing
their university degree (Master’s and Ph.D.). All the three students originally
come from di↵erent countries and have a di↵erent first language (Speaker 1 –
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Bengali, Speaker 2 – Polish, and Speaker 3 – Spanish)1. All the speakers produced
spontaneous speech in English in the form of conversational dialogue with the
same person (the Interlocutor), who is also a non-native speaker of English (her
first language is Russian).

All the subjects have a similar English proficiency level. All of them, ac-
cording to their words, starting from at least six months before the experiment,
have had daily exposure to communication (both listening and production) in
the English language. All the subjects are currently doing their University stud-
ies in English as well. S1 started learning English in her kindergarten, and also
received her Secondary and Higher Education in English. S2 started learning
English when he was 11 years old, and did both his Secondary and Bachelor’s
studies in his native language. S3 could be considered bilingual since her mother
(that she grew up with) is a native English speaker. However, S3 does not con-
sider herself to have a native English proficiency, since she spoke Spanish most of
her life, and also did all of her education in this language. The participants have
earlier passed internationally recognized English proficiency level tests that can
be interpreted using the Common European Framework of Reference for Lan-
guages (CEFR) scale2. According to the CEFR global scale, S1 and S3 have
the C1 or “proficient user” English proficiency level (S1 – IELTS: 8.0/9.0; S3 –
Cambridge Advanced level test: grade B). S2 has the B2 or ”independent user”
proficiency level (First Certificate in English: grade B). The Interlocutor has,
according to the CEFR scale, the C1 proficiency level (TOEFL: 113/120). Thus,
the sample formed a group representing young (age: S1 – 31, S2 – 26, S3 – 27)
educated people with a good proficiency level of English as a foreign language.

Apart from S2 having a slightly lower proficiency level according to the En-
glish proficiency scale, there is one more factor that could influence the results.
While S2 and S3 did all of their education in their native languages, S1 did her
Secondary and Higher Education in English, and thus, had much more exposure
to the L2 under analysis. This could suggest that S1 has had more exposure
to both listening and production in English from an early age, and that her
disfluency rates would be lower than that of S2 and S3.

2.2 Research Design

The analysis is based on the recordings of three dialogues with three non-
native speakers of English. The participants knew beforehand that they would
be recorded and they had given their consent. However, they did not know which
part of the recorded dialogue would be analysed. At some point during the con-
versation, the subjects were asked the same set of testing questions about their
Bachelor’s study3. None of them was aware of what the questions are prior to

1 henceforth S1, S2, and S3, respectively
2 https://www.coe.int/en/web/common-european-framework-reference-
languages/level-descriptions

3 Sample questions are: ”How was your major called?”, ”What was the structure of
your curriculum?”, ”Was it hard to get the best mark?”
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the experiment. The Interlocutor tried to keep a friendly atmosphere and did
her best to make sure the participants feel comfortable during the dialogue.

All the three conversations were recorded in stereo using PRAAT. To make
sure that the participants are assessed equally, on the similar tasks, and complex-
ity, the speech samples chosen for the analysis only covered the utterance turns of
the subjects answering to the testing questions and talking about their Bachelor’s
degree. All speech recordings were transcribed and annotated. Speech disfluen-
cies (defined in Section 2) were transcribed exactly as they were pronounced.
Silent pauses and background noises were indicated with square brackets. The
final data corpus of all the three conversations with the Interlocutor’s speech ex-
cluded consists of 1144 words (S1 – 485, S2 – 299, S3 – 360), and approximately
106 illocutionary acts (S1 – 45, S2 – 22, S3 – 39).

2.3 Main Data Points

Previous studies of fluency and disfluency in native and non-native speech have
identified a number of measurable quantitative variables that appear to be re-
lated to perceived fluency and disfluency4. Three of the components that were in-
cluded in the current analysis of non-native speech in a dialogue are based on the
widely used classification of fluency adapted from Tavakoli and Skehan [16]. This
classification allows for individual assessment of speaker’s fluency/disfluency as
distinct from the context:

– rate of speech (the number of words per minute of speech);
– breakdown fluency (the number and length of pauses);
– repair fluency of the speaker (the number of false starts, corrections, and

repetitions).

As the fourth component, the correlation of speech disfluencies with the flow
of the dialogue is investigated to see how disfluency relates to its position in a
dialogue and a dialogue act. In order to examine the position of the disfluencies,
the transcribed dialogues have been annotated according to the type of illocu-
tionary acts. To analyze their correspondence with speech disfluency, I follow
the approach of Kogure [12], that views dialogue as consisting of minimal units
called illocutionary acts introduced by Searle [15]. Since an illocutionary act con-
sists of an illocutionary force and a propositional content, it is independent of
the formal structure of language and allows for better assessment when working
with several languages or non-native speech [12]. The number of disfluencies was
measured per one type of illocutionary acts.

Rate of speech The authors of previous studies suggest di↵erent methods of
speech rate analysis. In this study, I adopt the most widely used technique (used

4 Even though the fluency-disfluency dichotomy is controversial [13], the current paper
does not account for disfluencies that facilitate communication or make speech more
fluent, and thus, regards disfluency as the antipode of fluency.
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by [10], [17]) and calculate the relation of the number of words in the utterance
per minute of speech including and excluding utterance internal silences. The
duration of speech is measured in seconds from the beginning of the first word
to the end of the last word for every utterance. Silences present at the beginning
and end of every utterance are not considered, but the utterance internal pauses
are included in the total time. The total measurements are normalized by 60
seconds.

Breakdown Fluency Breakdown fluency is measured according to the meth-
ods introduced by Cucchiarini [6, 2869] using four variables: duration of silent
pauses per minute of speech; number of silent pauses per minute of speech; du-
ration of filled pauses per minute of speech; number of filled pauses per minute
of speech.

Following previous research [18, 14], pauses shorter than 250 milliseconds are
considered to be natural articulatory pauses (e.g. breathing). According to Gotz
[10], such pauses are very frequent, and they do not make one’s speech less fluent.
Thus, they are not regarded as disfluency phenomena.

Repair Fluency Repair fluency is measured as the number of repetitions (exact
repetitions of words), corrections (changing a partially/fully uttered incorrect
unit by the correct one without repetitions), and restarts (repetitions of initial
parts of words) per minute of speech. To gain more insight into the occurrence of
these phenomena, not only quantitative but also qualitative properties are taken
into account. The distribution of the considered repair phenomena is calculated
individually for each speaker.

Position of Disfluency in Dialogue In a dialogue, a speaker expresses their
communicative intentions (or performs communicative acts) and a hearer tries to
understand them [11]. Dialogue utterances involve various kinds of communica-
tive acts. To analyze their correspondence with speech disfluency, as mentioned
above, the current paper views dialogue as consisting of minimal units of human
speech called illocutionary acts [15]. The correlation of speech disfluencies with
their position in dialogue was measured as the number of disfluencies per one
illocutionary act type. The recorded conversations were manually transcribed
using PRAAT TextGrid. As the author of the current paper, I also annotated
the dialogues myself. To annotate the dialogue utterances under analysis as il-
locutionary acts I employed the following classification proposed by Searle [15]:

– assertives – illocutionary acts that commit a speaker to the truth of the
statement;

– directives – illocutionary acts that are meant to cause the addresse to do
something, e.g. requests, directions, questions and advice;

– commissives – illocutionary acts that are meant to reveal the intentions of
the speaker, e.g. promises, threats, and oaths;
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– expressives – illocutionary acts that express on the speaker’s attitudes and
emotions towards a particular proposition, e.g. congratulations, apologies
and thanks;

– declarations – illocutionary acts that change the world or the reality, e.g.
baptisms and verdicts.

For each speaker, the above-mentioned objective fluency measures were cal-
culated manually over the chosen speech samples set. As a result, one value per
objective measure for each speaker and one average value per objective measure
for all the three speakers were obtained.

3 Findings

In this section, the results of the analysis would be described. In total, for the
first three analysis components 12 variables were obtained. Moreover, 5 variables
were considered for the fourth component. The measurements were taken for each
speaker individually. In addition, the sum of the three measurements of each
speaker was averaged to calculate the average value of the individual results. A
summary of the results is given in the two tables below.

Analysis results
Measured variable Speaker 1 Speaker 2 Speaker 3 Average
Speech Rate / min 175.4 111.8 147.2 144.8
Total number of disfluencies / min 15.3 14.5 13.6 14.5
Duration of all pauses / min 3.5 sec. 13.2 sec. 9.6 sec. 8.8 sec.
Number of all pauses / min 8.6 11 11.2 10.3
Number of all repair disfluencies 6.7 3.5 2.4 4.2
Number of false starts 0 0.7 (20%) 0 0.2 (4%)
Number of corrections 2.9 (43.3%) 2 (60%) 2.4 (33.3%) 2.4 (59%)
Number of repetitions 3.8 (56.7%) 0.7 (20%) 0 1.5 (37%)

Disfluencies in the dialogue
Illocutionary act type Speaker 1 Speaker 2 Speaker 3 Average
Total number 45 (16) 22 (21) 39 (17) 35.3 (18)
Directives 2 (2) 1 (1) 4 (0) 2.3 (1)
Expressives 0 3 (2) 2 (2) 1.6 (1.3)
Assertives 43 (14) 18 (18) 33 (15) 31.3 (15.6)
Commissives 0 0 0 0
Declarations 0 0 0 0

3.1 Rate of Speech

To compare the subjects’ rates of speech to those of native speakers of English, we
employed the findings of Tauroza and Allison [17], who investigated the range
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of speed of everyday conversational English. Their measurements also include
articulation rate plus internal pause time.

Range of speech rates in native English speakers’ conversation (adapted
from Tauroza, S., and Allison, D.)

Words per minute
Faster than normal 260
Moderately fast 230-260
Average 190-230
Moderately slow 160-190
Slower than normal 160

As can be seen from the table above and the table of Analysis Results, speech
rates of all the subjects are lower than those of ”Average” native speakers. Only
the rate of speech of S1, the highest of the three samples (175.4 words per
minute), can be classified as ”Moderately slow”. Such a result may be connected
to the fact (already mentioned in the previous section), that S1 also had more
exposure to English since her childhood than the other participants. The rates
of both S2 and S3 fall into the category of ”Slower than normal”. In terms of
larger goals of this paper, this confirms the correlation between fluency (on the
CEFR scale) and rate of speech, as suggested by Tauroza and Allison [17].

3.2 Breakdown Fluency

The measurements of Breakdown Fluency are summarized in the table below.

Breakdown Fluency per minute of speech
Measured variable Speaker 1 Speaker 2 Speaker 3 Average
Duration of silent pauses / min 2 sec. 7.6 sec. 6.5 sec. 5.4 sec.
Number of silent pauses / min 4.8 4.1 7.2 5.4
Duration of filled pauses / min 1.5 sec. 5.6 sec. 3.1 sec. 3.4 sec.
Number of filled pauses / min 3.8 6.9 4 4.9
Duration of all pauses / min 3.5 sec. 13.2 sec. 9.6 sec. 8.8 sec.
Number of all pauses / min 8.6 11 11.2 10.3

The Breakdown Fluency component was measured by analyzing the data
with regard to the length and frequency of both silent and filled pauses. Ac-
cording to [6], that investigates the Pearson Correlation between fluency ratings
and primary speech variables on the speech recordings of 60 non-native Dutch-
speakers, less fluent speakers, in general, do not make longer pauses than more
fluent speakers, but they do pause more often. The findings of the current anal-
ysis only partially correlate with the statement, if we consider, following [17],
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that the speed of speech is the key factor a↵ecting one’s speech fluency. Although
S1, being the fastest speaker, makes the least number of pauses per minute (8.6
overall), S2 and S3 make almost the same number of pauses per minute (11 and
11.2 overall, respectively). Even though S2 has a lower rate of speech than S3,
he does not make more pauses.

Despite this, S2, being the slowest speaker in terms of rate of speech, has the
highest duration of an average pause (1.2 seconds). S1, as the fastest speaker, has
the lowest duration an average pause (0.4 seconds). One can conclude, that in
our analysis, duration of pauses (but not their number) has a strong correlation
with rate of speech.

In the current case study, the subjects made both silent and filled pauses
mostly when trying to retrieve a less frequently used lexical item from the mem-
ory, which can be concluded from the following examples:

(i) Interlocutor: ”It was all set.” S1: ”All set. There was a concept of electives,
but the... [silent pause] college was like: ”We don’t have a teacher for that,
so you have to take what we give you”, so...”

One can notice that S1 paused directly after using a function word (the definite
article ”the”), which suggests that she already decided to refer to some entity,
but could not come up with the right word to describe it. A post-study discussion
with S1 confirmed that the pause was not conscious. It is important to note that
speaker pauses after a function word and before a content word. [10, 20] cites
[2, 152], which calls this phenomenon common and claims that ”hesitations in
phonemic clauses are most likely to occur after at least a preliminary decision
has been made concerning its structure and before the lexical choices have been
finally made”.

In the analysed dialogues, the speakers also used filled pauses during hesita-
tion:

(ii) Interlocutor: ”Yeah, it’s the same for us, actually. Was it hard to get the
best mark?”
S1: ”Uuhhh...”

In this example, it is obvious that the speaker hesitates and makes a filled pause
(”Uuhhh...”) when she is not sure how to answer the question. A filled pause
here occurs at the beginning of an utterance. [5, 590] states that hesitation
phenomena are generally more likely to occur at the beginning of an utterance,
relating that to the greater planning demand at this part of a phrase.

3.3 Repair Fluency

A summary of the repair fluency measurements is presented below. Overall, 4
repair fluency measurements were taken. The means of repair disfluencies are
divided as follows: 4% of false starts (repetitions of initial parts of words), 59%
of corrections, and 37% of repetitions.

Corrections (changing a partially/fully uttered incorrect unit by the correct
one without repetitions) are the first phenomena under scrutiny. Besides being
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Repair fluency per minute of speech
Repair disfluency variable Speaker 1 Speaker 2 Speaker 3 Average
Number of all repair disfluencies 6.7 3.5 2.4 4.2
Number of false starts 0 0.7 (20%) 0 0.2 (4%)
Number of corrections 2.9 (43.3%) 2 (60%) 2.4 (33.3%) 2.4 (59%)
Number of repetitions 3.8 (56.7%) 0.7 (20%) 0 1.5 (37%)

the most frequent repair disfluency, they are also the only type observed in the
dialogue with S3. Mostly the subjects correct themselves at the beginning of an
utterance (on average 70% of all corrections), such as in the following example:

(iii) Interlocutor: ”Uhg-um... But what about, like, small classes, where you have
to do, like, lab work? ”
S1: Uhm... when– uh... in the lab classes, we would only, like, given a
laboratory.”

In this case, the subject changed the entire structure of the utterance by cor-
recting the conjunction ”when” with a prepositional phrase.

Repetitions (exact repetitions of words), the next type of Repair Disfluencies,
are used by the speakers to win some extra time for formulating a sentence [6].
In our data repetitions seem to have the same function:

(iv) Interlocutor: ”So, like, mine was Linguistics. Even though it’s also called
di↵erently in my language. In our system.”
S1: ”Ok. Ok. So that was the stream – Computer Science and Engineering.”

In this case, S1 repeats the word ”Ok” at the beginning of the phrase, which is
likely to be related to the increase cognitive demand needed for formulating the
next utterance.

False starts (repetitions of initial parts of words) were only observed once, in
the dialogue with S2:

(v) Interlocutor: ”Like, your degree–”
S2: ”Techn– Yeah, technical physics.”

Here, according to a post-discussion with S2 himself, the speaker was not sure
about what he already started to say, and took some time to assure himself that
what he was saying is right.

As mentioned in [4, 165], that investigates the contribution of di↵erent fluency
parameters to perceived fluency, repair fluency variables have a direct relation-
ship with speech fluency. The higher a value, the less fluent (and more disfluent)
the fragment.

The results showed that S1 produced the highest number of repair disfluencies
per minute of speech, despite her having the highest rate of speech. One of
the reasons for that could be that the number of repair disfluencies could have
increased in proportion to the total increase in the number of words per minute
of speech. However, though repetitions comprised more than half of S1’s total
disfluencies, S2 and S3 used either very few or none of them.
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3.4 Correlation of the disfluencies with the flow of the dialogue

The numbers of occurrences of each type of illocutionary acts present in the
data set are given below. The number of total disfluencies corresponding to the
illocutionary act type is given in brackets.

Disfluencies in the dialogue
Illocutionary act type Speaker 1 Speaker 2 Speaker 3 Average
Total number 45 (16) 22 (21) 39 (17) 35.3 (18)
Directives 2 (2) 1 (1) 4 (0) 2.3 (1)
Expressives 0 3 (2) 2 (2) 1.6 (1.3)
Assertives 43 (14) 18 (18) 33 (15) 31.3 (15.6)
Commissives 0 0 0 0
Declarations 0 0 0 0

Since all the speakers talked and answered questions about their Bachelor’s
degree, the analyzed parts of dialogue consisted mostly of illocutionary acts of
the type Assertives. They comprised on average 31.3 of 35.3 illocutionary acts
(88.6%). Assertives in the dialogues under study refer to explanation, clarifica-
tion and description of some entities or events. Two examples of assertives in
the data are provided below:

(vi) Interlocutor: ”And what was the structure of your curriculum? Like, how
many subjects did you take per semester?”
S1: ”Uuhhh... In total you had to take, like, 42 theoretical subjects.”

The speaker makes a statement, to which truth she commits.
In the next example, S2 provides an explanation as a response to the Inter-

locutor’s questions:

(vii) Interlocutor: ”Why?”
S2: ”We had -eh... some opportunities. Like, we could choose between two
subjects for, like, next semester.

Most of the disfluency phenomena that occurred in the dialogues (on average
15.6 of 18, or 86.6%) are also observed in Assertives. One reason for assertives
to be more susceptible to disfluencies could be that assertives normally require
more planning and have more content.

In the whole conversation, the speakers on average used only 2.3 directives (in
on average 35.3 speech acts), mostly to clarify if they understood the question
correctly and to make sure that the Interlocutor understands what they are
saying, such as in these two examples:

(viii) Interlocutor: ”I see. Did you have that thing, like, Bachelor’s with honors?
S3: ”What’s Bachelor’s with honors?”
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We can see that here S3 uses the question ”What’s Bachelor’s with honors?” to
get information from the Interlocutor.

Overall, 5.5% of all disfluencies occured in Directives. Directives in the ana-
lyzed dialogues might have caused less disfluencies due to the fact they usually
referred to the previously set context (which is, required less processing).

The expressive illocutionary acts were also used quite rarely (on average only
1.6 of overall 35.3 illocutionary acts), and only by S2 and S3, mostly to express
their attitude or assessment:

(ix) S2: ”Uhh... It’s uh... [silent pause] I think it would be betterrr to have, like,
eh, core subjects.”
Interlocutor: ”Uh hum...”

Here S2 expresses his positive assessment of an event with the use of Subjunctive
Mood.

Only 7.2% of all disfluency phenomena occured in Expressives.
As can be seen from the table, Commissives and Declarations were not used

in the analyzed parts of dialogues at all.
Talking about the position of a disfluency in the dialogue act itself, it can

be concluded that the disfluencies mostly occur at the beginning of it. This is,
again, most likely connected to the fact that at the beginning of an utterance
speakers usually experience a higher cognitive load that is caused by the need
to plan a phrase. An example is given below:

(x) S3: ”That scale... [laughing] Would you call it scale? Yeah, I have courses,
that I have, like, best grades, or very good grades. And other courses that I
barely passed.”
Interlocutor: ”Uh-hm.”
S3: ”So... [silent pause] but then, in average it was good.”

Here the speaker makes a silent pause before making an assessment.

4 Conclusion and Further Research

In this paper, the analysis on disfluencies in three non-native dialogues with three
di↵erent subjects has been presented. The results of the case study correspond
to its major goal, which is to examine and describe the distribution of speech
disfluencies in the analyzed dialogues, and compare the analysis to the previous
research on speech disfluencies.

In connection to future investigation, a more qualitative and possibly more
extensive analysis of disfluency phenomena is required to understand the char-
acteristics of speech disfluency in non-native dialogue. It would be interesting
to explore how disfluencies of non-native speakers di↵er at various stages of
language learning. Apart from that, it is important to establish what specific
measures should be employed in the assessment of one’s speech disfluency to
develop more objects instruments of fluency and proficiency testing.
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JURXS�ZDV�FDXVHG�E\�WKH�LQIOXHQFH�RI�WKH�$PHULFDQ�(QJOLVK�SKRQRORJLFDO�V\VWHP��LQ�ZKLFK�
FRQVRQDQW�OHQJWK�LV�QRW�SKRQRORJLFDOO\�FRQWUDVWLYH��7KH�DXWKRUV�WKXV�GHPRQVWUDWHG�WKH�HIIHFW�RI�
JHQHUDWLRQ�DV�D�SUHGLFWRU�RI�/��DWWULWLRQ���

7KLUG��)OHJH��������FRQGXFWHG�D�ELOLQJXDO�VWXG\�ZKLFK�IRXQG�SURRI�RI�D�VKLIW�LQ�WKH�YRLFH�
RQVHW�WLPH��927��YDOXHV�LQ�WKH�/��IRU�(QJOLVK�)UHQFK�DQG�)UHQFK�(QJOLVK�DGXOW�ELOLQJXDOV�
UHVXOWLQJ�IURP�H[SRVXUH�WR�WKH�/����

)RXUWK��5DIDW�HW�DO���������H[SORUHG�ZKHWKHU�WKH�VLQJOHWRQ�JHPLQDWH�FRQVRQDQW�OHQJWK�
FRQWUDVW�GHFOLQHV�DFURVV�WKUHH�JHQHUDWLRQV�RI�)DUVL�(QJOLVK�ELOLQJXDOV��,W�ZDV�IRXQG�WKDW�DFURVV�
VXFFHVVLYH�JHQHUDWLRQV��JHPLQDWLRQ�VORZO\�XQGHUJRHV�DWWULWLRQ��:LWK�(QJOLVK�FRQWDFW��WKHUH�ZDV�
VLQJOHWRQ�JHPLQDWH�ORVV��ZLWK�WKH�GXUDWLRQV�RI�ERWK�PHPEHUV�RI�WKH�SDLU�EHFRPLQJ�PRUH�VLPLODU�WR�
HDFK�RWKHU��7KH�DXWKRUV�DOVR�DGGUHVVHG�WKH�TXHVWLRQ�ZKHWKHU�XQLYHUVDO�SKRQHWLF�IDFWRUV��VXFK�DV�
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PDQQHU�RI�DUWLFXODWLRQ�DQG�YRLFLQJ��LPSRVH�FRQVWUDLQWV�RQ�JHPLQDWH�SURGXFWLRQ��7KH�ILQGLQJV�GLG�
QRW�VXJJHVW�WKDW�WKHVH�HOHPHQWV�FRQVWUDLQHG�WR�WKH�GHJUHH�RI�JHPLQDWH�DWWULWLRQ�DFURVV�JHQHUDWLRQV��

)LIWK��$ONKXGLGL�HW�DO���������DQG�+DQLQL�HW�DO���������IRXQG�WKDW�WKH�WUDQVLWLRQ�LQ�
JHPLQDWH�DWWULWLRQ�LV�JUDGXDO��ZLWK�WKH�ILUVW�JHQHUDWLRQ�RI�LPPLJUDQWV�QRW�GLIIHULQJ�VLJQLILFDQWO\�
IURP�HLWKHU�WKH�PRQROLQJXDOV�RU�WKH�KHULWDJH�VSHDNHUV��ZKLOH�VLJQLILFDQW�GLIIHUHQFHV�ZHUH�IRXQG�
EHWZHHQ�PRQROLQJXDOV�DQG�KHULWDJH�VSHDNHUV���

/DVWO\��+U\F\QD��/DSLQVND\D��.RFKHWRY��DQG�1DJ\����������H[DPLQHG�WKH�927�YDOXHV�LQ�
YRLFHOHVV�VWRSV��S��W��N��LQ�WKH�/��RI�VXFFHVVLYH�JHQHUDWLRQV��ILUVW��VHFRQG��DQG�WKLUG��RI�,WDOLDQ���
5XVVLDQ���DQG�8NUDLQLDQ�(QJOLVK�ELOLQJXDO�FRPPXQLWLHV�LQ�D�VRFLROLQJXLVWLF�DSSURDFK��,W�ZDV�IRXQG�
WKDW�IRU�DOO�ODQJXDJH�JURXSV�WKHUH�ZDV�D�VKLIW�LQ�WKH�927�YDOXHV�WRZDUGV�(QJOLVK��7KH�GLIIHUHQFHV�
EHWZHHQ�ODQJXDJH�JURXSV�ZHUH�DWWULEXWHG�WR�VRFLDO�IDFWRUV�VXFK�DV�WKH�FRKHVLYHQHVV�DQG�VL]H�RI�D�
FRPPXQLW\�DV�ZHOO�DV�SDUWLFLSDQWV¶�DWWLWXGHV�WRZDUGV�WKHLU�/����

7KH�SUHVHQW�VWXG\�IROORZV�+DQLQL�HW�DO����������$ONKXGLGL�HW�DO����������DQG�5DIDW�HW�DO��
�������E\�H[DPLQLQJ�JHPLQDWH�DWWULWLRQ�LQ�WZR�GLIIHUHQW�JURXSV�RI�SDUWLFLSDQWV��QDPHO\�
,WDOLDQ�(QJOLVK�ELOLQJXDOV�DQG�$UDELF�(QJOLVK�ELOLQJXDOV�OLYLQJ�LQ�WKH�8QLWHG�6WDWHV��ZKHUH�D�
GLIIHUHQW�SDWWHUQ�RI�JHPLQDWH�DWWULWLRQ�PD\�UHVXOW�EHFDXVH�JHPLQDWLRQ�LV�OH[LFDOO\�PRUH�IUHTXHQW�LQ�
$UDELF�WKDQ�,WDOLDQ��

����:KDW�DUH�*HPLQDWHV"�
*HPLQDWHV�DUH�SKRQHWLFDOO\�ORQJ�VRXQGV��+RPPD��������/DKLUL�	�+DQNDPHU��������(VSRVLWR�	�
%HQGHWWR��������2KDOD��������.UDHFKHQPDQQ�	�/DKLUL���������$V�GLVFXVVHG�E\�$ONKXGLGL�HW�DO��
��������DPRQJ�RWKHUV��FRQVRQDQW�OHQJWK�FDQ�EH�FRQWUDVWLYH�LQ�D�ODQJXDJH��$�OHQJWK�FRQWUDVW�
EHWZHHQ�VLQJOHWRQ��VKRUW��DQG�JHPLQDWH��ORQJ��FRQVRQDQW�FDQ�EH�REVHUYHG�LQ������RI�WKH�ZRUOG¶V�
ODQJXDJHV��0DGGLHVRQ���������7KLV�VXJJHVWV�WKDW�JHPLQDWLRQ�LV�D�PDUNHG�SKRQRORJLFDO�
SKHQRPHQRQ��3D\QH��������&HODWD�DQG�&DQLOD���������/DQJXDJHV�VXFK�DV�,WDOLDQ��3D\QH��������
&HODWD�DQG�&DQLOD���������$UDELF��+DVVDQ�	�3D\QH��������.KDWWDE�	�$OWDPLPL���������DQG�)DUVL�
�H�J��+DQVHQ��������5DIDW��������������GLVSOD\�WKHVH�ELQDU\�OHQJWK�FRQWUDVWV��

�,Q�(QJOLVK��ZH�HQFRXQWHU�JHPLQDWLRQ�DV�ZHOO�EXW�LW�LV�SKRQHWLF�UDWKHU�WKDQ�SKRQHPLF��
7KLV�RFFXUV�ZKHQ�WZR�FRQVRQDQWV�RI�WKH�VDPH�NLQG�DUH�SODFHG�DGMDFHQW�WR�HDFK�RWKHU�DFURVV�ZRUG�
ERXQGDULHV��)RU�H[DPSOH��ZKHQ�VD\LQJ�WKH�SKUDVHV��QLJKW�WLPH��RU��PDNHV�VHQVH���WKH�WZR�DGMDFHQW�
LGHQWLFDO�FRQVRQDQWV�UHVXOW�LQ�D�ORQJHU��W��RU�D�ORQJHU��V���EXW�HYHQ�LI�WKH\�ZHUH�VKRUWHU��WKH\�ZRXOG�
QRW�FKDQJH�WKH�PHDQLQJ�RI�WKHVH�SKUDVHV�DQG�KHQFH�DUH�QRW�FRQVLGHUHG�SKRQHPLF��

����)DFWRUV�$IIHFWLQJ�/��*HPLQDWH�3URGXFWLRQ�
,Q�/��SURGXFWLRQ��JHPLQDWH�FRQVRQDQW�UHDOL]DWLRQ�FDQ�EH�DIIHFWHG�E\�SKRQHWLF�XQLYHUVDOV��DQG�
LPSOLFDWLRQDO�SULQFLSOHV��7KH�SURGXFWLRQ�RI�,WDOLDQ�JHPLQDWHV�E\�*HUPDQ��6SDQLVK�DQG�
&KLQHVH�VSHDNLQJ�OHDUQHUV�RI�,WDOLDQ�ZDV�LQYHVWLJDWHG�E\�6RULDQHOOR���������3ODFH�RI�DUWLFXODWLRQ��
YRLFLQJ��DQG�VWUHVV�DOO�DIIHFWHG�/��JHPLQDWH�FRQVRQDQW�SURGXFWLRQ��DOEHLW�SODFH�RI�DUWLFXODWLRQ�DQG�
YRLFLQJ�ZHUH�EHWWHU�SUHGLFWRUV�RI�JHPLQDWLRQ�WKDQ�VWUHVV��,W�ZDV�FRQFOXGHG�WKDW�JHPLQDWLRQ�ZDV�
PRUH�OLNHO\�WR�KDSSHQ�ZLWK�YRLFHOHVV�VWRSV��DQG�GHJHPLQDWLRQ�ZLWK�VRQRUDQW�FRQVRQDQWV��

��+\SRWKHVHV�
7KH�K\SRWKHVHV�IRU�WKH�SUHVHQW�VWXG\�DUH�DV�IROORZV��
�
+�� *HPLQDWH GXUDWLRQDO SURSHUWLHV ZLOO FKDQJH LQ ,WDOLDQ�(QJOLVK DQG $UDELF�(QJOLVK ELOLQJXDOV� � � � � � � � � � �
OLYLQJ�LQ�WKH�8QLWHG�6WDWHV��6SHFLILFDOO\��WKHVH�VRXQGV�ZLOO�EHFRPH�VKRUWHU�DFURVV�JHQHUDWLRQV���
+�� 8QLYHUVDO SKRQHWLF IDFWRUV ZLOO GHWHUPLQH WKH GHJUHH RI JHPLQDWH FKDQJH DFURVV JHQHUDWLRQV�� � � � � � � � � � � � �
�EXW�WKH�H[WHQW�WR�ZKLFK�WKLV�KDSSHQV�PD\�GHSHQG�RQ�WKH�VSHFLILF�ODQJXDJH���

��0HWKRGRORJ\�
����3DUWLFLSDQWV�
7KHUH�ZHUH����,WDOLDQ�SDUWLFLSDQWV�LQ�WKH�VWXG\����ILUVW�JHQHUDWLRQ�ODWH�ELOLQJXDO�,WDOLDQ�(QJOLVK�
VSHDNHUV����VHFRQG�JHQHUDWLRQ�KHULWDJH�,WDOLDQ�(QJOLVK�VSHDNHUV�DQG���PRQROLQJXDOV�WKDW�ZHUH�

A Cross-Linguistic Examination of Geminate Consonant Attrition     175



��

QDWLYH�,WDOLDQ�VSHDNHUV��ZKR�GR�QRW�VSHDN�DQ\�(QJOLVK��7KH�ODWH�ELOLQJXDOV�DUH�VSHDNHUV�ERUQ�LQ�
,WDO\�ZKR�HPLJUDWHG�WR�WKH�8QLWHG�6WDWHV�GXULQJ�WKHLU�WHHQV��7KH�KHULWDJH�VSHDNHUV�ZHUH�ERUQ�LQ�WKH�
8QLWHG�6WDWHV�DQG�VSHDN�ERWK�(QJOLVK�DQG�,WDOLDQ�LQ�WKHLU�GDLO\�OLYHV��7KH�QDWLYH�VSHDNHUV�ZHUH�
ERUQ�LQ�,WDO\�DQG�KDYH�OLYHG�WKHUH�WKHLU�HQWLUH�OLIH��7KH�DJH�UDQJH�ZDV�IURP����WR����DQG�WKH�PHDQ�
DJH�ZDV����\HDUV�ROG��,Q�WRWDO�WKHUH�ZHUH���IHPDOHV�DQG���PDOHV���

7KHUH�ZHUH����SDUWLFLSDQWV�LQ�WKH�$UDELF�(QJOLVK�VWXG\��+DQLQL�HW�DO�����������
PRQROLQJXDOV�QDWLYH�VSHDNHUV�RI�$UDELF��ZKR�GLG�QRW�VSHDN�DQ\�(QJOLVK����ODWH�DGXOW�LPPLJUDQW�
$UDELF�(QJOLVK�ELOLQJXDOV��DQG���HDUO\�DGXOW�$UDELF�(QJOLVK�ELOLQJXDOV�ZKR�DUH�KHULWDJH�VSHDNHUV�
RI�$UDELF��7KH�ODWH�ELOLQJXDOV�DUH�WKRVH�ZKR�FDPH�WR�WKH�8QLWHG�6WDWHV�DIWHU�SXEHUW\�DQG�WKH�DGXOW�
KHULWDJH�VSHDNHUV�DUH�WKH�FKLOGUHQ�RI�$UDELF�LPPLJUDQWV�ZKR�ZHUH�ERUQ�LQ�WKH�8QLWHG�6WDWHV��$OO�
WRJHWKHU�WKHUH�ZHUH���PDOHV�DQG���IHPDOHV�ZLWK�YDULRXV�DJHV�RI�DUULYDO��7KH�SDUWLFLSDQWV
�DJHV�
UDQJHG�IURP����WR����\HDUV�ROG�ZLWK�D�PHDQ�DJH�RI�����

����6WLPXOL�
)RU�WKH�,WDOLDQ�(QJOLVK�VWXG\��WKH�VWLPXOL�FRQVLVWHG�RI����EL�V\OODELF�,WDOLDQ�PLQLPDO�DQG�QHDU�
PLQLPDO�SDLUV��7KHUH�ZHUH����PLQLPDO�SDLUV��H�J����]LWL��µSDVWD¶�YV���]LWWL��µTXLHW¶���DQG����QHDU�
PLQLPDO�SDLUV��H�J����EDED��µUXP��XVHG�LQ�VZHHWV�¶�YV���EDEER��µIDWKHU¶���%RWK�JHPLQDWHV�DQG�
VLQJOHWRQV�LQFOXGHG�YRLFHG�DQG�YRLFHOHVV�VWRS�VHJPHQWV�IURP�WKUHH�SODFHV�RI�DUWLFXODWLRQ��ODELDO��E��
S���GHQWDO��G�W���DQG�YHODU��N�J���:H�FRQWUROOHG�WKH�VWUHVV�DQG�V\OODELF�SRVLWLRQ�IRU�WKH�VWLPXOL��$�
WRWDO�RI����GLVWUDFWRUV�ZHUH�LQFOXGHG��H�J���FRQJUDWXOD]LRQL��µFRQJUDWXODWLRQV¶�DQG��PDUURQH��
µEURZQ¶��7KH�VWLPXOL�ZHUH�UHFRUGHG�E\�D�QDWLYH�VSHDNHU�RI�,WDOLDQ�ZKR�UHDG�WKHP�RII�RI�D�
3RZHU3RLQW�SUHVHQWDWLRQ���

)RU�WKH�$UDELF�(QJOLVK�SRUWLRQ�RI�WKLV�VWXG\��WKH�VWLPXOL�FRQVLVWHG�RI����EL��V\OODELF�DQG�
WUL��V\OODELF�PLQLPDO�DQG�QHDU�PLQLPDO�SDLUV��H�J���VDGDT��³KH�VDLG�WKH�WUXWK´�YV���VDG�DT��³KH�
DSSURYHG

���%RWK�JHPLQDWH�DQG�VLQJOHWRQ�ZRUGV�LQFOXGHG�RQH�FODVV�RI�VRXQGV��VWRSV���E��G��W��N��W��
T����7KH�VWLPXOL�ZHUH�FRQWUROOHG�IRU�SRVLWLRQ��LQWHUYRFDOLF�SRVLWLRQ��DQG�YRLFLQJ��$�WRWDO�RI����
GLVWUDFWRUV�ZHUH�XVHG��H�J����VKXMHUDW��µVPDOO�WUHHV¶�DQG��VKLKDGD��µGLSORPD¶���7KH�VWLPXOL�ZHUH�
UHFRUGHG�E\�D�QDWLYH�VSHDNHU�RI�$UDELF�ZKR�UHDG�WKHP�IURP�D�3RZHU3RLQW�SUHVHQWDWLRQ��

�
����3URFHGXUH�
)RU�ERWK�WKH�,WDOLDQ�DQG�$UDELF�SRUWLRQV�RI�WKH�VWXG\��WKH�SDUWLFLSDQWV�ILUVW�DQVZHUHG�D�GHWDLOHG�
TXHVWLRQQDLUH�WKDW�LQFOXGHG�JHQHUDO�TXHVWLRQV�DERXW�ODQJXDJH�EDFNJURXQG��H�J��WKH�SDUWLFLSDQWV�
ILUVW�ODQJXDJH��SDUHQWV
�ODQJXDJH�EDFNJURXQG��DQG�VSHFLILF�TXHVWLRQV�DERXW�WKHLU�IOXHQF\�DQG�WKHLU�
H[SHULHQFH�ZLWK�,WDOLDQ�$UDELF�DQG�(QJOLVK��H�J��ZKHQ�WKH\�VWDUWHG�DFTXLULQJ�HDFK�ODQJXDJH��ZKHQ�
WKH\�EHFDPH�IOXHQW�LQ�UHDGLQJ��ZULWLQJ�DQG�VSHDNLQJ�WKH�ODQJXDJH���7KH�LQIR�SURYLGHG�LQ�WKLV�
TXHVWLRQQDLUH�HQVXUHG�WKDW�WKH�JURXS�DVVLJQPHQWV�ZHUH�DFFXUDWH���

$�GHOD\HG�ZRUG�UHSHWLWLRQ�WDVN�ZDV�DGPLQLVWHUHG�WR�HDFK�SDUWLFLSDQW�LQGLYLGXDOO\��7KH�
SDUWLFLSDQWV�ZHUH�VHDWHG�LQ�D�TXLHW�URRP�DQG�ZHUH�SUHVHQWHG�ZLWK�WKH�DXGLWRU\�DQG�ZULWWHQ�IRUP�RI�
WKH�WDUJHW�ZRUGV�LQ�,WDOLDQ�RQ�D�ODSWRS�VFUHHQ�YLD�3RZHU3RLQW��(DFK�WDUJHW�ZRUG�ZDV�HPEHGGHG�LQWR�
D�FDUULHU�SKUDVH���4XDQGR�VRQR�DQGDWD�DG�(VW��BB�p�TXHOOR�FKH�KR�GHWWR�� �>:KHQ�,�JR�(DVW��BB�LV��

ZKDW�,�VD\@��7KH�WDUJHW�ZRUGV�ZHUH�LPPHGLDWHO\�SUHFHGHG�DQG�IROORZHG�E\�VWRS�FRQVRQDQWV�WR�
IDFLOLWDWH�VSOLFLQJ�IRU�DFRXVWLF�DQDO\VLV��7KH�SDUWLFLSDQWV�OLVWHQHG�WR�DQG�VDZ�HDFK�SKUDVH�RQ�WKH�
VFUHHQ��7KH�SKUDVH�WKHQ�GLVDSSHDUHG�IURP�WKH�VFUHHQ�DQG�D�UHYHUVH�FRXQWGRZQ�RI���VHFRQGV�
VKRZHG�XS��DIWHU�ZKLFK�WKH�SDUWLFLSDQWV�ZHUH�DVNHG�WR�UHSHDW�WKH�SKUDVH��7KH�EDFNZDUG���VHFRQG�
FRXQWGRZQ�ZDV�XVHG�WR�PLQLPL]H�WUDFHV�RI�SKRQRORJLFDO�LQSXW�IURP�PHPRU\��%DVVHWWL���������
(DFK�VHVVLRQ�WRRN�DERXW�������PLQXWHV�WR�FRPSOHWH��'XH�WR�VRFLDO�GLVWDQFLQJ�UHTXLUHPHQWV�
LPSRVHG�E\�WKH�&29,'����SDQGHPLF��WKH�ODVW���SDUWLFLSDQWV�ZHUH�UHFRUGHG�XVLQJ�=RRP�9LGHR�
&RPPXQLFDWLRQV�VRIWZDUH��<XDQ���������&DUH�ZDV�WDNHQ�WR�HQVXUH�WKHVH�SDUWLFLSDQWV�ZHUH�ORFDWHG��
LQ�D�TXLHW�URRP�DZD\�IURP�GLVWUDFWLRQV�DQG�WKH\�ZHUH�DVNHG�WR�VSHDN�LQ�DQ�DGHTXDWHO\�ORXG�YRLFH�
DIWHU�WKH\�VDZ�DQG�KHDUG�WKH�FDUULHU�SKUDVHV�VSRQWDQHRXVO\�RQ�D�VFUHHQ�VKDUHG�IURP�RQH�RI�WKH�

���7R�LQFUHDVH�WKH�QDWXUDOQHVV�RI�WKH�VSHDNHUV
�SURGXFWLRQ��WKH\�ZHUH�SURYLGHG�ZLWK�D�FRQWH[W�IRU�WKH�FDUULHU�SKDVH��VSHFLILFDOO\�WKDW�WKH�

VSHDNHU�LV�D�ZL]DUG�ZKRVH�PLVVLRQ�LV�WR�XWWHU�D�VSHFLILF�
PDJLF
�ZRUG�ZKHQHYHU�WUDYHOLQJ�LQ�WKH�GLUHFWLRQ�RI�FHUWDLQ�FDUGLQDO�SRLQWV��
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DXWKRUV
�ODSWRSV��7KH�VHVVLRQV�ZHUH�UHFRUGHG�YLD�=RRP�VRIWZDUH��<XDQ��������DQG�3UDDW�VRIWZDUH�
�%RHUVPD�	�:HHQLQN����������

)RU�WKH�$UDELF�(QJOLVK�VWXG\��D�GHOD\HG�ZRUG�UHSHWLWLRQ�WDVN�ZDV�JLYHQ�WR�HDFK�
SDUWLFLSDQW��7KH�SDUWLFLSDQWV�ZHUH�VHDWHG�LQ�D�TXLHW�URRP�DQG�SUHVHQWHG�ZLWK�WKH�DXGLWRU\�DQG�
ZULWWHQ�IRUP�RI�WKH�WDUJHW�ZRUGV�LQ�$UDELF�RQ�D�ODSWRS�VFUHHQ�YLD�3RZHU3RLQW��(DFK�WDUJHW�ZRUG�
ZDV�SODFHG�LQ�D�FDUULHU�SKUDVH��DQD�DTXO�«�DODQ��µ,�VD\�����QRZ¶��-XVW�OLNH�IRU�WKH�,WDOLDQ�SRUWLRQ�RI�
WKH�VWXG\��WKH�SDUWLFLSDQWV�OLVWHQHG�WR�DQG�VDZ�HDFK�SKUDVH�RQ�WKH�VFUHHQ�LQ�$UDELF�VFULSW��7KH�
SKUDVH�WKHQ�GLVDSSHDUHG�IURP�WKH�VFUHHQ�DQG�D�FRXQWGRZQ�RI�VHYHQ�VHFRQGV�ZDV�LQLWLDWHG��7KH�
SDUWLFLSDQWV�ZHUH�DVNHG�WR�UHSHDW�WKH�SKUDVH�DIWHU�WKH�FRXQWGRZQ�GLVDSSHDUHG��3DUWLFLSDQWV
�
SURGXFWLRQ�ZDV�UHFRUGHG�XVLQJ�DQ�L3KRQH���SOXV�PLFURSKRQH��$OO�SDUWLFLSDQWV�ZHUH�UHFRUGHG�
LQGLYLGXDOO\�LQ�D�IDFH�WR�IDFH�VHVVLRQ�ZKLFK�ODVWHG�DSSUR[LPDWHO\�������PLQXWHV��

�
��'DWD�DQDO\VLV�DQG�UHVXOWV�
$�WRWDO�RI�����,WDOLDQ�WRNHQV�ZHUH�DOLJQHG�XVLQJ�3UDDW��%RHUVPD�	�:HHQLQN��������E\�WZR�RI�WKH�
DXWKRUV�WKDW�KDYH�QDWLYH�QHDU�QDWLYH�IOXHQF\�LQ�ERWK�,WDOLDQ�DQG�(QJOLVK�DQG�DQ�DXWKRU�ZLWK�
QDWLYH�QHDU�IOXHQF\�LQ�$UDELF�DQG�(QJOLVK��$OVR��D�WRWDO�RI�����$UDELF�WRNHQV�ZHUH�DOLJQHG�XVLQJ�
3UDDW��%RHUVPD�	�:HHQLQN��������E\�RQH�RI�WKH�DXWKRUV�ZKR�LV�D�QDWLYH�VSHDNHU�RI�$UDELF�DQG�KDV�
QHDU�QDWLYH�IOXHQF\�LQ�(QJOLVK��7KH�FORVXUH�GXUDWLRQ�ZDV�PHDVXUHG�IRU�HDFK�JHPLQDWH�DQG�
VLQJOHWRQ�VWRS��7KH�DXWKRUV�PDQXDOO\�DOLJQHG�WKH�VRXQGV�IRU�ERWK�ODQJXDJHV��IROORZLQJ�ZKLFK�WKH�
VHJPHQW�GXUDWLRQV�ZHUH�H[WUDFWHG�ZLWK�WKH�KHOS�RI�D�3UDDW�VFULSW��)RU�HDFK�FRQVRQDQW��PHDQ�
GXUDWLRQ�ZDV�REWDLQHG�DQG�IRU�HDFK�SDLU�WKH�UDWLR�RI�JHPLQDWH��VLQJOHWRQ�GXUDWLRQ�ZDV�FDOFXODWHG��

)LJXUHV������DQG���LOOXVWUDWH�WKH�GHFUHDVH�LQ�GXUDWLRQ�REVHUYHG�LQ�WKH�VSHFWURJUDPV�IRU�WKH�
ZRUG��FDGGH��µV�KH�IHOO¶�DFURVV�HDFK�RI�WKH�WKUHH�,WDOLDQ�(QJOLVK�JURXSV��

� �
)LJXUH�����6DPSOH�ZDYHIRUPV�DQG�VSHFWURJUDPV�RI�WKH�JHPLQDWH�FRQVRQDQW��G���

E\�D�PRQROLQJXDO�QDWLYH�VSHDNHU�RI�,WDOLDQ������PV��
�

� �
)LJXUH�����6DPSOH�ZDYHIRUPV�DQG�VSHFWURJUDPV�RI�WKH�JHPLQDWH�FRQVRQDQW��G���E\�D�ODWH�
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ELOLQJXDO�VSHDNHU�RI�,WDOLDQ�������PV��
�

� �
)LJXUH�����6DPSOH�ZDYHIRUPV�DQG�VSHFWURJUDPV�RI�WKH�JHPLQDWH�FRQVRQDQW��G���E\�D�

KHULWDJH�VSHDNHU�RI�,WDOLDQ����PV��
�
�

)LJXUH �� � DQG � LOOXVWUDWH WKH GHFUHDVH LQ GXUDWLRQ REVHUYHG LQ WKH VSHFWURJUDPV IRU WKH ZRUG� � � � � � � � � � � � � � � � �
�VDW�DU��µKH�FRYHUHG¶�DFURVV�HDFK�RI�WKH�WKUHH�3DOHVWLQLDQ�$UDELF�(QJOLVK�JURXSV��

�

� �
)LJXUH�����6DPSOH�ZDYHIRUPV�DQG�VSHFWURJUDPV�RI�WKH�JHPLQDWH�FRQVRQDQW��W���E\�D�

PRQROLQJXDO�QDWLYH�VSHDNHU�RI�$UDELF�����PV��
�

� �
)LJXUH�����6DPSOH�ZDYHIRUPV�DQG�VSHFWURJUDPV�RI�WKH�JHPLQDWH�FRQVRQDQW��W���E\�D�ODWH�

ELOLQJXDO�VSHDNHU�RI�$UDELF����PV��
�

178      M. Ciccone , R. Hanini , and M. Sciannantena



��

� �
)LJXUH�����6DPSOH�ZDYHIRUPV�DQG�VSHFWURJUDPV�RI�WKH�JHPLQDWH�FRQVRQDQW��W���E\�D�

KHULWDJH�VSHDNHU�RI�$UDELF�����PV��
�

����2YHUDOO�ILQGLQJV�
������,WDOLDQ�
$�XQLYDULDWH�$129$�ZLWK�GXUDWLRQ�DV�WKH�GHSHQGHQW�YDULDEOH�DQG�VSHDNHU�W\SH��0RQROLQJXDO��
/DWH�%LOLQJXDO��+HULWDJH���FRQVRQDQW�W\SH��VLQJOHWRQ�JHPLQDWH���YRLFLQJ��YRLFHG�YRLFHOHVV���DQG�
SODFH�RI�DUWLFXODWLRQ��ODELDO��FRURQDO��GRUVDO��DV�LQGHSHQGHQW�YDULDEOHV�UHYHDOHG�VLJQLILFDQW�PDLQ�
HIIHFWV�RI�VSHDNHU�W\SH��FRQVRQDQW�W\SH��DQG�YRLFLQJ��EXW�QRW�SODFH�RI�DUWLFXODWLRQ��)���������� �
������S� �������RQ�'XUDWLRQ��)RU�6SHDNHU�7\SH��)���������� ��������S���������IRU�&RQVRQDQW�7\SH��
)���������� ���������S���������DQG�IRU�9RLFLQJ��)���������� ��������S���������7KH�LQWHUDFWLRQ�
EHWZHHQ�6SHDNHU�7\SH�[�&RQVRQDQW�7\SH�ZDV�DOVR�VLJQLILFDQW��)���������� �������S� �������1R�
RWKHU�WZR�ZD\�VLJQLILFDQW�LQWHUDFWLRQV�ZHUH�REVHUYHG��
�
������$UDELF�
-XVW�OLNH�IRU�WKH�,WDOLDQ�GDWD��D�XQLYDULDWH�$129$�ZLWK�GXUDWLRQ�DV�WKH�GHSHQGHQW�YDULDEOH�DQG�
VSHDNHU�W\SH��0RQROLQJXDO��/DWH�%LOLQJXDO��+HULWDJH���FRQVRQDQW�W\SH��VLQJOHWRQ�JHPLQDWH���
YRLFLQJ��YRLFHG�YRLFHOHVV���DQG�SODFH�RI�DUWLFXODWLRQ��ODELDO��FRURQDO��GRUVDO��DV�LQGHSHQGHQW�
YDULDEOHV�UHYHDOHG�VLJQLILFDQW�PDLQ�HIIHFWV�RI�DOO�RI�WKH�LQGHSHQGHQW�FDWHJRULHV�RQ�'XUDWLRQ��)RU�
VSHDNHU�W\SH��)���������� ��������S���������IRU�FRQVRQDQW�W\SH��)���������� ����������S���������IRU�
YRLFLQJ��)���������� ��������S���������DQG�IRU�SODFH�RI�DUWLFXODWLRQ��)���������� ��������S����������
7KH�LQWHUDFWLRQ�EHWZHHQ�VSHDNHU�W\SH�[�FRQVRQDQW�W\SH�ZDV�DOVR�VLJQLILFDQW��)���������� ��������S�
��������DV�ZDV�WKH�LQWHUDFWLRQ�EHWZHHQ�YRLFLQJ�[�FRQVRQDQW�W\SH��)���������� �������S� ������:H�
DOVR�LQYHVWLJDWHG�WKH�LQWHUDFWLRQ�EHWZHHQ�VSHDNHU�W\SH�[�YRLFLQJ�EXW�LW�ZDV�QRW�VLJQLILFDQW��
�
����7KH�LPSDFW�RI�HDUO\�YV��ODWH�ELOLQJXDOLVP��
3RVW�KRF�DQDO\VHV�ZLWK�WKH�%RQIHUURQL�FRUUHFWLRQ�UHYHDOHG�WKDW�IRU�$UDELF�VSHDNHUV��JHPLQDWHV�
ZHUH�VLJQLILFDQWO\�VKRUWHU�IRU�KHULWDJH�DQG�ODWH�ELOLQJXDO�VSHDNHUV�FRPSDUHG�WR�PRQROLQJXDOV��7KH�
VDPH�SDWWHUQ�ZDV�REVHUYHG�ZLWK�,WDOLDQ�VSHDNHUV��EXW�WKH�GLIIHUHQFH�IURP�PRQROLQJXDOV�ZDV�PRUH�
SURQRXQFHG��
�
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� �

)LJXUH�����0HDQ�FRQVRQDQW�GXUDWLRQ�IRU�$UDELF�DQG�,WDOLDQ�VLQJOHWRQV�DQG�JHPLQDWHV�
DFURVV�HDFK�JURXS�RI�VSHDNHUV���

�
����7KH�LPSDFW�RI�SODFH�RI�DUWLFXODWLRQ��
)LJXUH���VKRZV�WKH�GXUDWLRQ�SURSHUWLHV�RI�VLQJOHWRQ�DQG�JHPLQDWH�FRQVRQDQWV�DW�GLIIHUHQW�SODFHV�RI�
DUWLFXODWLRQ�DFURVV�WKH�WKUHH�GLIIHUHQW�JURXSV�RI�VSHDNHUV�IRU�WKH�WZR�ODQJXDJHV��)RU�$UDELF��ODELDO�
DQG�FRURQDO�VLQJOHWRQ�FRQVRQDQWV�GLG�QRW�YDU\�LQ�GXUDWLRQ�DFURVV�WKH�WKUHH�JURXSV��EXW�YHODU�
VLQJOHWRQV�ZHUH�ORQJHU�LQ�PRQROLQJXDOV�FRPSDUHG�ZLWK�WKH�RWKHU�WZR�JURXSV��)RU�JHPLQDWHV��ZH�
QRWH�D�JUDGXDO�GHFUHDVH�LQ�GXUDWLRQ�IRU�DOO�SODFHV�RI�DUWLFXODWLRQ��7KLV�GHFUHDVH�LV�PRVW�QRWLFHDEOH�
ZLWK�GRUVDOV�DQG�ODELDOV��

)RU�,WDOLDQ�VSHDNHUV��VLQJOHWRQV�DW�DOO�SODFHV�RI�DUWLFXODWLRQ�DUH�JHQHUDOO\�FRPSDUDEOH�LQ�
GXUDWLRQ�EHWZHHQ�PRQROLQJXDOV�DQG�KHULWDJH�VSHDNHUV��DQG�VKRUWHU�IRU�WKH�ODWH�ELOLQJXDOV��
*HPLQDWHV�DUH�ORQJHU�IRU�PRQROLQJXDOV�FRPSDUHG�WR�WKH�RWKHU�WZR�JURXSV��H[FHSW�IRU�FRURQDOV�
ZKHUH�KHULWDJH�VSHDNHUV�GR�QRW�GLIIHU�VWDWLVWLFDOO\�IURP�PRQROLQJXDOV��
�

�
)LJXUH�����7KH�LPSDFW�RI�FODVV�RI�VRXQGV�RQ�JHPLQDWH�DWWULWLRQ�LQ�ODWH�$UDELF�(QJOLVK�DQG�

ODWH�,WDOLDQ�(QJOLVK�ELOLQJXDOV�DQG�KHULWDJH�VSHDNHUV��
�

����7KH�LPSDFW�RI�YRLFLQJ�
$V�IDU�DV�YRLFLQJ�LV�FRQFHUQHG��)LJXUH�����ZH�QRWH�WKDW�YRLFHG�FRQVRQDQWV�WHQG�WR�EH�VKRUWHU�DFURVV�
WKH�ERDUG��$UDELF�VSHDNHUV�SURGXFHG�VLQJOHWRQV�RI�VLPLODU�GXUDWLRQV�DFURVV�JURXSV��UHJDUGOHVV�RI�
ZKHWKHU�WKHVH�ZHUH�YRLFHG�RU�YRLFHOHVV��*HPLQDWHV��KRZHYHU��ZHUH�VLJQLILFDQWO\�ORQJHU�IRU�
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PRQROLQJXDOV�FRPSDUHG�WR�WKH�RWKHU�WZR�JURXSV�ZKHQ�YRLFHG��:KHQ�YRLFHOHVV��WKH�KHULWDJH�
VSHDNHUV�SURGXFHG�VKRUWHU�JHPLQDWHV�FRPSDUHG�WR�WKH�PRQROLQJXDOV��EXW�QRW�WKH�ODWH�ELOLQJXDOV��
,WDOLDQ�ODWH�ELOLQJXDOV�DQG�KHULWDJH�VSHDNHUV�SURGXFHG�VKRUWHU�FRQVRQDQWV�FRPSDUHG�WR�
PRQROLQJXDOV�DOPRVW�DFURVV�WKH�ERDUG��7KH�UHGXFWLRQ�LQ�GXUDWLRQ�DFURVV�JURXSV�LV�PRUH�QRWLFHDEOH�
FRPSDUHG�WR�$UDELF�VSHDNHUV��
�

��
)LJXUH�����7KH�LPSDFW�RI�YRLFLQJ�RQ�JHPLQDWH�FKDQJH�LQ�ODWH�$UDELF�(QJOLVK�DQG�ODWH�

,WDOLDQ�(QJOLVK�ELOLQJXDOV�DQG�KHULWDJH�VSHDNHUV��

��'LVFXVVLRQ�
7KH�ILUVW�DLP�RI�WKLV�VWXG\�ZDV�WR�LQYHVWLJDWH�ZKHWKHU�WKH�JHPLQDWH�FRQVRQDQW�SURGXFWLRQ�LQ�
$UDELF�(QJOLVK�ELOLQJXDOV�DQG�,WDOLDQ�(QJOLVK�ELOLQJXDOV�OLYLQJ�LQ�WKH�8QLWHG�6WDWHV�ZRXOG�XQGHUJR�
DWWULWLRQ��:H�K\SRWKHVL]HG�WKDW�WKLV�ZRXOG�EH�WKH�FDVH��IROORZLQJ�H[LVWLQJ�ZRUN�RQ�WKH�WRSLF��5DIDW�
HW�DO���������$ONKXGLGL�HW�DO���������2XU�VWXG\�IRFXVHG�RQ�JHPLQDWH�DWWULWLRQ�LQ�WZR�JURXSV�RI�
VSHDNHUV�WKDW�VSHDN�WZR�GLIIHUHQW�ODQJXDJHV��ODWH�ELOLQJXDOV�DQG�KHULWDJH�VSHDNHUV�RI�
$UDELF�(QJOLVK�DQG�,WDOLDQ�(QJOLVK��:H�FRPSDUHG�WKHLU�SURGXFWLRQ�WR�WKDW�RI�PRQROLQJXDO�QDWLYH�
VSHDNHUV�RI�ERWK�ODQJXDJHV��ZKR�VHUYHG�DV�D�FRQWURO�JURXS��:KLOH�VLQJOHWRQ�DQG�JHPLQDWH�
FRQVRQDQWV�GLIIHUHG�VLJQLILFDQWO\�LQ�GXUDWLRQ�IRU�DOO�WKUHH�JURXSV�RI�VSHDNHUV�ZLWKLQ�HDFK�ODQJXDJH��
WKH�GHFUHDVH�LQ�WKH�GXUDWLRQ�RI�JHPLQDWH�FRQVRQDQWV�LQ�ERWK�JHQHUDWLRQV�RI�LPPLJUDQWV�LV�
FRQVLVWHQW�ZLWK�OLQJXLVWLF�DWWULWLRQ��DQG�PD\�VLJQDO�D�SURFHVV�RI�LQFLSLHQW�QHXWUDOL]DWLRQ��7KLV�
WHQGHQF\�ZDV�PRUH�SURPLQHQW�LQ�,WDOLDQ�VSHDNHUV�FRPSDUHG�WR�$UDELF�VSHDNHUV��

7KH�VHFRQG�DLP�RI�WKLV�VWXG\�ZDV�WR�LQYHVWLJDWH�ZKHWKHU�XQLYHUVDO�SKRQHWLF�IDFWRUV�VXFK�
DV�SODFH�RI�DUWLFXODWLRQ�DQG�YRLFLQJ�KDYH�DQ�HIIHFW�RQ�JHPLQDWH�DWWULWLRQ��,W�ZDV�K\SRWKHVL]HG�WKDW�
WKLV�ZRXOG�EH�WKH�FDVH��EXW�QR�VSHFLILF�SUHGLFWLRQV�ZHUH�IRUPXODWHG��+RZHYHU��JLYHQ�JHQHUDO�
PDUNHGQHVV�WHQGHQFLHV��YRLFHG�VHJPHQWV��FRPSDUHG�WR�YRLFHOHVV���DQG�ODELDO�YHODU�VHJPHQWV�
�FRPSDUHG�WR�FRURQDO��FRXOG�EH�H[SHFWHG�WR�GLVSOD\�D�KLJKHU�GHJUHH�RI�DWWULWLRQ�WKDQ�YRLFHOHVV�
FRQVRQDQWV�DFURVV�JURXSV�LQ�ERWK�$UDELF�DQG�,WDOLDQ��7KLV�SUHGLFWLRQ�IRU�YRLFLQJ�ZDV�ERUQH�RXW�LQ�
WKH�VSHHFK�RI�ERWK�ODWH�ELOLQJXDO�DQG�KHULWDJH�VSHDNHUV�RI�ERWK�ODQJXDJHV��EXW�LW�ZDV�PRUH�
SURQRXQFHG�LQ�WKH�ODWH�ELOLQJXDOV��2XU�ILQGLQJV�VXSSRUW�6RULDQHOOR���������$V�IDU�DV�SODFH�RI�
DUWLFXODWLRQ�LV�FRQFHUQHG��WKH�GHFUHDVH�LQ�GXUDWLRQ�DFURVV�WKH�GLIIHUHQW�JURXSV�RI�VSHDNHUV�ZDV�
PRUH�SURQRXQFHG�LQ�ODELDOV�DQG�FRPSDUHG�WR�FRURQDO�JHPLQDWHV��SDUWLFXODUO\�LQ�WKH�FDVH�RI�,WDOLDQ�
VSHDNHUV��VLPLODUO\�WR�WKH�ILQGLQJV�RI�5DIDW�HW�DO���������DQG�$ONKXGLGL���������2XU�VHFRQG�
K\SRWKHVLV�WKXV�UHFHLYHG�SDUWLDO�VXSSRUW���

5HVXOWV�IURP�DQ�HDUOLHU�VWXG\�RQ�$UDELF�(QJOLVK�FRQVRQDQW�DWWULWLRQ�FRQILUPHG�WKLV�ILUVW�
K\SRWKHVLV�DV�ZHOO��+DQLQL��HW�DO����������ZLWK�YRLFHG�VHJPHQWV�H[KLELWLQJ�KLJKHU�DWWULWLRQ�UDWHV��$�
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SRVVLEOH�H[SODQDWLRQ�IRU�WKLV�SKHQRPHQRQ�LV�WKDW�VXVWDLQLQJ�YRLFLQJ�WKURXJK�D�VWRS�FORVXUH�LV�
JHQHUDOO\�GLIILFXOW�DQG�PRUH�PDUNHG�LQ�WKH�ZRUOG¶V�ODQJXDJHV��,W�LV�DOVR�SRVVLEOH�WKDW�WKH�ILUVW�
JHQHUDWLRQ�LV�PRUH�DIIHFWHG�E\�WKH�RWKHU�ODQJXDJH��(QJOLVK��DV�WKH\�ZHUH�H[SRVHG�WR�LW�ODWHU�DQG�
PD\�KDYH�IRXQG�LW�PRUH�GLIILFXOW�WR�UHFRQFLOH�WKH�SKRQHWLF�GLIIHUHQFHV��DV�FRPSDUHG�WR�KHULWDJH�
VSHDNHUV�ZKR�DUH�H[SRVHG�WR�ERWK�ODQJXDJHV�IURP�ELUWK���+RZHYHU��WKH�SUHVHQW�VWXG\�IRXQG�PRUH�
VLPLODULWLHV�EHWZHHQ�KHULWDJH��VHFRQG�JHQHUDWLRQ��DQG�PRQROLQJXDO�VSHDNHUV�RI�,WDOLDQ��ZKHUHDV�
+DQLQL�HW�DO��IRXQG�WKDW�$UDELF�PRQROLQJXDO�VSHDNHUV�ZHUH�PRUH�VLPLODU�WR�ODWH�ELOLQJXDOV��7KHUH�
ZDV�D�PRUH�QRWLFHDEOH�JUDGXDO�GHFOLQH�DFURVV�GLIIHUHQW�JHQHUDWLRQV�RI�$UDELF�(QJOLVK�VSHDNHUV��
7KLV�ILQGLQJ�LV�FRQVLVWHQW�ZLWK�5DIDW�HW�DO���������ZKR�UHSRUWHG�HYLGHQFH�RI�JHPLQDWH�DWWULWLRQ�LQ�
WKH�VSHHFK�RI�WKUHH�VXFFHVVLYH�JHQHUDWLRQV�RI�)DUVL�(QJOLVK�ELOLQJXDOV�OLYLQJ�LQ�&DQDGD��DQG�
$ONKXGLGL��������ZKR�UHSRUWHG�HYLGHQFH�RI�JHPLQDWH�DWWULWLRQ�LQ�WKH�VSHHFK�RI�WKUHH�VXFFHVVLYH�
JHQHUDWLRQV�RI�$UDELF�(QJOLVK�ELOLQJXDOV�OLYLQJ�LQ�&DQDGD��7KH�SUHVHQW�VWXG\�LV�DOVR�FRQVLVWHQW�
ZLWK�SUHYLRXV�OLWHUDWXUH�ILQGLQJV��&HODWD�	�&DQFLOD��������5DIDW�HW�DO���������

�,Q�VXP��RXU�ILQGLQJV�UHYHDO�WKH�H[LVWHQFH�RI�XQLYHUVDO�WHQGHQFLHV�LQ�ODQJXDJH�DWWULWLRQ�
UHJDUGOHVV�RI�ODQJXDJH�RU�FXOWXUDO�EDFNJURXQG��$W�WKH�VDPH�WLPH��WKH\�UDLVH�TXHVWLRQV�UHJDUGLQJ�WKH�
UROH�SOD\HG�E\�VRFLROLQJXLVWLF�IDFWRUV�LQ�WKH�PDLQWHQDQFH�RI�D�OLQJXLVWLF�FRQWUDVW��7KH�IDFW�WKDW�WKHUH�
ZHUH�PRUH�VLPLODULWLHV�EHWZHHQ�KHULWDJH��VHFRQG�JHQHUDWLRQ��DQG�PRQROLQJXDO�VSHDNHUV�LQ�,WDOLDQ��
ZKHUHDV�LQ�+DQLQL�HW�DO���������$UDELF�PRQROLQJXDO�VSHDNHUV�ZHUH�PRUH�VLPLODU�WR�ODWH�ELOLQJXDOV�
�WKDW�LV��ILUVW�JHQHUDWLRQ�LPPLJUDQWV��DSSHDUV�WR�VXJJHVW�WKDW�WKH�WZR�FXOWXUHV�PD\�EH�FKDUDFWHUL]HG�
E\�GLIIHUHQW�SDWWHUQV�RI�LQWHUJHQHUDWLRQDO�LQWHUDFWLRQ��7KLV�TXHVWLRQ�LV�JRLQJ�WR�EH�DGGUHVVHG�LQ�
IXWXUH�VWXGLHV�E\�DGPLQLVWHULQJ�D�PRUH�FRPSUHKHQVLYH�OLQJXLVWLF�EDFNJURXQG�TXHVWLRQQDLUH�DVNLQJ�
WKH�SDUWLFLSDQWV�DERXW�WKH�DPRXQW�DQG�W\SH�RI�H[SRVXUH�WR�HDFK�RI�WKHLU�ODQJXDJHV�LQ�PRUH�GHWDLO��
:H�ZLOO�DOVR�GHWHUPLQH�ZKHWKHU�SDUWLFLSDQWV
�IHHOLQJV�RI�JURXS�LGHQWLILFDWLRQ��L�H��KRZ�PXFK�WKH\�
LGHQWLI\�ZLWK�WKH�FXOWXUH�UHSUHVHQWHG�E\�HDFK�RI�WKHLU�ODQJXDJHV��SOD\�D�SDUW�LQ�WKH�GHJUHH�RI�
DWWULWLRQ�SUHVHQW��

��&RQFOXVLRQV�
2XU�VWXG\�SURYLGHG�D�FURVV�OLQJXLVWLF�SHUVSHFWLYH�RQ�$UDELF�DQG�,WDOLDQ�JHPLQDWH�FRQVRQDQWV�LQ�
WKUHH�JURXSV�RI�VSHDNHUV��PRQROLQJXDOV��ODWH�ELOLQJXDOV��ILUVW�JHQHUDWLRQ�VSHDNHUV���DQG�HDUO\�
ELOLQJXDOV��VHFRQG�JHQHUDWLRQ�RU�KHULWDJH�VSHDNHUV���-XVW�OLNH�SUHYLRXV�VWXGLHV�ZLWK�GLIIHUHQW�
ODQJXDJHV��ZH�KDYH�IRXQG�HYLGHQFH�RI�JHPLQDWH�DWWULWLRQ�DFURVV�ERWK�JURXSV�RI�ELOLQJXDOV�LQ�ERWK�
ODQJXDJHV��$UDELF�DQG�,WDOLDQ��,Q�WKH�$UDELF�(QJOLVK�FDVH��KHULWDJH�VSHDNHUV�VKRZHG�VKRUWHU�
JHPLQDWHV�WKDQ�ODWH�ELOLQJXDOV�DQG�VR�WKH�DWWULWLRQ�ZDV�JUDGXDO�DFURVV�WKH�WKUHH�JURXSV��+RZHYHU��LQ�
WKH�,WDOLDQ�(QJOLVK�FDVH��ERWK�KHULWDJH�VSHDNHUV�DQG�ODWH�ELOLQJXDOV�VKRZHG�VLPLODU�UHVXOWV�LQ�
VKRUWHU�JHPLQDWHV��ZLWK�ODWH�ELOLQJXDOV�EHLQJ�PRUH�VLPLODU�WR�PRQROLQJXDOV�LQ�VRPH�FDVHV��2YHUDOO��
WKH�GHFUHDVH�LQ�PHDQ�GXUDWLRQV�EHWZHHQ�PRQROLQJXDOV�DQG�WKH�RWKHU�WZR�JURXSV�ZDV�PRUH�
SURQRXQFHG�LQ�,WDOLDQ�VSHDNHUV�FRPSDUHG�WR�$UDELF�VSHDNHUV��:H�KDYH�DOVR�IRXQG�HIIHFWV�RI�
XQLYHUVDO�SKRQHWLF�IDFWRUV�RQ�DWWULWLRQ��VSHFLILFDOO\�YRLFLQJ��ZLWK�YRLFHG�VWRSV�GLVSOD\LQJ�KLJKHU�
DWWULWLRQ��DQG�SODFH�RI�DUWLFXODWLRQ��ZLWK�YHODUV�GLVSOD\LQJ�KLJKHU�DWWULWLRQ�FRPSDUHG�WR�FRURQDOV��
IRU�ERWK�ODQJXDJHV���

,Q�FRQFOXVLRQ��RXU�VWXG\�DGGV�WR�WKH�ERG\�RI�ZRUN�RQ�SKRQRORJLFDO�DWWULWLRQ�E\�H[DPLQLQJ�
RQJRLQJ�FKDQJH�LQ�ELOLQJXDO�FRPPXQLWLHV�OLYLQJ�LQ�WKH�8QLWHG�6WDWHV��2XU�ILQGLQJV�DUH�VLPLODU�WR�
WKRVH�RI�VLPLODU�VWXGLHV�FRQGXFWHG�LQ�&DQDGD��$ONKXGLGL��HW�DO��������5DIDW��HW�DO��������
�
�
�
�
�
�

�
�

�
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5HIHUHQFHV�
�

$ONKXGLGL��$���5DIDW��<���	�6WHYHQVRQ��5�����������*HPLQDWH�$WWULWLRQ�LQ�WKH�6SHHFK�RI�$UDELF��
(QJOLVK�%LOLQJXDOV�/LYLQJ�LQ�&DQDGD��+HULWDJH�/DQJXDJHV���������������

%DVVHWWL��%����������2UWKRJUDSK\�DIIHFWV�VHFRQG�ODQJXDJH�VSHHFK��'RXEOH�OHWWHUV�DQG�JHPLQDWH�
SURGXFWLRQ�LQ�(QJOLVK��-RXUQDO�RI�([SHULPHQWDO�3V\FKRORJ\��/HDUQLQJ��0HPRU\��DQG�
&RJQLWLRQ���������������������GRL���������[OP���������

%RHUVPD��3��	�:HHQLQN��'�����������3UDDW��GRLQJ�SKRQHWLFV�E\�FRPSXWHU�>&RPSXWHU�
SURJUDP@��9HUVLRQ���������UHWULHYHG����0D\������IURP��KWWS���ZZZ�SUDDW�RUJ���

&HODWD��&���	�&DQFLOD��-����������3KRQRORJLFDO�DWWULWLRQ�DQG�WKH�SHUFHSWLRQ�RI�JHPLQDWH�
FRQVRQDQWV�LQ�WKH�/XFFKHVH�FRPPXQLW\�RI�6DQ�)UDQFLVFR��&$���,QWHUQDWLRQDO�-RXUQDO�RI�
%LOLQJXDOLVP�������±����

'H�/HHXZ��������/DQJXDJH�DQG�FRJQLWLRQ��,QGLYLGXDO�SKRQRORJLFDO�DWWULWLRQ�LQ�$OEDQLDQ��
(QJOLVK�ODWH�ELOLQJXDOV�

'H�/HHXZ�(���0HQQHQ�,���6FREELH�-����������6LQJLQJ�D�GLIIHUHQW�WXQH�LQ�\RXU�QDWLYH�ODQJXDJH��/��
DWWULWLRQ�RI�SURVRG\��,QWHUQDWLRQDO�-RXUQDO�RI�%LOLQJXDOLVP�������������

'H�/HHXZ��(���0HQQHQ��,���	�6FREELH��-��0����������'\QDPLF�V\VWHPV��PDWXUDWLRQDO�
&RQVWUDLQWV�DQG�/��SKRQHWLF�DWWULWLRQ��,QWHUQDWLRQDO�-RXUQDO�RI�%LOLQJXDOLVP��������±�����

(VSRVLWR�$QQD��	�0DULD�*��'L�%HQHGHWWR��������$FRXVWLFDO�DQG�SHUFHSWXDO�VWXG\�RI� �
JHPLQDWLRQ�LQ�,WDOLDQ�VWRSV��-RXUQDO�RI�WKH�$FRXVWLFDO�6RFLHW\�RI�$PHULFD����������������

)OHJH��-��(����������7KH�SURGXFWLRQ�RI�µQHZ¶�DQG�µVLPLODU¶�SKRQHV�LQ�D�IRUHLJQ�ODQJXDJH��
HYLGHQFH�IRU�WKH�HIIHFW�RI�HTXLYDOHQFH�FODVVLILFDWLRQ��-RXUQDO�RI�3KRQHWLFV�����������

)OHJH��-�(����������6HFRQG�ODQJXDJH�VSHHFK�OHDUQLQJ��WKHRU\��ILQGLQJV��DQG�SUREOHPV��,Q�:��
6WUDQJH��HG����6SHHFK�SHUFHSWLRQ�DQG�OLQJXLVWLF�H[SHULHQFH��,VVXHV�LQ�FURVV�OLQJXLVWLF�
UHVHDUFK��SS�����±�����7LPRQLXP��0'��<RUN�3UHVV��

*XLRQ��6��*����������KH�YRZHO�V\VWHPV�RI�4XLFKXD±6SDQLVK�ELOLQJXDOV��$JH�RI�DFTXLVLWLRQ�HIIHFWV��
RQ�WKH�PXWXDO�LQIOXHQFH�RI�WKH�ILUVW�DQG�VHFRQG�ODQJXDJHV��3KRQHWLFV�������������

+DQLQL��5���$ONKXGLGL��$���5DIDW��<���	�6SLQX��/��������������*HPLQDWH�$WWULWLRQ�LQ�WKH�6SHHFK�RI�
$UDELF�(QJOLVK�%LOLQJXDOV�/LYLQJ�LQ�WKH�8QLWHG�6WDWHV��3DSHU�SUHVHQWHG�DW�WKH����WK�
PHHWLQJ�RI�$FRXVWLFDO�6RFLHW\�RI�$PHULFDQ��6DQ�'LHJR��&$�

+DQVHQ��%����������3HUVLDQ�JHPLQDWH�VWRSV��(IIHFWV�RI�YDU\LQJ�VSHDNLQJ�UDWH��,Q�$JZXHOH��
$XJXVWLQH�:DUUHQ��:LOOLV��	�3DUN��6DQJ�+RRQ��HGV����3URFHHGLQJV�RI�WKH������7H[DV�
/LQJXLVWLFV�6RFLHW\�&RQIHUHQFH��&RDUWLFXODWLRQ�LQ�6SHHFK�3URGXFWLRQ�DQG�3HUFHSWLRQ��SS��
��±�����6RPHUYLOOH��0$��&DVFDGLOOD�3URFHHGLQJV�3URMHFW��

+HOLJHU��+HUEHUW�/���9DJR��5REHUW�0����������)LUVW�ODQJXDJH�DWWULWLRQ��&DPEULGJH��&DPEULGJH�
8QLYHUVLW\�3UHVV��S�����

+RPPD��<��������'XUDWLRQDO�UHODWLRQV�EHWZHHQ�-DSDQHVH�VWRSV�DQG�YRZHOV��-RXUQDO�RI�
3KRQHWLFV�������±�����

.KDWWDE��*���	�$O�7DPLPL��-����������*HPLQDWH�WLPLQJ�LQ�/HEDQHVH�$UDELF��WKH�UHODWLRQVKLS�
EHWZHHQ�SKRQHWLF�WLPLQJ�DQG�SKRQRORJLFDO�VWUXFWXUH��/DERUDWRU\�3KRQRORJ\�������������
�����

.|SNH��%DUEDUD���6FKPLG��0RQLND��������5LMNVXQLYHUVLWHLW�*URQLQJHQ��7KH�
1HWKHUODQGV�/DERUDWRLUH�GH�1HXUR�3V\FKROLQJXLVWLTXH��8QLYHUVLWp�GH�7RXORXVH��/H�0LUDLO��
)UDQFH�	TXRW�%LOLQJXDOLVP�DQG�$WWULWLRQ�	TXRW��

.UDHKHQPDQQ��$VWULG��DQG�/DKLUL�$GLWL��������'XUDWLRQ�GLIIHUHQFHV�LQ�WKH�DUWLFXODWLRQ�DQG�
DFRXVWLFV�RI�6ZLVV�*HUPDQ�ZRUG�LQLWLDO�JHPLQDWH�DQG�VLQJOHWRQ�VWRSV��-RXUQDO�RI�WKH
$FRXVWLFDO�6RFLHW\�RI�$PHULFD����������±������

.RSNH��%��	�6FKPLG�0��6����������/DQJXDJH�DWWULWLRQ��WKH�QH[W�SKDVH��)LUVW�/DQJXDJH�
$WWULWLRQ��,QWHUGLVFLSOLQDU\�SHUVSHFWLYHV�RQ�PHWKRGRORJLFDO�LVVXHV��

/DKLUL��$GLWKL��	�-RUJH�+DQNDPHU��������7KH�WLPLQJ�RI�JHPLQDWH�FRQVRQDQWV��-RXUQDO�RI�
3KRQHWLFV��������±�����

/HQQHEHUJ��(����������2Q�([SODLQLQJ�/DQJXDJH��6FLHQFH���������������������5HWULHYHG�
IURP��KWWS���ZZZ�MVWRU�RUJ�VWDEOH���������
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���

0DGGLHVRQ��,����������3DWWHUQV�RI�VRXQGV��&DPEULGJH��&DPEULGJH�8QLYHUVLW\�3UHVV��
0DMRU��5��&���������/RVLQJ�(QJOLVK�DV�D�ILUVW�ODQJXDJH��7KH�0RGHUQ�/DQJXDJH�-RXUQDO���������

���������
0D\U��5���3ULFH��6���	�0HQQHQ��,����������)LUVW�ODQJXDJH�DWWULWLRQ�LQ�WKH�VSHHFK�RI�

'XWFK±(QJOLVK�ELOLQJXDOV��WKH�FDVH�RI�PRQR]\JRWLF�WZLQ�VLVWHUV��%LOLQJXDOLVP��/DQJXDJH�
DQG�&RJQLWLRQ���������±�����

2KDOD��0DQMDUL��������([SHULPHQWDO�PHWKRG�LQ�WKH�VWXG\�RI�+LQGL�JHPLQDWH�FRQVRQDQWV��
([SHULPHQWDO�$SSURDFKHV�WR�3KRQRORJ\����±�����

3D\QH��(����������3KRQHWLF�YDULDWLRQ�LQ�,WDOLDQ�FRQVRQDQW�JHPLQDWLRQ��-RXUQDO�RI�WKH�
,QWHUQDWLRQDO��3KRQHWLF�$VVRFLDWLRQ�������������������

5DIDW��<�����������$�VRFLR�SKRQHWLF�LQYHVWLJDWLRQ�RI�UKRWLFV�LQ�3HUVLDQ��,UDQLDQ�6WXGLHV����������
�����

5DIDW��<����������2UWKRJUDSK\�LQGXFHG�WUDQVIHU�LQ�WKH�SURGXFWLRQ�RI�QRYLFH�DGXOW�(QJOLVK��
VSHDNLQJ�OHDUQHUV�RI�6SDQLVK��'RFWRUDO�GLVVHUWDWLRQ��8QLYHUVLW\�RI�7RURQWR���

5DIDW��<���0RKDJKHJK��0���	�6WHYHQVRQ��5�$����������*HPLQDWH�DWWULWLRQ�DFURVV�WKUHH�
JHQHUDWLRQV�RI�)DUVL�(QJOLVK�ELOLQJXDOV�OLYLQJ�LQ�&DQDGD��$Q�DFRXVWLF�VWXG\��

<XDQ��(�����������=RRP�9LGHR�&RPPXQLFDWLRQV���KWWSV���]RRP�XV��
�
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