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#### Abstract

Bagworms (Lepidoptera: Psychidae) are sexually dimorphic polyphagous insects with a unique life cycle. Eumeta crameri is a common species of bagworm in Kerala, India. This paper documents the distribution mapping of Eumeta crameri in Kerala by QGIS method, and also includes an account of its host plant selection and utilization. Morphology and life cycle of the species is also discussed. We observed more than 100 individuals of Eumeta crameri from 19 localities in randomly selected human habitations of Kerala. The plant family most preferred by Eumeta crameri was found to be Fabaceae, and bag attachment was mainly seen on the middle portion of the preferred plant or tree.
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## INTRODUCTION

Bagworms (Lepidoptera: Psychidae) are characterized by the bag-making habit of the larvae, and extreme sexual dimorphism in adults. Family Psychidae constitutes 1,350 species in 241 genera (van Nieukerken et al. 2011), reported worldwide except from Antarctica. Hampson (1892) listed 36 species from "British India", including Sri Lanka and Myanmar, which is the oldestrecord of bagworms from India. A recent study indicates 106 species belonging to 34 genera in India (Sobczyk 2011). In most species, only the male emerges as a winged moth from the bag, while the females are apterous and persist as an egg sac inside the bag (Rhainds et al. 2009).

Bagworms were recorded as occasional pests from forested areas in Kerala but their polyphagous nature, as well as deficient documentation in human-altered habitats, suggests that they can become serious pests, in light of climate change and land use change (Mathew and Nair 1983, 1986; Nair and Mathew 1992; Varma et al. 1989). Many species are defoliators of cultivated crops and cause moderate to severe economic damage (Basri 1993), so the documentation of these insects is significant.

Eumeta crameri Westwood is a common bagworm species in Kerala. It is found in different habitats and on various kinds of vegetation, including herbs, shrubs, and trees (Usha and Jose 2017). Up to four generations per year, with the male population much higher than the female (Ameen and Sultana1977) were recorded from Bangladesh.

Thangavelu and Ravindranath (1985) did extensive work on the morphology and larval chaetotaxy of the species collected from Karnataka.

The present study documents the spatial distribution of Eumeta crameri Westwood by QGIS mapping and detailed study of host plant selection and utilization. Description of morphological characters like wing venation and genitalia, and observations on the life cycle are also presented in this paper.

## MATERIAL AND METHODS

Study area and collection: Collections were made from randomly selected sites in seven districts of Kerala, namely Thrissur, Palakkad, Wayanad, Malappuram, Ernakulam, Thiruvananthapuram, and Kannur. The bags of Eumeta crameri were handpicked from the host plants. Position coordinates, host plants, bag attachment, were recorded at the time of collection. Once a bag was noticed on a plant, observations were made around that plant in all directions wherever possible till no more bags were seen.

Distribution mapping: The position coordinates recorded were tabulated according to the presence of species in each site, and maps were created in QGIS technology, based on the occurrence of species. Concentric buffer zones of 2 km each were created to predict the range of dispersal from a mother bag.

Host plant selection and utilization: Data collected during field work was classified as follows: i. Bag position
was noted as top, middle, and lower, by roughly dividing the plant into three equal parts. ii. Bag attachment was classified as "on stem" and "on leaf". On stem, the attachments were classified as on node or on internode regions. On leaves, bag attachment was noted "on leaflet" or "on midrib". iii. The bags were also classified as small, medium, and large, based on the length of the sticks used in the bag, or the size of the bag.

Damage to the leaves near the bags, and all over the host plant, due to feeding by the larvae was calculated as follows: Damaged leaves were randomly selected for measurement. Based on the damage observed in the plant parts, i.e. mainly in the leaf area, we gave different scores. For no damage observed, score zero; less than $1 / 4$ of the leaf area damaged, score $1 ; 1 / 4$ to $1 / 2$ of the leaf area damaged, score 2 ; and $1 / 2$ to $3 / 4$ of the leaf area damaged, score 3 ; more than $3 / 4$ of the leaf area damaged, score 4 . The utilization of host plants by the bag moths based on the bag size (instars), bag position, number of bags, plant type, and feeding, was visualized using Principal Component Analysis (PCA).

Morphological study: The larvae were transferred into rearing bottles and kept until the emergence of adults. A few emerged male moths were sacrificed, spread, and pinned using standard protocol. The wing venation and genitalia were microscopically studied by preparing slides.

Lifecycle and dispersal: The study was conducted in an artificially created experimental set up with conditions similar to those in the wild. The larvae used in this study emerged from female bags of Eumeta crameri collected from Palakkad. The transfer of the hatched larvae to the plant top was done artificially and the distribution of larvae was observed. The larvae were released on a potted Phyllanthus emblica tree (hitherto referred as mother plant), placed near the wall of a building. The plant was kept on a plinth of height 53 cm , which raised the height to a total of 153 cm from ground level. Observations on the number of larvae dispersed, direction of dispersion, and number of larvae remaining on the plant, were noted. The number of larvae in each instar was noted and a survivorship curve was plotted.

## RESULTS AND DISCUSSION

## Distribution maps

Bags of Eumeta crameri Westwood, which are renovated by each instar and consist of silk and extraneous material like leaves, twigs, and thorns (Agrawal and Pati 2003), were collected from 19 sites in human altered areas of 7 districts in Kerala (Fig. 1). Distribution of Eumeta crameri was plotted using QGIS technology, according to the geographical coordinates of each collection site (Table 1). The larvae were seen to disperse and establish new bags up to 2 km away


Fig. 1: Map of occurrence zones of Eumeta crameri
from the mother plant; the dispersal range of these insects was plotted upto five generations. Ameen and Sultana (1977) observed four generations in a year, while our own observations (71 days) indicate that 5.1 generations/year are theoretically possible. Based on the observed dispersal along a radius of up to two km per generation from the mother plant, dispersal up to 10 km radius from the mother plant was predicted per year (provided that all factors such as climatic conditions, availability of suitable host plants, and lack of predators were favourable) (Fig. 2).

Host plant selection and utilization: Bagworms in the study area show polyphagy, as 24 species of plants belonging to 14 known and 3 unknown families were seen to be infested by bagworms. Out of 24 species, 8 were trees, 6 were herbs and 10 were shrubs. Phyllanthus emblica, Terminalia catappa, Psidium guajava, Tamarindus indica, Lawsonia inermis, and Hibiscus rosa-sinensis were frequently found infested by Eumeta crameri, and Fabaceae was the most affected plant family (Fig. 3). The bags were mostly positioned in the middle of the host plant, irrespective of the species being a tree, herb,


Fig. 2: Concentric zones showing hypothetical range of dispersal from the mother bag
or shrub (Fig. 4). The maximum number of bag attachments was seen at the internodes (Fig. 5).

Bags on the leaves were fewer in number than those attached to the stem. Though more bags were found in the middle third of the host plant in general, there was a significant increase in the bags attached to the upper third in trees, compared to shrubs and herbs. Less feeding was observed in trees than in shrubs and herbs.

Results of previous studies (Usha and Jose 2017) indicate that the mature larval instars migrate to trees after feeding on herbs and shrubs in the early instars. Relative size of the bags collected from the trees and reduced feeding (less damage observed) shows that mature larvae move to trees before pupation. This could indirectly help in better dispersal of the larvae, as air currents assist the ballooning technique used by larvae for dispersal.

While small and medium sized bags did not show any special preference for the top, middle, or lower parts of the host plant, and kept moving about, larger bags remained in the top region and were not observed to move much. As


Fig. 3: Distribution of host plant families infested by Eumeta crameri
larger bags contain the final instars which feed less, as well as the pupal stage and egg sac-like adult females, they are less mobile, whereas the smaller bags move about actively and their larvae feed voraciously, dragging the bag from one host plant to another. The maximum feeding was seen on herbs and shrubs. The size of the host plant was negatively correlated to feeding damage, but not significantly so. More feeding damage was observed in the top third of the host plants, as there are tender and succulent twigs and leaves on the upper part of the stem which the bagworms prefer.

Principal Component Analysis: The PCA biplot (Fig. 6) based on the moth bag size (instars), bag positioning, and number of bags, plant type, and feeding indicate that Mangifera indica was unique among the host species, as the number of bags found on Mangifera indica was much higher other than plants and also because the majority of the bags were final instars. Phyllanthus emblica, Trema orientalis, Tamarindus indica, Lawsonia inermis, Mangifera indica, Hyptis suaveolens, and Psidium guajava form a cluster in which most of the trees were included. Other plants cluster together towards the centre of the biplot, indicating that more data is needed to delineate host plant preferences.

Plant species code: Acacia auriculiformis $=\mathrm{AA}$, Casuarina sp. $=\mathrm{C} 1$, Chromolaena odorata $=\mathrm{CO}$, Cleome viscos $a=\mathrm{CV}$, Crotalaria pallida $=\mathrm{CP}$, Hyptis suaveolens $=$ HV, Ipomoea marginata $=\mathrm{IM}$, Lawsonia inermis $=\mathrm{LI}$,

Table 1: Occurrence data of Eumeta crameri Westwood

| SI no | District | Locality | Latitude | Longitude |
| :---: | :---: | :---: | :---: | :---: |
| 1. | Ernakulam | Malayatoor | $10^{\circ} 12^{\prime} 11.16^{\prime \prime}$ | $76^{\circ} 29^{\prime} 56.4{ }^{\prime \prime}$ |
| 2. | Ernakulam | Nedumbassery | $10^{\circ} 10^{\prime} 4.44^{\prime \prime}$ | $76^{\circ} 23^{\prime} 52.08^{\prime \prime}$ |
| 3. | Kannur | Pariyaram | $12^{\circ} 4^{\prime} 16.68^{\prime \prime}$ | $75^{\circ} 17^{\prime} 35.88^{\prime \prime}$ |
| 4. | Kannur | Payyanur | $12^{\circ} 5^{\prime} 27.708^{\prime \prime}$ | $75^{\circ} 11^{\prime} 37.14^{\prime \prime}$ |
| 5. | Kannur | Dharmadom | $11^{\circ} 46^{\prime} 41.52^{\prime \prime}$ | $75^{\circ} 28^{\prime} 8.4{ }^{\prime \prime}$ |
| 6. | Malappuram | Anakkayam | $11^{\circ} 3^{\prime} 6.48^{\prime \prime}$ | $76^{\circ} 4^{\prime} 17.04^{\prime \prime}$ |
| 7. | Palakkad | Kinassery | $10^{\circ} 44^{\prime} 49.344^{\prime \prime}$ | $76^{\circ} 40^{\prime} 6.924^{\prime \prime}$ |
| 8. | Palakkad | Mambaram | $10^{\circ} 44^{\prime} 47.69^{\prime \prime}$ | $76^{\circ} 40^{\prime} 14.376^{\prime \prime}$ |
| 9. | Palakkad | Kodumbu | $10^{\circ} 45^{\prime} 0^{\prime \prime}$ | $76^{\circ} 41^{\prime} 2.4{ }^{\prime \prime}$ |
| 10. | Palakkad | Parali | $10^{\circ} 47^{\prime} 41.21^{\prime \prime}$ | $76^{\circ} 33^{\prime} 47.81^{\prime \prime}$ |
| 11. | Thiruvananthapuram | Melaranoor | $8^{\circ} 29^{\prime} 19.33^{\prime \prime}$ | $76^{\circ} 57^{\prime} 59.8^{\prime \prime}$ |
| 12. | Thrissur | Panamukku | $10^{\circ} 29^{\prime} 18.204^{\prime \prime}$ | $76^{\circ} 12^{\prime} 7.02^{\prime \prime}$ |
| 13. | Thrissur | Nellikunnu | $10^{\circ} 31^{\prime} 14.88^{\prime \prime}$ | $76^{\circ} 13^{\prime} 33.96^{\prime \prime}$ |
| 14. | Thrissur | Ponnukkara | $10^{\circ} 28^{\prime} 24.0^{\prime \prime}$ | $76^{\circ} 17^{\prime} 57^{\prime \prime}$ |
| 15. | Thrissur | Irinjalakkuda | $10^{\circ} 21^{\prime} 12.096^{\prime \prime}$ | $76^{\circ} 13^{\prime} 4.73^{\prime \prime}$ |
| 16. | Thrissur | Wadakkanchery | $10^{\circ} 39^{\prime} 51.84^{\prime \prime}$ | $76^{\circ} 14^{\prime} 57.48^{\prime \prime}$ |
| 17. | Thrissur | Ottuppara | $10^{\circ} 39^{\prime} 52.2^{\prime \prime}$ | $76^{\circ} 15^{\prime} 5.4{ }^{\prime \prime}$ |
| 18. | Wayanad | Sulthanbathery | $11^{\circ} 39^{\prime} 38.84{ }^{\prime \prime}$ | $76^{\circ} 15^{\prime} 2.27^{\prime \prime}$ |
| 19. | Wayanad | Malavayal | $11^{\circ} 38^{\prime} 0.456^{\prime \prime}$ | $76^{\circ} 15^{\prime} 16.56^{\prime \prime}$ |

Mangifera indica $=$ MI, Mikania micrantha $=$ MM, Mimosa pudica $=$ MP, Phyllanthus emblica $=$ PE, Phyllanthus myrtifolium $=$ PM, Phyllanthus reticulatus $=\mathrm{PR}$, Psidium guajava $=$ PG, Sida acuta $=$ SA, Tamarindus indica $=$ TI, Tectona grandis $=$ TG, Terminalia catappa $=$ TC, Trema orientalis $=$ TO, Unknown sp. $1=\mathrm{U} 1$, Unknown sp. $2=$ U 2 , Unknown sp. $3=\mathrm{U} 3$, Urena sinuata $=\mathrm{US}$.


Fig. 4: Graphical representation of bag positioning on plants in each plant species

## MORPHOLOGY

The identification of species was done with the help of Hampson (1892), referring to experts, and also from the sequenced molecular data by BLAST. The Cytochrome oxidase subunit1 of Eumeta crameri was sequenced and uploaded in GenBank with the accession number MN717271.


Fig. 5: Graphical representation of bag attachment on plants in each plant make it family


Fig. 6: PCA map showing three plant clusters based on utilization by bagworm moth larvae and bag attachment

The bag of this species (Fig. 7) is cylindrical, mainly made by attaching dry twigs from the host plants in a circular pattern, as described by Agrawal and Pati $(1995,2003)$. Before attaching the twigs, the larva makes a tough leathery silk bag
around its body, on to which cut twigs are attached using silk threads. The silk bag is whitish cream and open at the anterior and posterior ends. Most of the bags have one especially long stick. Mean measurements of mature larval bags were 38 mm length, 30 mm circumference, and 9 mm outer diameter. Our observations concurred with earlier studies in northern India (Agrawal and Pati 1995, 2003). Similar data was not available in the studies conducted in Bangladesh (Ameen and Sultana 1977) and Karnataka (Thangavelu and Ravindranath 1985). The larvae stay inside the bag throughout their lifetime, with only the head and thoracic legs protruding outside while feeding and moving about. Newly hatched larvae are pale buff, becoming dark brown or black as they grow.

Mean length of the newly hatched larvae was 1 mm . As described earlier by Agrawal and Pati $(1995,2003)$, the larvae reconstructed and increased the bag size by using longer sticks at each progressive instar. Thangavelu and Ravindranath (1985) have provided detailed descriptions of the larval stages of Eumeta crameri population from Karnataka.

Adult males (Fig. 8) are medium-sized (mean body length 11 mm ), dark brown, with almost transparent wings; head,


Fig. 7: Larval bag


Fig. 8: Adult male


Fig. 9: a. Male genitalia, b. Aedeagus


Fig. 10: a. Forewing. b. Hindwing
thorax, and abdomen are covered with light brown hairs. The upper parts of forewings and hind wings are covered with tiny brown scales. Head small, capsule-like with one pair of compound eyes, mean length 1.5 mm , antennae bipectinate. Legs pale brown with dark brown hairs covering the coxa to femur region. Fore and mid legs with thick brown hairs, mean length 8.5 mm and 6.6 mm respectively. Forelegs with elongated hair-like process parallel with the length of tibia, originating from tibia-tarsal segment or junction. Hind legs comparatively shorter mean length 4.5 mm .

Adult females are distinct from males, cylindrical (vermiform) in shape with the appearance of an egg sac. Body filled with pale yellow eggs inside a sac, and with partially sclerotized head. Appendages are lacking.

Wing venation: Wingspan 26 mm . (Fig. 10a, b) Wings almost triangular in shape, transparent in spite of the presence of scales; major veins clearly visible. All 12 veins in forewing and 8 veins in hind wing as reported by Hampson (1892) were seen in the specimens collected from the study area. Forewing with vein R3 and R4, M2 and M3 stalked, as described by Hampson (1892). Hind wing in some individuals showed an interconnected cell-like structure between the middle of veins 7 and 8 . Veins M2 and M3 in hind wing were stalked.

Genitalia: (Fig. 9a) Male genitalia a long tube-like structure measuring 3 mm . External genitalia consist of the tip of aedeagus and valve, which protrude out of the last abdominal segment. Aedeagus (Fig. 9b) long tube-like, with cup-shaped anterior end measuring 2 mm .

Lifecycle and larval dispersal: Male and female bagworms do not possess any distinguishable external characteristics, so it is difficult to differentiate their bags in the early instars. In the final IXth instar, males are smaller and lack pigmentation (Thangavelu and Ravindranath 1985). The newly hatched (first instar) larvae were active and dispersed from the mother plant to the nearest plants by ballooning with the wind current. They build their bag by using silk and plant materials within 2 or 3 hrs after hatching. The wind was the primary medium of their dispersal. There was no feeding observed before ballooning. All the larvae were seen spinning silky threads for ballooning. The dispersal was carried mainly to the north-east direction following to the direction of wind (Usha and Jose 2018). The larvae form a single line while ballooning and move forward with the wind current. Dispersed larval bags were rediscovered after a few days from various plants around the mother plant, with the larvae actively feeding and building bags. Bags were not marked due to its minute size but the experiment was carried out in a wall compound and all plants were regularly checked before and after dispersal of bags, initial number of bags on


Fig. 11: Eumeta crameri Survivorship curve
the mother plant and final number of bags on other plants were compared and the latter was much less.

According to Usha and Jose (2018), out of 200 larvae hatched in natural conditions, only 34 relocated, to 12 individual plants of 5 species. The total lifecycle was of 71 days duration, larval and pupal duration was 42 and 25 days respectively. Adult lifespan is 3-4 days. A previous study (Agrawal and Pati 2003) stated that Eumeta crameri has three bag renovations, i.e. four instars per generation. But Thangavelu and Ravindranath (1985) delineated nine larval instars, based on the morphometric analysis of larvae. In this study, the life stages of Eumeta crameri were delineated based on bag renovations and a survivorship curve was plotted using the number of larvae at the time of each bag renovation.

Survivorship curve: The survivorship curve of Eumeta crameri was Type III or concave type. (Fig.11). This species produced large numbers of offspring and the mortality of larvae increased in each progressive bag renovation. Only two adult moths emerged in a generation from a brood of more than 200 . There are various reasons for a species to exhibit a particular survivorship curve; environmental factors could be the reason for decrease in survival. "An outside element that preferentially reduces the survival of young individuals is likely to yield a Type III curve" (Demetrius 1978).

## CONCLUSION

The Bagworm Moth Eumeta crameri Westwood is one of the commonest bagworm species found in the study area. The distribution mapping and host plant preferences of this species enable an understanding of the ecology of
this common moth. Four different studies conducted in four different environments and time periods, with differing results, reveal that variations in the duration of its lifecycle could be influenced by environmental parameters. Further studies on the effect of specific climatic and other abiotic factors on the life cycle and dispersal of Eumeta crameri are essential, as climate change and other anthropogenic factors may transform this polyphagous low-profile feeder into a major agro-economic destructor.
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#### Abstract

The genus Hedychium J. Koenig in south India is revised based on field investigations and herbarium analysis. Seven species and one variety are recognised, along with H. flavum J. Koenig found to be new distributional record. A brief history of the taxonomy of south Indian Hedychium along with diagnostic morphological characters are discussed. Photographs and details of distribution and conservation status are also presented. A comprehensive identification key to the species and variety is provided. The name H. flavum is lectotypified.
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## Introduction

Hedychium J. Koenig, an economically, medicinally and horticulturally important genus, comprises about 80 species chiefly distributed in India, south China and Southeast Asia with some species extending to Australia (1-4). The genus was established on the basis of a single species, $H$. coronarium J. Koenig (5). This is considered to be the largest genus of Zingiberaceae in India with about 45 taxa, with the centre of distribution in the northeast states of India, whilst a few species are occurring in south India $(3,6)$.

An account on floristic wealth of south Indian region with description of Hedychium was published in 1839 by Graham (7). He reported five species such as H. coronarium, H. flavum Roxb., H. angustifolium Roxb., H. sulphureum Wall. and a novelty, H. scaposum Nimmo. Subsequently, Dalzell (8) treated the latter as Monolophus scaposus (Nimmo) Dalzell, followed by Bentham and Hooker (9) as Kaempferia scaposa (Nimmo) Benth. \& Hook.f. and recently to Curcuma scaposa (Nimmo) Škorničk. \& M.Sabu (10). Wight (11) described two new species of Hedychium from the Western Ghats, namely H. cernuum Wight and H. venustum Wight.

A remarkable floristic work in south India was published in early 20th century as "Flora of Presidency of Madras", wherein Fischer (12) treated three species of Hedychium from South India such as H. coronarium, H. flavescens Carey ex Roscoe and H. venustum.

Hedychium griffithianum Wall. had been merged with $H$. venustum based on the relative length of the stamen and the lip (13). Later, these two were (14) reinstated as distinct species and later it was confirmed by further studies (15).

Recently, reports (16-17) are on 5 species of Hedychium, including a
cultivated one (H. coccineum Buch.-Ham. ex Sm.), from south India. Further field explorations have resulted in the discovery of 2 new taxa and 2 new distributional records of Hedychium $(3,4,18)$ from south India.

The present studies, based on study of herbarium specimens and literature and supplemented by extensive field observations, recognizes 6 species and 1 variety of Hedychium in peninsular India, namely H. coronarium, H. flavescens, H. venustum, H. forrestii Diels, H. forrestii var. palaniense Sanoj \& M. Sabu, H. matthewii Sinj. Thomas, B. Mani \& Britto and $H$. spicatum Sm. $(3,4,18)$. The present investigation also attempts to solve the problems in the identification of some south Indian taxa. Moreover, we recognised H. flavum Roxb. as a new distributional record to this area.

## Taxonomic treatment

Hedychium J. Koenig in Retz., Observ. Bot. 3: 73. 1783.
Type: Hedychium coronarium J. Koenig.

## Key to the south Indian taxa

1. Bracts imbricate ..................................................... 2

Bracts lax............................................................... 4
2. Flowers yellow, stamen equal to or exceeding the labellum. .. 3

Flowers white, stamen shorter than labellum $\qquad$ H. coronarium
3. Flowers creamy yellow, stamens exceeding lip .
.H. flavescens
Flowers sulphur yellow, stamen equalling lip .H. flavum
4. Stamen white......................................................... 5

Stamen red 6
5. Calyx shorter than bract, cincinnus 2-5-flowered
.H. forrestii
Calyx equal/longer than bract, cincinnus strictly 3flowered. $\qquad$ H. forrestii var. palaniense
6. Stamen shorter than labellum $\qquad$ Stamen longer than labellum .................. H. matthewii
7. Stamen 'L'shaped, cincinnus strictly 1-flowered $\qquad$ H. spicatum

Stamen straight/arching, cincinnus 1-3-flowered. $\qquad$
H. venustum

## Enumeration of taxa

1. Hedychium venustum Wight, Icon. PI. Ind. Orient. t. 2012. 1853.
= Hedychium cernuum Wight, Icon. PI. Ind. Orient. t. 2011. 1853.

Perennial rhizomatous herb. Rhizome 3.0-6 cm wide, aromatic. Leaves $10-14$ in number, sessile or slightly petiolate; lamina 37.0-50.0 $\times 12.5-15.5 \mathrm{~cm}$, elliptic. Inflorescence $23.0-46.0 \mathrm{~cm}$, upright or cernuous, dense; bracts $3.3-4.3 \times 1.7-2.6 \mathrm{~cm}$, ovate, lax, convolute, cincinnus $1-3$
flowered; bracteoles 2.6-3.2 $\times 1.5-1.8 \mathrm{~cm}$, tubular, entire or 2-toothed. Flower $11.2-14.0 \mathrm{~cm}$, white or creamy white with red tinge at centre; calyx $4.3-5.8 \mathrm{~cm}$, longer than bract, 3-toothed; corolla tube $6.3-9.1 \mathrm{~cm}$, hairy internally, lobes yellow, drooping, dorsal lobe 4.4-5.2 $\times 0.7-0.8 \mathrm{~cm}$, lateral lobe4.0-5.0 $\times 0.5-0.7 \mathrm{~cm}$; lateral staminodes 4.4-5.9 $\times 0.3-0.8 \mathrm{~cm}$, linear, white, red towards base; labellum 4.6$5.8 \times 2.3-3.3 \mathrm{~cm}$, obovate, white, clawed, apex split about $1.6-2.5 \mathrm{~cm}$; stamen $3.8-4.6 \mathrm{~cm}$, red, shorter than labellum, straight or slightly arching; filament red; anther red; ovary $3-5 \times$ ca. 3 mm , barrel-shaped; epigynous glands oblong, orange, bifid at apex. Fruits globose; seeds red; aril red.
Phenology
Flowering: June - September; Fruiting: August - October.

## Distribution

Hedychium venustum is an endemic species distributed in various parts of Kerala and Tamil Nadu at an elevations of $800-1500 \mathrm{~m}$ a.s.l. It grows as small populations on thin layer of soil over wet rocks in evergreen forest, wet and dripping rocks in grasslands and on banks of streams.

## Notes

Hedychium venustum shows wide variations in morphology especially on the habit and floral characters. Plants growing in the lower altitudes ( $800-1200 \mathrm{~m}$ ) often have slender leafy shoots, attaining a height only up to 1 m , whereas those in the higher altitudes (1200-1450 m) are robust forms and the leafy shoots attain a height up to 2 m . Similarly, the inflorescence of former is slender (Fig. 1A) whereas the latter is massive (Fig. 1B). Additionally, the length of the inflorescence, number of bracts per inflorescence, size of the bract and the size of the flowers are also different. The number of flowers per bract is often three in the robust form whereas it may range from one to three in slender low altitude forms. Additionally, fruiting is common in the former and often three fruits per bract are seen.
Specimens examined
India. Kerala: Idukki district, Peermedu, 09 Aug 2015, Thomas et al. 67229 (RHT); Idukki, 21 Oct 2014, S. Thomas et al. 66462 (RHT); Munnar, Thomas 67233 (RHT); Vazhikadavu, 23 Sept 2012, Thomas et al. 65149 (RHT); Trichur district, Sholayar, 15 Aug 2013, Thomas 65148 (RHT); Thiruvananthapuram district, Ponmudi, 26 Jul 2012, Thomas 65127 (RHT). Tamil Nadu: Valparai, 15 Aug 2013, Thomas 65187 (RHT).
2. Hedychium coronarium J. Koenig, Observ. Bot. (Retzius) 3: 73. 1783.
Perennial rhizomatous herb. Rhizome slightly aromatic, fleshy or fibrous. Leafy shoot $86-370 \mathrm{~cm}$ long, upright. Leaves sessile; lamina 26.0-60.0 $\times 7.5$ -14.3 cm , elliptic or narrowly oblong-lanceolate, pubescent below. Inflorescence $6.4-17.0 \mathrm{~cm}$ long, upright, compact; bracts $4.2-7.0 \times 1.6-6.6 \mathrm{~cm}$, ovate-elliptic or widely elliptic-orbicular, imbricate, cincinnus 1-4 flowered. Flowers $12.0-15.5 \mathrm{~cm}$ long, white; calyx $3.1-4.5 \mathrm{~cm}$ long, tubular, shorter


Fig. 1. Inflorescence of Hedychium venustum (A-B), H. coronarium (C-D), H. flavescens (E), H. flavum (F), H. forrestii (G), H. forrestii var. palaniense (H), H. matthewii (I) and H. spicatum (J-K)
than bract; corolla tube 8.2-9.6 cm long, lobes oblanceolate or narrowly oblong, white, dorsal lobe $4.2-5.5 \times 1.0-1.5 \mathrm{~cm}$, lateral lobes $4.0-4.8 \times 0.8-1.5$ cm ; lateral staminodes $4.7-5.8 \times 2.4-3.4 \mathrm{~cm}$, elliptic or obovate, clawed, white; labellum 5.0-6.2 $\times 5.2-$ 6.2 cm , orbicular, emarginated, white, clawed; stamen 4.2-5.4 cm long, shorter than labellum; filament white; anthers creamy white; ovary barrel shaped; epigynous glands 2, oblong, yellow. Fruits ovoid; seeds red, aril red.

## Phenology

Flowering: July - January; however, some populations flower throughout the year. Fruiting: rare in wild populations.

## Distribution

Native to Myanmar and widely distributed all over India. It is cultivated as ornamental throughout the tropics (19).

## Notes

It is the most common species of Hedychium in the area and widely cultivated as an ornamental plant (Fig.1C). The wild plants are larger in size than garden varieties and are slightly fragrant. While sampling the specimens of H. coronarium from various parts of south India, the authors came across with a specimen having strobili-form spikes (Fig.1D). Detailed analysis shows that it differs from rest of the collections of H. coronarium by characters such as robust habit,
fibrous rhizome, pubescent and larger bracts and bracteoles, 3-4-flowered cincinnii, pubescent calyx and large flowers. Additionally, fruit development has so far not been observed in this population. In 2004, the Board of trustees of the Royal Botanic Gardens, Kew (20) treated a number of names under $H$. coronarium. Following their norms, even if those populations have the above mentioned variations, we treated it as H . coronarium.

Specimens examined
India. Kerala: Idukki district, Munnar, 13 Oct 2012, Thomas 65120 (RHT); Anayirankal, 13 Oct 2012, Thomas et al. 65129 (RHT); Tamil Nadu: Dindigul district, Kodaikanal, 12 Dec 2013, Britto \& Thomas 65199 (RHT); Coimbatore district, Sholayar submergible area, Ramamoorthy 18120 (MH!);

65130 (RHT); Gavi, 25 Sept 2013, Thomas 65133 (RHT); Tamil Nadu: Dindigul district, Kodaikanal, near Silver Cascade, 12 Dec 2013, Britto \& Thomas 65198 (RHT); Maharashtra: Kohlapur, Tillari, 5 Oct 2006, Malpure 7 (SUK); Andhra Pradesh: East Godavari district: Dummakonda R.F., 28 Sep 1980, Subba Rao 68626 (MH); Visakapatnam district, Cherukanda, 29 Aug 1966, Subba Rao 28192 (MH); Karnataka: Kodagu district, Mercara, 25 May 1976, Sivadasan 17533 (CALI!).
4. Hedychium flavum Roxb., FI. Ind. 1: 81. 1820.

Type (lectotype, designated here): India orientalis (possibly Calcutta Botanic Garden), Roxburgh s.n. (BM000958140, digital image!). Additional original material: [unpubl. icon] Icones Roxburghianae, No. 2153 (CAL, digital image!, copy

Table 1. Comparison of diagnostic characters of $H$. flavescens and H. flavum

| Characters | H. flavescens | H. flavum |
| :--- | :--- | :--- |
| Inflorescence | Compact to lax flowered, cylindrical | Compact, cone-like |
| Bracts | Imbricate to non-imbricate, hairs golden-yellow | Imbricate, hairs hyaline |
| Cincinnus | $3-5$ flowered | $3-4$ flowered |
| Flowers | Creamy yellow | Sulphur yellow |
| Length of the corolla tube | $8.2-8.9 \mathrm{~cm}$ | $6.0-6.8 \mathrm{~cm}$ |
| Cleft of the labellum | $c a .1 .5 \mathrm{~cm}$ deep | $<5$ mm deep |
| Length of the stamen | $5.2-5.8 \mathrm{~cm}$, exceeding the labellum | $4.0-4.2 \mathrm{~cm}$, equal to the labellum |
| Anther attachment | At $45^{\circ}$ angle | Parallel to filament |
| Ovary | Densely pubescent, hairs golden-yellow | Moderately pubescent, hairs hyaline |

Valparai, 20 Oct 2013, Thomas 65186 (RHT). Karnataka: Ko- at K, digital image!).
dagu district, Coorg, Sivarajan s.n. (CALI!).
3. Hedychium flavescens Carey ex Roscoe, Monandr. PI. Scitam. t. 50. 1825.

Perennial rhizomatous herb. Rhizome slightly aromatic. Leafy shoot robust. Leaves sessile; lamina ellipticoblanceolate, pubescent on abaxial surface. Inflorescence $10-18 \mathrm{~cm}$ long, moderately lax; bracts $6.2-6.5 \times 3.0-3.8 \mathrm{~cm}$, ovate, often imbricate, cincinnus 3-5 flowered; Flowers 14.0 -15.5 cm long, lemon yellow; calyx 3.9-4.3 cm, yellow; corolla tube $8.2-8.9 \mathrm{~cm}$ long, yellow, lobes oblanceolate, yellow; lateral staminodes 5.0-5.2 $\times 1.7-1.9 \mathrm{~cm}$, elliptic, yellow, reflexed back; labellum 5.0-5.2 $\times 4.0-4.6 \mathrm{~cm}$, obovate, yellow, reflexed back on upper half, deeply emarginated, clawed; stamen yellow, longer than labellum, filament yellow, straight, anther elliptic; ovary barrel shaped,; epigynous glands 2, oblong, orange.

Phenology
Flowering: August-November; Fruiting: Not observed.
Distribution
Hedychium flavescens (Fig.1E) is found in all south Indian states of Kerala, Karnataka, Andhra Pradesh, Telangana and Tamil Nadu. This species shows a narrow range of distribution in Karnataka, Andhra Pradesh and Telangana.

Notes
It may be reproductively isolated from other species of Hedychium because of the absence of fruit set.

Specimens examined
India. Kerala: Idukki district, Munnar, 13 Oct 2012, Thomas

Perennial rhizomatous herb. Rhizome slightly aromatic. Leafy shoot robust. Leaves sessile; lamina ellipticoblanceolate, pubescent below. Inflorescence 12-22 cm, compact; bracts imbricate, orbicular-ovate, cincinnus 3-4 flowered. Flowers $11.2-12.5 \mathrm{~cm}$, sulphur yellow; calyx 3.84.1 cm , yellow; corolla tube $6.0-6.8 \mathrm{~cm}$, yellow; lobes oblanceolate, yellow; lateral staminodes $3.3-3.5 \times 1.0-1.2 \mathrm{~cm}$, elliptic, sulphur yellow, reflexed back; labellum 3.5-3.8× $2.7-3.0 \mathrm{~cm}$, obovate, sulphur yellow, clawed at base, apex rounded, 4-5 mm emarginated; stamen equal to the labellum, sulphur yellow; filament yellow, straight; anther elliptic; ovary barrel shaped; epigynous glands 2, oblong, orange.

## Phenology

Flowering: profusely in September-December and it lasts up to February. Fruiting: So far not observed.

## Distribution

India, Thailand, China, Bangladesh and Myanmar. In India it is common in North-East region. Presently, this taxon is reported from south India (Tamil Nadu).

Roxburgh (21) described H. flavum along with admirable illustrations. However, this species has been wrongly treated by various authors (22, 23). Hedychium flavum was described on the basis of plants cultivated in the Calcutta Botanic Garden grown from seeds obtained from Sylhet in Bangladesh received from Mr. M. R. Smith in 1810 (24). It was illustrated by him in his unpublished Flora Indica drawings (available at CAL and K). In addition, a specimen col-
lected by Roxburgh could be traced out at BM. These drawings and specimen represent the uncited original material of the name. Although, an uncited drawing as well as specimen have equal priority in lectotype designation as per Art. 9.2 of ICN (25), we are selecting herewith the well preserved flowering specimens at BM as the lectotype of the name.

Graham (7) reported H. flavum in Parell garden, Bombay. However, it was introduced from Bengal, as noted by him it in the publication. During the expedition in Western Ghats, it was by accident that a few populations of Hedychium growing in Nilgiris possessing characteristics similar to H. flavum were seen (Fig. 1F). Upon careful scrutiny, it is authenticated as H. flavum (Table 1). Consequently, it forms the first valid report of this species from south India.
Specimens examined
India. Tamil Nadu: Nilgiri district, Nilgiris, 22 Dec 2012, Thomas 65139 (RHT).
5. Hedychium forrestii Diels, Notes Roy. Bot. Gard. Edinburgh 5: 304. 1912.
Rhizomatous perennial herb; rhizome aromatic. Leafy shoot robust; lamina sessile, narrowly elliptic, sparsely hairy below. Inflorescence $16-24 \mathrm{~cm}$ long, lax, erect; bracts lance-ovate, lax, cincinnus 2-4 flowered; Flowers 12.4-13.2 cm long, white; calyx $3.7-4.1 \mathrm{~cm}$ long, shorter than bract; floral tube $6.5-6.8 \mathrm{~cm}$ long, white; corolla lobes linear, white; lateral staminodes, oblanceolate to obovate, white, reflexed back; labellum orbicular, clawed, shallowly emarginated; stamen white, exceeding the labellum; ovary puberulous; epigynous glands two, oblong, yellow. Fruits terete; seeds red, aril red.

## Phenology

Flowering: August-October; Fruiting: October-December.

## Distribution

It grows on thin soil over exposed wet rocks in evergreen montane forests and marshes in grasslands at an elevation of 950-1200 m. In south India, it is reported from Idukki and Thrissur districts of Kerala and Nilgiris in Tamil Nadu.

## Notes

When compared with H. coronarium, H. forrestii could be distinguished by its lax spikes (Fig.1G), closely convolute bracts, stamen exceeding the lip and oblong-cylindric capsules.

## Specimens examined

China. 1908, Cavalerie 00211021 (E); 1912 Forrest 00211015 (E). NEPAL. 1821, Wallich 000574704 (BM). India. Kerala: Thrissur, Sholayar, 15 Aug 2013, Thomas et al. 65146 (RHT); Idukki, Nellippara slopes, 07 Feb 1981, Nair 70106 (MH); 28
July 2013 Thomas et al. 65490 (RHT!); Tamil Nadu: Nilgiri district, Kailas Pillai Estate to Sirur (near Ebanad), Subba Rao 36524 (MH).
6. Hedychium forrestii Diels var. palaniense Sanoj \& M. Sabu, J. Bot. Res. Inst. Texas 4: 633-639. 2010.
Perennial rhizomatous herb. Rhizome slightly aromatic. Leaves sessile; lamina elliptic, puberulent below. Inflo-
rescence $16.5-29.2 \mathrm{~cm}$, lax, upright; bracts lanceolate, convolute, cincinnus ca. 3 flowered. Flowers $15.0-15.2 \mathrm{~cm}$, white; calyx 3-toothed at apex; corolla tube $9.2-9.4 \mathrm{~cm}$ long, white; lobes oblong, white; lateral staminodes 4.1-4.4 $\times$ 1.9-2.0 cm, elliptic, white, reflexed back; labellum 4.3-4.6 $\times 4.0-4.2 \mathrm{~cm}$, ovate, white, clawed at base, $1.9-2.1 \mathrm{~cm}$ emarginated at apex; stamen longer than labellum, white; ovary barrel-shaped; epigynous glands two, oblong, yellow. Fruits three-angled; seeds red, aril red.

## Phenology

Flowers: June-November; Fruiting: starts September onwards.

## Distribution

Hedychium forrestii var. palaniense is a narrow endemic reported only from Palni Hills, Tamil Nadu at an altitudinal range of 1300-1600 m.

## Notes

Matthew, Charles and Rajendran (RHT46992) collected this specimen from the Palni hills in 1986 and were able to distinguish it from other south Indian species of Hedychium, but not to identify it as H. forrestii. Subsequently, this plant had been collected from the same locality and described it as $H$. forrestii var. palaniense (18) (Fig. 1 H ). It differs from $H$. forrestii var. forrestii in having longer flowers and corolla tube (9.2-9.4 cm) and calyx equal or slightly longer than bracts (18).

## Specimens examined

India. Tamil Nadu: Dindigul district, Vadakavungi, Palar Dam view, 12 Dec 2013, Thomas \& Britto 65200 (RHT); Kodaikanal, Palani Ghat Road between Perumal Malai and Vadakavunchi, 23 Sept 1986, Matthew, Charles and Rajendran 46992 (RHT, E).
7. Hedychium matthewii Sinj. Thomas, B. Mani \& Britto, Webbia 70: 221. 2015.

Rhizomatous perennial herb. Leafy shoot robust; lamina sessile, narrowly oblong to narrowly elliptic, abaxial side pubescent. Inflorescence lax, upright; bracts narrowly elliptic, involute, cincinnus 1-3 flowered. Flowers $13-15.3 \mathrm{~cm}$ long, spreading; calyx $4.5-6.1 \mathrm{~cm}$ long, tubular; floral tube 6 -8 cm long, pale yellow; corolla lobes linear, pale yellow; lateral staminodes linear, white, pale yellow-red tinged towards base; labellum spathulate, clawed, apex rhombic, white; stamen $7.1-7.8 \mathrm{~cm}$ long, bright red, exceeding labellum; ovary barrel-shaped; epigynous glands two, narrowly cylindrical, orange. Fruits terete; seeds red, aril red.
Phenology
Flowering: August - September; Fruiting: September - November.

## Distribution

Hedychium matthewii shows a narrow range of distribution and reported only from Kerala (Idukki and Thrissur). It occurs as small populations in thin soil over rocky slopes of moist evergreen forests at elevations of 1150-1230 m. This species is assessed as Critically Endangered (3, 26).
Notes

This is the only species with very long stamen among the different species reported from the peninsular India (Fig. 11).

## 8. Hedychium spicatum Sm., Cycl. 17: 8. 1811.

Perennial rhizomatous herbs; rhizome aromatic. Leafy shoot slender; lamina sessile, narrowly elliptic to lanceolate. Inflorescence 12-32 cm, lax; bracts 2.6-4.7 $\times 0.9-1.5 \mathrm{~cm}$, subulate, lax, cincinnus strictly 1 -flowered. Flowers $10.6-12 \mathrm{~cm}$ long, spreading; calyx $3.4-3.6 \mathrm{~cm}$ long, tubular; floral tube 5.3-5.6 cm long, pale yellow; corolla lobes linear, yellow; lateral staminodes $4.6-5.1 \times$ ca. 0.3 cm , linear, creamy white, red tinged towards base; labellum obovate, pale red, clawed, apex obovate, creamy white, deeply clefted with incision 2-3.7 cm; stamen red, shorter than labellum, bent at middle; ovary glabrous; epigynous glands two, oblong, yellow, bifid. Fruits sub-globose; seeds red, aril red.

## Phenology

Flowering: Starts on end of June - August. Fruiting: JulySeptember.

## Distribution

It is reported from south India from moist and shady places under shola forests at an altitude of 1500-1600 m in Idukki, Kerala. These populations are under extreme decline due to habitat loss.

## Notes

Hedychium spicatum shows ample distribution in the Northeastern parts of India, but shows only a narrow range of distribution in the southern parts of India. Hedychium venustum has been occasionally misidentified as H. spicatum. However, H. spicatum (Fig. 1J) could easily be distinguished from H . venustum by its slender habit, strictly 1flowered cincinnii, sessile leaves, narrow labellum, shorter and bent stamen and spurred thecae (4). During the present investigation the authors met with an interesting specimen from Old Devikulam, Idukki characterised by flowers with tripartite and non-clawed labellum, subulate and short bracts, non-tubular and short bracteoles and apically hairy calyx tube. At the same time, it is related to H . spicatum in all other features. Therefore, we treating it as a variant form of $H$. spicatum (Fig. 1K).

## Specimens examined

Nepal. 1819, Wallich 000574705 (BM); 1819, Wallich 000574708 (BM). INDIA. Sikkim: 1887, Hooker 72407 (MH); Khasia, 1887, Hooker 72408 (MH); Kerala: Munnar 16 July 2012 Thomas et al. 65121 (RHT); Old Devikulam, 04 Aug2013, Thomas et al. 65488 (RHT).
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#### Abstract

: Behavioural finance assumes that characteristics of market participants and information structure systematically have an influence on individuals' investment decisions. This research paper aims at identifying the factors that influences the individual investor behaviour. Data collection is made with the help of structured questionnaires. Investment decisions have gained importance due to the general increase in employment opportunities and economic development of a nation. Mutual Funds provide a platform for a common investor to participate in the Indian capital market with professional fund management irrespective of the amount invested. The Indian mutual fund industry is growing rapidly and this is reflected in the increase in Assets under management of various fund houses. Mutual fund investment is less risky than directly investing in stocks and is therefore a safer option for risk averse investors. The main purpose of the study is to identify the role of extraversion personality affects the relationship between personality traits and investment management. However, in case of Long run Risk behaviour partially mediates the relationship of "Extraversion", "Agreeableness", "Openness to Experience", and "Conscientious".
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## Introduction:

Investment is one of the foremost concerns of every individual investor as their small savings of today are to meet the expenses of tomorrow. Every individual investor possesses different mindset when they decide about investing in a particular investment avenue such as stocks, bonds, mutual funds, fixed deposit, real estate, bullion etc. In each life cycle stage, every individual desire his hard-earned money to be invested in most secure and liquid avenue. However, the decision varies for every individual depending on their risk-taking ability and the purpose for which such investment is to be done. Purpose of investment can be related with
saving objective. Each individual investor selects the investment option for certain time period looking at their personal financial goals. Investment behaviour of an individual investor reveals how he/she wants to allocate the surplus financial resources to various instruments for investment available. The investment behaviour consists of why they want to invest, how much of their disposable income they want to invest, for how many years/months they want to invest and most importantly the timing of such investment. In various empirical studies, it has been found that information being an important factor on taking decision to invest, which influences them on choice of investment and later on how they act after investment (Kasilingam \& Jayabal, 2008). The study was conducted mainly to know about the individual investor's perception towards the deciding on the objective for which they save money for future. In every life cycle stage, saving objective by an individual always changes. Such a change occurs not only due to the age of the investors, but also due to the occupation and income level category, where they fall.

Savings and investments play a major role in economic development of any country and the primary objective of all government's policy has been to promote savings and capital formation in the economy which is a primary instrument of economic growth. Personal Savings in India is attributed to growth in income of individuals and the rising rate of inflation. The role and importance of individual investors and their trading behaviour in Indian financial market is also imperative. Expected utility theory views, individual investment decision as a trade-off between immediate consumption and deferred consumption. But individuals do not always prefer according to classical theory of economics. Recent studies on individual investor behaviour have shown that they do not act in a rational manner, rather than several factors influences their investment decision. The purpose of this study is to analyse the determinants of individual investor's behaviour in Indian financial market.

The Indian Mutual fund industry has witnessed considerable growth since its inception in 1963. The impressive growth in the Indian Mutual fund industry in recent years can largely be attributed to various factors such as rising household savings, comprehensive regulatory framework, favourable tax policies, and introduction of several new products, investor education campaign and role of distributors.

The concept of Mutual funds has been on the financial landscape for long in a primitive form. The story of mutual fund industry in India started in 1963 with the formation of Unit Trust of India at the initiative of the Government of India and Reserve Bank. The launching
of innovative schemes in India has been rather slow due to prevailing investment psychology and infrastructural inadequacies. Risk averse investors are interested in schemes with tolerable capital risk and return over bank deposit, which has restricted the launching of more risky products in the Indian Capital market. But this objective of the Mutual Fund industry has changed over the decades. For many years funds were more of a service than a product, the service being professional money management. In the last 15 years Mutual funds have evolved to be a product. A competent fund manager should analyse investor behaviour and understand their needs and expectations, to gear up the performance to meet investor requirements. It is the time for mutual fund companies to understand the fund selection/ switching behaviour of the investors' and to design the fund schemes according to the changing needs of consumer, otherwise survival of funds will be difficult in future. The present study made efforts in this regard to suggest ways to penetrate this mode of investment deep in Indian society it also provides the information that what present investor expects.

Mutual Funds have become a widely popular and effective way for investors to participate in financial markets in an easy, low-cost fashion, while muting risk characteristics by spreading the investment across different types of securities, also known as diversification. It can play a central role in an individual's investment strategy. They offer the potential for capital growth and income through investment performance, dividends and distributions under the guidance of a portfolio manager who makes investment decisions on behalf of mutual fund unit holders. Over the past decade, mutual funds have increasingly become the investor's vehicle of choice for long-term investment. It becomes pertinent to study the performance of the mutual fund. The relation between risk-return determines the performance of a mutual fund scheme. As risk is commensurate with return, therefore, providing maximum return on the investment made within the acceptable associated risk level helps in segregating the better performers from the laggards. Many asset management companies are working in India, so it is necessary to study the performance of it which may be useful for the investors to select the right mutual fund.

In the big 5 theory of personality, extroversion (often known as extraversion) is one of the five core traits believed to make up human personality. Extroversion is characterized by sociability, talkativeness, assertiveness, and excitability.

People who are high in extroversion tend to seek out social stimulation and opportunities to engage with others. These individuals are often described as being full of life, energy, and
positivity. In group situations, extroverts (extraverts) are likely to talk often and assert themselves.

## Extraversion and Investment Intention

An Extraversion is "active, optimistic, excitement seeking and tend to socialize in large crowd" (Leary, Reilly, \& Brown, 2009; McCrae \& Costa J, 1997). Pan and Statman (2013) revealed "extraversion deliberate only positive information, which influences their assessment of the probability of success and instigated overconfidence in financial decision making". Mayfield et al. (2008) directed a study among business school undergraduates and revealed that extraversion trade frequently and tend to invest their more money in stock market. Furthermore, he finds negative association between extraversion and risk aversion. Another study who examine the association between personality traits and financial decision making of household, finds that "extroversion is associated with unsecured debts and financial assets" (Brown \& Taylor, 2014). R. B. Durand et al. (2008) in his study divulged that" individuals with higher degrees of extraversion appear to take more risk to achieve higher returns".

## Literature Review:

Lenard et. al. (2003) empirically investigated investor"s attitudes toward mutual funds. The results indicate that the decision to switch funds within a fund family is affected by investor"s attitude towards risk, current asset allocation, investment losses, investment mix, capital base of the fund age, initial fund performance, investment mix, fund and portfolio diversification. The study reported that these factors are crucial to be considered before switching funds regardless of whether they invest in non-employer plans or in both employer and non-employer plans. Ronald T. Wilcox (2003) examined how investors choose a mutual fund and found that investors pay a great attention to past performance and also indicated that the educated investors demonstrated greater knowledge of basic finance made poorer, not better, decisions than their less financially savvy. Paula A. Tkac (2004) found that investors are irrational or in some other sense cannot look out for their own best interests. Mutual fund industry provides a variety of products and price structures to heterogeneous consumer preferences and budgets. Consumer who prefer more style, features or power willingly pay higher prices and the investor rely on and pay to the financial advisors or brokers for processing and formulating guidance regarding fund allocation. They are facing risk because of misconduct by advisory firms. They are not demanding any disclosures of their fund. The risks reduced to zero if investors are
willing to pay with their own time and energy to monitor their fund position. J.Lilly and DrAnasuya (2014) published a research paper "An empirical study of performance evaluation of selected ELSS mutual fund schemes" which examined the performance of 49 selected tax saving elss schemes by applying Sharpe ratio, Treynor ratio, Sortino ratio and Jensen's alpha measure and found out LIC NOMURA MF GROWTH and dividend schemes has the highest return and are risk borne when compared to other schemes. Sadiq and Ishaq (2014) conducted a study to examine the effect of demographic factors on investors level of risk tolerance on the choice of investment with 100 investors from two cities of Pakistan. Results of their study indicated that demographic factors of investors: academic education, income level, investment knowledge and investment experience effect the investors level of risk tolerance. Further, study revealed that gender, marital status, occupation and family size did not show any effect on investment level of risk tolerance. There is another study carried out to examine the impact of demographical factors on investment decision on Vietnam Stock Market by Ton and Nguyen in 2014. Results of their study made known that the demographic factors (gender, age and marital status) influenced on the decision making of investors on Vietnam Stock Market. Rosemary and Bitrus (2016) conducted a study with the aim to identify the fundamental factors influencing individual investors in the shares of Nigerian capital market. Primary data was collected from 130 individuals using structured questionnaires. Study identified the followings influencing factors on individual investors decision making: past performance, expected bonus issue, growth potential, future dividend and the profitability of the company. Chavali and Mohanraj (2016) studied to examine the impact of demographic variables and risk tolerance on investment decisions in India. 110 investors participated in the survey and data was collected using questionnaires. The study found that gender had an impact on the investment pattern and decision making of respondents. Perera (2016) examined the influence of investor's gender attitudes on investor behaviour in Colombo Stock Exchange. The Outcome of the study revealed that individual's gender differences significantly influenced on cognitive factors, emotional factors and herding factors. Also study found that there was a strong correlation among the investor's demographic factors, market factors, risk bearing capacity, lifestyle characteristics and behaviour. The accurate measurement of risk tolerance in an investment portfolio proves to be a difficult task (Kannadhasan, Aramvalarthan, Mitra, Goyal, 2016). However, the various factors, influencing risk tolerance, aid in overcoming said difficulties. Risk tolerance is influenced by a variety of factors, including, but not limited to demographic variables, financial well-being, life satisfaction as well as personality traits. Other factors
include environmental and economic factors (Kannadhasan et al., 2016). Caspi, Roberts, Shiner (2005) suggest that an individual's level of risk tolerance is more stable over time than their personality traits. Furthermore, Kannadhasan et al. (2016) argue that an investor's personality traits heavily influence his decision-making processes. The five main personality traits according to the five-factor model are (i) neuroticism, (ii) extraversion, (iii) openness to experience, (iv) agreeableness, and (v) conscientiousness (Cooper, 2003; Rothmann \& Coetzer, 2003; Vazifehdoost et al., 2012). Mayfield, Perdue, \& Wooten (2008) found in their study that personality traits have a strong association with investment management. They found that neuroticism has no impact on investment management while people with extraversion and openness to experience traits are involved in both short term and long term investment intentions. They argued that anxious individuals feel more insecure, so it is possible that they would be less preferred to engage in shortterm investing. Conversely, optimistic and outgoing people can involve in both short term and long term investment intentions. Personality traits are determinants of investors' behavior (Baik, Kang, \& Kim 2010; Akhtar \& Batool 2012; and M. Moradi et al. 2013). They studied that some personality traits have strong association with both short-term and long-term investment and some have are associated with either short-term or long-term investment intentions.

## Objectives:

1. To analyze the demographic variables of the mutual fund investors.
2. To find out the relationship between the risk acceptance and occupation level of extraversion personality investors.
3. To evaluate the awareness level about the mutual fund among investors
4. To know the relationship between occupation of investors and the time holding of investment in mutual fund

## Research Methodology:

The basic design of survey instrument consists of structured questionnaires. It is so designed to collect all required information from investors of mutual funds. Based on their knowledge, information source and investment decision factors related to their selection of a particular scheme fund. Descriptive type of research was used for this study. Data used for the research has been collected from primary and secondary sources. Percentage analysis, Graphical Representation and Hypothetical test were used for data analysis.

## Data Analysis and Interpretation:

## Table 1

| Demographic Variable | Frequency | Percentage |  |
| :--- | :--- | :--- | :--- |
|  | Male |  | 100 |
|  | Female | 0 | 0 |
| Occupation | Private job | 32 | 32.0 |
|  | Government job | 50 | 50.0 |
|  | Retired | 18 | 18.0 |
| Educational Qualification | ITI | 39 | 39.0 |
|  | SSLC | 30 | 30.0 |
|  | Degree | 7 | 7.0 |
|  | Post Graduate | 24 | 24.0 |
| Marital Status | Married | 92 | 92.0 |
|  | Unmarried | 8 | 8.0 |

## Source: Primary Data

## Interpretation:

## a) Gender

From table 1 it is clear that, all the respondents ( $100 \%$ ) are males.

## b) Occupation

From the above table 1, it depicts that most of the respondents are government employees i.e., $50 \% .32 \%$ of the employees fall under the private job. Only $18 \%$ of them are retired.

## c) Educational Qualification

From the above table 1, educational qualification of the employees reveals that $7 \%$ of the respondents have only taken degree. Most of the employees (39\%) are qualified with ITI. 30\% of employees just have the basic qualification. $24 \%$ of the employees have post graduation qualification.

## d) Marital Status

From the above table 1, it is clear that $92 \%$ of the employees are married and only $8 \%$ employees are unmarried.

## $>$ Relation between risk acceptance and investor's occupation

To know whether there is significant difference in the risk acceptance with different occupation the following hypothesis are framed:
$H_{0}$ : There is no significant difference in the risk acceptance with different occupation
$\mathrm{H}_{1}$ : There is significant difference in the risk acceptance with different occupation
These hypotheses are tested using one way ANOVA and the result is exhibited in the table below.

## Mean, $F$ value and $P$ value of different occupation

## Table 2

| Experience | N | Mean | F value | P value |
| :--- | :--- | :--- | :--- | :--- |
| Private job | 32 | 88.8167 |  |  |
| Government job | 50 | 88.8307 |  |  |
| Retired | 18 | 90.0296 | 1.301 | 0.277 |
| Total | 100 | 89.0420 |  |  |

P value is greater than 0.05 thus there exist no significant difference in the mean of risk acceptance with different occupation and thus accepted the null hypothesis.
> Awareness level about mutual funds

Hypothesis 1:-
Ho - There is no significant difference between the investors' age and the awareness about mutual fund.

H1 - There is significant difference between the investors' age and the awareness about mutual fund.

## Table No 3

The Investors' Age And Awareness About Mutual Fund.

| ONE WAY ANOVA TEST |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :---: | :---: |
|  | Sum of <br> squares | Degree of <br> freedom | Mean <br> square | F |  |  |
| Between <br> Groups | 0.985 | 3.00 | 0.328 |  |  |  |
| Within <br> Groups | 73.895 | 296.00 | 0.250 | 1.316 |  |  |
| Total | 74.880 | 299 |  |  |  |  |
| SIGNIFICANT VALUE: 0.541 |  |  |  |  |  |  |

Inference:-
The above table communicates the result with regarding to the calculated value of " $F$ " test. The calculated " $F$ " value is less than the tabulated value at $5 \%$ level of significance for $\mathrm{v} 1=3$, and $\mathrm{V} 2=296$ degrees of freedom. Hence, the null hypothesis is rejected and alternative hypothesis is accepted. It is proven from the analysis that there is a significant difference between the age of the respondents and awareness about mutual fund

## Hypothesis 2:-

Ho - There is no significant difference between the investors' income group and the knowledge level about mutual fund.
H1 - There is significant difference between the investors' income group and the knowledge level about mutual fund.

## Table No 4:

Income group and the knowledge level about mutual fund.

| ONE WAY ANOVA TEST |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :---: |
|  | Sum of <br> squares | Degree of <br> freedom | Mean <br> square | F |  |
| Between <br> Groups | 0.54 | 3.00 | 0.181 |  |  |
| Within <br> Groups | 74.34 | 296.00 | 0.251 | 0.72 |  |
| Total | 74.880 | 299 |  |  |  |
| SIGNIFICANT VALUE: 0.269 |  |  |  |  |  |

The above table communicates the result with regarding to the calculated value of " F " test. The calculated " $F$ " value is less than the tabulated value at $5 \%$ level of significance for $\mathrm{v} 1=3$, and V2 $=296$ degrees of freedom. Hence, the null hypothesis is accepted and alternative hypothesis is rejected. There is a least significant difference between the means of the income group of investors and the awareness level.
$>$ Relationship between occupation of investors and the time holding of investment in mutual fund

Table 5
Time of holding investments

| Particulars | Frequency | Percentage | Cumulative <br> percentage |
| :--- | :--- | :--- | :--- |
| Less than 1 year | 50 | 13.8 | 13.8 |
| $1-3$ Years | 201 | 55.4 | 69.1 |
| $4-6$ years | 76 | 20.9 | 90.1 |
| $7-9$ years | 28 | 7.7 | 97.8 |
| More than 10 Years | 8 | 2.2 | 100.0 |
| Total | 363 | 100 |  |

As the tests revels that $69.1 \%$ investor prefer to hold the investment in mutual fund for one - three year period, $20.9 \%$ for four - six year period. So it can be concluded that about $90 \%$ investor hold their investment for not less than six years.

Table 6
Correlation between Time of holding Investment and Occupation of Investors

|  |  | Time of holding <br> Investment | Occupation |
| :--- | :--- | :--- | :--- |
| Time of holding <br> Investment | Pearson Correlation | 1.000 | 0.313 |
|  | Sig. (2-tailed) | - | 0.000 |
|  | N | 363 | 363 |
| Occupation | Pearson Correlation | .313 | 1.000 |
|  | Sig. (2-tailed) | 0.000 | - |
|  | N | 363 | 363 |

Table 4, shows that there is significant relationship in time of fund holding pattern of investor and occupation, $\mathrm{r}(363)=0.147, \mathrm{p}<0.05$.

## Finding:

$92 \%$ of the employees are married and only $8 \%$ employees are unmarried. Educational qualification of the employees reveals that $7 \%$ of the respondents have only taken degree. Most of the employees ( $39 \%$ ) are qualified with ITI. $30 \%$ of employees just have the basic qualification. $24 \%$ of the employees have post graduation qualification. Most of the respondents are government employees i.e., $50 \%$. $32 \%$ of the employees fall under the private job. Only $18 \%$ of them are retired. Extraversion type of personality has a great impact or role in the mutual funding investment. There is no significant difference in the risk acceptance with different occupation. The respondents' awareness level shows that many people have knowledge about Growth and Income Schemes rather than Balanced and Dividend Schemes. There is a least significant difference between the means of the income group of investors and the awareness level. There is a significant difference between the age of the respondents and awareness about mutual fund. There is significant relationship in time of fund holding pattern of investor and occupation.

## Conclusion:

Mutual fund companies should come forward with full support for the investors in terms of advisory services, participation of investor in portfolio design, ensure full disclosure of related information to investor, proper consultancy should be given by mutual fund companies to the investors in understanding terms and conditions of different mutual fund schemes, such type of fund designing should be promoted that will ensure to satisfy needs of investors, mutual fund information should be published in investor friendly language and style, proper system to educate investors should be developed by mutual fund companies to analyse risk in investments made by them, etc. Financial risk tolerance refers to the degree of uncertainty an investor is willing to accept, and can often be influenced by individual characteristics. However, personal psychological preferences play a prominent role in an investor's judgement and relationship with their finances. Extraversion type of personality has a great impact or role in the mutual funding investment. Mutual funding investment is risk associated. So that it suitable for extraversion type of investors.
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#### Abstract

The aim of this research is to identify the customer preference level and buying behavior of customers towards the branded apparels in Bangalore. Data collection is made with help of structured questionnaire. Many consumers are becoming brand conscious each and every day. Peoples taste and preference are changing each and every day. So it is essential to know the brand preferences of the customer, the buying behavior of the consumers and the factors affecting the purchase decision. Also to understand the effect of branding on sales. Entire study based on the consumer preference for branded apparels in Bangalore. Many developments and changes are taking place around us with all the industries and firms within each industry including garment industry with an intention to keep pace with the changes and diverse needs of the people. Not only competition has become intense but over and above with the market being flooded with many products. Challenge before the marketers is to understand the diversity of consumer behavior and offer goods and services accordingly. So the study


will help the apparel industry to identify the buying behavior of its customers and to produce according to the needs.

Key Words: Branded apparels, Customer preference, Buying behavior

## Introduction

Consumer shop for various reasons and occasion. apparel industry is one of the fastest growing industry in India, so to remain in this competitive market place and to increase the revenue the industry should understand the needs and of its customer and they should continuously try to satisfy these needs and wants at a profitable margin. The word customer preferences mean what type of product an individual customer likes or dislikes. As a part of understanding the customer we should understand the buying behavior of the customer. Why customer makes a purchase, what are the factors affecting the buying decision. The central focusing of marketing is, the consumer. To devise good marketing plans, it is necessary to examine consumer behavioral attributes and needs, lifestyle purchase processes and then make a proper marketing mix decision.
"Consumers are evolving entities. Their aspirations \& expectations are continuously changing. Today shopper is more intelligent, discerning\& tuned to their Individual labels which
define who they are or who they want to be. The biggest challenge for all the brands is to create loyal consumer who love them"- (Shopper' Stop Ltd)
"Indian textile and apparel have a history of fine craftsmanship and global appeal. Cotton, silk and denim from India are highly popular abroad and with the upsurge in Indian design talent, Indian apparel too has found success in the fashion Centre of the world. The fashion and apparel industry encompasses a wide variety of garments and uses almost every type of textiles manufactured. It generally subdivided into two categories. Clothing for man and boys and clothing for women and girls. Apparel industry is the makers and seller of the fashionable. Fashion business, fashion industry, garment industry, rag trade comes under this head. The manufacturing side of the industry includes workers who produces apparels such as those who use patterns to cut a variety of textiles into apparels individual pieces, and assemblers, sewers, presser, and inspectors to create the apparels from the textile pattern pieces. Clothing production also requires the support of workers that include fashion designers to design the article of clothing. Patternmakers to draw and construct a pattern for the garments based on the designer's specification. Merchandisers and retail buyers who places the apparel in stores and retail salespeople who sells the finished garments to the consumers."

There are various factors which affect the apparels industry. Macro environmental factors affecting the clothing industry are those which lie outside small companies and their competitors. Business owners have less control of these external factors and their impact should be minimized. The way that each company deals with these external factors will determine the success rate of the company and will differentiate them from their competitors. Some of these the external factors are consumer factors, economical factors, technological, legal and political factors. Consumer factors include the culture, norms, and lifestyle and population changes. For example, a sales person needs to create a style which is appealing to that particular city than only the people will be attracted to that particular item. Technological factors are related to the demand availability of raw material etc. if in a certain place a certain type of material is very cheap the production will be based on that item. If price of raw material has been increased, it will affect the selling price of product. Legal and political factors are based on the rules and regulations. There are certain rules and regulations prevail in each places these rules will affect the sales strategy of each places. Economic factors are the factors which are based on the economic conditions of the industry. If there is boom people will have a lot of money it will leads to purchase of more cloths. If the industry is having a recession it may leads to opposite effect.

Nowadays Apparel brands are spending huge amount of money to acquire and maintain their customers. More amount of budget is allocated for this purpose so it is essential to study how particular person will take decision of a particular apparel. There is a huge financial risk related to the switching of one customer from a particular brand to another. So its essential part of a marketer to learn the effect of the marketing activities which are taken place.it helps him to know why customer choose that particular item and how he gets to know about that particular item.

Today's branded apparel industry is harder than ever. There are so many challenges they have to face every day, they are consumerism is one of the example where consumer has the power these days so the sellers are forced to sell products as per the consumer needs and wants it will put pressure on the retailer's same time it leads to law profit. Which adversely affect the business another challenge is brand sensitivity that if a band is not available in a shop customer will switch if the quality of the item is bad than they switch the shop and they will criticize the seller through social media thy will also tell this to their friends also. These days the bands image is very important if they have associated to a negative issue they will lose their customers. Everyone is observing the seller's activities, so they have to keep a good image in the society then only they can
retain their customers. Inventory intelligence is an important thing fashion are changing to quickly these days so if you kept a huge amount of stock it will be obsolete. The fashion these days are very quick changing and apparel industry is based on the current trends so if the industry is not up to the trend they cannot maintain their customer. There are other things will also big challenge these days, like amazon effect. Walmart effect is a situation where the customers are expecting goods at a lower price. Now there is a new effect which is called black Friday effect. It is considered as the official start of the holyday shopping. It's a situation where the retailers will offer huge offers and discounts to attract huge number of customers in the beginning of the sales. These ways they can increase the sales.

The history of textile in India dates back to the year of 3000 BC. The diversity of fiber found in India and has been attracted by all over the world. The British has been left India in a worst form when they left the country but the independent India saw a huge possibility in the textile industry and done a diversification of its product base. Now India employees more than 35 million people in the apparel industry and India is the second largest country in the textile industry. And this industry alone contributes $1 / 5^{\text {th }}$ of the total export and $4 \%$ of the GDP and thereby making it the largest industry of the country. It is
expected that the firms with robust capabilities will gain in the global trade of textile and apparel.

## Literature Review

Pandian, Varathani, Keerthivasan (2012) according to him lifestyle of people changing each day. Main challenge of a business is to know the wants of the customer's brand loyalty of customers may help the brands to manage the competition and maintain market share. As a result of globalization we are more attracted to the foreign brands. Nowadays people are more likely to where branded product. So the should understand this and create strategies to proper branding. The study is based on Trichy it shows that people are more attracted to branded shirt.

Rajput, N., Kesharwani, S. \& Khanna, A. (2012) as per the article Indian customers are highly developed. Years before Indian customer don't have enough money to buy his necessities. Now with increased income purchase rate also has been increased standard of living also increased. Shops has been filled with variety of products new mall and supermarkets introduced. To survive in the market a business should understand the customer needs and maintain a proper database. By evaluating these Database Company can prepare its strategies and also can reduce unnecessary expenses related to it. This is a study conducted to know the buying behavior of youngsters to the apparels and also to know the personal
character of youngster related to the buying behavior. Population in our country is very young. Through the effect of media most of us are trying to live as per abroad style. And most youngsters are making their own income they spend this on apparels and mobiles mostly. It increases the possibility of our study.

Vikkraman and Sumathi (2012) the article suggest that the growth rate of apparel industry is 4.70 percent. Value of goods is also growing. Retail market in India in the revolutionary stage. It is due the urbanization, coming up of new shopping malls, people are becoming brand conscious, emerging breed brands, adaptation of western culture etc. India has more outlets than the whole world. India has 15 million outlets. Indian market is controlled by 12 million 'dad and mom' shops which provide job opportunity for 21 million people. Each and every year the volume of sales in the apparel industry is growing rapidly. This study is to identify the consumer preference of foreign brands instead of Indian brands. In order to fulfil the objective of the study we need to add the details like purchase intention, emotional value, clothing interest etc. Indian consumers are changing their habits these days. They are willing to pay more amount for pleasure, education of their children. They are looking for both foreign and Indian brand. Their global brand awareness has been increased. From the article we can
understand that uniqueness is something that Indian customers are looking these days.

Dr. Anand Thakur, Mr. BhuvanLamba (2013) as per the article Indian textile industry has been a pillar for our country's development. Our country ranks $6^{\text {th }}$ in clothing and also $7^{\text {th }}$ in the case of textile. Readymade garments are also part of textile industry readymade alone contributes to half of the total export of Indian textile industry. Textile industry is the largest employment provider after agriculture. It is the largest foreign exchange earner in India. This industry is growing constantly. So to know our customer well will boost this growth. This study will try to know the satisfaction level of its customers and factors affecting the purchase of apparel also to know the most popular brands that the customers are more likely to buy at different situation. Clothing is considered to be part of body. Today we live in a society where the customer is considered to be the king. Customer preferences will be changed as per the market condition, fashion, society etc.

## Statement of Problem

We are trying to assess the present level of satisfaction to the readymade apparels. To find the factors affecting the readymade apparels to know the most popular brand apparels. The need for understanding the consumer mind and the companies should proceed accordingly. It understood that many
employees and management. More over selection of sample collection of data methods of collecting data analysis of data interception of data is also included in this study so that descriptive research design is more suitable for the study.

## Data collection

Determining the source of data is one of the most important step in conducting a research. The source of data can be classified into two:-
$>$ Primary data
> Secondary data

## Primary data

A primary source is also known as first-hand information. It is collected by the researcher himself directly from original source. The important source of primary data is: -
$>$ Questionnaire

## Secondary data

The data which have been collected and compiled for some other purpose by someone else and is used by researcher for the interest of his research study is known as secondary data. The important sources of secondary data are: -
> Journal
> Magazines / article
> Web page
company fails to do that. Marketing strategy of those companies should be changed. Marketers should observe its customers before jumping into the findings.

## Objective of Study

- To study consumers preference towards the branded apparels in Bangalore.
- To study the socio-economic characteristics of selected consumer in Bangalore
- To study impact of advertisement, marketing, communication, and other factors influences on customer preference.


## Research Sethodology

The basic design of survey instrument consists of structured questionnaires. It is so designed to collect all required information from users of apparels. Based on their knowledge, information source and purchase decision factors related to their selection of a different apparels. Descriptive type of research was used for this study. Data used for the research has been collected from primary and secondary sources. Percentage analysis, Graphical Representation and Hypothetical test were used for data analysis.

## Research Design

The researcher used descriptive research design because here the study deals with describing the characteristics of each

## Data analysis

Table 1 showing the age of the respondents

| Particulars | Response | Percentage |
| :---: | :---: | :---: |
| $15-25$ | 32 | $64 \%$ |
| $25-35$ | 8 | $16 \%$ |
| $35-45$ | 7 | $14 \%$ |
| Above 45 | 3 | $6 \%$ |

## Analysis

From the above Table we can understand that more people are between the age categories of 15 to 25 . Second highest group is between 25 to 35 . So it can analyzed that age group between 15 to 35 are more conscious about branded apparels.

Table 2 showing the prestige issue of respondents linked with brand apparel: -

| Particulars | Response | Percentage |
| :--- | :--- | :--- |
| Yes | 38 | $76 \%$ |
| No | 12 | $24 \%$ |

## Analysis

From the figure 4.2 we can understand that $76 \%$ people thinks that brand represent prestige $24 \%$ people thinks it's not. Most of the respondent thinks that brand represent prestige.

Table 3 Showing rating of brand apparels

## Analysis

| Particulars | Response | Percentage |
| :--- | :--- | :--- |
| Highly agree | 31 | $62 \%$ |
| Agree | 10 | $20 \%$ |
| Moderately <br> agree | 7 | $14 \%$ |
| Disagree | 2 | $4 \%$ |

From the figure 3 we can understand that $64 \%$ are highly agree branded products are over rated. $21 \%$ are agree with it. $14 \%$ are moderately agree with it. $4 \%$ is dis agree with it. Most of the respondents highly agrees that branded products are over rated.

## Table 4 showing availability of branded product

## Analysis

| Particulars | Response | Percentage |
| :--- | :--- | :--- |
| Yes | 28 | $56 \%$ |
| No | 22 | $44 \%$ |

From the figure 56\% suggest that branded products are available like non branded product. $44 \%$ people thinks they are
not. Respondents are neutral about the availability of branded apparels

Table 5 showing respondent willingness recommend brand to friends or family

## Analysis

| Particulars | Response | Percentage |
| :--- | :--- | :--- |
| Once | 37 | 74 |
| Several times | 9 | 18 |
| Never | 4 | 8 |

From the figure $79 \%$ will suggest at least once to their friends or family. $19 \%$ will suggest several time. $2 \%$ won't suggest. Most of the respondent are ready to suggest brand apparels to their family and friends.

Table 6 showing the reach of branded apparels among customer

| Particulars | Response | Percentage |
| :--- | :--- | :--- |
| Advertisement | 29 | 58 |
| Friends | 7 | 14 |
| Family | 3 | 6 |
| Other | 9 | 18 |

Among the total respondent $60 \%$ comes to know through advertisement. $15 \%$ through friends. $6 \%$ through family. $19 \%$
through other sources. Most people suggest advertising is the main way they get to know about the branded apparels

Table 7 showing impact of advertisement, marketing, communication, and other factors influences on customer preference

## Analysis

| Particulars | Response | Percentage |
| :--- | :--- | :--- |
| Yes | 48 | 96 |
| No | 2 | 4 |

From the figure, $96 \%$ of the people bought branded apparels because of the advertisement, marketing, communication techniques used by the companies

## Findings

- Most people are using branded apparels are aged between 15 to 25 .
- Majority of respondent thinks that branded apparels represents prestige.
- Except a few people, everyone thinks the branded apparels are over rated.
- Respondents are neutral about the availability of the branded apparels.
- Majority of respondents are like to recommend their brand to others.
- Most respondents are coming to know about apparels through advertisement.
- Majority respondent believes that branded apparels are of high quality.
- People are satisfied with the services provide in the brand showrooms.
- Many people regularly buy branded apparels
- Almost every customer believes in the products promoted by their favourite celebrities.


## Conclusion

From the study we figured that the availability is one of the major problem of the branded apparels. Most people recommend brand to others because of their high quality. It's the best feature so they have to stick on to it. Yet they should try to reduce cost so they can gain more customers. The number of people visiting the showroom with a brand in mind, is same as the number of people visiting the showroom with no brand in mind. Most of the time buyer's visit the showroom of branded wears with the purpose of shopping however compared to women, male consumer visits the showroom for passing time, even though pop, advertisement, promotional schemes and other factors influence the consumer purchase decision and consumer stimulated to buy. With the effective marketing mix and strategies can extend the sustainable growth of this industry.
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#### Abstract

In this paper, the applications of the half logistic-Marshall Olkin X family of distributions are investigated with special emphasis to the half logistic-Marshall Olkin Lomax distribution. The specific areas we concentrated are time series modeling, acceptance sampling plan and stress- strength analysis. Different autoregressive minification structures of order one are introduced. The acceptance sampling plan is detailed by considering life time of products following the half logistic-Marshall Olkin Lomax distribution. The stress-strength reliability of the half logistic-Marshall Olkin Lomax distribution is derived and estimated. A simulation study is carried out to examine the bias, mean square error, average confidence length and coverage probability of the maximum likelihood estimator of the stress-strength reliability. Finally a real-life data analysis has also been presented.
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## 1. Introduction

Many real life phenomena are well described by statistical distributions. Although in case where existing distributions are found inadequate for a phenomenon, new generated classes of distributions are defined to meet the requirements. Such extended distributions are proved to be extremely useful for modeling real life situations by many authors. Several generators are existing in statistical literature. Two well known generators are, the Marshall-Olkin generator (MO-G) by Marshall and Olkin (1997) and the transformer (T-X) by Alzaatreh, Lee, and Famoye (2013).
For the last decades, there has been increasing interest in developing time series models for real valued observations using non-Gaussian distributions and the reason behind this is that many naturally occurring time series are non-Gaussian with Markovian structure. The pioneering work of autoregressive models with minification structure were proposed by Tavares (1980), and it followed by Sim (1986), Yeh, Arnold, and Robertson (1988), Arnold and Robertson (1989), Pillai (1991), Jose, Naik, and Ristić (2010) and others .

The acceptance sampling plan is an important tool in statistical quality control because it helps manufactures to minimize variability and protect the outgoing quality of their products. It is a sampling inspection procedure for determining the acceptability of the product. The acceptance sampling plans have been investigated in the past few decades by many authors, for instance Rosaiah, Gadde, Kalyani, and Kumar (2018), Rosaiah and Kantam (2005), Gillariose and Tomy (2018), Jose and Joseph (2018), Jose and Sebastian (2011) and Jose, Tomy, and Thomas (2018).
When assessing system reliability, a satisfactory performance is done when the strength applied to the component exceeds stress. Suppose that X represents the strength of a component with a stress Y , then $\mathrm{R}=P(X>Y)$ can be considered as a measure of reliability of system. The system becomes out of control if the system stress exceeds its strength. Since R represents a relation between the stress and strength of a system. The estimation of the stress-strength reliability R has received considerable attention in the statistical literature. The pioneering work is given by Birnbaum et al. (1956) and Birnbaum, McCarty et al. (1958) .
Tomy and Jose (2020) introduced a new family of distributions called T-Marshall Olkin X family of distributions, it having the properties contained in both Marshall-Olkin and T-X family of distributions. They showed that several families of distributions can be derived from T-Marshall Olkin X family for different choices of variable T. In this article as a special case, the half logistic-Marshall Olkin X (HLMO-X) family of distributions is investigated. The cumulative density function ( CDF ) of the HLMO-X family of distributions by Tomy and Jose (2020) is given by

$$
\begin{equation*}
R(x)=\frac{1-\left\{\frac{c(1-F(x))}{c+(1-c) F(x)}\right\}^{\lambda}}{1+\left\{\frac{c(1-F(x))}{c+(1-c) F(x)}\right\}^{\lambda}} \tag{1}
\end{equation*}
$$

where $F(x)$ is the CDF of a random variable $X$. For convenience one special model of this family, the half logistic-Marshall Olkin Lomax (HLMOL) distribution, is studied in detail.
The Lomax distribution is one of the most commonly used distributions to model lifetime data and it has applications in several fields such as lifetime and reliability modeling, biological sciences and actuarial sciences. The CDF of the Lomax distribution is given by.

$$
F(x)=1-\left[1+\frac{x}{\theta}\right]^{-\alpha} ; x>0, \alpha, \theta>0
$$

The HLMOL distribution has CDF given by

$$
\begin{equation*}
R(x)=\frac{\left[\left(1+\frac{x}{\theta}\right)^{\alpha}+c-1\right]^{\lambda}-c^{\lambda}}{\left[\left(1+\frac{x}{\theta}\right)^{\alpha}+c-1\right]^{\lambda}+c^{\lambda}} \tag{2}
\end{equation*}
$$

The corresponding probability density function (PDF) is

$$
\begin{equation*}
r(x ; c, \lambda, \alpha, \theta)=\frac{2 \lambda \alpha c^{\lambda}}{\theta} \frac{\left[\left(1+\frac{x}{\theta}\right)^{\alpha}+c-1\right]^{\lambda-1}\left[1+\frac{x}{\theta}\right]^{\alpha-1}}{\left[\left[\left(1+\frac{x}{\theta}\right)^{\alpha}+c-1\right]^{\lambda}+c^{\lambda}\right]^{2}} ; x>0, c, \lambda, \alpha, \theta>0 \tag{3}
\end{equation*}
$$

With this context the main motivation behind this study is to investigate the diverse applications of the HLMO-X family of distributions in various fields like time series, quality control and reliability.
The paper unfolds as follows: In Section 2, we consider some applications of the HLMOL distribution in time series modeling. Section 3 presents the acceptance sampling plan of HLMOL distribution. In Section 4, The derivation and estimation of stress-strength reliability parameter R are given. The conclusion of the paper appears in Section 5 .

## 2. Autoregressive time series modeling

Here, we develop different autoregressive minification processes of order one with HLMOL distribution as marginal distribution. We call the processes as HLMOL AR(1) Processes. Now we have the following theorem.

Theorem 2.1. Consider an $A R(1)$ structure given below

$$
X_{n}= \begin{cases}\varepsilon_{n} & \text { with probability } c  \tag{4}\\ \min \left(X_{n-1}, \varepsilon_{n}\right) & \text { with probability 1-c,0 } 0 c \leq 1, n \geq 1\end{cases}
$$

where $\left\{\varepsilon_{n}\right\}$ is a sequence of independent and identically distributed (iid) random variables and is independent of $\left\{X_{n}\right\}$. Then the process is stationary $A R(1)$ minification process with $\operatorname{HLMOL}(1, \alpha, \theta, c)$ as marginals if and only if $\varepsilon_{n}$ is distributed as half logistic Lomax $(\alpha, \theta)$ and $X_{0} \underset{\underline{d}}{\underline{~}} \operatorname{HLMOL}(1, \alpha, \theta, c)$.

Proof. From (4) it follows that

$$
P\left(X_{n}>x\right)=c P\left(\varepsilon_{n}>x\right)+(1-c) P\left(X_{n-1}>x\right) P\left(\varepsilon_{n}>x\right)
$$

That is,

$$
\begin{equation*}
\bar{R}_{X_{n}}(x)=\bar{R}_{\varepsilon_{n}}(x)\left[c+(1-c) \bar{R}_{X_{n-1}}(x)\right] \tag{5}
\end{equation*}
$$

If the process is stationary with $\operatorname{HLMOL}(1, \alpha, \theta, \mathrm{c})$ marginals, then

$$
\begin{align*}
\bar{R}_{\varepsilon_{n}}(x) & =\frac{\bar{R}_{X}(x)}{c+(1-c) \bar{R}_{X}(x)} \\
& =\frac{\frac{2 c}{\left(1+\frac{x}{\theta}\right)^{\alpha}+2 c-1}}{c+(1-c) \frac{2 c}{\left(1+\frac{x}{\theta}\right)^{\alpha}+2 c-1}} \\
& =\frac{2}{\left(1+\frac{x}{\theta}\right)^{\alpha}+1} \tag{6}
\end{align*}
$$

Which is the survival function of half $\operatorname{logistic} \operatorname{Lomax}(\alpha, \theta)$ distribution.
Coversely, If $\varepsilon_{n}(x)^{\prime} s$ are iid random variables follows half logistic $\operatorname{Lomax}(\alpha, \theta)$ distribution with $X_{0} \underline{\underline{d}} \operatorname{HLMOL}(1, \alpha, \theta, \mathrm{c})$, then from (5), we have

$$
\begin{align*}
\bar{R}_{X_{1}}(x) & =\bar{R}_{\varepsilon_{1}}(x)\left[c+(1-c) \bar{R}_{X_{0}}(x)\right] \\
& =\frac{2}{\left(1+\frac{x}{\theta}\right)^{\alpha}+1}\left\{c+(1-c) \frac{2 c}{\left(1+\frac{x}{\theta}\right)^{\alpha}+2 c-1}\right\} \\
& =\frac{2}{\left(1+\frac{x}{\theta}\right)^{\alpha}+1}\left\{\frac{c\left(1+\frac{x}{\theta}\right)^{\alpha}-c+2 c}{\left(1+\frac{x}{\theta}\right)^{\alpha}+2 c-1}\right\} \\
& =\frac{2 c}{\left(1+\frac{x}{\theta}\right)^{\alpha}+2 c-1} \tag{7}
\end{align*}
$$

That is $X_{1}$ has $\operatorname{HLMOL}(1, \alpha, \theta, \mathrm{c})$ distribution.
Similarly if $X_{n-1}$ has $\operatorname{HLMOL}(1, \alpha, \theta, \mathrm{c})$ distribution, we get $X_{n}$ also has $\operatorname{HLMOL}(1, \alpha, \theta, \mathrm{c})$ distribution. Hence the process $\left\{X_{n}\right\}$ is stationary with HLMOL marginals.

The corresponding sample paths are given in Figure 1. The sample path behaviour of the process seems to be distinct and is adjustable through the parameters $\mathrm{c}, \alpha$ and $\theta$.


Figure 1: Sample path behaviour of HLMOL minification process given in Theorem 2.1

The following theorem gives a first order autoregressive minification process with marginals following $\operatorname{HLMOL}(\lambda, \alpha, \theta, \beta)$ distribution.

Theorem 2.2. Consider an $A R(1)$ structure given below

$$
X_{n}= \begin{cases}\varepsilon_{n} & \text { with probability } c  \tag{8}\\ \min \left(X_{n-1}, \varepsilon_{n}\right) & \text { with probability } 1-c, 0 \leq c \leq 1, n \geq 1\end{cases}
$$

where $\left\{\varepsilon_{n}\right\}$ is a sequence of iid distributed random variables and is independent of $\left\{X_{n}\right\}$. Then the process is stationary $A R(1)$ minification process with $\operatorname{HLMOL}(\lambda, \alpha, \theta, \beta)$ as marginals if and only if $\varepsilon_{n}(x)^{\prime}$ s having the survival function,

$$
\begin{equation*}
\bar{R}_{\varepsilon_{n}}(x)=\frac{2 \beta^{\lambda}}{c\left[\left(1+\frac{x}{\theta}\right)^{\alpha}+\beta-1\right]^{\lambda}+(2-c) \beta^{\lambda}} \tag{9}
\end{equation*}
$$

and $X_{0} \stackrel{d}{\underline{d}} \operatorname{HLMOL}(\lambda, \alpha, \theta, \beta)$.
Proof. From (8) it follows that

$$
P\left(X_{n}>x\right)=c P\left(\varepsilon_{n}>x\right)+(1-c) P\left(X_{n-1}>x\right) P\left(\varepsilon_{n}>x\right)
$$

That is,

$$
\begin{equation*}
\bar{R}_{X_{n}}(x)=\bar{R}_{\varepsilon_{n}}(x)\left[c+(1-c) \bar{R}_{X_{n-1}}(x)\right] \tag{10}
\end{equation*}
$$

If the process is stationary with $\operatorname{HLMOL}(\lambda, \alpha, \theta, \beta)$ marginals, then

$$
\begin{align*}
\bar{R}_{\varepsilon_{n}}(x) & =\frac{\bar{R}_{X}(x)}{c+(1-c) \bar{R}_{X}(x)} \\
& =\frac{\frac{2 \beta^{\lambda}}{\left[\left(1+\frac{x}{\theta}\right)^{\alpha}+\beta-1\right]^{\lambda}+\beta^{\lambda}}}{c+(1-c) \frac{2 \beta^{\lambda}}{\left[\left(1+\frac{x}{\theta}\right)^{\alpha}+\beta-1\right]^{\lambda}+\beta^{\lambda}}} \\
& =\frac{2 \beta^{\lambda}}{c\left[\left(1+\frac{x}{\theta}\right)^{\alpha}+\beta-1\right]^{\lambda}+(2-c) \beta^{\lambda}} \tag{11}
\end{align*}
$$

That is, $\varepsilon_{n}(x)$ 's are iid random variables having survival function given in (11).
Coversely, If $\varepsilon_{n}(x)^{\prime} s$ are iid random variables having survival functions given in (11) with $X_{0}$ $\underline{\underline{\mathrm{d}}} \operatorname{HLMOL}(\lambda, \alpha, \theta, \beta)$, then from (10), we have

$$
\begin{align*}
\bar{R}_{X_{1}}(x) & =\bar{R}_{\varepsilon_{1}}(x)\left[c+(1-c) \bar{R}_{X_{0}}(x)\right]  \tag{12}\\
& =\frac{2 \beta^{\lambda}}{c\left[\left(1+\frac{x}{\theta}\right)^{\alpha}+\beta-1\right]^{\lambda}+(2-c) \beta^{\lambda}}\left\{c+(1-c) \frac{2 \beta^{\lambda}}{\left[\left(1+\frac{x}{\theta}\right)^{\alpha}+\beta-1\right]^{\lambda}+\beta^{\lambda}}\right\}  \tag{13}\\
& =\frac{2 \beta^{\lambda}}{\left[\left(1+\frac{x}{\theta}\right)^{\alpha}+\beta-1\right]^{\lambda}+\beta^{\lambda}} \tag{14}
\end{align*}
$$

That is $X_{1}$ has $\operatorname{HLMOL}(\lambda, \alpha, \theta, \beta)$ distribution.
Similarly if $X_{n-1}$ has $\operatorname{HLMOL}(\lambda, \alpha, \theta, \beta)$ distribution, we get $X_{n}$ also has $\operatorname{HLMOL}(\lambda, \alpha, \theta$, $\beta$ ) distribution. Hence the process $\left\{X_{n}\right\}$ is stationary with HLMOL marginals.

The corresponding sample paths are given in Figure 2. The sample path behaviour of the process seems to be distinct and is adjustable through the parameters $\mathrm{c}, \lambda, \alpha, \theta$ and $\beta$.



Figure 2: Sample path behaviour of HLMOL minification process given in Theorem 2.2
Krishnarani and Jayakumar (2008) gives a general class of autoregressive process with the following monotone transformation $\phi(x)=\log \frac{R(x)}{\overline{R(x)}}$ where $\mathrm{R}(\mathrm{x})$ is a nondegenerate CDF, $\phi(-\infty)=-\infty, \phi(\infty)=\infty$ and $\bar{R}(x)=1-R(x)$. The corresponding markov process is

$$
X_{n}= \begin{cases}\phi^{-1}\left[\phi\left(X_{n-1}\right)-\log (c)\right] & \text { with probability c }  \tag{15}\\ \min \left[\phi^{-1}\left(\phi\left(X_{n-1}\right)-\log (c)\right), \varepsilon_{n}\right] & \text { with probability 1-c, } 0<c<1,\end{cases}
$$

where $\left\{\varepsilon_{n}\right\}$ is a sequences of iid random variables with CDF $\mathrm{R}, \varepsilon_{n}$ independent of $X_{i}$ 's, $\mathrm{i}=0$, $1,2, \ldots \mathrm{n}-1$ with $X_{0}$ having distribution function R.
We use this concept in $\operatorname{HLMOL}(\lambda, \alpha, \theta, \mathrm{c})$ distribution. Then we get Theorem 2.3.
Theorem 2.3. Consider an $A R(1)$ structure given below
$X_{n}= \begin{cases}\theta\left\{\left[\left[\frac{\left[\left(1+\frac{X_{n-1}}{\theta}\right)^{\alpha}+c-1\right]^{\lambda}+c^{\lambda}(c-1)}{c}\right]^{1 / \lambda}+1-c\right]^{1 / \alpha}-1\right\} & \text { with probability } c \\ \min \left\{\theta\left\{\left[\left[\frac{\left[\left(1+\frac{x_{n-1}}{\theta}\right)^{\alpha}+c-1\right]^{\lambda}+c^{\lambda}(c-1)}{c}\right]^{1 / \lambda}+1-c\right]^{1 / \alpha}-1\right\}, \varepsilon_{n}\right\} & \text { with probability 1-c }\end{cases}$
where $0<c<1$, $\left\{\varepsilon_{n}\right\}$ is a sequence of iid distributed random variables and $\varepsilon_{n}$ is independent of $X_{i}, i=0,1,2, . . n-1$. Then the process is stationary $A R(1)$ minification process with $\operatorname{HLMOL}(\lambda, \alpha, \theta, c)$ as marginals if and only if $\left\{\varepsilon_{n}\right\}$ is distributed as $\operatorname{HLMOL}(\lambda, \alpha, \theta, c)$ and $X_{0}$ $\underline{\underline{d}} \varepsilon_{1}$.

Proof. From (16) it follows that

$$
\begin{align*}
P\left(X_{n}>x\right) & =c P\left\{X_{n-1}>\theta\left\{\left[\left[c\left(\left(1+\frac{x_{n-1}}{\theta}\right)^{\alpha}+c-1\right)^{\lambda}-c^{\lambda}(c-1)\right]^{1 / \lambda}+1-c\right]^{1 / \alpha}-1\right\}\right\} \\
& +(1-c) P\left\{X_{n-1}>\theta\left\{\left[\left[c\left(\left(1+\frac{x_{n-1}}{\theta}\right)^{\alpha}+c-1\right)^{\lambda}-c^{\lambda}(c-1)\right]^{1 / \lambda}+1-c\right]^{1 / \alpha}-1\right\}\right\} \\
& P\left(\varepsilon_{n}>x\right) \tag{17}
\end{align*}
$$

That is,
$\bar{R}_{X_{n}}(x)=\bar{R}_{X_{n-1}}\left\{\theta\left\{\left[\left[c\left(\left(1+\frac{x_{n-1}}{\theta}\right)^{\alpha}+c-1\right)^{\lambda}-c^{\lambda}(c-1)\right]^{1 / \lambda}+1-c\right]^{1 / \alpha}-1\right\}\right\}\left[c+(1-c) \bar{R}_{\varepsilon_{n}}(x)\right]$

If the process is stationary with $\operatorname{HLMOL}(\lambda, \alpha, \theta, \mathrm{c})$ marginals, then

$$
\begin{align*}
{\left[c+(1-c) \bar{R}_{\varepsilon}(x)\right] } & =\frac{\bar{R}_{X}(x)}{\bar{R}_{X}\left\{\theta\left\{\left[\left[c\left(\left(1+\frac{x}{\theta}\right)^{\alpha}+c-1\right)^{\lambda}-c^{\lambda}(c-1)\right]^{1 / \lambda}+1-c\right]^{1 / \alpha}-1\right\}\right\}} \\
& =\frac{\frac{2 c^{\lambda}}{\left[\left(1+\frac{x}{\theta}\right)^{\alpha}+c-1\right]^{\lambda}+c^{\lambda}}}{\frac{2 c^{\lambda}}{c\left[\left(1+\frac{x}{\theta}\right)^{\alpha}+c-1\right]^{\lambda}-c^{\lambda}(c-2)}} \\
& =\frac{c\left[\left(1+\frac{x}{\theta}\right)^{\alpha}+c-1\right]^{\lambda}-c^{\lambda}(c-2)}{\left[\left(1+\frac{x}{\theta}\right)^{\alpha}+c-1\right]^{\lambda}+c^{\lambda}} \tag{19}
\end{align*}
$$

That is, $\bar{R}_{\varepsilon}(x)=\frac{2 c^{\lambda}}{\left[\left(1+\frac{x}{\theta}\right)^{\alpha}+c-1\right]^{\lambda}+c^{\lambda}}$, which is the survival function of $\operatorname{HLMOL}(\lambda, \alpha, \theta, c)$ distribution.

Conversely, If $\varepsilon_{n}(x)^{\prime} s$ are iid random variables following $\operatorname{HLMOL}(\lambda, \alpha, \theta, c)$ distribution with $X_{0} \underline{\underline{\mathrm{~d}}} \operatorname{HLMOL}(\lambda, \alpha, \theta, c)$, then from (18), we have

$$
\begin{align*}
\bar{R}_{X_{1}}(x) & =\bar{R}_{X_{0}}\left\{\theta\left\{\left[\left[c\left(\left(1+\frac{x_{n-1}}{\theta}\right)^{\alpha}+c-1\right)^{\lambda}-c^{\lambda}(c-1)\right]^{1 / \lambda}+1-c\right]^{1 / \alpha}-1\right\}\right\}\left[c+(1-c) \bar{R}_{\varepsilon_{n}}(x)\right] \\
& =\frac{2 c^{\lambda}}{c\left[\left(1+\frac{x}{\theta}\right)^{\alpha}+c-1\right]^{\lambda}-c^{\lambda}(c-2)}\left\{c+(1-c) \frac{2 c^{\lambda}}{\left[\left(1+\frac{x}{\theta}\right)^{\alpha}+c-1\right]^{\lambda}+c^{\lambda}}\right\} \\
& =\frac{2 c^{\lambda}}{c\left[\left(1+\frac{x}{\theta}\right)^{\alpha}+c-1\right]^{\lambda}-c^{\lambda}(c-2)}\left\{\frac{c\left[\left(1+\frac{x}{\theta}\right)^{\alpha}+c-1\right]^{\lambda}+c^{\lambda+1}+2 c^{\lambda}-2 c^{\lambda+1}}{\left[\left(1+\frac{x}{\theta}\right)^{\alpha}+c-1\right]^{\lambda}+c^{\lambda}}\right\} \\
& =\frac{2 c^{\lambda}}{\left[\left(1+\frac{x}{\theta}\right)^{\alpha}+c-1\right]^{\lambda}+c^{\lambda}} \tag{20}
\end{align*}
$$

That is $X_{1}$ has $\operatorname{HLMOL}(\lambda, \alpha, \theta, c)$ distribution.
Similarly if $X_{n-1}$ has $\operatorname{HLMOL}(\lambda, \alpha, \theta, c)$ distribution, we get $X_{n}$ also has $\operatorname{HLMOL}(\lambda, \alpha, \theta, c)$ distribution. Hence the process $\left\{X_{n}\right\}$ is stationary with HLMOL marginals.

The corresponding sample paths are given in Figure 3. The sample path behaviour of the process seems to be distinct and is adjustable through the parameters $\mathrm{c}, \lambda, \alpha$ and $\theta$.



Figure 3: Sample path behaviour of HLMOL minification process given in Theorem 2.3
Theorem 2.4 stated below is a particaular case of Theorem 2.3, that is it gives a first order autoregressive minification process with marginals following $\operatorname{HLMOL}(1, \alpha, \theta, \beta)$ distribution.

Theorem 2.4. Consider an $A R(1)$ structure given below

$$
X_{n}= \begin{cases}\theta\left\{\frac{\left[\left(1+\frac{X_{n-1}}{\theta}\right)^{\alpha}+c-1\right]^{1 / \alpha}-c^{1 / \alpha}}{c^{1 / \alpha}}\right\} & \text { with probability c }  \tag{21}\\ \min \left\{\theta\left\{\frac{\left[\left(1+\frac{X_{n-1}}{\theta}\right)^{\alpha}+c-1\right]^{1 / \alpha}-c^{1 / \alpha}}{c^{1 / \alpha}}\right\}, \varepsilon_{n}\right\} & \text { with probability 1-c }\end{cases}
$$

where $0<c<1$, $\left\{\varepsilon_{n}\right\}$ is a sequence of iid distributed random variables and $\varepsilon_{n}$ is independent of $X_{i}, i=0,1,2, . . n-1$. Then the process is stationary $A R(1)$ minification process with $\operatorname{HLMOL}(1, \alpha, \theta, c)$ as marginalas if and only if $\left\{\varepsilon_{n}\right\}$ is distributed as $\operatorname{HLMOL}(1, \alpha, \theta, c)$ and $X_{0}$ $\underline{\underline{d}} \varepsilon_{1}$.

Proof. The proof is similar to that of Theorem 2.3.
The corresponding sample paths are given in Figure 4. The sample path behaviour of the process seems to be distinct and is adjustable through the parameters $\mathrm{c}, \alpha$ and $\theta$.



Figure 4: Sample path behaviour of HLMOL minification process given in Theorem 2.4

## 3. Acceptance sampling plan

In this section, we provide the acceptance sampling plan (ASP) under the assumption that lifetime of items follows a four parameter $\operatorname{HLMOL}(\lambda, \alpha, \theta, c)$ distribution. The ASP involves determining the number of items to be inspected ( n ) and the maximum allowable number of defective items among the inspected items for acceptance of the item, that is the acceptance number (C). The test is terminated at a pre-specified time t and note the number of defective items(D). The decision procedure is to accept the lot if and only if at the end of the fixed time t , D does not exceed C, with a given probability $p^{\star}$. The test may get terminated before the time $t$ is reached when $D$ exceed $C$ in which case we reject the lot. Here we are interested in obtaining the minimum sample size required to reach at the decision. It is assumed that the distribution parameters $\lambda, \alpha, c$ are known, while $\theta$ is unknown. In this case the average lifetime depends only on $\theta$. Let $\theta_{0}$ be the required minimum average lifetime, then the following holds:

$$
R(t, \lambda, \alpha, \theta, c) \leq R\left(t, \lambda, \alpha, \theta_{0}, c\right) \Longleftrightarrow \theta \geq \theta_{0}
$$

An ASP consists of the following quantities

- The number of units 'n' on test
- The acceptance number ' C'
- The ratio $\frac{t}{\theta_{0}}$, where $\theta_{0}$ is the specified average life and t is the maximum test duration The probability of accepting a bad lot, that is consumers risk is not to exceed $1-p^{\star}$, so that $p^{\star}$ is a minimum confidence level with which a lot of true average life $\theta$ below $\theta_{0}$ is rejected, by the sampling plan. Therefore, for fixed $p^{\star}$, the ASP can be characterized by the triplet ( $n, C, \frac{t}{\theta_{0}}$ ). Here we consider sufficiently large lots so that the binomial distribution can be applied. Then our aim is to find the minimum positive integer n for given values of $p^{\star}$ $\left(0<p^{\star}<1\right), \theta_{0}$ and C such that.

$$
\begin{equation*}
\sum_{i=0}^{C}\binom{n}{i} p_{0}^{i}\left(1-p_{0}\right)^{n-i} \leq 1-p^{\star} \tag{22}
\end{equation*}
$$

where $p_{0}=R\left(t, \lambda, \alpha, \theta_{0}, c\right)$, indicates the failure probabilities before time 't' which depends only on the ratio $\frac{t}{\theta_{0}}$. The minimum values of n satisfying the inequality (22) are obtained and displayed in Table 1 for $p^{\star}=0.75,0.90,0.95,0.99$ and $\frac{t}{\theta_{0}}=0.4,0.6,0.8,1.0,1.2,1.4,1.6$, $1.8,2.0, \mathrm{C}=0,1,2, \ldots, 10, \lambda=2, \alpha=2$ and $\mathrm{c}=2$.
If $p_{0}=R\left(t, \lambda, \alpha, \theta_{0}, c\right)$ is small and n is large, the binomial probability may be approximated by Poisson probability with parameter $\beta=n p$ so that (22) can be written as

$$
\begin{equation*}
\sum_{i=0}^{C} \frac{e^{-\beta} \beta^{i}}{i!} \leq 1-p^{\star} \tag{23}
\end{equation*}
$$

where $\beta=n R\left(t ; \theta_{0}\right)$. The minimum values of ' n ' satisfying (23) are obtained for the same combination of $p^{\star}, \frac{t}{\theta_{0}}, \mathrm{C}, \lambda, \alpha$ and c values as those used for (22). The results are given in Table 2.
The operating characteristic (OC) function is the probability of accepting the lot with:

$$
L(p)=\sum_{i=0}^{C}\binom{n}{i} p^{i}(1-p)^{n-i}
$$

where $p=R(t, \lambda, \alpha, \theta, c)$, is considered as a function of $\theta$, that is, the true average life of the lot. For given $p^{\star}, \frac{t}{\theta_{0}}$, the choice of C and n will be made on the basis of OC. Values of OC as a function of $d=\frac{\theta}{\theta_{0}}$ for the sampling plan $\left(n, 2, \frac{t}{\theta_{0}}\right)$ with $\lambda=2, \alpha=2$ and $\mathrm{c}=2$ are given in Table 3. Figure 5 shows the OC curves for the sampling plan ( $n, C, 0.6$ ) with $p^{\star}=0.75$ for $\lambda=2, \alpha=2$ and $\mathrm{c}=2$.


Figure 5: OC curves for $\mathrm{C}=0,1,2,3,4,5,6,7,8,9,10$, respectively under $p^{\star}=0.75, \frac{t}{\theta_{0}}$ $=0.6, \lambda=2, \alpha=2$ and $\mathrm{c}=2$, of ASP for HLMOL distribution

The producer's risk is the probability of rejecting a good lot. For a specified value of the producer's risk, say 0.05 , one may be interested in knowing what value of the ratio $d$ will ensure a producer's risk less than or equal to 0.05 for a given sampling plan. Hence, the value of $d$, is the smallest positive number for which $p=R\left(\frac{t}{\theta_{0}} \frac{\theta_{0}}{\theta}\right)$ holds the following inequality

$$
\sum_{i=C+1}^{n}\binom{n}{i} p^{i}(1-p)^{n-i} \leq 0.05
$$

Table 1: Minimum sample size for the specified ratio $\frac{t}{\theta_{0}}$, confidence level $p^{\star}$, acceptance number $\mathrm{C}, \lambda=2, \alpha=2 \mathrm{c}=2$ using the binomial approximation

| $p^{\star}$ | C | $\frac{t}{\theta_{0}}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0.4 | 0.6 | 0.8 | 1 | 1.2 | 1.4 | 1.6 | 1.8 | 2 |
| 0.75 | 0 | 3 | 2 | 2 | 2 | 1 | 1 | 1 | 1 | 1 |
|  | 1 | 7 | 5 | 4 | 3 | 3 | 3 | 2 | 2 | 2 |
|  | 2 | 10 | 7 | 6 | 5 | 4 | 4 | 4 | 4 | 3 |
|  | 3 | 13 | 9 | 7 | 6 | 6 | 5 | 5 | 5 | 5 |
|  | 4 | 16 | 11 | 9 | 8 | 7 | 6 | 6 | 6 | 6 |
|  | 5 | 19 | 13 | 11 | 9 | 8 | 8 | 7 | 7 | 7 |
|  | 6 | 22 | 16 | 12 | 11 | 10 | 9 | 9 | 8 | 8 |
|  | 7 | 25 | 18 | 14 | 12 | 11 | 10 | 10 | 9 | 9 |
|  | 8 | 28 | 20 | 16 | 14 | 12 | 12 | 11 | 11 | 10 |
|  | 9 | 31 | 22 | 18 | 15 | 14 | 13 | 12 | 12 | 11 |
|  | 10 | 34 | 24 | 19 | 17 | 15 | 14 | 13 | 13 | 12 |
| 0.9 | 0 | 5 | 4 | 3 | 2 | 2 | 2 | 2 | 1 | 1 |
|  | 1 | 9 | 6 | 5 | 4 | 4 | 3 | 3 | 3 | 3 |
|  | 2 | 13 | 9 | 7 | 6 | 5 | 5 | 4 | 4 | 4 |
|  | 3 | 16 | 11 | 9 | 7 | 7 | 6 | 6 | 5 | 5 |
|  | 4 | 20 | 14 | 11 | 9 | 8 | 7 | 7 | 7 | 6 |
|  | 5 | 23 | 16 | 13 | 11 | 9 | 9 | 8 | 8 | 7 |
|  | 6 | 26 | 18 | 14 | 12 | 11 | 10 | 9 | 9 | 9 |
|  | 7 | 29 | 20 | 16 | 14 | 12 | 11 | 11 | 10 | 10 |
|  | 8 | 33 | 23 | 18 | 15 | 14 | 13 | 12 | 11 | 11 |
|  | 9 | 36 | 25 | 20 | 17 | 15 | 14 | 13 | 13 | 12 |
|  | 10 | 39 | 27 | 21 | 18 | 16 | 15 | 14 | 14 | 13 |
| 0.95 | 0 | 7 | 5 | 3 | 3 | 2 | 2 | 2 | 2 | 2 |
|  | 1 | 11 | 8 | 6 | 5 | 4 | 4 | 3 | 3 | 3 |
|  | 2 | 15 | 10 | 8 | 7 | 6 | 5 | 5 | 4 | 4 |
|  | 3 | 19 | 13 | 10 | 8 | 7 | 7 | 6 | 6 | 6 |
|  | 4 | 22 | 15 | 12 | 10 | 9 | 8 | 7 | 7 | 7 |
|  | 5 | 26 | 18 | 14 | 12 | 10 | 9 | 9 | 8 | 8 |
|  | 6 | 29 | 20 | 16 | 13 | 12 | 11 | 10 | 9 | 9 |
|  | 7 | 32 | 22 | 17 | 15 | 13 | 12 | 11 | 11 | 10 |
|  | 8 | 36 | 25 | 19 | 16 | 15 | 13 | 13 | 12 | 11 |
|  | 9 | 39 | 27 | 21 | 18 | 16 | 15 | 14 | 13 | 13 |
|  | 10 | 42 | 29 | 23 | 20 | 17 | 16 | 15 | 14 | 14 |
| 0.99 | 0 | 10 | 7 | 5 | 4 | 3 | 3 | 3 | 2 | 2 |
|  | 1 | 15 | 10 | 8 | 6 | 5 | 5 | 4 | 4 | 4 |
|  | 2 | 20 | 13 | 10 | 8 | 7 | 6 | 6 | 5 | 5 |
|  | 3 | 24 | 16 | 12 | 10 | 9 | 8 | 7 | 7 | 6 |
|  | 4 | 27 | 18 | 14 | 12 | 10 | 9 | 9 | 8 | 8 |
|  | 5 | 31 | 21 | 16 | 14 | 12 | 11 | 10 | 9 | 9 |
|  | 6 | 35 | 24 | 18 | 15 | 13 | 12 | 11 | 11 | 10 |
|  | 7 | 38 | 26 | 20 | 17 | 15 | 14 | 13 | 12 | 11 |
|  | 8 | 42 | 29 | 22 | 19 | 16 | 15 | 14 | 13 | 13 |
|  | 9 | 45 | 31 | 24 | 20 | 18 | 16 | 15 | 14 | 14 |
|  | 10 | 49 | 33 | 26 | 22 | 19 | 18 | 16 | 16 | 15 |

Table 2: Minimum sample size for the specified ratio $\frac{t}{\theta_{0}}$, confidence level $p^{\star}$, acceptance number $\mathrm{C}, \lambda=2, \alpha=2 \mathrm{c}=2$ using the Poisson approximation

| $p^{\star}$ | C | $\frac{t}{\theta_{0}}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0.4 | 0.6 | 0.8 | 1 | 1.2 | 1.4 | 1.6 | 1.8 | 2 |
| 0.75 | 0 | 4 | 3 | 3 | 2 | 2 | 2 | 2 | 2 | 2 |
|  | 1 | 8 | 6 | 5 | 4 | 4 | 4 | 4 | 3 | 3 |
|  | 2 | 11 | 8 | 7 | 6 | 5 | 5 | 5 | 5 | 5 |
|  | 3 | 14 | 10 | 9 | 8 | 7 | 7 | 6 | 6 | 6 |
|  | 4 | 17 | 13 | 10 | 9 | 8 | 8 | 8 | 7 | 7 |
|  | 5 | 20 | 15 | 12 | 11 | 10 | 9 | 9 | 9 | 9 |
|  | 6 | 23 | 17 | 14 | 12 | 11 v | 11 | 10 | 10 | 10 |
|  | 7 | 26 | 19 | 16 | 14 | 13 | 12 | 12 | 11 | 11 |
|  | 8 | 29 | 21 | 17 | 15 | 14 | 13 | 13 | 12 | 12 |
|  | 9 | 32 | 23 | 19 | 17 | 16 | 15 | 14 | 14 | 13 |
|  | 10 | 35 | 26 | 21 | 18 | 17 | 16 | 15 | 15 | 15 |
| 0.9 | 0 | 7 | 5 | 4 | 4 | 3 | 3 | 3 | 3 | 3 |
|  | 1 | 11 | 8 | 7 | 6 | 5 | 5 | 5 | 5 | 5 |
|  | 2 | 15 | 11 | 9 | 8 | 7 | 7 | 7 | 6 | 6 |
|  | 3 | 18 | 13 | 11 | 10 | 9 | 8 | 8 | 8 | 8 |
|  | 4 | 22 | 13 | 13 | 12 | 11 | 10 | 10 | 9 | 9 |
|  | 5 | 25 | 18 | 15 | 13 | 12 | 12 | 11 | 11 | 11 |
|  | 6 | 29 | 21 | 17 | 15 | 14 | 13 | 13 | 12 | 12 |
|  | 7 | 32 | 23 | 19 | 17 | 15 | 15 | 14 | 14 | 13 |
|  | 8 | 35 | 25 | 21 | 18 | 17 | 16 | 15 | 15 | 15 |
|  | 9 | 39 | 28 | 23 | 20 | 18 | 17 | 17 | 16 | 16 |
|  | 10 | 42 | 30 | 25 | 22 | 20 | 19 | 18 | 18 | 17 |
| 0.95 | 0 | 9 | 6 | 5 | 5 | 4 | 4 | 4 | 4 | 3 |
|  | 1 | 13 | 10 | 8 | 7 | 7 | 6 | 6 | 6 | 6 |
|  | 2 | 17 | 13 | 10 | 9 | 8 | 8 | 8 | 7 | 7 |
|  | 3 | 21 | 15 | 13 | 11 | 10 | 10 | 9 | 9 | 9 |
|  | 4 | 25 | 18 | 15 | 13 | 12 | 11 | 11 | 11 | 10 |
|  | 5 | 29 | 21 | 17 | 15 | 14 | 13 | 13 | 12 | 12 |
|  | 6 | 32 | 23 | 19 | 17 | 15 | 15 | 14 | 14 | 13 |
|  | 7 | 37 | 26 | 21 | 19 | 17 | 16 | 16 | 15 | 15 |
|  | 8 | 39 | 28 | 23 | 20 | 19 | 18 | 17 | 16 | 16 |
|  | 9 | 43 | 31 | 25 | 22 | 20 | 19 | 18 | 18 | 18 |
|  | 10 | 46 | 33 | 27 | 24 | 22 | 21 | 20 | 19 | 19 |
| 0.99 | 0 | 13 | 9 | 8 | 7 | 6 | 6 | 6 | 6 | 5 |
|  | 1 | 18 | 13 | 11 | 10 | 9 | 8 | 8 | 8 | 8 |
|  | 2 | 23 | 17 | 14 | 12 | 11 | 11 | 10 | 10 | 10 |
|  | 3 | 27 | 20 | 16 | 14 | 13 | 12 | 12 | 12 | 11 |
|  | 4 | 32 | 23 | 19 | 17 | 15 | 14 | 14 | 13 | 13 |
|  | 5 | 36 | 26 | 21 | 19 | 17 | 16 | 15 | 15 | 15 |
|  | 6 | 40 | 29 | 23 | 21 | 19 | 18 | 17 | 17 | 16 |
|  | 7 | 43 | 31 | 26 | 23 | 21 | 20 | 19 | 18 | 18 |
|  | 8 | 47 | 34 | 28 | 25 | 23 | 21 | 20 | 20 | 19 |
|  | 9 | 51 | 37 | 30 | 26 | 24 | 23 | 22 | 21 | 21 |
|  | 10 | 54 | 39 | 32 | 28 | 26 | 25 | 24 | 23 | 22 |

Table 3: OC values for the ASP $\left(n, C, \frac{t}{\theta_{0}}\right)$ for given confidence level $p^{\star}$, acceptance number $\mathrm{C}=2, \lambda=2, \alpha=2 \mathrm{c}=2$

| $p^{\star}$ | n | $\frac{t}{\theta_{0}}$ | $d$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 2 | 4 | 6 | 8 | 10 | 12 |
| 0.75 | 10 | 0.4 | 0.6890 | 0.9306 | 0.9752 | 0.9885 | 0.9938 | 0.9963 |
|  | 7 | 0.6 | 0.6741 | 0.9282 | 0.9746 | 0.9883 | 0.9937 | 0.9963 |
|  | 6 | 0.8 | 0.5999 | 0.9056 | 0.9661 | 0.9844 | 0.9916 | 0.9949 |
|  | 5 | 1 | 0.5919 | 0.9038 | 0.9657 | 0.9843 | 0.9915 | 0.9950 |
|  | 4 | 1.2 | 0.6566 | 0.9251 | 0.9742 | 0.9884 | 0.9938 | 0.9964 |
|  | 4 | 1.4 | 0.5559 | 0.8905 | 0.96093 | 0.9821 | 0.9904 | 0.9943 |
|  | 4 | 1.6 | 0.4618 | 0.8504 | 0.9445 | 0.9742 | 0.9861 | 0.9917 |
|  | 4 | 1.8 | 0.3780 | 0.8057 | 0.92518 | 0.9645 | 0.9807 | 0.9884 |
|  | 3 | 2 | 0.6203 | 0.9085 | 0.9681 | 0.9857 | 0.9924 | 0.9956 |
| 0.9 | 13 | 0.4 | 0.5155 | 0.8676 | 0.9491 | 0.9756 | 0.9865 | 0.9918 |
|  | 9 | 0.6 | 0.4952 | 0.8626 | 0.9477 | 0.9751 | 0.9863 | 0.9917 |
|  | 7 | 0.8 | 0.4796 | 0.8583 | 0.9465 | 0.9746 | 0.9861 | 0.9916 |
|  | 6 | 1 | 0.4402 | 0.8417 | 0.9398 | 0.9714 | 0.9844 | 0.9905 |
|  | 5 | 1.2 | 0.4622 | 0.8524 | 0.9449 | 0.9742 | 0.9859 | 0.9916 |
|  | 5 | 1.4 | 0.3492 | 0.7929 | 0.9188 | 0.9611 | 0.9786 | 0.9870 |
|  | 4 | 1.6 | 0.4618 | 0.8504 | 0.9445 | 0.9742 | 0.9861 | 0.9917 |
|  | 4 | 1.8 | 0.3780 | 0.8057 | 0.9251 | 0.9645 | 0.9807 | 0.9884 |
|  | 4 | 2 | 0.3060 | 0.7577 | 0.9027 | 0.9531 | 0.9742 | 0.9844 |
| 0.95 | 15 | 0.4 | 0.4121 | 0.8178 | 0.9266 | 0.9639 | 0.9797 | 0.9875 |
|  | 10 | 0.6 | 0.4154 | 0.8244 | 0.9306 | 0.9663 | 0.9813 | 0.9885 |
|  | 8 | 0.8 | 0.3740 | 0.8051 | 0.9226 | 0.9624 | 0.9791 | 0.9872 |
|  | 7 | 1 | 0.3152 | 0.7710 | 0.9073 | 0.9546 | 0.9746 | 0.9845 |
|  | 6 | 1.2 | 0.3067 | 0.7662 | 0.9056 | 0.9540 | 0.9744 | 0.9844 |
|  | 5 | 1.4 | 0.3492 | 0.7929 | 0.9188 | 0.9611 | 0.9786 | 0.9870 |
|  | 5 | 1.6 | 0.2573 | 0.7279 | 0.8878 | 0.9449 | 0.9693 | 0.9812 |
|  | 4 | 1.8 | 0.3780 | 0.8057 | 0.9251 | 0.9645 | 0.9807 | 0.9884 |
|  | 4 | 2 | 0.3061 | 0.7577 | 0.9027 | 0.9531 | 0.9742 | 0.9844 |
| 0.99 | 20 | 0.4 | 0.2178 | 0.6797 | 0.8556 | 0.9247 | 0.9562 | 0.9724 |
|  | 13 | 0.6 | 0.2298 | 0.6981 | 0.8676 | 0.9321 | 0.9610 | 0.9756 |
|  | 10 | 0.8 | 0.2146 | 0.6890 | 0.8641 | 0.9306 | 0.9602 | 0.9752 |
|  | 8 | 1 | 0.2190 | 0.6962 | 0.8692 | 0.9339 | 0.9624 | 0.9767 |
|  | 7 | 1.2 | 0.1948 | 0.6741 | 0.8583 | 0.9282 | 0.9591 | 0.9746 |
|  | 6 | 1.4 | 0.2052 | 0.6841 | 0.8645 | 0.9320 | 0.9615 | 0.9762 |
|  | 6 | 1.6 | 0.1332 | 0.5999 | 0.8175 | 0.9056 | 0.9457 | 0.9661 |
|  | 1.8 | 0.1860 | 0.6601 | 0.8524 | 0.9258 | 0.9581 | 0.9742 |  |
|  | 0.1326 | 0.5919 | 0.8135 | 0.9038 | 0.9449 | 0.9657 |  |  |

that is,

$$
\begin{equation*}
\sum_{i=0}^{C}\binom{n}{i} p^{i}(1-p)^{n-i} \geq 0.95 \tag{24}
\end{equation*}
$$

For some sampling plan (n, C, $\frac{t}{\theta_{0}}$ ) and values of $p^{\star}$, minimum values of $\frac{\theta}{\theta_{0}}$ satisfying (24) are given in Table 4.

### 3.1. Description of the tables and example

Assume that the lifetime distribution is HLMOL distribution with $\lambda=2, \alpha=2 \mathrm{c}=2$. Suppose that the experimenter is wants to establishing that the true unknown average life is at least 1000 hours with confidence $p^{\star}=0.75$. It is desired to stop the experiment at $\mathrm{t}=600$ hours. Then, for an acceptance number $\mathrm{c}=2$, the required n in Table 1 corresponding to the values of $p^{\star}=0.75, \frac{t}{\theta_{0}}=0.6$ and $\mathrm{C}=2$ is 7 . If, during 600 hours, no more than 2 failures out of 7 are observed, then the experimenter can assert, with a confidence level of 0.75 that the average life is at least 1000 hours. If the Poisson approximation to binomial probability is used, the value of $\mathrm{n}=8$ is obtained from Table 2 for the same situation.
Figure 6 shows that all the values of $n$ tabulated by us corresponding to the sampling plan ( $\mathrm{n}, \mathrm{C}, 1$ ) with the confidence $p^{\star}=0.75$ are found to be less than the corresponding values of n tabulated in Rosaiah et al. (2018) for Odds Exponential Log-Logistic (OELL) Distribution, Rosaiah and Kantam (2005)) for Inverse Rayleigh (IR) distribution, Jose and Sebastian (2011) for Marshall-Olkin Gumbel-maximum (MOGM) distribution, and Jose et al. (2018) for Harris extended Weibull (HEW) distribution. This improvement makes the new ASP more advantageous and helps in making optimal decisions.


Figure 6: Comparisons between the sample sizes obtained by ASP for different distributions

For the sampling plan ( $\mathrm{n}=7, \mathrm{C}=2, \frac{t}{\theta_{0}}=0.6$ ) and confidence level $p^{\star}=0.75$ under HLMOL distribution with $\lambda=2, \alpha=2, \mathrm{c}=2$, the values of the OC function from Table 3 are as given in Table 5.

Table 4: Minimum ratio of true average life to specified average life for the acceptability of a lot with producer's risk of 0.05

| $p^{\star}$ | C | $\frac{t}{\theta_{0}}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0.4 | 0.6 | 0.8 | 1 | 1.2 | 1.4 | 1.6 | 1.8 | 2 |
| 0.75 | 0 | 28.569 | 28.565 | 38.087 | 47.609 | 27.247 | 31.788 | 36.329 | 40.870 | 45.411 |
|  | 1 | 7.990 | 8.430 | 8.755 | 7.812 | 9.374 | 10.937 | 7.457 | 8.389 | 9.321 |
|  | 2 | 4.689 | 4.965 | 5.461 | 5.629 | 5.084 | 5.931 | 6.779 | 7.626 | 5.555 |
|  | 3 | 3.685 | 3.657 | 3.638 | 3.706 | 4.447 | 4.020 | 4.594 | 5.168 | 5.742 |
|  | 4 | 3.125 | 3.108 | 3.171 | 3.436 | 3.445 | 3.182 | 3.637 | 4.092 | 4.546 |
|  | 5 | 2.789 | 2.715 | 2.940 | 2.824 | 2.851 | 3.326 | 3.079 | 3.463 | 3.848 |
|  | 6 | 2.550 | 2.663 | 2.505 | 2.777 | 2.920 | 2.883 | 3.295 | 3.001 | 3.335 |
|  | 7 | 2.392 | 2.452 | 2.418 | 2.448 | 2.591 | 2.568 | 2.935 | 2.749 | 3.054 |
|  | 8 | 2.265 | 2.328 | 2.336 | 2.448 | 2.309 | 2.694 | 2.668 | 3.001 | 2.766 |
|  | 9 | 2.187 | 2.187 | 2.297 | 2.241 | 2.404 | 2.489 | 2.474 | 2.783 | 2.601 |
|  | 10 | 2.080 | 2.102 | 2.090 | 2.241 | 2.231 | 2.305 | 2.296 | 2.583 | 2.415 |
| 0.9 | 0 | 45.453 | 54.542 | 55.167 | 45.444 | 54.532 | 63.621 | 72.710 | 40.870 | 45.411 |
|  | 1 | 10.519 | 10.328 | 11.401 | 11.067 | 13.280 | 10.937 | 12.499 | 14.062 | 15.624 |
|  | 2 | 6.545 | 6.640 | 6.620 | 6.923 | 6.755 | 7.881 | 6.779 | 7.626 | 8.473 |
|  | 3 | 4.581 | 4.577 | 4.875 | 4.525 | 5.430 | 5.188 | 5.929 | 5.168 | 5.742 |
|  | 4 | 3.980 | 4.039 | 4.137 | 3.963 | 4.124 | 4.020 | 4.594 | 5.168 | 4.546 |
|  | 5 | 3.456 | 3.480 | 3.620 | 3.675 | 3.388 | 3.953 | 3.801 | 4.276 | 3.848 |
|  | 6 | 3.051 | 3.020 | 3.039 | 3.132 | 3.333 | 3.407 | 3.295 | 3.706 | 4.118 |
|  | 7 | 2.830 | 2.796 | 2.859 | 3.023 | 2.938 | 3.023 | 3.454 | 3.302 | 3.670 |
|  | 8 | 2.730 | 2.728 | 2.697 | 2.688 | 2.938 | 3.048 | 3.078 | 3.001 | 3.335 |
|  | 9 | 2.550 | 2.542 | 2.598 | 2.646 | 2.689 | 2.805 | 2.849 | 3.200 | 3.092 |
|  | 10 | 2.422 | 2.430 | 2.377 | 2.433 | 2.437 | 2.602 | 2.634 | 2.964 | 2.870 |
| 0.95 | 0 | 63.491 | 68.179 | 55.167 | 68.020 | 54.532 | 63.621 | 72.710 | 81.798 | 90.887 |
|  | 1 | 12.897 | 13.941 | 13.770 | 14.251 | 13.280 | 15.494 | 12.499 | 14.062 | 15.624 |
|  | 2 | 7.537 | 7.293 | 7.727 | 8.275 | 8.368 | 7.881 | 9.007 | 7.626 | 8.473 |
|  | 3 | 5.541 | 5.524 | 5.461 | 5.316 | 5.457 | 6.366 | 5.929 | 6.670 | 7.411 |
|  | 4 | 4.427 | 4.339 | 4.503 | 4.547 | 4.756 | 4.811 | 4.594 | 5.168 | 5.742 |
|  | 5 | 3.901 | 3.956 | 3.922 | 4.142 | 3.970 | 3.953 | 4.518 | 4.276 | 4.751 |
|  | 6 | 3.456 | 3.418 | 3.551 | 3.436 | 3.758 | 3.888 | 3.893 | 3.706 | 4.118 |
|  | 7 | 3.051 | 3.103 | 3.103 | 3.308 | 3.2787 | 3.427 | 3.454 | 3.886 | 3.669 |
|  | 8 | 2.981 | 3.020 | 2.882 | 2.920 | 3.226 | 3.048 | 3.484 | 3.463 | 3.335 |
|  | 9 | 2.789 | 2.796 | 2.739 | 2.871 | 2.920 | 3.137 | 3.206 | 3.200 | 3.556 |
|  | 10 | 2.637 | 2.601 | 2.647 | 2.77 | 2.650 | 2.843 | 2.974 | 2.964 | 3.293 |
| 0.99 | 0 | 90.908 | 92.306 | 88.885 | 90.904 | 79.991 | 93.323 | 106.655 | 81.798 | 90.887 |
|  | 1 | 18.177 | 17.637 | 18.588 | 17.213 | 16.859 | 19.395 | 17.707 | 19.920 | 22.134 |
|  | 2 | 10.249 | 9.818 | 9.968 | 9.754 | 9.930 | 9.7624 | 11.157 | 10.133 | 11.259 |
|  | 3 | 7.006 | 6.951 | 6.733 | 6.826 | 7.407 | 7.442 | 7.275 | 8.185 | 7.411 |
|  | 4 | 5.465 | 5.324 | 5.423 | 5.629 | 5.457 | 25.549 | 6.341 | 6.186 | 6.873 |
|  | 5 | 4.689 | 4.650 | 4.640 | 4.903 | 4.970 | 5.166 | 5.196 | 5.082 | 5.647 |
|  | 6 | 4.192 | 4.244 | 4.092 | 4.142 | 4.124 | 4.384 | 4.445 | 4.999 | 4.867 |
|  | 7 | 3.789 | 3.703 | 3.728 | 3.798 | 3.970 | 4.159 | 4.371 | 4.406 | 4.318 |
|  | 8 | 3.518 | 3.544 | 3.421 | 3.602 | 3.504 | 3.764 | 3.917 | 3.919 | 4.355 |
|  | 9 | 3.255 | 3.244 | 3.212 | 3.248 | 3.445 | 3.407 | 3.585 | 3.606 | 4.007 |
|  | 10 | 3.125 | 3.020 | 3.103 | 3.132 | 3.125 | 3.376 | 3.250 | 3.656 | 3.718 |

Table 5: OC values for the ASP $\left(n=7, C=2, \frac{t}{\theta_{0}}=0.6\right)$ for given confidence level $p^{\star}=0.75$, acceptance number $\mathrm{C}=2, \lambda=2, \alpha=2 \mathrm{c}=2$

| $\frac{\theta}{\theta_{0}}$ | 2 | 4 | 6 | 8 | 10 | 12 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| OC | 0.6741 | 0.9282 | 0.9746 | 0.9883 | 0.9937 | 0.9963 |

Table 5 shows that if the true average life is twice the required mean lifetime $\left(\frac{\theta}{\theta_{0}}=2\right)$ the producer's risk is approximately 0.3259 . The producer's risk is almost equal to 0.0063 when the true true average life is greater than or equal to 10 times the specified average life.

From Table 4, we can get the values of the ratio $\frac{\theta}{\theta_{0}}$ for different choices of C and $\frac{t}{\theta_{0}}$ in order to assert that the producer's risk was less than 0.05 . For example if $p^{\star}=0.75, \frac{t}{\theta_{0}}=0.8, \mathrm{C}=2$, Table 4 gives a reading of 5.461 . This means the product can have an average life of 5.461 times the specified average lifetime in order that under the above acceptance sampling plan the product is accepted with probability of at least 0.95 .

Practical example: Consider the following ordered failure times of the release of a software given in terms of hours( T ) from the starting of the execution of the software denoting the times at which the failure of the software is experienced, it was presented by Wood (1996). This data can be regarded as an ordered sample of size 10 with observations ( $t_{i} ; i=1,2, \ldots, 10$ ): $519,968,1430,1893,2490,3058,3625,4422,5218,5823$. Let the specified average life be 1000 hours and the testing time be 600 hrs , this leads to ratio of $\frac{t}{\theta_{0}}=0.6$ with corresponding n and C as 10,2 from Table 1 for $p^{\star}=0.95$. Therefore, the sampling plan for the above sample data is ( $\mathrm{n}=10, \mathrm{C}=2, \frac{t}{\theta_{0}}=0.6$ ). Based on the 10 observations, we have to decide whether to accept the product or reject it. We accept the product only, if the number of failures before 600 hrs is less than or equal to 2 . However, the confidence level is assured by the sampling plan only if the given life times follow HLMOL distribution. In order to confirm that the given sample is generated by lifetimes following at least approximately the HLMOL distribution, we have compared the sample quantiles and the corresponding population quantiles and found a satisfactory agreement. Thus, the adoption of the decision rule of the sampling plan seems to be justified. In the sample of 10 units, there is a 1 failure at 519 hours before $t=600$ hours. Therefore we accept the product.

In the above example there is only one failure at 519 corresponding to the ASP for HLMOL ( $\mathrm{n}=10, \mathrm{C}=2, \frac{t}{\theta_{0}}=0.6$ ) with confidence $p^{\star}=0.95$. If we compare it to the sampling plans suggested by Kantam, Rosaiah, and Rao (2001), Jose and Joseph (2018), Jose and Sebastian (2011), Rosaiah and Kantam (2005), Ravikumar, Kantam, and Durgamamba (2016) and AlNasser, Al-Omari, Bani-Mustafa, and Jaber (2018) correspnding to $\mathrm{n}=10, \mathrm{C}=3$, and $p^{\star}=0.95$. We can see that the termination time t in HLMOL sampling plan is smaller than the others.

## 4. Stress-strength reliability and its estimation

In this section, we derive and estimate the stress-strength reliability $R=P(X>Y)$. Let X and Y be two independent random variables with HLMO-X distribution with parameters $c_{1}$ and $\lambda=1$, and HLMO-Y distribution parameters $c_{2}$ and $\lambda=1$, that is, $X \sim \operatorname{HLMO}-X\left(1, C_{1}\right)$
and $Y \sim \operatorname{HLMO}-Y\left(1, C_{2}\right)$. Then, the stress strength reliability R is given by

$$
\begin{align*}
R=P(X>Y) & =\int_{0}^{\infty} P(X>Y \mid Y=y) r(y) d y \\
& =\int_{0}^{\infty} \frac{2 c_{1} \bar{F}(y)}{1+\left(2 c_{1}-1\right) \bar{F}(y)} \frac{2 c_{2} f(y)}{\left[1+\left(2 c_{2}-1\right) \bar{F}(y)\right]^{2}} d y \\
& =\int_{0}^{1} \frac{4 c_{1} c_{2} v}{\left[1+\left(2 c_{1}-1\right) v\right]\left[1+\left(2 c_{2}-1\right) v\right]^{2}} d v \\
& =\frac{c_{1} c_{2}}{\left(c_{2}-c_{1}\right)^{2}} \int_{0}^{1} \frac{1-2 c_{1}}{1-\left(1-2 c_{1}\right) v}-\frac{1-2 c_{2}}{1-\left(1-2 c_{2}\right) v}-\frac{2 c_{2}-2 c_{1}}{\left[1-\left(1-2 c_{2}\right) v\right]^{2}} d v \\
& =\frac{c_{1} c_{2}}{\left(c_{2}-c_{1}\right)^{2}}\left[-\ln \left(2 c_{1}\right)+\ln \left(2 c_{2}\right)-\left(2 c_{2}-2 c_{1}\right) \frac{1-2 c_{2}}{2 c_{2}\left[1-2 c_{2}\right]}\right] \\
& =\frac{c_{1} / c_{2}}{\left(1-c_{1} / c_{2}\right)^{2}}\left[-\ln \left(\frac{c_{1}}{c_{2}}\right)+\frac{c_{1}}{c_{2}}-1\right] \tag{25}
\end{align*}
$$

### 4.1. Maximum likelihood estimation of $R$

The stress strength reliability R is the function of the parameters $c_{1}$ and $c_{2}$, respectively. Therefore, for maximum likelihood estimate (MLE) of R, we need to obtain the MLE of the parameters $c_{1}$ and $c_{2}$.
Suppose $x_{1}, x_{2}, \ldots, x_{m}$ is a random sample of size $m$ from the HLMOL distribution with parameters $\lambda=1, \alpha, \theta$ and $c_{1}$, and $y_{1}, y_{2}, \ldots, y_{n}$ is a random sample of size $n$ from the HLMOL distribution with parameters $\lambda=1, \alpha, \theta$ and $c_{2}$, and let $\alpha$ and $\theta$ be known.
Therefore, the log-likelihood function of the observed samples is given by

$$
\begin{align*}
\ell\left(c_{1}, c_{2}\right) \propto & m \ln \left(\frac{2 \alpha}{\theta}\right)+m \ln \left(c_{1}\right)+(\alpha-1) \sum_{i=1}^{m} \ln \left(1+\frac{x_{i}}{\theta}\right)-2 \sum_{i=1}^{m} \ln \left[\left(1+\frac{x_{i}}{\theta}\right)^{\alpha}+2 c_{1}-1\right] \\
& +n \ln \left(\frac{2 \alpha}{\theta}\right)+n \ln \left(c_{2}\right)+(\alpha-1) \sum_{j=1}^{n} \ln \left(1+\frac{y_{j}}{\theta}\right)-2 \sum_{j=1}^{n} \ln \left[\left(1+\frac{y_{i}}{\theta}\right)^{\alpha}+2 c_{2}-1\right] \tag{26}
\end{align*}
$$

So, the MLEs of $c_{1}$ and $c_{2}$, say $\hat{c_{1}}$ and $\hat{c_{2}}$, respectively, can be obtained as the solutions of the nonlinear equations

$$
\begin{align*}
& \frac{\partial \ell}{\partial c_{1}}=\frac{m}{c_{1}}-\sum_{i=1}^{m} \frac{4}{\left(1+\frac{x_{i}}{\theta}\right)^{\alpha}+2 c_{1}-1}=0  \tag{27}\\
& \frac{\partial \ell}{\partial c_{2}}=\frac{n}{c_{2}}-\sum_{j=1}^{n} \frac{4}{\left(1+\frac{y_{j}}{\theta}\right)^{\alpha}+2 c_{2}-1}=0 \tag{28}
\end{align*}
$$

Then the MLE of R is

$$
R=\frac{\hat{c_{1}} / \hat{c_{2}}}{\left(1-\hat{c_{1}} / \hat{c_{2}}\right)^{2}}\left[-\ln \left(\frac{\hat{c_{1}}}{\hat{c_{2}}}\right)+\frac{\hat{c_{1}}}{\hat{c_{2}}}-1\right]
$$

The elements of Fishers information matrix are

$$
\begin{align*}
I_{11}=-E\left(\frac{\partial^{2} \ell}{\partial c_{1}^{2}}\right) & =\frac{m}{c_{1}^{2}}-8 m E\left(\frac{1}{\left(1+\frac{X}{\theta}\right)^{\alpha}+2 c_{1}-1}\right) \\
& =m\left(\frac{1}{c_{1}^{2}}-16 c_{1} \int_{2 c_{1}}^{\infty} \frac{1}{u^{4}} d u\right) \\
& =m\left(\frac{1}{c_{1}^{2}}-\frac{2}{3 c_{1}^{2}}\right) \\
& =\frac{m}{3 c_{1}^{2}}  \tag{29}\\
I_{12}=I_{21} & =-E\left(\frac{\partial^{2} \ell}{\partial C_{1} c_{2}}\right)=0  \tag{30}\\
I_{22}=-E\left(\frac{\partial^{2} \ell}{\partial c_{2}^{2}}\right) & =\frac{n}{c_{2}^{2}}-8 m E\left(\frac{n}{\left(1+\frac{Y}{\theta}\right)^{\alpha}+2 c_{2}-1}\right) \\
& =\frac{n}{3 c_{2}^{2}} \tag{31}
\end{align*}
$$

Theorem 4.1. As $m \rightarrow \infty$ and $n \rightarrow \infty$, then $\left[\sqrt{m}\left(\hat{c_{1}}-c_{1}\right), \sqrt{n}\left(\hat{c_{2}}-c_{2}\right)\right] \xrightarrow{d} N_{2}\left(0, A^{-1}\left(c_{1}, c_{2}\right)\right)$ where,

$$
A=\left(\begin{array}{cc}
a_{11} & 0 \\
0 & a_{22}
\end{array}\right)
$$

and

$$
a_{11}=\lim _{m, n \rightarrow \infty} \frac{I_{11}}{m}=\frac{1}{3 c_{1}^{2}}, \quad a_{22}=\lim _{m, n \rightarrow \infty} \frac{I_{22}}{m}=\frac{1}{3 c_{2}^{2}}
$$

Proof. We can use the asymptotics properties of MLEs to prove it.
To obtain the asymptotic $100(1-\alpha)$ \% confidence interval for R , we proceed as follows

$$
\begin{gathered}
b_{1}\left(c_{1}, c_{2}\right)=\frac{\partial R}{\partial c_{1}}=\frac{c_{2}}{\left(c_{2}-c_{1}\right)^{3}}\left[-2\left(c_{2}-c_{1}\right)-\left(c_{1}+c_{2}\right) \ln \left(\frac{c_{1}}{c_{2}}\right)\right] \\
b_{2}\left(c_{1}, c_{2}\right)=\frac{\partial R}{\partial c_{2}}=\frac{c_{1}}{\left(c_{2}-c_{1}\right)^{3}}\left[2\left(c_{2}-c_{1}\right)+\left(c_{1}+c_{2}\right) \ln \left(\frac{c_{1}}{c_{2}}\right)\right]=-\frac{c_{1}}{c_{2}} b_{1}\left(c_{1}, c_{2}\right)
\end{gathered}
$$

Then,

$$
\begin{aligned}
V(\hat{R}) & =V\left(\hat{c_{1}}\right) b_{1}^{2}\left(c_{1}, c_{2}\right)+V\left(\hat{c_{2}}\right) b_{2}^{2}\left(c_{1}, c_{2}\right) \\
& =c_{1}^{2} b_{1}^{2}\left(c_{1}, c_{2}\right)\left(\frac{3}{m}+\frac{3}{n}\right)
\end{aligned}
$$

Thus we have the following result.
As $m \rightarrow \infty, n \rightarrow \infty, \quad \frac{\hat{R}-R}{c_{1} b_{1}\left(c_{1}, c_{2}\right) \sqrt{\frac{3}{m}+\frac{3}{n}}} \stackrel{d}{\longrightarrow} N(0,1)$ and the asymptotic $100(1-\alpha) \%$ confidence interval for R is given by

$$
\hat{R} \pm Z_{(\alpha / 2)} \hat{c_{1}} b_{1}\left(\hat{c_{1}}, \hat{c_{2}}\right) \sqrt{\frac{3}{m}+\frac{3}{n}}
$$

where $Z_{(\alpha / 2)}$ is the $(1-\alpha / 2)^{\text {th }}$ percentiles of the standard normal distribution.
Hence, the asymptotic $95 \%$ confidence interval for R is given by

$$
\hat{R} \pm 1.96 \hat{c_{1}} b_{1}\left(\hat{c_{1}}, \hat{c_{2}}\right) \sqrt{\frac{3}{m}+\frac{3}{n}}
$$

### 4.2. Simulation study for $R$

Here, we mainly present some simulation experimentes to study the performance of the MLE estimator and confidence interval for $R$. The simulation experiment was repeated $N=10000$ times each with different sample sizes, $(\mathrm{m}, \mathrm{n})=(15,15),(20,20),(25,20),(25,25),(25,30)$, $(30,20),(30,25),(30,30)$. The values of $c_{1}$ and $c_{2}$ were combinations of $c_{1}=0.2,0.5,0.6$ and $c_{2}=0.4,0.8,0.5$. We fixed the values of $\alpha$ and $\theta$ as, $\alpha=4$ and $\theta=1$. In this simulation study, we computed four measures: the average bias (Bias), average mean square error(MSE), average length of the asymptotic $95 \%$ confidence intervals and coverage probability of $R$.

Table 6: Bias and MSE of the simulated estimates of R for $\alpha=4$ and $\theta=1$

|  | $\left(c_{1}, c_{2}\right)$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Bias |  |  | MSE |  |  |
| $(\mathrm{m}, \mathrm{n})$ | $(0.2,0.4)$ | $(0.5,0.8)$ | $(0.6,0.5)$ | $(0.2,0.4)$ | $(0.5,0.8)$ | $(0.6,0.5)$ |
| $(15,15)$ | 0.0394 | 0.0356 | -0.0141 | 0.0085 | 0.0077 | 0.0068 |
| $(20,20)$ | 0.0383 | 0.0355 | -0.0140 | 0.0067 | 0.0066 | 0.0055 |
| $(25,20)$ | 0.0398 | 0.0379 | -0.0103 | 0.0062 | 0.0063 | 0.0052 |
| $(25,25)$ | 0.0370 | 0.0353 | -0.0129 | 0.0055 | 0.0059 | 0.0049 |
| $(25,30)$ | 0.0354 | 0.0348 | -0.0160 | 0.0051 | 0.0058 | 0.0047 |
| $(30,20)$ | 0.0416 | 0.0411 | -0.0075 | 0.0059 | 0.0064 | 0.0049 |
| $(30,25)$ | 0.0386 | 0.0381 | -0.0109 | 0.0053 | 0.0059 | 0.0046 |
| $(30,30)$ | 0.0346 | 0.0345 | -0.0125 | 0.0048 | 0.0056 | 0.0044 |

Table 7: Average confidence length and coverage probability of the simulated estimates of R for $\alpha=4$ and $\theta=1$

|  | $\left(c_{1}, c_{2}\right)$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Average confidence length |  | Coverage probability |  |  |  |
| $(\mathrm{m}, \mathrm{n})$ | $(0.2,0.4)$ | $(0.5,0.8)$ | $(0.6,0.5)$ | $(0.2,0.4)$ | $(0.5,0.8)$ | $(0.6,0.5)$ |
| $(15,15)$ | 0.3945 | 0.4010 | 0.4029 | 0.9593 | 0.9773 | 0.9791 |
| $(20,20)$ | 0.3437 | 0.3487 | 0.3506 | 0.9624 | 0.9688 | 0.9795 |
| $(25,20)$ | 0.3272 | 0.3315 | 0.3327 | 0.9622 | 0.9635 | 0.9747 |
| $(25,25)$ | 0.3085 | 0.3125 | 0.3142 | 0.9621 | 0.9591 | 0.9715 |
| $(25,30)$ | 0.2954 | 0.2994 | 0.3013 | 0.9605 | 0.9571 | 0.9701 |
| $(30,20)$ | 0.3156 | 0.3195 | 0.3204 | 0.9612 | 0.9556 | 0.9741 |
| $(30,25)$ | 0.2960 | 0.2998 | 0.3011 | 0.9590 | 0.9526 | 0.9717 |
| $(30,30)$ | 0.2818 | 0.2855 | 0.2862 | 0.9576 | 0.9485 | 0.9666 |

The Bias and MSE of are presented in Table 6. The average confidence lengths and coverage probabilities are reported for $95 \%$ confidence intervals using exact MLE and asymptotic distribution of R in Table 7. When $c_{1}<c_{2}$, the bias is positive and when $c_{1}>c_{2}$, the bias is negative. The equal $(m=n)$ and unequal $(m \neq n)$ choices of sample sizes are taken to evaluate the estimates of R. From this extensive study, it has been observed that the Bias decreases with increasing sample size $n$ and fixed sample size $m$, also Bias increases with increase sample size $m$ and fixed $n$. In general, Bias, MSE and length of the confidence interval decreases as the sample size increases. It verifies the consistency property of the MLE of R. For small sample sizes (m,n), the coverage probabilities for the MLE's are slight less than nominal value, with the increase of sample sizes ( $\mathrm{m}, \mathrm{n}$ ), they more close to the nominal value. We also observe that there is no substantial difference in the Bias, MSE, average confidence lengths and coverage probabilities of R for different choices of the parameters.

### 4.3. Practical data example for $R$

In this subsection, We consider the real-life data sets of the waiting times (in minutes) before
service of the customers of two diffrent banks A and B, given by Ghitany, Atieh, and Nadarajah (2008). We are interested in estimating the stress-strength reliability $R=P(X>Y)$ where $X(Y)$ denotes the customer service time in Bank A (B). The data sets are given below Bank A: X $(\mathrm{m}=100)$
$0.8,0.8,1.3,1.5,1.8,1.9,1.9,2.1,2.6,2.7,2.9,3.1,3.2,3.3,3.5,3.6,4.0,4.1,4.2,4.2,4.3,4.3$, $4.4,4.4,4.6,4.7,4.7,4.8,4.9,4.9,5.0,5.3,5.5,5.7,5.7,6.1,6.2,6.2,6.2,6.3,6.7,6.9,7.1$, $7.1,7.1,7.1,7.4,7.6,7.7,8.0,8.2,8.6,8.6,8.6,8.8,8.8,8.9,8.9,9.5,9.6,9.7,9.8,10.7,10.9$, $11.0,11.0,11.1,11.2,11.2,11.5,11.9,12.4,12.5,12.9,13.0,13.1,13.3,13.6,13.7,13.9,14.1$, $15.4,15.4,17.3,17.3,18.1,18.2,18.4,18.9,19.0,19.9,20.6,21.3,21.4,21.9,23.0,27.0,31.6$, 33.1, 38.5.

Bank B: Y ( $\mathrm{n}=60$ )
$0.1,0.2,0.3,0.7,0.9,1.1,1.2,1.8,1.9,2.0,2.2,2.3,2.3,2.3,2.5,2.6,2.7,2.7,2.9,3.1,3.1$, $3.2,3.4,3.4,3.5,3.9,4.0,4.2,4.5,4.7,5.3,5.6,5.6,6.2,6.3,6.6,6.8,7.3,7.5,7.7,7.7,8.0$, $8.0,8.5,8.5,8.7,9.5,10.7,10.9,11.0,12.1,12.3,12.8,12.9,13.2,13.7,14.5,16.0,16.5,28.0$.
We fitted the HLMOL distribution for each dataset. Let us first assume that $X \sim \operatorname{HLMOL}(\lambda=$ $\left.1, \alpha=4, \theta=7, c_{1}\right)$ and $Y \sim \operatorname{HLMOL}\left(\lambda=1, \alpha=4, \theta=7, c_{2}\right)$. We used the Anderson-Darling (A-D), Cramer-von Mises and Kolmogorov-Smirnov (K-S) statistics to test the goodness-of-fit and found that the HLMOL distribution is good fitted. The values of A-D, Cramer-von Mises and K-S statistics along P-value are given in Table 8

Table 8: Statistic(P-value) of different goodness-of-fit tests for the data sets

|  | A-D | Cramer-von Mises | K-S |
| :--- | :--- | :--- | :--- |
| Bank A(X) | $0.2466(0.9721)$ | $0.0311(0.9729)$ | $0.0451(0.987)$ |
| Bank B(Y) | $0.3349(0.9095)$ | $0.0542(0.852)$ | $0.0748(0.89)$ |

The MLEs of the unknown parameters are $\hat{c_{1}}=10.5963, \hat{c_{2}}=3.9109$. Replacing the parameters by the estimates we get the MLE of the stress-strength reliability R as 0.6608 and the $95 \%$ confidence interval of R is $(0.5771,0.7445)$.

## 5. Conclusion

The paper considers the applications of HLMOL distribution in the fields of time series modeling, ASP and stress-strength analysis. In time series modeling, different autoregressive minification processes of order one are developed. These can be used for modelling time series data from different contexts. We developed a ASP for HLMOL distribution by assuming the lifetime of products following HLMOL distribution. For fixed confidence level, the minimum sample size to assert the ratio of specified mean life and the maximum test duration are calculated. The OC values with OC curves and minimum ratio of mean life to the specified life are tabulated. The results are illustrated using a data set. It is shown that the suggested ASP is useful in minimizing the producer's risk. Also, the proposed ASP is more economical than some of the existing ASPs.
In stress-strength analysis, we derive and estimate the stress-strength reliability parameter $R$ based on two independent samples from HLMOL distribution with different parameters. The results for estimation of R by MLE is reported. From the simulation results, it is observed that as the sample size ( $\mathrm{m}, \mathrm{n}$ ) increases the Bias, MSE and average confidence length decreases and, the performance of the coverage probability is satisfactory. Also, a real-life data analysis is presented for illustrative purpose.
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# Calcium Content - A Comparative Study and Mineral analyses of Various Egg Shells 
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#### Abstract

Egg shells are the rich source of mineral salts, mainly calcium carbonate, which was probably the best natural source of calcium and it was about $90 \%$ absorbable. Our study was designed to evaluate the percentage of calcium carbonate in various egg shell samples of our locality because of its potential applications that minimize their effect on environmental pollution. Mineral analyses were also done using common methods in literature. Six different samples of egg shells were taken under consideration which includes broiler chicken egg, duck egg, local hen egg, quail egg, black hen egg and turkey egg. The highest quantity of calcium carbonate observed was $\mathbf{8 4 . 4 0 \%}$ and the least was $72.68 \%$. From the fore going analyses, it has been found out that, there was high amount of calcium carbonate $\left(\mathrm{CaCO}_{3}\right)$ in virtually all the samples analyzed, an average of $80 \%$ was found to be present.Calcium, Magnesium, Iron and Aluminium were found in all the six samples


Keywords: Egg shells, Mineral Analysis, calcium carbonate

## INTRODUCTION

Eggshell which forms the outer crust of an egg is a non edible product with very limited use \& value and is largely disposed of as a waste.But actually, theywere a reserve of many bioactive compounds with high economic and monetary value, which can be extracted by the efficient separation of eggshell and membrane. The extraction of the many bioactive compounds present in the egg membrane would not only benefit the egg processing industry by giving them a new source of revenue but also the cosmetic and pharmaceutical industry by reducing the processing cost significantly; making the product cheaper and hence affordable for a wider section of society ${ }^{1-8}$.

The eggshell which consists of various different layers can be described as a well-organized structure, the formation of which begins at different segments of the hen's oviduct. A number of different proteins (soluble and insoluble) and minerals are deposited during the process of eggshell formation which is later used up by the developing embryo. The insoluble proteins have been suggested to act as structural framework and the soluble proteins become embedded in the calcified layers. The deposited mobilized calcium is used for the development and formation of embryo's skeleton (Lammie et al. 2005; Stadelman and Cotterill 1996) ${ }^{9}$.

Egg shells are the rich source of mineral salts, mainly calcium carbonate, which is probably the best natural source of calcium and it is about $90 \%$ absorbable. Our study was designed to evaluate the percentage of calcium carbonate in various Egg shell samples of our locality because of its potential applications that minimize their effect on environmental pollution.

## MATERIALS AND METHODS

Fresh six egg sampleswere collected from locality.These include broiler chicken egg, duck egg, local hen egg, quail egg, black hen egg and turkey egg.All samples were washed with distilled water and all of the membranes were peeled off from the inside of the shell. Dry the shell with a paper towel and put into a beaker. Place the beaker with the shell in the oven, and dry the shell for about 30 minutes. It was important that the shell be dry in order to get best results. Remove the shell from the oven and grind it to a very fine powder using mortar and pestle. It was then then sieved and kept in an air tight container.

## Estimation of Calcium Carbonate in Egg Shell

Calcium Carbonate is very insoluble in pure water but will readily dissolve in acid according to the equation below: $2 \mathrm{HCl}(\mathrm{aq})+\mathrm{CaCO}_{3}(\mathrm{~s}) \rightarrow \mathrm{CaCl}_{2}(\mathrm{aq})+\mathrm{CO}_{2}(\mathrm{~g})+\mathrm{H}_{2} \mathrm{O}(\mathrm{l})+\mathrm{HCl}(\mathrm{aq})(1)(\mathrm{in} \mathrm{excess})$ (limiting reagent) (unreacted)

Estimation was achieved by adding on excess of acid to dissolve all of the $\mathrm{CaCO}_{3}$ and then titrating the remaining HCl with NaOH solution to determine the amount of acid which has not reacted with the calcium carbonate. The reaction
used to determine the amount ofunreacted acid by titration was given below. This type of analysis was generally referred to as a back-titration.

$$
\begin{aligned}
& \mathrm{HCl}(\mathrm{aq})+\mathrm{NaOH}(\mathrm{aq}) \rightarrow \mathrm{NaCl}(\mathrm{aq})+\mathrm{H} 2 \mathrm{O}(\mathrm{l})(2) \\
& \text { (unreacted) }
\end{aligned}
$$

The difference between amount of the acid ( HCl ) initially added and the amount left over after the reaction was equal to the amount used by the $\mathrm{CaCO}_{3}$.

## Dissolution of the eggshell in excess HCl

Accurately weigh 0.35 g of dried shell into 250 ml beaker. Add 4 drops of ethanol to the beaker. This acts as a wetting agent and helps the hydrochloric acid dissolve the $\mathrm{CaCO}_{3}$. Pour 10 ml of the 0.1 M HCl into the beaker. Swirl the flasks to wet all of the solids. Heat the solution in the beaker until they begin to boil and the solid egg shell dissolves. It is important that all of the eggshell solids dissolve because this contains the material to analyse. Eggshell was dense and will settle on the bottom of the beaker. A white proteinaceous substance may form, but it will be suspended in the solution. Maintain a consistent fluid level in the beaker by periodically washing down the walls of the flask with deionized water from bottle. Do not allow the liquid to completely evaporate. The process of dissolving the eggshell is complete when no more "the eggshell were visible in the flask. Allow the beaker to cool. Rinse the walls of the beaker one last time with water from wash bottle.

## Titration of Unreacted HCl with 0.5 N NaOH

Add 10 drops of phenolphthalein indicator to beaker. Fill the burette with standardized NaOH solution. Titrate the sample to the first persistent barely-pink colour. When close to the endpoint the colour will fade slowly. Add more NaOH dropwise until the colour remains for at least 30 seconds. Read and record the final volume.

## Mineral Analysis

## Test for Calcium

To a little of the sample solution ammonium hydroxide, ammonium chloride, and excess of ammonium carbonate solutions are added. A white precipitate is formed.

## Test for Strontium

Reaction paper is impregnated with saturated solution of potassium chromate and dried.One drop of test solution is placed on the paper and after a minute drops of sodium rodisonate in water is placed on the moistened spot. A brownish red spot is observed.

## Test for Magnesium

To little of the sample two drops of mageson reagent is added followed by two drops of NaOH . A blue precipitate is formed.

## Test for Aluminum

To a little of the sample solution a drop of 2 M NaOH and one drop of $1 \%$ aqueous solution of Alizarin reagent is added. Then acetic acid added in drops until violet colour disappear and one drop excess. A red precipitate is formed.

## Test for Phosphorous

To a little of the sample solution concentrated $\mathrm{HNO}_{3}$ is added and heated. Then ammonium molybdate is added to this solution. A scanty yellow colour is observed.

## Test for Zinc

A little of mixture is heated with few drops of Con. $\mathrm{HNO}_{3}$ and few drops of cobalt nitrate solution and a filter paper dipped in the solution is burnt to ashes, if it shows green colored ash; then presence of zinc.

## Test for Iron

A drop of test solution is mixed with one small crystal of tartaric acid and a drop of dimethyl glyoxime followed by drops of ammonium hydroxide. A red colour is developed.

## RESULTS AND DISCUSSION

## Percentage of $\mathrm{CaCO}_{3}$ in Egg Shell Samples

According to our experimental analysis of eggshell samples, the Broiler chicken egg and Local hen egg has the highest value of calcium content $(0.2954 \mathrm{~g})$, percentage of $\mathrm{CaCO}_{3}$ was $84.41 \%$. The Turkey egg has the lowest value of calcium content $(0.2544 \mathrm{~g})$, percentage of $\mathrm{CaCO}_{3}$ was $72.69 \%$.
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Table 1: Percentage of Calcium Carbonate in egg samples

| Sl.No. | Sample | Weight of CaCO $_{3}(\mathbf{g})$ | Percentage of CaCO $\mathbf{B}_{3}$ in the <br> Sample (\%) |
| :--- | :--- | :--- | :--- |
| 1 | Broiler chicken egg | 0.2954 | 84.41 |
| 2 | Duck egg | 0.2911 | 83.17 |
| 3 | Local hen egg | 0.2954 | 84.41 |
| 4 | Quack hen egg egg | 0.2846 | 81.32 |
| 5 | Turkey egg | 0.2760 | 78.86 |
| 6 | 0.2544 | 72.69 |  |



Fig 1: Percentage of Calcium Carbonate in egg samples
Increased or decreased calcium level in birds might be depending upon their habitat. In case of domestic hens, they are fed with supplementary feed. This may be one of the reason for the difference in the calcium content of some egg shell. This may increase the quality of egg shell.Numerous factors affect the functional quality of the egg shell mostly prior to the egg is laid. The thickness of the shell is determined by the amount of time it spends in the shell gland and the rate of calcium deposition during shell formation. If the egg spends a short period in the shell gland, the thickness will be less. Also, the time of the day when the egg is laid determines the thickness of the shell ${ }^{11}$.

## Mineral Analysis

Our mineral analysis results were shown in table below.It was found that the eggshells are rich in mineral elements. Calcium and magnesium which are often found together are present in all samples which can be used in bones development and so also the muscles. Phosphorus was present in all samples except Quail and Turkey which was required daily for proper physiological function such as bone formation, nucleotide for enzymes activities, ATP, ADP phosphate and energy transmitting forming system. Iron was present in all samples which can be used as a supplement in the body for oxygen transport by hemoglobin and enzymatic oxidation reactions. Strontium was found in Duck, Local Hen and Turkey whereas Aluminium was present in all.Zinc was present in Quail and Turkey egg shell only.

Table 2:Mineral Analysis in egg samples

| Samples | Broiler <br> Chicken | Duck | Local Hen | Black Hen | Quail | Turkey |
| :--- | :---: | :--- | :---: | :---: | :---: | :---: |
| Elements | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Calcium |  |  |  |  |  |  |
| Strontium | X | $\checkmark$ | $\checkmark$ | X | X | $\checkmark$ |
| Magnesium | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Aluminium | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Phosphorus | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\mathbf{X}$ | $\mathbf{X}$ |
| Zinc | $\mathbf{X}$ | $\mathbf{X}$ | $\mathbf{X}$ | $\mathbf{X}$ | $\checkmark$ | $\checkmark$ |
| Iron | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |

## CONCLUSION

Present work was conducted with an overall view to determine the quantity of calcium carbonate in different types of egg shells, Six different samples of egg shells were taken under consideration. These include broiler chicken egg, duck egg, local hen egg, quail egg, black hen egg and turkey egg. The quantity of calcium carbonate was found to be more for local hen egg and broiler chicken egg and the turkey egg has the least amount of calcium carbonate. The highest quantity of calcium carbonate observed is $84.40 \%$ and the least is $72.68 \%$. From the fore going analyses, it has been found out that, there is high amount of calcium carbonate $\left(\mathrm{CaCO}_{3}\right)$ in virtually all the samples analyzed, an average of $80 \%$ was found to be present. It was also found that the eggshells are rich in mineral elements. Calcium, Magnesium, Iron and Aluminium were found in all the six samples. Phosphorus was detected in all the four samples except Quail and Turkey, instead Zinc was present in them, Strontium was the other element present in Duck, Local hen and Turkey.

Eggshells can be utilized for various purposes that minimize their effect on environmental pollution. Eggshells present healthy, balanced calcium due to its trace amounts of other minerals and is probably the best natural source of calcium ${ }^{3}$.
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#### Abstract

Nanoanatase having photocatalytic activity was successfully prepared by hydrothermal method under controlled conditions using Titanium-iso-propoxide. It is one of the most commonly used semiconductor oxide for environmental photocatalysis, being of low toxicity, insoluble in water and stable to photo and chemical corrosion over a wide range of pH . Their properties, which are determined by the preparation method, are very crucial in photocatalysis. The advantages of the hydrothermal method are that it is an easy method to obtain nanotube morphology, variation in the synthesis method can be implemented to enhance the properties of $\mathrm{TiO}_{2}$ nanotubes, and it is a feasible method for different applications. A systematic characterization was done using XRD, BET, FTIR and SEM techniques. When compared to commercial form, nanostructures have several advantages like large surface area, controlled morphology, size, porosity to obtain desired surface chemistry.


Index Terms: $\mathrm{TiO}_{2}$, Hydrothermal, anatase, photocatalyst

## 1.INTRODUCTION

Studies on the photochemical activity of pigments in commercial polyolefins have been mainly concerned with white pigments. Titanium dioxide $\left(\mathrm{TiO}_{2}\right)$ is the most widely studied of these, since it is technically outstanding in many respects (King, 1968). Anatase, brookite and rutile are the three crystalline forms of titania. Among these crytalline forms anatase- $\mathrm{TiO}_{2}$ deserves more attention by virtue of its use as pigment (J.G. Balfour, 1994) and gas sensors (Y.C. Yeh et al,1989), catalysts (C.G. Bond et al, 1991; P.S.Awati et al, 2003) and photocatalysts (Hagfeldt et al, 1995; Y.H. Hsien et al, 2001; C. Lizama et al, 2002) in applications related to pollution control and in photovoltaics (N. Serpane et al, 2000). The catalytic and other properties of these materials strongly depend on the crystallinity, surface morphology, the particle sizes and preparation methods. $\mathrm{TiO}_{2}$ nanoparticles have real advantages in relation to photocatalytic activity. Different preparation processes for them have been reported, such as sol-gel process (G. Colon et al, 2002), hydrolysis of inorganic salts (Y. Zhang et al, 2001), ultrasonic technique and hydrothermal process (X.M. Wu et al, 2001; E. Vigil et al, 2001; H. Zhang et al, 2001; X. Ju et al, 2002).

This study describes a rapid hydrothermal synthesis method to produce phase pure, monodisperse anatase particles with small grain size and high specific surface area at low temperature. Hydrothermal processing of either amorphous titania or a titanium containing precursor has been shown to be an ideal method for producing ultrafine (grain size< 10nm) anatase crystallites with high specific surface areas and high crystallinity, a property that is essential for photocatalytic reactions (J. Ovenstone et al, 2001).

## II. MATERIALS AND METHODS

## Materials

Titanium-iso-propoxide, $\left[\mathrm{Ti}\left(\mathrm{OPr}^{\mathrm{i}}\right)_{4}\right]$ purchased from Alpha was used as titanium source for $\mathrm{TiO}_{2}$ photocatalyst preparation. $\mathrm{Ti}\left(\mathrm{OPr}^{\mathrm{i}}\right)_{4}$ was used without further purification. Glacial acetic acid $\left(\mathrm{C}_{2} \mathrm{H}_{4} \mathrm{O}_{2}, 99.5 \%\right)$ was used as a solvent. Distilled water was used for the hydrolysis of $\mathrm{Ti}\left(\mathrm{OPr}^{\mathrm{i}}\right)_{4}$.

## Preparation of nano- $\mathrm{TiO}_{2}$ photocatalyst by hydrothermal method

The most popular technique to hydrolytically prepare nanocrystalline titania is hydrothermal processing, i.e., crystallization at elevated temperature and pressure in the presence of water (A.Rabenau et al, 1985). Hydrothermal crystallization is carried out in a sealed autoclave. A heating mantle or oven is used to raise the temperature above the standard boiling point of the solvent, at which point the evaporating solvent begins to generate a pressure inside the sealed vessel exclusively due to the refluxing solvent. Hydrothermal reaction times are often as short as 2 h and are rarely longer than 1-2 days. The following procedure was employed in this case.
$10 \mathrm{ml} \mathrm{Ti}\left(\mathrm{OPr}^{\mathrm{i}}\right)_{4}$ was dissolved in 20 ml acetic acid by stirring. After stirring for 10 minutes, 200 ml distilled water was added dropwise from a burette at a rate of $1 \mathrm{ml} / \mathrm{min}$. The stirring without heating was continued till a clear solution was obtained. The clear solution was then transferred into a Teflon-lined autoclave. The autoclave was then maintained at $110^{\circ} \mathrm{C}$ overnight without shaking or stirring. After the autoclave naturally cooled to room temperature, the sample soution (Fig.1) was transferred into a beaker and subjected to solvent evaporation at $110^{\circ} \mathrm{C}$ for 2 h . It was then dried in oven at $110^{\circ} \mathrm{C}$ for a few minutes in a current of air. The sample was then calcined at $400^{\circ} \mathrm{C}$ in the muffle furnace for different time intervals to ensure a crystalline product (Fig.2). During this processing titanium (IV) alkoxide reacts with water and forms $\mathrm{Ti}-\mathrm{O}-\mathrm{Ti}$ bridges to create solid $\mathrm{TiO}_{2}$, according to the reaction;

$$
\mathrm{Ti}(\mathrm{OR})_{4}+2 \mathrm{H}_{2} \mathrm{O} \rightarrow \mathrm{TiO}_{2}+4 \mathrm{ROH}
$$



Fig. $2 \mathbf{T i O}_{2}$ nano particles obtained after calcinations at $\mathbf{4 0 0}^{\mathbf{0}} \mathrm{C}$

## Characterization of nanotitania

## X-Ray diffraction

The crystalline phase of the hydrothermally synthesized $\mathrm{TiO}_{2}$ nanoparticles was analyzed by X-ray powder diffraction (XRD) pattern obtained from Bruker D8 Advance Model Diffractometer with $\mathrm{Cu} \mathrm{K} \alpha$ radiation in the region $2 \theta=10-80^{\circ}$ and Ni filter operating at 30 kV and 20 mA . The crystallite size of the anatase particles was calculated from the X-ray diffraction peak using Scherrer's equation (B. D. Cullity, 1978; L. E. Alexander, 1968);

$$
\mathrm{d}_{\mathrm{hkl}}=\mathrm{k} \lambda /(\beta \cos (2 \theta))
$$

where $d_{\mathrm{hkl}}$ is the average crystallite size ( nm ), $\lambda$ is the wavelength of the $\mathrm{CuK} \alpha$ radiation applied ( $\lambda=1.54 \mathrm{~A}^{0}$ ), $\theta$ the Bragg's angle of diffraction, $\beta$ the full-width at half maximum intensity of the peak observed at $2 \theta=25.3^{0}$ (converted to radians) (L.Q. Jing et al, 2001) and k the constant usually taken as 0.94 .

## Bulk density

The bulk density of the material was determined as per ASTM D 1895-96. The small end of the funnel is closed with hand or a suitable flat strip and $115 \pm 5 \mathrm{~cm}^{3}$ of samples are poured into the funnel. Open the bottom of the funnel quickly and allow the material to flow freely into the cup. If caking occurs in the funnel, the material may be loosened with a glass rod. After the material has passed through the funnel immediately scrape off the excess on the top of the cup with a straight edge without shaking the cup. Weigh the material nearest to 0.1 g and determine bulk density.

## BET studies

Surface area of the titanium dioxide nano particles as well as commercial titania were measured using BET method. Measurements were carried out under nitrogen atmosphere using ASAP 2000 model, surface area and porosity analyzer. Surface area was determined using the equation,

$$
\mathrm{S}_{\mathrm{BET}}=4.353 \mathrm{~V}_{\mathrm{m}}
$$

where $\mathrm{S}_{\mathrm{BET}}$ is the surface area in $\mathrm{m}^{2} / \mathrm{g}$ and $\mathrm{V}_{\mathrm{m}}$ is the molar volume of adsorbate gas $\left(\mathrm{N}_{2}\right)$ at $\operatorname{STP}$.

## Fourier transform infrared spectroscopy

FTIR spectra of the commercial and synthesized $\mathrm{TiO}_{2}$ in powder form was recorded in the range 400 to $4000 \mathrm{~cm}^{-1}$.

## Scanning electron microscopy

The surface morphology of $\mathrm{TiO}_{2}$ was examined using a scanning electron microscope. The synthesized and commercial $\mathrm{TiO}_{2}$ samples were sputter-coated with a thin layer of gold and examined under scanning electron microscope.

## III.RESULTS AND DISCUSSION

## X-Ray diffraction

The XRD pattern is shown in Figs. 3 to 7. All the sharp peaks observed belong to anatase- $\mathrm{TiO}_{2}$. Rutile and brookite phases were absent as their characteristic d-spacing values were not observed. Apparently, a complete anatase $\mathrm{TiO}_{2}$ crystalline phase was obtained.


Fig. 3 XRD pattern of hydrothermally synthesized nano- $\mathrm{TiO}_{2}$ powder without calcination


Fig. 4 XRD pattern of hydrothermally synthesized nano- $\mathrm{TiO}_{2}$ powder with calcination at $400^{\mathbf{0}} \mathrm{C}$ for $\mathbf{1}$ hour


Fig. 5 XRD pattern of hydrothermally synthesized nano- $\mathrm{TiO}_{2}$ powder with calcination at $400^{\circ} \mathrm{C}$ for 3 hours


Fig. 6 XRD pattern of hydrothermally synthesized nano- $\mathrm{TiO}_{2}$ powder with calcination at $400^{\circ} \mathrm{C}$ for 5 hours


Fig. 7 XRD pattern of hydrothermally synthesized nano- $\mathbf{T i O}_{2}$ powder with calcination at $\mathbf{4 0 0}{ }^{\mathbf{0}} \mathbf{C}$ for $\mathbf{2 4}$ hours

Details of X-Ray diffraction studies are given in Table 1. Average crystallite size of $\mathrm{TiO}_{2}$ was estimated by Scherrer's equation. The average crystallite size of the nano- $\mathrm{TiO}_{2}$ (without calcinations) was estimated to be 6 nm and it is much lower than most other commercially available titania samples.

Table-1 Data of X-Ray diffraction studies

| Catalyst | Calcination <br> time (hour) | $\mathbf{2 \theta}{ }^{\left({ }^{\mathbf{0}}\right)}$ | $\mathbf{C o s} \boldsymbol{\theta}$ | $\boldsymbol{\beta}{ }^{\left({ }^{\mathbf{0}}\right)}$ | Crystallite <br> size (nm) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| A0 | 0 | 25.220 | 0.97 | 1.241 | 6.56 |
| A1 | 1 | 25.108 | 0.97 | 0.876 | 9.29 |
| A3 | 3 | 24.981 | 0.97 | 0.720 | 11.31 |
| A5 | 5 | 25.188 | 0.97 | 0.657 | 12.39 |
| A24 | 24 | 25.233 | 0.97 | 0.496 | 16.43 |

[A0 = Anatase sample without calcination, A1= Anatase sample after 1hour calcination, A3 $=$ Anatase sample after 3hour calcination, A5 = Anatase sample after 5hour calcination, A24 = Anatase sample after 24hour calcination.]

The variation of $\beta$ value and crystallite size with calcination time is shown in Figs. 8 and 9 respectively. The gradual narrowing of XRD lines with the increase in calcinations time (Fig. 8) reflects a corresponding increase in the average crystallite size (Fig. 9)


Fig. 8 Variation of $\boldsymbol{\beta}$ value with calcination time


Fig. 9 Variation of crystallite size with calcination time

## Bulk density

The bulk density of the commercial and synthesized samples is given in Table 2. It is found that the bulk density of the synthesized anatase (A0-A24) is higher than that of commercial anatase (A). This is due to the smaller particle size of synthesized anatase compared to that of commercial anatase.

Table-2 Bulk densities of the prepared anatase samples

| Samples | Bulk density $\left(\mathbf{g} / \mathbf{c m}^{\mathbf{3}}\right)$ |
| :---: | :---: |
| A | 0.979 |
| A0 | 1.296 |
| A1 | 1.282 |
| A3 | 1.173 |
| A5 | 1.136 |
| A24 | 1.104 |

The variation of bulk density with calcination time is shown in Fig.10. Bulk density of the synthesized anatase samples decreases with increase in calcination time. This is due to the increase in particle size.


Fig.10. Variation of bulk density with calcination time

## BET studies

Table 3 gives the BET adsorption results of nano and commercial anatase. From the table it is clear that nanoanatase has higher surface area than that of commercial anatase. Higher the surface area, lower the particle size. It is very well known that the photocatalytic effect of a catalyst is dependent on the crystallite size and surface area. The smaller the particles, the larger will be its specific surface area and the higher photocatalytic activity (M. Asilturk et al, 2005).

Table 3 Surface area of the $\mathrm{TiO}_{2}$ samples

| Samples | Surface area $\left(\mathbf{m}^{2} / \mathbf{g}\right)$ |
| :---: | :---: |
| Commercial anatase | 110 |
| Nanoanatase | 310 |

## Infrared spectroscopy

The FTIR spectrum of nano and commercial forms of $\mathrm{TiO}_{2}$ are shown in Figs. 11 and 12 respectivey. In the FTIR spectrum, the broad band at $3360 \mathrm{~cm}^{-1}$ is attributed to bound water. The peak at $1624 \mathrm{~cm}^{-1}$ is due to vibration frequency corresponding to the bending of water molecule ( $\mathrm{O}-\mathrm{H}$ bending vibration). Ti-( $\mathrm{O}-\mathrm{C}$ ) vibration is observed as a small band around $1053 \mathrm{~cm}^{-1}$. The sharp band observed at $930 \mathrm{~cm}^{-1}$ is attributed to Ti-O stretching vibration.


Fig. 11 FTIR spectrum of synthesized nano- $\mathrm{TiO}_{2}$ particle dried at $110^{\mathbf{0}} \mathrm{C}$


Fig. 12 FTIR spectrum of commercial- $\mathrm{TiO}_{2}$

## Scanning electron microscopy

The surface morphology of $\mathrm{TiO}_{2}$ was examined by a JEOL JSM-6390LV Model scanning electron microscope. The scanning electron micrographs of the synthesized nano and commercial forms of $\mathrm{TiO}_{2}$ are shown in Figs. 13 and 14. These micrographs show that the synthesized $\mathrm{TiO}_{2}$ has lower particle size than the commercial $\mathrm{TiO}_{2}$. From the micrographs it is clear


Fig. 13 Typical SEM micrograph of hydrothermally synthesized nanoanatase particle


Fig. 14 Typical SEM micrograph of commercial anatase particle

## IV.CONCLUSIONS

- Nanoanatase having photocatalytic activity was successfully prepared by hydrothermal method under controlled conditions.
- XRD studies showed that anatase was the only crystalline phase in the nano $\mathrm{TiO}_{2}$ powder.
- The crystallite size of titania was calculated to be 6 nm from the XRD results.
- Crystallite size increases as the calcination time of the synthesized anatase is increased.
- Anatase without any calcination showed the smallest crystallite size.
- From BET method the surface area was found to be $310 \mathrm{~m}^{2} / \mathrm{g}$ which is higher than that of commercial anatase $\left(110 \mathrm{~m}^{2} / \mathrm{g}\right)$. Higher the surface area, lower the particle size.
- The smaller particle size and larger specific surface area indicates higher photocatalytic activity.
- SEM shows that nanoanatase prepared by this method is spherical in shape.


## V. REFERENCES

[1] KING. 1968. Plastics and Polymers.
[2] J.G. Balfour. 1994. Technological Applications of Dispersions, Marcel Dekker, New York.
[3] Y.C. Yeh, T.T. Tseng, D.A. Chang. 1989. J. Am. Ceram. Soc., 72 ,1472.
[4] C.G. Bond, S. F. Tahir. 1991. Appl. Catal.,71, 1.
[5] P.S.Awati, S.V.Awate, P.P.Shah, V.Ramaswamy. 2003. Catal.Comm.,4, 393.
[6] Hagfeldt, M. Gratzel. 1995. Chem. Rev.,95,49.
[7] Y.H. Hsien, C.F. Chang, Y.H. Chen, S. Cheng. 2001. Appl. Catal., B Environ., 31, 241.
[8] C. Lizama, J. Freer, J. Baeza, H.D. Mansilla. 2002. Catal. Today, 76, 235.
[9] N. Serpane, J. Texier, A.V. Emeline, P. Pichat, H. Hidaka, J. Zhao; J. Photochem. Photobiol. 2000. A Chem., 136,145.
[10] G. Colon, M.C. Hidalgo, J.A. Navio. 2002. Catal. Today., 76, 91.
[11] Y. Zhang, G. Xion, N. Yao, W. Yang, X. Fu. 2001. Catal. Today., 68,220.
[12]X.M. Wu, L. Wang, Z.C. Tan, G.H. Li, S.S. Qu. 2001. J. Solid State Chem., 156, 220.
[13]E. Vigil, J.A. Ayllon, A.M. Peiro, R.R. Clemente. 2001. Langmuir, 17,891.
[14]H. Zhang, M. Finnegan, J.F. Banfield. 2001. Nano Lett., 1, 81.
[15] X. Ju, P. Huang, N. Xu, J. Shi. 2002. J. Membr. Sci., 202, 63.
[16] J.Ovenstone. 2001. Journal of Materials Science., 36, 1325.
[17] A.Rabenau, C.Angewandte. 1985. International Edition English, 24, 1026.
[18] B. D. Cullity. 1978. Elements of X-Ray Diffraction, Addison Wesley.
[19]L. E. Alexander. 1968. X-ray diffraction methods in Polymer Science, John Wiley, New York.
[20]L.Q. Jing, Z. L. Xu, X. J. Sun, J. Shang, W. M. Cai. 2001. Appl. Surf. Sci. 180, 308.
[21]M. Asilturk, F. Sayilkan, S. Erdemoglu, M. Akarsu, H. Sayikan, M. Erdemoglu, E. Arpac. 2005 Journal of Hazardous Materials.


# Temperature dependence study of Vitamin C invarious Citrus Fruits 

Roshini K.T.<br>Assistant Professor, Department of Chemistry, Carmel College, Mala, Kerala, India.<br>\section*{To Cite this Article}<br>Roshini K.T. Temperature dependence study of Vitamin C invarious Citrus Fruits. International Journal for Modern Trends in Science and Technology 7, 14-17 (2021).

Article Info
Received on 28-April-2021, Revised on 22-May-2021, Accepted on 28-May-2021, Published on 04-June-2021.


#### Abstract

Temperature effects on Vitamin C content in citrus fruits were determined using iodometric titration method under three temperature regimes (room temperature, $60^{\circ} \mathrm{C}$ and $90^{\circ} \mathrm{C}$ ), representing the range oftemperatures the fruits may be exposed to during processing and storage. It was observed that Vitamin C content was decreased as it was exposed to higher temperature. The decrease was observed high when the temperature of the juice was raised and kept at $60^{\circ} \mathrm{C}$, which was further decreased when the temperature was raised to $90^{\circ} \mathrm{C}$. This paper showed light on the effect of processing and storage on the ascorbic acid content of citrus fruits.


KEYWORDS: Vitamin C, iodometric titration, ascorbic acid, citrus fruits.

## Introduction

Citrus species (Rutaceae) were the most popular fruits, originated in South-East Asia and then gradually spread to different parts of the world. These fruits contained a variety of sugars, citric acid, ascorbic acid, carotenoids, minerals, essential oils, etc and play an important role in human nutrition as excellent source of antioxidants (ascorbic acid, carotenoids and phenolic compounds). These constituents were considered to be essential components of functional foods. Many of these substances prevent damage to cell membrane and other structures by neutralizing free radicals.
Ascorbic acid was the most important antioxidant in citrus fruit juices and it protects the organism from oxidative stress. Vitamin C cannot be synthesized through body cells, nor does it store it. It was therefore important to include plenty of vitamin C containing foods in daily diet. More than $90 \%$ of the vitamin C in human diets is supplied by fruits and vegetables (including potatoes)1-6.

## OBJECTIVES

One of the objectives of the present study was to relate the content of ascorbic acid of six citrus fruits namely Citrus sinensis (Orange), Citrus limon (Lemon), Citrus paradisi (Grape), Citrus maxima (Babloos naranga), Citrus limetta (Mosambi) and Punica granatum (Pomegranate) with the view of making recommendations for their intake.

A redox titration, involving an Iodometric method7-9, has been used to do the analysis. The redox reaction was better than an acid-base titration since there were additional acids in a juice, but few of them interfere with the oxidation of ascorbic acid by iodine. Vitamin C is a weak acid and a good reducing agent. Iodine is a weak oxidizing agent, so that it will not oxidize substances other than the ascorbic acid in the sample of fruit juice. As a strong reducing agent, vitamin $C$ will reduce $I_{2}$ to $I^{-}$very easily. The excess of iodine reacts the starch as indicator in redox
reaction. In this reaction, the ascorbic acid molecule gains oxygen. Each iodine atom in the $\mathrm{I}_{2}$ molecule accepts an electron and become negatively charged to form iodide ion. Thus, the ascorbic acid molecule was oxidized and the iodine molecule was reduced. Excess iodine reacts with iodide ions ( $\mathrm{I}^{-}$) to form triiodide ion ( $\mathrm{I}^{3-}$ ) which forms a very intense blue color when it reacts with starch. To detect the end point, starch must be added at the beginning of the titration in the conical flask. When all ascorbic acids have finished, the excess of iodine solution will react the starch to form blue-black colour in the solution.
$\mathrm{I}^{3-}+$ starch $\rightarrow$ starch $\left(\mathrm{I}^{3}\right)$

> (Blackish-blue color)

Starch indicator is biodegradable and so fresh starch indicator must be prepared.
Various reports have shown fruits to be excellent sources of vitamin C. But it was lost from foods during preparation, cooking or storage10-12. To find out the effect of temperature on stability of Vitamin C, a temperature dependence study of vitamin C was carried out under three temperature regimes representing the ranges the fruits may be exposed to during processing and storage.

## Materials and Methods

## Sample collection and preparation

Citrus fruits namely Citrus sinensis (Orange), Citrus limon (Lemon), Citrus paradisi (Grape), Citrus maxima (Babloos naranga), Citrus limetta (Mosambi) and Punica granatum (Pomegranate) were collected from local market. The selected fruits were then washed thoroughly with water. The 200 g sample of citrus fruits were squeezed in a juicer together with 50 ml of distilled water. After blending, strain the pulp and seed, washing it with a few 10 ml portions of distilled water and make the extracted solution up to 250 ml in volumetric flask.

## Preparation of iodine solution

4.50 g Potassium iodide (KI) and 0.203 g potassium iodate (KIO3) were dissolved into 500 ml beaker with 200 mL of distilled water. 25 ml of 5 N sulfuric acid was added into the beaker and then diluted with distilled water until 500 ml solution.

Preparation of Vitamin C Standard Solution
0.250 g Ascorbic acid was dissolved in the beaker with 100 ml distilled water. The solution
was transferred quantitatively into 250 ml volumetric flask and diluted to the mark with distilled water.

## Standardization of Iodine Solution

25 mL of Vitamin C solution was pipetted into a 125 ml Erlenmeyer flask. 10 drops of $1 \%$ starch solution were added and then titrated against iodine solution until blue-black colour was observed. Titrations were repeated for concordency.

## Estimation of Vitamin C in juice samples

40 mL of Juice samples were pipetted into a 125 mL Erlenmeyer flask. Following by 10 drops of $1 \%$ starch solution and titrated against iodine solution until blue-black colour was observed. Titrations were repeated.

## Estimation of Vitamin C of juice samples at different temperatures

50 ml of selected Juice samples were pipetted out into labeled 250 ml beakers. They were heated to a temperature of $60^{\circ} \mathrm{C}$ and maintained at that temperature for 2 hrs . The second group of juice sample ( 50 ml ) selected in different beakers were heated to a temperature of $90^{\circ} \mathrm{C}$ and maintained at that temperature for 2 hrs . All the 12 selected samples were then cooled. After that 40 ml of juice samples were pipetted out into a 250 ml conical flask. 4 ml of $1 \%$ starch solution added and titrated against iodine solution until blue-black colour was observed. Titrations were repeated.

## RESULTS AND DISCUSSION

The result of the average value of vitamin C in each fruit juice samples under the specified condition were tabulated in Table below. It showed the highest concentration of vitamin C found in Babloos juice, hitting $31.97 \mathrm{mg} / 100 \mathrm{~g}$, the lowest level was found in Grape juice, when it reached $2.34 \mathrm{mg} / 100 \mathrm{~g}$ of juice. The amount of Vitamin C in juices of six different citrus fruits : Orange, Mosambi, Pomegranate, Babloos, Grape and Lemon) were as follows.

[^0]| Fruit Juice <br> Samples | Temperature | Total Vitamin C <br> (mg/ 100g) |
| :---: | :---: | :---: |
| Orange <br> Citrus sinensis | $32^{\circ} \mathrm{C}$ | 31.24 |
| Lemon <br> Citrus limon | $32^{\circ} \mathrm{C}$ | 16.56 |
| Grape <br> Citrus paradise | $32^{\circ} \mathrm{C}$ | 2.3409 |
| Babloos <br> Citrus maxima | $32^{\circ} \mathrm{C}$ | 31.97 |
| Mosambi <br> Citrus limetta | $32^{\circ} \mathrm{C}$ | 30.506 |
| Pomegranate <br> Punica granatum | $32^{\circ} \mathrm{C}$ | 12.77 |

TABLE 1: TOTAL VITAMIN C CONTENT IN NATURAL FRUIT JUICE SAMPLES


Fig 1: Vitamin C concentration (mg/100g)

The effect of temperature on the amount of Vitamin C in citrus fruits was also calculated by titrating the juices using iodine solution. It can be seen from analytical results in table 2 that the lower the temperature the better the concentration of Vitamin C in fruit juice.

Higher temperature does not favour Vitamin C. It is better to maintain or store Vitamin C in a place below the room temperature. This is consistent with reports that, climate, especially temperature affect vitamin C level. Areas with cool nights produce citrus fruits with higher vitamin $C$ levels.Hot tropical areas produce fruit with lower levels of vitamin C. Vitamin C loss during storage depends on the type of storage methofor example, handling and storage; oxygen is the most destructive ingredient in juice, causing degradation of vitamin C .

| Fruit Juice <br> samples | Concentration |  |  |
| :---: | :---: | :---: | :---: |
|  | Roomtemp <br> $(\mathrm{mg} / \mathrm{g})$ | $60^{\circ} \mathrm{C}$ <br> $(\mathrm{mg} / \mathrm{g})$ | $90^{\circ} \mathrm{C}$ <br> $(\mathrm{mg} / \mathrm{g})$ |
| Orange <br> Citrussinensis | 31.24 | 29.507 | 22.59 |
| Lemon <br> Citrus limon | 16.56 | 14.035 | 3.196 |
| Grape <br> Citrus paradise | 2.341 | 2.161 | 1.639 |
| Babloos <br> Citrus maxima | 31.97 | 28.071 | 23.096 |
| Mosambi <br> Citrus limetta | 30.506 | 28.229 | 24.35 |
| Pomegranate <br> Punica granatum | 12.77 | 12.77 | 9.295 |

TABLE 2: TOTAL VITAMIN C CONTENT IN NATURAL FRUIT JUICE SAMPLES AT DIFFERENT TEMPERATURE

Juice should be discouraged from being display in the hot weather above room temperature in order to maintain production concentration.Our temperature dependence study on citrus fruits were found to follow a similar pattern of loss. This is because the vitamin $C$ is more sensitive to temperature. Degradation was observed high in our selected samples as the temperature was raised to $90^{\circ} \mathrm{C}$.



Fig 2: Temperature Dependence Of Vitamin C Concentration

## CONCLUSION

Determination of ascorbic acid content by iodometric titration is an easy, safe, and fast method. The redox reaction is preferable to an acid-base titration because a number of other
species in juice can act as acids. This would help in quickly determining an estimate of ascorbic acid content of fruits. Results showed that Bambloos had the highest value of ascorbic acid, $31.97 \mathrm{mg} / 100 \mathrm{~g}$ followed by Orange, $31.24 \mathrm{mg} / 100$ g and then Mosambi, $30.50 \mathrm{mg} / 100 \mathrm{~g}$. Grape had the least value, $2.34 \mathrm{mg} / 100 \mathrm{~g}$. It therefore follows that Bambloos would supply more ascorbic acid per 100 gm for body need compared to the other fruits. It was observed that Vitamin C content was decreased as it was exposed to higher temperature. The decrease was observed high when the temperature of the juice was raised and kept at 60 oC . This was as a result of increase in oxidation of ascorbic acid with increase in temperature, as higher temperature favours redox reaction.
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#### Abstract

We observed intriguing substituent effects in the reaction between 4-substituted acetophenones and acenaphthenequinone in the presence of KOH in methanol. In all cases, expected Claisen-Schimdt condensation was the first step. However, depending on the nature of 4 -substituent on acetophenone, the initially formed condensation product remain unchanged or underwent Domino sequence of reactions to give three different $2: 2$ adducts arising through three distinct pathways. The interactions of acenaphthenone2 -ylidene ketones with the target proteins were performed by molecular docking studies. The prediction of in silico ADME belongings of the synthesized compounds revealed substantial drug-likeness characters based on Lipinski's rules.
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## 1. Introduction

Claisen-Schimdt reaction, also called crossed-aldol condensation, is the condensation between aldehydes/ketones and carbonyl compounds leading to the formation of $\beta$-hydroxycarbonyl compounds which undergo subsequent dehydration to form $\alpha, \beta$ - unsaturated carbonyl compounds. This reaction is generally catalysed by acids or bases under room temperature or conventional heating [1,2] or microwave irradiation [3]. To avoid by-products and increase the yield of the products several protocols are developed using different catalysts [4-8]. $\beta$-Hydroxycarbonyl compounds have played a major role in synthetic organic chemistry [9-11] and $\alpha, \beta$ unsaturated carbonyl compounds are widely used in pharma industries [12-15].

Acetophenone undergoes base catalysed Aldol condensation with benzil to form $\alpha, \beta$-unsaturated ketone as the stable end product [16]. Based in this observation, we examined the Claisen-Schimdt reaction between acetophenone (2a) and acenaphthenequinone (1) in methanol in the presence of $\mathrm{KOH}[17,18]$. Interestingly, we obtained three complex molecules by Michael-aldol

[^1]domino reaction sequence. These $2: 2$ domino products ( $\mathbf{4 a}, \mathbf{5 a}, \mathbf{6 a}$ ) were formed from a common Claisen-Schmidt condensed product 3a [17] and the detailed mechanism of the above reaction was established in our recent publication (Scheme 1) [18]. Even after repeated attempts we could neither isolate nor detect (GC-MS, LCMS) the $1: 1$ adduct 3a. However, we could successfully generate 3a by alternative routes (vide infra).

Molecular docking studies were exploited to show the possible binding mode of the test molecule with its target protein aiming to explain its anticancer activity [19-21]. To study the drug like character of synthesised acenaphthenone-2-ylidene ketones (3a-f), we have explained with the help of Swiss ADME software.

## 2. Results and Discussion

We have repeated the Claisen-Schmidt reaction of acenaphthenequinone (1) with acetophenones having different substituents at the 4 -position ( $\mathbf{2 b} \mathbf{- f}$ ) to study the generality of the reaction. We observed dramatic substituent dependence in these reactions. While 4-chloro and 4-methylacetophenone reacted with acenapthenequinone to give three $2: 2$ adducts ( $\mathbf{4 b}, \mathbf{4 c} \mathbf{- 5 b}, \mathbf{5 c}$ $\mathbf{6 b}, \mathbf{6 c}$ ) as described earlier [18], other acetophenone derivatives behaved differently, 4-bromo, 4-methoxy and 4 -phenyl substituted acetophenones gave the expected 1:1 adduct, 3d-f as the only product (Scheme 1 ). The $2: 2$ adducts formed were separated


Scheme 1. Reaction between acenaphthenequinone (1) and acetophenones (2a-f).


Scheme 2. Wittig route for the synthesis of acenaphthenone-2-ylidene ketones (3a-f).
by column chromatography and purified by recrystallization. The compounds were characterised by ${ }^{1} \mathrm{H},{ }^{13} \mathrm{C}$ NMR and SCXRD [18,22,23] analyses. Inductive, mesomeric and steric factors could not satisfactorily account for the dichotomous reaction sequence of acetophenone-acenaphthenequinone reaction.

Our further investigations to unravel the mechanism of the reaction pointed towards a remarkable substituent effect in controlling the reactivity of acenaphthenone-2-ylidene ketones (3a-f). We have independently synthesised the intermediate acenaphthenone2 -ylidene ketones 3a-f by adopting the Wittig route (Scheme 2). In this reaction sequence, phenacyl bromides 7a-f were first synthesised by the bromination of various para-substituted acetophenones 2a-f using diethyl ether as solvent in the presence of anhydrous aluminium chloride. Phenacyl bromide derivatives 7a-f were converted to corresponding phenacyltriphenylphosphonium bromides 8a-f by the reaction with triphenylphosphine. In the presence of sodium carbonate, corresponding ylides 9a-f were formed and they reacted with acenaphthenequinone (1) to form required acenaphthenone-2-ylidene ketones 3a-f.

Independently synthesised acenaphthenone-2-ylidene ketones 3a-c were treated with KOH in methanol. While 3d-f remained unchanged even after refluxing for $12 \mathrm{~h}, \mathbf{3 a - c}$ underwent further transformation to give the $2: 2$ adducts $4 \mathbf{a}-\mathbf{c}$ within 4 h . This observation supports the reaction sequence depicted in Scheme 1 indicating further transformations of $\mathbf{3}$ to give $\mathbf{4}$ and presumably, 5 and $\mathbf{6}$ attesting the role of remote substituents in the reactivity of acenaphthenone-2-ylidene ketones 3a-f.

Diversity of the above reaction may depend on the geometry or electronic factors of acenaphthenone-2-ylidene ketones (3a-f) having different substituents. To study the effect of geometry, we have computationally optimized the geometry of acenaphthenone-2-ylidene ketones (3a-f) using the software Gaussian (Table 1).

Based on optimized structures collected in Table 1, it is clear that acenaphthenone-2-ylidene ketones 3a-f have similar geometry and hence geometry is not a significant factor in controlling the reactivity of $\mathbf{3}$. So the difference in reactivity of 3a-f may be due to electromeric effects induced by substituents at the para position of the benzoyl group in the $1: 1$ adducts, 3a-f. A clear correlation is elusive since both electron withdrawing $(\mathrm{Cl})$ and electron releasing $\left(\mathrm{CH}_{3}\right)$ substituents assist 2:2 adduct formation while both Br and -OMe substituents rendered the initially formed $1: 1$ adducts unreactive towards further transformations under the conditions employed by us.

## 3. Molecular docking

The AutoDock is an automatic docking programme designed for the prediction of the binding among small molecules forexample drug candidates and the receptor having known 3D structure [24-30]. Molecular docking studies were performed using AutoDock 4.2 Vina software to confirm the anticancer activity of acenaphthenone-2-ylidene ketones (3a-f) against different proteins viz 4I4T, 4I55, 4YJ2 and 4YJ3. Crystal structure of the target proteins were downloaded from the RSCB PDB website in the PDB

Table 1
Energy minimized structures of acenaphthenone-2-ylidene ketones (3a-f) using Gaussian.


Table 2
All interacting residues between acenaphthenone-2-ylidene ketones and selected target proteins.

| Proteins | Molecules | All interacting residues |
| :---: | :---: | :---: |
| 414T | 3a | ARG F: 44, PHE F: 49, ARG F: 66, ALA F: 68, ASP F: 69, ALA F: 335. |
|  | 3b | VAL F: 13, ALA F: 68, LEU F: 314, ALA F: 335, PRO F: 336. |
|  | 3c | PHE F: 49, ALA F: 68, ASP F: 69, ARG F: 73 |
|  | 3d | ARG F: 44, ARG F: 46, PHE F: 49, ARG F: 66, ALA F:68, ASP F: 69, ALA F: 335. |
|  | 3e | ARG F: 44, LEU F: 47, PHE F: 49, ARG F: 66, ALA F: 68, ASP F: 69, ALA F: 335. |
|  | 3 f | ARG F: 44, ARG F: 46, PHE F: 49, ARG F: 66, ALA F: 68, ASP F: 69, ALA F: 335. |
| 4155 | 3a | GLY B: 10, CYS B: 12, GLU B: 71, ALA B: 99, ASN B: 101, THR B: 145, GLY B: 146, ASP B: 179. |
|  | 3b | GLN B: 11, CYS B: 12, GLU B: 71, ASN B: 101, GLY B: 144, VAL B: 171, PRO B: 173. |
|  | 3c | VAL B: 177 , ASP B: 179 , TYR B: 224 , LEU B: 227 , VAL C: 250 , VAL C: 353. |
|  | 3d | CYS B: 12, SER B: 140, VAL B: 171, MET B: 172, PRO B 173. |
|  | 3 e | GLN B: 11, CYS B: 12 , GLU B: 71, ALA B: 99, ASN B: 101, GLY B: 144 , VAL B: 177 , ASP B: 179. |
|  | 3 f | TYR B: 224 , LEU C: 248 , PRO C: 325 , VAL C: 353. |
| 4YJ2 | 3a | VAL B: 177, SER B: 178, LEU C: 248, PRO C: 325, VAL C: 353, ILE C: 355. |
|  | 3b | VAL B: 177, SER B: 178 , TYR B: 224, LEU B: 227 , LEU C: 248 , |
|  |  | PRO C: 325, VAL C: 353, ILE C: 355. |
|  | 3c | VAL B: 177 , TYR B: 224, LEU C:248, PRO C: 325, VAL C: 353, ILE C: 355. |
|  | 3d | LYS B: 105 , LYS C: 163. |
|  | 3e | CYS B: 12 , GLN B: 15 , GLU B: 71 , ALA B: 99 , GLY B: 144 , THR B: 145 , GLY B: 146 , ASP B: 179. |
|  | 3 f | SER B: 178 , LEU C: 248 , GLY C: 350, PHE C: 351, VAL C: 353. |
| 4YJ3 | 3a | VAL B: 177, LEU C: 248 , PRO C: 325, ILE C: 355, VAL C: 353. |
|  | 3b | CYS B:12, GLU B: 71, ALA B: 99, ASN B: 101, GLY B: 144, THR B: 145, GLY B: 146, ASP B: 179, TYR B: 224. |
|  | 3c | GLY B: 11, CYS B: 12, TYR B: 224 |
|  | 3d | VAL B: 177, VAL C: 250. |
|  | 3e | GLN B: 11, CYS B: 12, GLY B: 142, GLY B:143, TYR B: 224. |
|  | 3 f | VAL B: 177, TYR B: 224, LYS C: 352. |

Target protein: 414T


Target protein: $\mathbf{4 1 5 5}$

(2)
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Fig 1. 2D diagram of acenaphthenone-2-ylidene ketones docked into the binding site of anti-cancer proteins.

Table 3
Prediction of in silico ADME properties of the acenaphthenone-2-ylidene ketones, 3a-f.

| Acenaphthenone-2-ylidene <br> ketones | Molecular <br> weight $(\mathrm{g} / \mathrm{mol})$ |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  | Physicochemical parameters |

format [31]. Before docking, the water molecules and other cocrystallized ligand molecules were removed from the target proteins and polar hydrogens were added using PyMoL software [32]. The active site of the protein was explained within the grid size $30 \AA \times 30 \AA \times 30 \AA$ in order to incorporate the residues of the active sites. The best fit conformation was analysed, which is based on the binding score, hydrogen bonding and other hydrophobic interactions. The binding interactions were visualized using Discovery studio visualizer. Affinity of best docked position of the molecule and protein target complex was determined by E-value (kcal/mol). It provides the prediction of binding free energy for docked molecule [21].

4I4T crystal structure of the tubulin-RB3-TTL-Zampanolide complex with binding energy (E) -9.20, -9.60, -8.80, -9.50, -9.30, $10.70 \mathrm{kcal} / \mathrm{mol}$ for $\mathbf{3 a}, \mathbf{3 b}, \mathbf{3 c}, \mathbf{3 d}$, 3e and $\mathbf{3 f}$ respectively. Organisms: Bos taurus, Rattus norvegicus, Gallus gallus. 4155 Crystal structure of the tubulin-stathmin-TTL complex with binding energy (E) $-9.00,-9.10,-7.80,-8.40,-8.40,-9.30 \mathrm{kcal} / \mathrm{mol}$ for 3a, 3b, 3c, 3d, 3e and $\mathbf{3 f}$ respectively. 4YJ2 Crystal structure of tubulin bound to MI-181 with binding energy (E) $-8.60,-8.60,-8.80$, -$8.50,-8.70,-9.70 \mathrm{kcal} / \mathrm{mol}$ for 3a, 3b, 3c, 3d, 3e and 3f respectively. 4YJ3 crystal structure of tubulin bound with binding energy (E) $-8.70,-8.80,-9.00,-8.10,-8.70,-9.40 \mathrm{kcal} / \mathrm{mol}$ for $\mathbf{3 a}$, $\mathbf{3 b}, \mathbf{3 c}, \mathbf{3 d}, \mathbf{3 e}$ and $\mathbf{3 f}$ respectively. From the above data, we can clear that 2-(2-(biphenyl-4-yl)-2-oxoethylidene)acenaphthylen$1(2 \mathrm{H})$-one ( $\mathbf{3 f}$ ) shows good binding affinity to target proteins as shown in Fig 1. So, we can use $\mathbf{3 f}$ as the best anticancer drugs in the acenaphthenone-2-ylidene ketones (3a-f) series. These acenaphthenone-2-ylidene ketones (3a-f) show good binding affinity to the target proteins than the binding affinity of the compounds to the same target proteins in a recently reported article [33].

By using Discovery studio visualizer, [34] we have to find the docking interaction of hydrogen bonds (classical and non-classical) and binding amino acid residues: alanine (ALA), asparagine (ASN), arginine (ARG), aspartic acid (ASP), cysteine (CYS), glutamine (GLN), glutamic acid (GLU), glycine (GLY), histidine (HIS), leucine (LEU), lysine (LYS), serine (SER), threonine (THR), tryptophan (TRP), tyrosine (TYR), valine (VAL) and phenylalanine (PHE) showed in the 2D interaction diagram (Fig 1).

## 4. In silico ADME property prediction

Computational simulation studies provide a quick and economic approach to determine the drug-like character of synthesized acenaphthenone-2-ylidene ketones, 3a-f. SwissADME software was used to measure their bioactive score value of the prepared compounds. It was measured by estimating the different parameters Mi log P (partition coefficient), compound weight, heavy atoms, hydrogen donors, hydrogen acceptors and rotatable bonds Table 3.

Properties of absorption, distribution, metabolism, excretion and toxicity are included in In silico ADME and are exploited to predict the drug-likeness behaviour of the compounds based on Lipinski's rule of five [35-37]. According to Lipinski's rule, Mi log P values of compounds should be below 5, molecular weight is lower than $500, \mathrm{H}$-bond acceptors should be smaller than $10, \mathrm{H}-$ bond donors should be lower than 5 and should have the bioactive score is smaller than one.

Mi Log P, is calculated by the methodology developed by Molinspiration [38] as a sum of fragment based contributions and correction factors. To determine the hydrophobic character of the synthesized compounds we are using the parameter Mi $\log \mathrm{P}$, which is necessary for analyzing the permeability skill of the compounds across the cell membrane. In the present study about the acenaphthenone-2-ylidene ketones 3a-f, Mi log P values are found to be less than 5; it implies that the compounds should have appreciable penetrable talent across the central nervous system. The molecular weight of the synthesized compounds is less than 500. As per Lipinski regulation, these compounds have good druglikeness criteria.

Here the number of H -acceptors is 2,3 and the H -donor is zero for acenaphthenone-2-ylidene ketones, 3a-f. Based on the Lipinski's rule of five, the compounds possess many H - acceptors and donors, they effectively interact with active sites. Topological molecular polar surface area (TPSA) is a commonly analyzed factor related to H -bonding ( O and N atom counts) and is necessary to identify the cell permeability phenomena of 3a-f. It is a significant parameter that was compared with the passive diffusion through the cell wall; hence, it agreed to pass the drug candidates inside the central nervous system. In the case of acenaphthenone-2-ylidene ketones 3a-f, acquires TPSA values below $140 \AA^{2}$ and thereby possess good drug transport features and may be favoured for oral administration.

As per Lipinski's rule, molecule having higher number of rotatable bond, they become more stretchy and convenient for interface with the accurate active centre. Here the rotatable bonds are 2, 3 and have well-matched ability to interact with the living cells efficiently.

According to the Lipinski's rule, the compounds which possess bioactivity scores greater than 0 have excellent drug likeness proficiency [39]. In this case, acenaphthenone-2-ylidene ketones 3a-f, have the bioactivity score is 0.55 and are scrutinized by measuring the activity score of GPCR (Human G-protein coupled receptors) ligand, ion channel modulator, nuclear receptor ligand, kinase inhibitor, protease inhibitor and enzyme inhibitor.

## 5. Conclusion

Acenaphthenone-2-ylidene ketones were independently synthesised and their propensity to undergo further transformations under conditions employed for Claisen-Schimidt reaction was examined. Geometry optimization using Gaussian, clearly revealed
that acenaphthenone-2-ylidene ketones have similar geometry, hence geometry has no role in controlling the Claisen-Schimidt reaction of acenaphthenone-2-ylidene ketones. Electromeric effects induced by substituents at the para position of the benzoyl group in the initially formed acenaphthenone-2-ylidene ketones may be responsible for the observed difference in their reactivity towards further transformations. Anticancer activity of the acenaphthenone-2-ylidene ketones were analysed (in silico) using AutoDock 4.2 Vina software. Drug likeness of the acenaphthenone2 -ylidene ketones were established using SwissADME software based on Lipinski's rule of five.

## 6. Experimental section

### 6.1. General methods

All reactions were conducted in oven-dried glassware. Reagents used were purchased from Sigma Aldrich Chemical Co. or Spectrochem and were used without further purification. Solvents used for experiments were distilled and dried according to procedures given in standard manuals. All reactions were monitored by thin layer chromatography (TLC). Analytical thin layer chromatography was performed on aluminium sheets coated with silica gel (Spectrochem); visualization was achieved by exposure to iodine vapours or UV radiation. Solvent removal was done on a Heidolph rotary evaporator. Gravity column chromatography was performed using 60-120 mesh silica gel (Spectrochem) and mixtures of hexane-ethyl acetate were used for elution. Melting points were recorded on a Neolab melting point apparatus. Infrared spectra were recorded using JASCO FTIR 4100 spectrometer. NMR spectra were recorded a 400 MHz on a Bruker FT-NMR spectrometer. Chemical shifts are reported in $\delta(\mathrm{ppm})$ relative to TMS as the internal standard. Single Crystal XRD was done by Bruker XRD Instrument. Elemental analysis was performed using Elementar Systeme (Vario EL III). Molecular mass was determined by fast atom bombardment (FAB) using JMS 600 JEOL mass spectrometer. Unless otherwise mentioned, all commercially available solvents and reagents were used as received and reactions were performed under normal conditions. Characterization data for $\mathbf{4 a - c}, \mathbf{5 a - c}$ and $\mathbf{6 a - c}$ are available in earlier publications from our group [17,18].

### 6.2. Common procedure for the synthesis of acenaphthenone-2-ylidene ketones (3a-f) by Wittig's reaction

Para substituted acetophenones (7a-f, 25 mmol ) was slowly added to a chloroform solution ( 6 mL ) of triphenylphosphine ( 25 mmol ) and the solution was filtered into anhydrous ether (1 Litre). The precipitate formed was filtered, collected and dried. The product formed was recrystallized from water in the form of white powder (8a-f, 60-68\%).

A mixture of corresponding triphenylphosphonium bromide ( $\mathbf{8} \mathbf{a}-\mathbf{f}, 7.0 \mathrm{~g}$ ) and $10 \%$ aqueous sodium carbonate ( 250 mL ) was well mixed for 15 h . The mixture was filtered and insoluble portion was taken up in hot benzene ( 200 mL ). Some unreacted bromide was removed by filtration; addition of petroleum ether to the benzene filtrate afforded the compound $\mathbf{9 a - f}(58-65 \%)$ as white powder.

A solution of acenapthenequinone ( $\mathbf{1}, 27 \mathrm{mmol}$ ) and triphenylphosphinebenzoylmethylene (9a-f, 27 mmol ) in ethanol ( 30 mL ) was stirred at room temperature for 2 h . The product was separated, filtered and purified by recrystallization from ethanolchloroform (1:3) mixture to give acenaphthenone-2-ylidene ketones 3a-f (57-68\%).

2-(2-oxo-2-phenylethylidene)acenaphthylen-1(2H)-one (3a) [17,18,40]: Yellow needles, Yield: $3.18 \mathrm{~g}(60 \%), \mathrm{mp}: 108-110^{\circ} \mathrm{C}$, IR $\nu_{\max }(\mathrm{KBr}): 1722,1671 \mathrm{~cm}^{-1}(\mathrm{C}=0),{ }^{1} \mathrm{H}$ NMR $\left(\mathrm{CDCI}_{3}\right): \delta 8.97-$ $7.26\left(12 \mathrm{H}, \mathrm{m}\right.$, aromatic and vinylic protons), ${ }^{13} \mathrm{C}$ NMR $\left(\mathrm{CDCl}_{3}\right)$ :
$\delta$ 200.32, 199.21, 141.13, 140.84, 138.10, 134.86, 133.25, 131.02, $130.87,130.38,129.23,128.40,128.33,127.62,126.12,123.19$, 118.29,96.43. MS (FAB): m/z $284\left(\mathrm{M}^{+}\right), 105$ Elemental analysis calculated for $\mathrm{C}_{20} \mathrm{H}_{12} \mathrm{O}_{2}$ : C 84.49, H 4.25. Found: C 84.43, H 4.39.

2-(2-oxo-2-p-tolylethylidene)acenaphthylen-1(2H)-one (3b) [17,18,40]: Yellow needles, Yield: 3.39 g ( $64 \%$ ), mp: $143-145^{\circ} \mathrm{C}$, IR $\nu_{\text {max }}(\mathrm{KBr}): 1710,1674 \mathrm{~cm}^{-1}(\mathrm{C}=0),{ }^{1} \mathrm{H}$ NMR ( $\mathrm{CDCI}_{3}$ ): $\delta 8.97-7.21$ ( $11 \mathrm{H}, \mathrm{m}$, aromatic and vinylic protons), 2.40 ( 3 H , singlet, methyl protons) ${ }^{13} \mathrm{C}$ NMR $\left(\mathrm{CDCl}_{3}\right): \delta 200.16,199.34,153.81,144.29,134.93$, 134.47, 132.01, 131.34, 131.34, 130.31, 129.80, 129.51, 129.51, 129.64, 127.50, 127.17, 126.81, 122.52, 25.80. MS (FAB): m/z 295 (M ${ }^{+}$), 119. Elemental analysis calculated for $\mathrm{C}_{21} \mathrm{H}_{14} \mathrm{O}_{2}$ : C 84.54, H 4.74. Found: C 84.48, H 4.76.

2-(2-(4-chlorophenyl)-2-oxoethylidene)acenaphthylen-1(2H)one (3c) [17,18,40]: Yellow needles, Yield: 3.60 g ( $68 \%$ ), mp: $187-189^{\circ} \mathrm{C}$, IR $\nu_{\max }(\mathrm{KBr}): 1716,1668 \mathrm{~cm}^{-1}(\mathrm{C}=0),{ }^{1} \mathrm{H}$ NMR $\left(\mathrm{CDCl}_{3}\right): \delta 8.81-7.14\left(11 \mathrm{H}, \mathrm{m}\right.$, aromatic and vinylic protons), ${ }^{13} \mathrm{C}$ NMR ( $\mathrm{CDCl}_{3}$ ): $\delta 200.4,194.21,140.93,140.14,139.10,134.99$, $132.05,131.54,130.77,130.18,129.08,128.45,128.39,127.92$, 126.85, 122.09, 117.99, 96.19. MS (FAB): m/z $318\left(\mathrm{M}^{+}\right)$, 139. Elemental analysis calculated for $\mathrm{C}_{20} \mathrm{H}_{11} \mathrm{ClO}_{2}$ : C 75.36, H 3.48. Found: C 75.39, H 3.41 .

2-(2-(4-bromophenyl)-2-oxoethylidene)acenaphthylen-1(2H)one (3d) [17,18,40]: Yellow needles, 2.62 g (57\%), mp: 197-199 ${ }^{\circ} \mathrm{C}$, IR $\nu_{\text {max }}(\mathrm{KBr}): 1710,1663 \mathrm{~cm}^{-1}(\mathrm{C}=0),{ }^{1} \mathrm{H}$ NMR ( $\mathrm{CDC1}_{3}$ ): $\delta 8.80-$ $7.12(11 \mathrm{H}, \mathrm{m}$, aromatic and vinylic protons), MS (FAB): m/z 362 $\left(\mathrm{M}^{+}\right)$, 183. Elemental analysis calculated for $\mathrm{C}_{20} \mathrm{H}_{11} \mathrm{BrO}_{2}$ : C 66.14, H 3.05. Found: C 66.18, H 3.11.

## 2-(2-(4-methoxyphenyl)-2-oxoethylidene)acenaphthylen-

1(2H)-one (3e) [17,18,40]: Yield: 2.90 g ( $63 \%$ ), mp: $161-163^{\circ} \mathrm{C}$, IR $\nu_{\text {max }}(\mathrm{KBr}): 1722,1670 \mathrm{~cm}^{-1}(\mathrm{C}=0),{ }^{1} \mathrm{H}$ NMR $\left(\mathrm{CDCl}_{3}\right): \delta 8.84-6.91$ ( $11 \mathrm{H}, \mathrm{m}$, aromatic and vinylic protons), 3.88 ( 3 H , singlet, methoxy protons), ${ }^{13} \mathrm{C}$ NMR ( $\mathrm{CDCl}_{3}$ ): $\delta 193.66,189.13,164.04,140.70$, 138.22, 132.62, 131.31, 131.24, 130.80, 130.47, 129.84, 129.12, 128.37, 121.93, 117.69, 115.41, 114.62, 114.13, 113.98, 113.05, 110.99, 108.72, 107.71, 106.09, 104.37, 96.22, 55.40. MS (FAB): m/z 314 $\left(\mathrm{M}^{+}\right), 135$. Elemental analysis calculated for $\mathrm{C}_{21} \mathrm{H}_{14} \mathrm{O}_{3}$ : C 84.54; H 4.73. Found: C 84.50 , H 4.69.

2-(2-(biphenyl-4-yl)-2-oxoethylidene)acenaphthylen-1(2H)one (3f) [17,18,40]: Yield: $2.76 \mathrm{~g}(60 \%), \mathrm{mp}: 187-189^{\circ} \mathrm{C}$, IR $\nu_{\max }$ $(\mathrm{KBr}): 1715,1650 \mathrm{~cm}^{-1}(\mathrm{C}=0),{ }^{1} \mathrm{H}$ NMR $\left(\mathrm{CDCl}_{3}\right) \delta 8.78-7.25(16 \mathrm{H}$, m , aromatic and vinylic protons), ${ }^{13} \mathrm{C}$ NMR $\left(\mathrm{CDCl}_{3}\right) \delta$ 201.89, 194.87, 146.41, 140.11, 135.31, 132.47, 132.37, 131.43, 130.81, 129.47, 128.94, 128.83, 128.39, 128.23, 127.79, 127.40, 127.14, 126.69, 126.48, 124.04, 122.04, 117.87, 112.89, 109.54, 108.14, 96.22. MS (FAB): m/z $360\left(\mathrm{M}^{+}\right)$, 181. Elemental analysis calculated for $\mathrm{C}_{26} \mathrm{H}_{16} \mathrm{O}_{2}$ : C 86.64, H 4.47. Found: C 86.68; H 4.42.
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#### Abstract

The oxalate content of different vegetables such Brassica oleracea (Cauliflower), Lycopersicon esculentum (tomato), Abelmoschus esculentus (Ladies Finger), Cucumis sativus (Cucumber), Brassica oleracea (Cabbage), Solanum melongena (Brinjal) Solanum tuberosum (potato) were determined permagnometrically in order to know which vegetable would supply more oxalate to our body. Oxalates are organic acids that occur naturally in plants, animals and humans. Determination of oxalate content by redox titration is an easy, safe and fast method. Potassium permanganate is a powerful oxidising agent in acid medium and can oxidise reducing agents like oxalate. This would help in determining the amount of oxalate content in various vegetables. The oxalate ion concentration were found to be $52.8 \mathrm{mg} / 50 \mathrm{~g}$ for Brassica oleracea var. botrytis (Cauliflower), $61.6 \mathrm{mg} / 50 \mathrm{~g}$ for Lycopersicon esculentum (tomato), 93.72mg/50g for Abelmoschus esculentus (Ladies Finger), $105.6 \mathrm{mg} / 50 \mathrm{~g}$ for Cucumis sativus (Cucumber), $111.32 \mathrm{mg} / 50 \mathrm{~g}$ for Brassica oleracea var. capitata (Cabbage), $181.28 \mathrm{mg} / 50 \mathrm{~g}$ for Solanum melongena (Brinjal) and $216.9 \mathrm{mg} / 50 \mathrm{~g}$ for Solanum tuberosum (potato). Our analysis proved that selected samples were rich in carbohydrates, starch, iron, potassium and magnesium.


Keywords: oxalate content, organic acids, redox titration

## Introduction

Oxalate are organic acids that occur naturally in plants, animals, and humans, It is not an essential molecule and is excreted from our body, unchanged. Our body either produces oxalate ion on its own or converts other molecules to oxalate. Oxalate occurs in many plants, where it is synthesized by the incomplete oxidation of carbohydrates. Oxalic acid irritates the lining of the gut when consumed, and can prove fatal in large doses ${ }^{1-5}$. Healthy individuals can safely consume such vegetables in moderation, but those with kidney disorders, gout, rheumatoid arthritis or certain forms of chronic vulvar pain are typically advised to avoid foods high in oxalate.

Oxalate can become problematic, however, if they over accumulate inside our body. The key site for problems with over accumulation is our kidneys. It is being recommended to limit the intake of oxalate-rich foods, specifically for individuals at risk for kidney stone formation ${ }^{6-9}$. The oxalate content of food can vary considerably between plants of different vegetables due to difference in climate and soil quality. The content of oxalate ion present in a specific fruit or a vegetable can be determined by a carrying out experiment on the crushed pulp of that vegetable. The experiment gives the strength of oxalate ion content which can be directly related to the amount of oxalate ion present in that specific fruit or vegetable. For our present study we selected some common vegetables from our locality like Brassica oleracea var.botrytis (Cauliflower), Lycopersicon esculentum (tomato), Abelmoschus esculentus (Ladies Finger), Cucumis sativus (Cucumber), Brassica oleracea var. capitate (Cabbage), Solanum melongena (Brinjal) and Solanum tuberosum (potato) to
find out the most suitable variety (that contain low oxalate content) so that it could be referred to the people who were suffering from kidney stone.

## Material and Methods

## Sample collection and preparation

Vegetables such as Brassica oleracea (Cauliflower), Lycopersicon esculentum (tomato), Abelmoschus esculentus (Ladies Finger), Cucumis sativus (Cucumber), Brassica oleracea (Cabbage), Solanum melongena (Brinjal) and Solanum tuberosum (potato) were collected from a local market. The selected vegetables were then washed thoroughly with water. The vegetables are then weighed separately in an electronic balance and crushed to fine paste using pestle-mortar.

Weigh 50 g of fresh vegetable pulp and crush it to a fine pulp using pestle and mortar. Transfer the crushed pulp to a beaker and add about 50 ml dil. $\mathrm{H}_{2} \mathrm{SO}_{4}$ to it. Boil the content for 20 minutes. Cool and filter the contents in a 100 ml measuring flask. Make the volume up to 100 ml by adding distilled water.

## Estimation of free oxalate ion present in vegetable samples

Take 20 ml of vegetable sample solution from the measuring flask into a titration flask and add 20 ml of dil. $\mathrm{H}_{2} \mathrm{SO}_{4}$ to it. Heat the mixture to about $60^{\circ} \mathrm{C}$ and titrate it against standardized $\mathrm{KMnO}_{4}$ solution taken in a burette. The end point is appearance of permanent pale pink colour. Repeat the above procedure for all samples.

## Qualitative parameters of vegetables

Test for Starch
Take 2 ml of clear fruit juice and add a few drops of Iodine solution. Formation of blue complex indicates the presence of starch.

## Test for Carbohydrate

Molisch's test: To the sample taken, 2 drops of $1 \%$ alcoholic 1-naphthol solution was added. Add about 1 ml of conc. $\mathrm{H}_{2} \mathrm{SO}_{4}$ carefully along the sides of the test tube. A violet ring at the junction of the two layer shows the presence of carbohydrate.

Benedict's test: To a little of the sample taken in a test tube, add a few drops of Benedict's reagent. The test tube was heated in a water bath for a few minutes. Appearance of rust brown colour indicates the presence of reducing sugar.

Fehling's Test: To a little of the sample taken in a test tube, add 1 ml of Fehling's solution and heat. Presence of red precipitate indicate the presence of reducing sugar.

## Test for Protein

Ninhydrin Test: To a little of sample taken, add 2 ml of ninhydrin solution and heat. Presence of blue colour indicates the presence of protein

Xanthoprotic test: To a little of sample taken add a few drops of conc. $\mathrm{HNO}_{3}$. Formation of yellow color indicates the presence of proteins.

## Test for Flavanoids

Alkaline reagent test - Extracts were treated with few drops of NaOH solution. Formation of intense yellow color, which become colorless on addition of dilute acid indicates the presence of flavonoids.

## Test for Iron

A drop of test solution is mixed with one small crystal of tartaric acid and a drop of dimethyl glyoxime followed by drops of ammonium hydroxide. Formation of red colour indicated presence of iron.

## Test for Potassium

To a little of sample taken in a test tube, add picric acid. Presence of yellow precipitate indicated the presence of $\mathrm{K}^{+}$ions. Test for Calcium
JETIR2105451

To a little of sample taken, Ammonium chloride and Ammonium hydroxide solutions were added. Filter the solution and to the filtrate 2 ml of Ammonium oxalate solution were added. White precipitate indicated presence of calcium.
Two drops of sample solution was acidified with acetic acid and three drops of saturated solution of Picrolinic acid in water were added. Presence of white crystals indicated presence of calcium.

## Test for Magnesium

To about 2 ml of juice excess of Ammonium hydroxide solution and Ammonium chloride solutions were added followed by an excess of disodium hydrogen phosphate solution and shake well, scratch the sides of the test tube with a glass rod. Presence of white precipitate indicated the presence of Magnesium.
A little of sample was treated with few drops of Magneson reagent followed by excess of NaOH solution. Blue precipitate indicated the presences of magnesium.

## Results and Discussion

From our investigations, we found that the amount of oxalate ion concentration was high in potato compared to others. Low concentration of oxalate ion was found in cauliflower which was a leafy vegetable. A moderate amount was found in ladies finger, cucumber, and cabbage.

| No. | Name of vegetable | Amount of oxalate <br> content/50g |
| :---: | :---: | :---: |
| 1 | Brassica oleracea var. <br> botrytis <br> Cauliflower) | 52.8 mg |
| 2 | Lycopersicon <br> esculentum <br> (Tomato) | 61.6 mg |
| 3 | Abelmoschus <br> esculentus <br> (Ladies Finger) | 93.72 mg |
| 4 | Cucumis sativus <br> (Cucumber) | 105.6 mg |
| 5 | Brassica oleracea <br> var.capitata <br> (Cabbage) | 111.32 mg |
| 6 | Solanum melongena <br> (Brinjal) | 181.28 mg |
| 7 | Solanum tuberosum <br> (Potato) | 216.9 mg |

Table 1: Total Oxalate content in vegetable sample

Strength of oxalate ion


Fig 1: Oxalate ion concentration $(\mathrm{mg} / 50 \mathrm{~g})$

Table 2: Nutritive Analysis

| Vegetables | Proteins | Flavanoids | Carb <br> ohydr <br> ates | Starch | Iron | Ca | K | Mg |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Solanum <br> melongena <br> (Brinjal) | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\times$ | $\checkmark$ | $\checkmark$ |
| Lycopersicon <br> esculentum <br> (Tomato) | $\times$ | $\times$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\times$ | $\times$ | $\checkmark$ |
| Cucumis <br> sativus <br> (Cucumber) | $\times$ | $\times$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\times$ |  |  |
| Abelmoschus <br> esculentus <br> (Ladies Finger) | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\times$ | $\checkmark$ | $\checkmark$ |
| Solanum <br> tuberosum <br> (Potato) | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\times$ | $\checkmark$ | $\checkmark$ |
| Brassica <br> oleracea var. <br> capitata <br> (Cabbage) | $\times$ | $\times$ |  |  |  |  |  |  |
| Brassica <br> oleracea var. <br> botrytis <br> $($ Cauliflower) | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\times$ | $\checkmark$ | $\checkmark$ |

Our nutritive analysis on the selected vegetable samples showed the following results.Proteins and flavonoids were present in all our samples except tomato, cucumber and cabbage. Carbohydrates, starch, iron and magnesium were present in all our selected samples. Potasium was present in all samples except tomato. Calcium was present in none of our samples.

## Conclusion

The oxalate content in vegetables vary considerably between plants due to difference in climate, soil quality state of ripeness or even which part of the plant is analyzed. Among our selected vegetable samples, amount of oxalate ion concentration was high in potato compared to others. Low concentration of oxalate ion was found in cauliflower which was a leafy vegetable. A moderate amount was found in ladies finger, cucumber, and cabbage. Nutritive analysis was also found to be fruitful.Healthy individuals can safely consume vegetables, high in oxalate content in moderation, but those with kidney disorders were typically advised to avoid foods high in oxalate. Oxalate can become problematic, however, if they over accumulate inside our body. It is being recommended to limit the intake of oxalate-rich foods, specifically for individuals at risk for kidney stone formation.
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# A Retrospective Study on Applications of the Lindley Distribution 
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#### Abstract

The need for efficient statistical models has increased with the flow of new data, which makes distribution theory a particularly interesting and attractive field. Here, we provide a thorough study of the applications of the Lindley distribution and its diverse generalizations. More precisely, we review some special applications in various areas, such as time series analysis, stress strength analysis, acceptance sampling plans and data analysis. We also conduct a comparative study between the Lindley distribution and some of its generalizations by using four real-life data sets.
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## 1. Introduction

In recent years, there has been a growing interest in introducing new distributions and their generalizations because of the diversity of the data encountered in practice. Therefore, the statisticians aim to develop different distributions presenting flexible and original properties.

In this spirit, Lindley [45] coined the term "Lindley distribution" to refer to a one-parameter distribution used in fiducial and Bayesian inferences. Its properties and applications in reliability analysis were studied by Ghitany et al. [37], showing that it may provide a better fit than the exponential distribution. The Lindley distribution's simplicity and moderate flexibility paved the way for generalized versions, with the goal of building models and with better goodness of fit to data sets than the well-known basic distributions. Some of these generalizations are the size-biased Poisson-Lindley distribution by Ghitany and Al-Mutairi [33], discrete Poisson-Lindley distribution by Sankaran [56] and zero-truncated Poisson-Lindley distribution by Ghitany et al. [35], two-parameter Lindley distribution by Shanker and Mishra [61], power Lindley distribution by Ghitany et al. [34], inverse Lindley distribution by Sharma et al. [64], exponentiated power Lindley distribution by Ashour and Eltehiwy [13], generalized power Lindley distribution by Liyanage

[^2]and Parai [46], extended Lindley distribution by Bakouch et al. [14], Akash distribution by Shanker [58], quasi Akash distribution by Shanker [59], weighted Akash distribution Shanker and Shukla [63], quasi Lindley distribution by Shanker and Mishra [62], extended power Lindley distribution by Alkarni [4], discrete Lindley distribution by Deniz and Ojeda [29], weighted Lindley distribution by Ghitany et al. [36], discrete Poisson-Akash distribution by Shanker [60], new weighted Lindley distribution by Asgharzadeh [12], transmuted Lindley distribution by Merovci [49], new extended generalized Lindley distribution by Maya and Irshad [47], and transmuted two-parameter Lindley distribution by Kemaloglu and Yilmaz [40].

Some recent works based on the Lindley distribution are the Topp-Leone odd Lindley family of distributions by Reyad et al. [54], wrapped Lindley distribution by Joshi and Jose [39], Marshall-Olkin extended quasi Lindley distribution by Udoudo and Etuk [66], three-parameter generalized Lindley by Ekhosuehi and Opone [32], Lindley Weibull distribution by Cordeiro et al. [28], alpha power transformed power Lindley distribution by Hassan et al. [38], alpha power transformed Lindley distribution by Dey et al. [30], Weibull Marshall-Olkin Lindley distribution by Afify et al. [2], inverted modified Lindley distribution by Chesneau et al. [25], sum and difference of two Lindley distributions by Chesneau et al. [23], modified Lindley distribution by Chesneau et al. [24], wrapped modified Lindley distribution by Chesneau et al. [26], and Lindley-Lindley distribution by Chesneau et al. [27]. Tomy [65] contains a previous review of the Lindley distribution and its generalizations.

The main motivation behind this study is to expose the diverse applications of the Lindley distribution and its generalizations in various fields, like reliability, time series, quality control, astrophysics and the analysis of various kinds of data as well.

The paper unfolds as follows: In Section 2, we consider some applications of the Lindley distribution and some of its generalizations in time series modeling. Section 3 presents applications of stress-strength analysis. Section 4 contains applications for various acceptance sampling plans. Section 5 discusses applications in real data analysis. Finally, in Section 6, we conclude the paper.

## 2. Applications in time series modeling

Over the last decades, there has been increasing interest in developing time series models for real-valued observations by using Gaussian or non-Gaussian distributions. Among the existing time series models, let us evoke the autoregressive models, integer valued models for discrete distributions, stochastic volatility and autoregressive conditional duration models. In this section, we consider autoregressive minification processes, geometric processes and the first order non-negative integer valued autoregressive processes.

### 2.1. Autoregressive minification process

Udoudo and Etuk [66] proposed different minification processes with a generalized quasi Lindley distribution as a marginal distribution.
More precisely, let us consider the $\mathrm{AR}(1)$ structure given by

$$
X_{n}= \begin{cases}\varepsilon_{n} & \text { with probability } p \\ \min \left(X_{n-1}, \varepsilon_{n}\right) & \text { with probability } 1-p\end{cases}
$$

where $p \in(0,1)$ and $\left\{\varepsilon_{n}\right\}$ is a sequence of independent and identically (iid) distributed random variables with the quasi Lindley distribution, and also independent of $\left\{X_{n}\right\}$. Then, the process is a stationary $\operatorname{AR}(1)$ minification process with the Marshall-Olkin extended quasi Lindley distribution as a marginal distribution. The converse is also true. That is, if $\left\{X_{n}\right\}$ is a stationary Markovian process with the Marshall-Olkin extended quasi Lindley distribution as the marginal. Then, $\left\{\varepsilon_{n}\right\}$ follows the quasi Lindley distribution.
In addition, they gave a more general minification process, which is specified by

$$
X_{n}= \begin{cases}X_{n-1} & \text { with probability } p_{2} \\ \varepsilon_{n} & \text { with probability } p_{1}\left(1-p_{2}\right) \\ \min \left(X_{n-1}, \varepsilon_{n}\right) & \text { with probability }\left(1-p_{1}\right)\left(1-p_{2}\right)\end{cases}
$$

where $p_{1}, p_{2} \in(0,1)$ and $\left\{\varepsilon_{n}\right\}$ is a sequence of iid random variables independent of $\left\{X_{n}\right\}$. Then, the process $\left\{X_{n}\right\}$ is a stationary $\operatorname{AR}(1)$ minification process with Marshall-Olkin extended quasi Lindley distribution as marginal, if and only if $\left\{\varepsilon_{n}\right\}$ follows the quasi Lindley distribution.

In the literature, Bakouch et al. [15] considered the Lindley AR(1) model, and studied its applications.

### 2.2. Geometric process

Lam [43] introduced the Geometric process (GP) for modeling inter-arrival time data with a monotone trend. Bicer [17] has recently proposed a GP with power Lindley distribution as the first arrival time distribution. The GP was defined as follows. A stochastic process $\left\{X_{n}\right\}$ is said to be a GP, if there exists a real number $a>0$ such that the random variables $Y_{n}=a^{n-1} X_{n}, n=1,2, \ldots$ are valid, where $X_{n}$ is the inter-arrival time the $(n-1)^{t h}$ and $n^{t h}$ events of a counting process $\{N(t), t \geq 0\}$, the number $a$ is called the ratio parameter of the GP, and $X_{1}$ follows the power Lindley distribution.

Similarly, Demirci Bicer [18] proposed a GP with two-parameter Lindley distribution as the distribution of the first arrival time.

### 2.3. First order non-negative integer valued autoregressive process

The pioneering work of the first order non-negative integer valued autoregressive (INAR(1)) process was proposed by McKenzie [48], and Al-Osh and Alzaid [10]. It was used as a tool for modeling counting processes consist of dependent random variables. Mohammadpour [50] introduced a discrete stationary time series model based on $\operatorname{INAR}(1)$, called Poisson Lindley $\operatorname{INAR}(1)$ model by using the binomial thinning operator with a study on its properties. The model is given by

$$
X_{t}=\alpha \circ X_{t-1}+\varepsilon_{t}, \quad t \geq 1
$$

where $\circ$ is the binomial thinning operator defined by $\alpha \circ X=\sum_{i=0}^{X} W_{i}, \alpha \in[0,1)$, $\left\{W_{i}\right\}$ is a sequence of iid random variables following the $\operatorname{Bernoulli}(\alpha)$ distribution, and $\left\{\varepsilon_{t}\right\}$ is a sequence of iid random variables independent of the Bernoulli counting process $\left\{W_{t}\right\}$ and $X_{m}$ for all $m \leq t$. If $\left\{X_{t}\right\}$ is a stationary process with the Poisson

Lindley distribution, then the innovation process $\left\{\varepsilon_{t}\right\}$ has the following probability generating function:

$$
\Phi_{\varepsilon}(s)=\frac{2+\theta-s}{(1+\theta-s)^{2}} \frac{[\theta+\alpha(1-s)]^{2}}{1+\theta+\alpha(1-s)}, \quad s \in \mathbb{R}
$$

Similarly, Rostami [53] proposed a new stationary INAR(1) process based on the power series thinning operator under Poisson-Lindley innovations. Lvio et al. [44] introduced the $\operatorname{INAR}(1)$ model for modeling nonnegative integer valued time series with over dispersion using Poisson-Lindley innovations based on the binomial thinning operator.

## 3. Stress-strength analysis

When assessing system reliability, satisfactory performance is achieved when the strength applied to the component exceeds stress. It is a branch of reliability that aims to assess system performance. The pioneering work is given by Birnbaum [19] and Birnbaum and Mc Carty [20]. Al-Mutairi et al. [6] investigated stress-strength reliability inferences from the Lindley distribution. In this case, the reliability coefficient $R$ is given by

$$
\begin{aligned}
R & =P(Y<X) \\
& =1-\frac{\theta_{1}^{2}\left[\theta_{1}\left(\theta_{1}+1\right)+\theta_{2}\left(\theta_{1}+1\right)\left(\theta_{1}+3\right)+\theta_{2}^{2}\left(2 \theta_{2}+3\right)+\theta_{2}^{3}\right]}{\left(\theta_{1}+1\right)\left(\theta_{2}+1\right)\left(\theta_{1}+\theta_{2}\right)^{3}},
\end{aligned}
$$

where $\theta_{1}, \theta_{2}>0$ and $X$ and $Y$ are two independent random variables following the Lindley distribution with parameters $\theta_{1}$ and $\theta_{2}$ respectively. They provide uniformly minimum variance unbiased estimator, maximum likelihood estimator and Bayesian inference of $R$, and study their effectiveness.

Furthermore, Khamnei [41] studied the reliability of the Lindley distribution when an outlier is present in the strength component, Krishna and Kumar [42] provided a reliability estimator by using the progressively type II censored sample, Al-Mutairi et al. [6] examined inferences on stress-strength reliability from the weighted Lindley distribution, Sadek et al. [55] discussed estimation of the stressstrength reliability for the quasi Lindley distribution, Pak et al. [52] studied the reliability of a multicomponent stress-strength model by assuming that the components follow the power Lindley distribution, and Akgul et al. [3] derived estimator of system reliability for the generalized inverse Lindley distribution by using several sampling designs.

## 4. Acceptance sampling plan

An acceptance sampling plan (ASP) is an important inspection and decision making tool, which has been often used by quality assurance managers to determine either to accept or to reject a product based on pre-specified quality standards. The objective of acceptance sampling is not to estimate the quality of the product, but to decide if the product is likely to be acceptable. There are different types of ASPs. Some of them are the single sampling plan, double sampling plan, multiple sampling plan, time truncated ASP, sequential sampling plan, skip lot sampling
plan and continuous sampling plan. If the quality characteristic is related to the product's lifetime, the acceptance sampling problem becomes a life's test.

Al-Omari and Al-Nasser [9] proposed an ASP based on a truncated life test, assuming the product's lifetime follows the two-parameter quasi Lindley distribution. By considering the minimum sample size, time and cost, it encourages practitioners to use this sampling plan. Al-Nasser et al. [8] developed a double ASP based on a truncated life test when the lifetime of the product follows the quasi Lindley distribution. Double sampling is used when the first sample does not give a decision and they recommend it to the researchers, Shahbaz et al. [57] introduced single and double ASP for the power Lindley distribution, and Dhanunjaya et al. [31] studied a continuous ASP for the truncated Lindley distribution.

## 5. Application in real data analysis

In this section, we perform a comparative study between Lindley, Akash, quasi Akash, two-parameter Lindley, inverse Lindley, quasi Lindley, power Lindley, exponentiated power Lindley, extended power Lindley, three-parameter generalized Lindley and new weighted Lindley distributions. The expressions of the probability density functions (pdfs) are given in the Appendix. These distributions were fitted to four different data sets. We estimate the unknown parameters of each model by the maximum likelihood method of estimation. Also, the statistics of the Akaike information criterion (AIC) and the Bayesian information criterion (BIC) are used to compare the eleven models. It is worth noting that $A I C=2 k-2 \log L$ and $B I C=k \log (n)-2 \log L$, where $k$ is the number of parameters, $n$ is the sample size, and $\log L$ is the maximized value of the log-likelihood function under the considered model.

### 5.1. The carbon fibers data set

This data set was given by Nichols and Padgett [51]. The carbon fibers data set consisting of 63 observations on breaking stress of carbon fibers (in Gba). The data are given below:
$\{0.81,2.74,2.73,2.50,3.60,3.11,3.27,2.87,1.47,3.11,3.56,4.42,2.41,3.19,3.22$, $1.69,3.28,3.09,1.87,3.15,4.90,1.57,2.67,2.93,3.22,3.39,2.81,4.20,3.33,2.55$, $3.31,3.31,2.85,1.25,4.38,1.84,0.39,3.68,2.48,0.85,1.61,2.79,4.70,2.03,1.89$, $2.88,2.82,2.05,3.65,3.75,2.43,2.95,2.97,3.39,2.96,2.35,2.55,2.59,2.03,1.61$, $2.12,3.15,1.08\}$
Table 1 gives the relevant numerical summaries for the fits of the considered distributions based on this data set.

Table 1. Estimated values, minus $\log$-likelihood $(-\log L)$, AIC and BIC for the carbon fibers data set

| Distribution | Estimates | - LogL | AIC | BIC |
| :---: | :---: | :---: | :---: | :---: |
| Lindley | $\hat{\theta}=0.5947$ | 116.568 | 235.1361 | 237.2792 |
| Akash | $\hat{\theta}=0.8894$ | 110.1611 | 222.3222 | 224.4654 |
| Quasi Akash | $\begin{aligned} & \hat{\alpha}=-0.1404 \\ & \hat{\theta}=1.1615 \end{aligned}$ | 96.4044 | 196.8089 | 201.0952 |
| Two-parameter Lindley | $\hat{\alpha}=-0.3721$ $\hat{\theta}=0.9219$ | 97.9329 | 199.8658 | 204.1521 |
| Inverse Lindley | $\hat{\theta}=2.8076$ | 128.4222 | 258.8445 | 260.9876 |
| Quasi Lindley | $\begin{aligned} & \hat{\alpha}=-0.3431 \\ & \hat{\theta}=0.9220 \end{aligned}$ | 97.9329 | 199.8658 | 204.1521 |
| Power Lindley | $\begin{aligned} & \hat{\beta}=2.4048 \\ & \hat{\theta}=0.1404 \end{aligned}$ | 84.61056 | 173.2211 | 177.5074 |
| Exponentiated power Lindley | $\begin{aligned} & \hat{\alpha}=0.5380 \\ & \hat{\beta}=3.2614 \\ & \hat{\theta}=0.03651 \end{aligned}$ | 83.95305 | 173.9061 | 180.3355 |
| Extended power Lindley | $\begin{aligned} & \hat{\alpha}=2.7625 \\ & \hat{\beta}=0.1592 \\ & \hat{\theta}=0.0812 \end{aligned}$ | 84.06479 | 174.1296 | 180.559 |
| Three-parameter generalized Lindley | $\begin{aligned} & \hat{\alpha}=2.7620 \\ & \hat{\beta}=6.2712 \\ & \hat{\lambda}=0.0812 \end{aligned}$ | 84.06479 | 174.1296 | 180.559 |
| New weighted Lindley | $\hat{\alpha}=0.00017$ $\hat{\lambda}=0.9767$ | 102.1854 | 208.3708 | 212.6571 |

Figures 1 and 2 give the graphs of the estimated pdfs and cumulative density functions (cdfs) respectively.


Figure 1. Estimated pdfs of the considered generalized Lindley distributions for the carbon fibers data set


Figure 2. Estimated cdfs of the considered generalized Lindley distributions for the carbon fibers data set

At the end of the section, there will be comments on these results as well as those of the coming applications.

### 5.2. Guinea pigs data set

This data set was given by Bjerkedal [22]. It is the survival times (in days) of 72 guinea pigs infected with virulent tubercle bacilli. It is given below:
$\{12,15,22,24,24,32,32,33,34,38,38,43,44,48,52,53,54,54,55,56,57,58$, $58,59,60,60,60,60,61,62,63,65,65,67,68,70,70,72,73,75,76,76,81,83$, $84,85,87,91,95,96,98,99,109,110,121,127,129,131,143,146,146,175,175$, $211,233,258,258,263,297,341,341,376\}$

Table 2 gives the relevant numerical values for the fits of the considered distributions based on long-axis orientations of guinea pigs data set.

Table 2. Estimated values, $-\log L$, AIC and BIC for the guinea pigs data set

| Distribution | Estimates | $-\log L$ | AIC | BIC |
| :---: | :---: | :---: | :---: | :---: |
| Lindley | $\hat{\theta}=0.0198$ | 394.5197 | 791.0395 | 793.3161 |
| Akash | $\hat{\theta}=0.03004$ | 397.3508 | 796.7017 | 798.9783 |
| Quasi Akash | $\begin{aligned} & \hat{\alpha}=-0.2197 \\ & \hat{\theta}=0.0301 \end{aligned}$ | 397.3555 | 798.7109 | 803.2643 |
| Two-parameter Lindley | $\begin{aligned} & \hat{\alpha}= \\ & -10.3902 \\ & \hat{\theta}=0.0232 \end{aligned}$ | 391.5727 | 787.1454 | 791.6987 |
| Inverse Lindley | $\hat{\theta}=61.05642$ | 402.6685 | 807.3371 | 809.6137 |
| Quasi Lindley | $\begin{aligned} & \hat{\alpha}=-0.2413 \\ & \hat{\theta}=0.0232 \end{aligned}$ | 391.5727 | 787.1454 | 791.6987 |
| Power Lindley | $\begin{aligned} & \hat{\beta}=0.9951 \\ & \hat{\theta}=0.0203 \end{aligned}$ | 394.5179 | 793.0358 | 797.5891 |
| Exponentiated power Lindley | $\begin{aligned} & \hat{\alpha}=19.6531 \\ & \hat{\beta}=0.4107 \\ & \hat{\theta}=0.7839 \end{aligned}$ | 390.0966 | 786.1933 | 793.0233 |
| Extended power Lindley | $\begin{aligned} & \hat{\alpha}=0.9863 \\ & \hat{\beta}=1.9751 \\ & \hat{\theta}=0.02131 \end{aligned}$ | 394.3916 | 794.7832 | 801.6132 |
| Three-parameter generalized Lindley | $\begin{aligned} & \hat{\alpha}=0.9943 \\ & \hat{\beta}=0.9228 \\ & \hat{\lambda}=0.0204 \end{aligned}$ | 394.4989 | 794.9978 | 801.8278 |
| New weighted Lindley | $\hat{\alpha}=3.0381$ $\hat{\lambda}=0.0209$ | 393.2794 | 790.5588 | 795.1121 |

Figures 3 and 4 give the graphs of the estimated pdfs and cdfs respectively.


Figure 3. Estimated pdfs of the considered generalized Lindley distributions for the guinea pigs data set


Figure 4. Estimated cdfs of the considered generalized Lindley distributions for the guinea pigs data set

### 5.3. The vinyl chloride data set

The real data represent 34 observations of the vinyl chloride data (in $\mathrm{mg} / \mathrm{L}$ ) that was obtained from cleaned-up gradient ground-water monitoring wells. The data are obtained from Bhaumik et al. [21] and are presented below.
$\{5.1,1.2,1.3,0.6,0.5,2.4,0.5,1.1,8,0.8,0.4,0.6,0.9,0.4,2,0.5,5.3,3.2,2.7$, $2.9,2.5,2.3,1,0.2,0.1,0.1,1.8,0.9,2,4,6.8,1.2,0.4,0.2\}$
Table 3 gives the relevant numerical values for the fits of the considered distributions based on vinyl chloride data set.

Table 3. Estimated values, $-\log L$, AIC and BIC for vinyl chloride data set

| Distribution | Estimates | - $\log L$ | AIC | BIC |
| :---: | :---: | :---: | :---: | :---: |
| Lindley | $\hat{\theta}=0.8238$ | 56.30364 | 114.6073 | 116.1336 |
| Akash | $\hat{\theta}=1.1657$ | 57.57463 | 117.1493 | 118.6756 |
| Quasi Akash | $\begin{aligned} & \hat{\alpha}=15.9587 \\ & \hat{\theta}=0.6946 \end{aligned}$ | 55.34411 | 114.6882 | 117.7409 |
| Two-parameter Lindley | $\begin{aligned} & \hat{\alpha}=176.972 \\ & \hat{\theta}=0.5376 \end{aligned}$ | 55.45269 | 114.9054 | 117.9581 |
| Inverse Lindley | $\hat{\theta}=0.8774$ | 61.81358 | 125.6272 | 127.1535 |
| Quasi Lindley | $\begin{aligned} & \hat{\alpha}= \\ & 538.4519 \\ & \hat{\theta}=0.5329 \end{aligned}$ | 55.4526 | 114.9052 | 117.9579 |
| Power Lindley | $\begin{aligned} & \hat{\beta}=0.8831 \\ & \hat{\theta}=0.9139 \end{aligned}$ | 55.75992 | 115.5198 | 118.5726 |
| Exponentiated power Lindley | $\begin{aligned} & \hat{\alpha}=3.7939 \\ & \hat{\beta}=0.4988 \\ & \hat{\theta}=2.1571 \end{aligned}$ | 54.9229 | 115.8458 | 120.4249 |
| Extended power Lindley | $\begin{aligned} & \hat{\alpha}=1.0101 \\ & \hat{\beta}=0.00015 \\ & \hat{\theta}=0.5264 \end{aligned}$ | 55.44962 | 116.8992 | 121.4783 |
| Three-parameter generalized Lindley | $\begin{aligned} & \hat{\alpha}=1.0099 \\ & \hat{\beta}=507.164 \\ & \hat{\lambda}=0.5283 \end{aligned}$ | 55.44963 | 116.8993 | 121.4783 |
| New weighted Lindley | $\begin{aligned} & \hat{\alpha}=29.2320 \\ & \hat{\lambda}=0.8348 \end{aligned}$ | 55.97061 | 115.9412 | 118.9939 |

Figures 5 and 6 give the graphs of the estimated pdfs and cdfs respectively.


Figure 5. Estimated pdfs of the generalized Lindley distributions for the vinyl chloride data set


Figure 6. Estimated cdfs of the generalized Lindley distributions for the vinyl chloride data set

### 5.4. Fatigue fracture data set

The fatigue fracture data set is extracted from Abdul-Moniem and Seham [1], and it has previously been used by Andrews and Herzberg [11] and Barlow et al. [16]. It represents the life of fatigue fracture of Kevlar 373/epoxy subjected to constant pressure at $90 \%$ stress level until all had failed. The data are as follows: $\{0.0251,0.0886,0.0891,0.2501,0.3113,0.3451,0.4763,0.5650,0.5671,0.6566$, $0.6748,0.6751,0.6753,0.7696,0.8375,0.8391,0.8425,0.8645,0.8851,0.9113,0.9120$, $0.9836,1.0483,1.0596,1.0773,1.1733,1.2570,1.2766,1.2985,1.3211,1.3503,1.3551$, $1.4595,1.4880,1.5728,1.5733,1.7083,1.7263,1.7460,1.7630,1.7746,1.8275,1.8375$, $1.8503,1.8808,1.8878,1.8881,1.9316,1.9558,2.0048,2.0408,2.0903,2.1093,2.1330$,
2.2100, 2.2460, 2.2878, 2.3203, 2.3470, 2.3513, 2.4951, 2.5260, 2.9911, 3.0256, 3.2678, $3.4045,3.4846,3.7433,3.7455,3.9143,4.8073,5.4005,5.4435,5.5295,6.5541,9.0960\}$ Table 4 gives the relevant numerical values for the fits of the distributions based on this data set.

Table 4. Estimated values, $-\log L$, AIC and BIC for the fatigue fracture data set

| Distribution | Estimates | $-\log L$ | AIC | BIC |
| :---: | :---: | :---: | :---: | :---: |
| Lindley | $\hat{\theta}=0.7947$ | 123.6751 | 249.3503 | 251.681 |
| Akash | $\hat{\theta}=1.1324$ | 124.5755 | 251.151 | 253.4817 |
| Quasi Akash | $\begin{aligned} & \hat{\alpha}=0.3095 \\ & \hat{\theta}=1.3542 \end{aligned}$ | 122.4782 | 248.9563 | 253.6178 |
| Two-parameter Lindley | $\hat{\alpha}=0.1567$ $\hat{\theta}=0.9544$ | 121.6503 | 247.3006 | 251.962 |
| Inverse Lindley | $\hat{\theta}=0.9459$ | 177.1091 | 356.2183 | 358.549 |
| Quasi Lindley | $\begin{aligned} & \hat{\alpha}=0.1497 \\ & \hat{\theta}=0.9543 \end{aligned}$ | 121.6503 | 247.3006 | 251.962 |
| Power Lindley | $\begin{aligned} & \hat{\beta}=1.1423 \\ & \hat{\theta}=0.7047 \end{aligned}$ | 122.4001 | 248.8001 | 253.4616 |
| Exponentiated power Lindley | $\begin{aligned} & \hat{\alpha}=1.5372 \\ & \hat{\beta}=0.9496 \\ & \hat{\theta}=1.0213 \end{aligned}$ | 121.8663 | 249.7326 | 256.7248 |
| Extended power Lindley | $\begin{aligned} & \hat{\alpha}=1.3256 \\ & \hat{\beta}=0.00012 \\ & \hat{\theta}=0.3666 \end{aligned}$ | 122.5247 | 251.0494 | 258.0416 |
| Three-parameter generalized Lindley | $\begin{aligned} & \hat{\alpha}=0.9931 \\ & \hat{\beta}=0.1478 \\ & \hat{\lambda}=0.9634 \end{aligned}$ | 121.6487 | 249.2973 | 256.2895 |
| New weighted Lindley | $\hat{\alpha}=2.4729$ $\hat{\lambda}=0.9090$ | 122.8925 | 249.7851 | 254.4465 |

Figures 7 and 8 give the graphs of the estimated pdfs and cdfs, respectively.


Figure 7. Estimated pdfs of the considered generalized Lindley distributions for the fatigue fracture data set


Figure 8. Estimated cdfs of the considered generalized Lindley distributions for the fatigue fracture data set

In Tables 1, 2, 3 and 4, the maximum likelihood estimates of the parameters for the fitted distributions along with the $-\log L$, AIC and BIC values are presented for the four different data sets. It is observed that the power Lindley distribution is appropriate for modeling carbon data, exponentiated power Lindley distribution is appropriate for modeling guinea pigs data, Lindley and quasi Akash distributions are appropriate for modeling vinyl chloride data, and quasi Lindley distribution is appropriate for modeling fatigue fracture data. These conclusions can also be drawn visually from Figures 1, 3, 5, and 7 for the estimated pdfs, and Figures 2, 4, 6 and 8 for the estimated cdfs.

In full generality, the Lindley distribution and its generalized versions are used for analyzing different types of data. In this regard, for circular type data, Joshi and

Jose [39] introduced the wrapped Lindley distribution, Chesneau et al. [26] studied the wrapped modified Lindley distribution, and Al-khazaleh and Alkhazaleh [5] suggested the wrapped quasi Lindley distribution. Zaninetti [67] applied Lindley and truncated Lindley distribution to model initial mass function in stars. This work also introduced the Lindley luminosity function and truncated Lindley luminosity function for galaxies. Similarly, Zaninetti [68] studied a three-parameter double truncated Lindley distribution and applied it to model initial mass function in stars. Therefore, we can say that the Lindley distribution and its generalizations have promising applications in Astrophysics.

## 6. Conclusion

In this article, we provide an overview on applications of the Lindley distribution and its generalizations. This review is based on applications in time series analysis, stress-strength analysis, ASP and various kinds of datas. Modeling of four real life data sets shows the suitability of the Lindley distribution and its generalizations for fitting real lifetime data. For researchers and practitioners, we hope that this review will give a summary of applications of the Lindley distribution and its generalizations as well as references for further study in the theory and applications of statistical distributions.

## Appendix

Here, we provide the pdfs of the distributions, which are used in comparative study.

- Lindley distribution

$$
f(x ; \theta)=\frac{\theta^{2}}{1+\theta}(1+x) e^{-\theta x} ; x>0, \theta>0
$$

- Akash distribution

$$
f(x, \theta)=\frac{\theta^{3}}{\theta^{2}+2}\left(1+x^{2}\right) e^{-\theta x} ; x>0, \theta>0
$$

- Quasi Akash distribution

$$
f(x ; \alpha, \theta)=\frac{\theta^{2}}{\alpha \theta+2}\left(\alpha+\theta x^{2}\right) e^{-\theta x} ; x>0, \alpha>0, \theta>0
$$

- Two-parameter Lindley distribution

$$
f(x ; \alpha, \theta)=\frac{\theta^{2}}{\alpha \theta+1}(\alpha+x) e^{-\theta x} ; x>0, \theta>0, \alpha \theta>-1
$$

- Inverse Lindley distribution

$$
f(x ; \theta)=\frac{\theta^{2}}{1+\theta}\left(\frac{1+x}{x^{3}}\right) e^{-\frac{\theta}{x}} ; x>0, \theta>0
$$

- Quasi Lindley distribution

$$
f(x ; \alpha, \theta)=\frac{\theta(\alpha+\theta x)}{\alpha+1} e^{-\theta x} ; x>0, \alpha>-1, \theta>0
$$

- Power Lindley distribution

$$
f(x ; \alpha, \theta)=\frac{\alpha \theta^{2}}{\theta+1}\left(1+x^{\alpha}\right) x^{\alpha-1} e^{-\theta x^{\alpha}} ; x>0, \alpha>0, \theta>0
$$

- Exponentiated power Lindley distribution

$$
\begin{aligned}
f(x ; \alpha, \beta, \theta) & =\frac{\alpha \theta^{2} \beta x^{\beta-1}}{\theta+1}\left(1+x^{\beta}\right) e^{-\theta x^{\beta}}\left[1-\left(1+\frac{\theta x^{\beta}}{\theta+1}\right) e^{-\theta x^{\beta}}\right]^{\alpha-1} \\
& x>0, \alpha>0, \beta>0, \theta>0
\end{aligned}
$$

- Extended power Lindley distribution

$$
f(x ; \alpha, \beta, \theta)=\frac{\alpha \theta^{2}}{\theta+\beta}\left(1+\beta x^{\alpha}\right) x^{\alpha-1} e^{-\theta x^{\alpha}} ; x>0, \alpha>0, \beta>0, \theta>0
$$

- Three-parameter generalized Lindley distribution

$$
f(x ; \alpha, \beta, \lambda)=\frac{\alpha \lambda^{2}\left(\beta+x^{\alpha}\right) x^{\alpha-1} e^{-\lambda x^{\alpha}}}{1+\lambda \beta} ; x>0, \alpha>0, \beta>0, \lambda>0
$$

- New weighted Lindley distribution

$$
f(x ; \alpha, \lambda)=\frac{\lambda^{2}(1+\alpha)^{2}}{\alpha \lambda(1+\alpha)+\alpha(2+\alpha)}(1+x)\left(1-e^{-\lambda \alpha x}\right) e^{-\lambda x} ; x>0, \alpha>0, \lambda>0
$$
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#### Abstract

In this work, a study was done on the structural, optical and dielectric properties of lead tin sulphide $(\mathrm{PbSnS})$ nanocrystals and their thin films, which have got wide range of applications in photovoltaic systems. The nanocrystals of PbSnS were prepared by employing colloidal synthesis technique in which cubic PbSnS were obtained apart from the commonly found orthorhombic form. Nanocrystals of 5.84 nm were obtained which had a high band gap of 3.76 eV and Urbach energy of 0.163 eV . Almost $100 \%$ transmittance in the wavelength range of 300-800 nm was found. Nanocrystal thin films of PbSnS were prepared using successive ionic layer adsorption and reaction (SILAR) technique. The preparation of thin film samples by varying the amounts of complexing agent has been investigated. By varying the amount of complexing agents, the crystalline phase changed from cubic to orthorhombic. The lattice strain and dislocation density were found to be lower for the cubic phase. All the samples had high absorption coefficient in the ultraviolet region confirming that the thin films were composed of nanocrystals. There was an increase in transmittance from $60 \%$ to $80 \%$ with the increase of complexing agent. All the samples had high band gap, high refractive index and large surface roughness which make these PbSnS nanocrystal thin films suitable materials for window layer of solar cells. The cubic and mixed phase structured thin films behaved as polar dielectrics which can find potential applications in the design of efficient capacitors too.
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## 1. Introduction

Intensive research is going on in the field of photovoltaics to replace the conventionally used silicon solar cells by cost-effective and efficient materials. Binary chalcogenides of copper and lead were studied in this direction. Much studies on PbS and SnS have been made for their photovoltaic properties [1,2]. Techniques such as successive ionic layer adsorption and reaction (SILAR) [3], pulsed laser deposition [6], feasible nebulizer spray technique [4] etc. were used for the synthesis of PbS thin films. Studies on the effect of triethanolamine (TEA) on the structural, morphological and electrical properties were made by Hone and Dejene where the amount of TEA used had direct relation with the material properties [5].

Recently, there have been studies on the doping of tin in lead sulphide to form ternary lead tin sulphide.

Combinations of lead tin sulphide with binary lead tellurides are used as efficient thermoelectric materials [7,8]. Kane Norton et al used metal dithiocarbamate to produce bulk $\mathrm{Pb}_{1-x} \mathrm{Sn}_{x} \mathrm{~S}$ crystals and liquid phase exfoliation was done to get 2D layers of $\mathrm{Pb}_{1-x} \mathrm{Sn}_{x} \mathrm{~S}$ for important optoelectronic applications [9]. The electrical conductivity of vacuum-evaporated $\mathrm{PbSnS}_{3}$ thin films seems to remain unaffected after doping with chlorides and iodides of cadmium, lead and copper. Conductivity values of $10^{-5} \mathrm{~S} \mathrm{~cm}^{-1}$ were obtained at room temperature which gradually increased at higher temperatures [10]. Annealing of thin films of orthorhombic $\mathrm{Pb}_{x} \mathrm{Sn}_{1-x} \mathrm{~S}$ synthesised by hot wall vacuum deposition method was found to have lower lattice strain owing to the increase in crystallite size. Sulphur-deficient films showed p-type conductivity while sulphur-rich films showed n-type conductivity [11]. Nanocrystals
of $\mathrm{PbSnS}_{3}$ in the size range of $3-12 \mathrm{~nm}$ were synthesised by mechanical alloying where the elemental precursor powders were mechanically alloyed for 40 h [12]. Thin films of orthorhombic $\mathrm{PbSnS}_{2}$ prepared by spray pyrolysis technique were found to be polycrystalline and showed p-type conductivity [13]. Salem et al synthesised $\mathrm{PbSnS}_{3}$ thin films using chemical bath deposition technique in which the films were amorphous which became crystalline orthorhombic upon annealing [14]. Cubic nanocrystals of $\mathrm{Pb}_{2-x} \mathrm{Sn}_{x} \mathrm{~S}_{2}$ were synthesised using hot injection colloidal synthesis method and the nanocrystals were of cubic NaCl type structure apart from the orthorhombic form [15].
The pH of the chemical bath is a determining factor for the formation of a particular crystal. It also determines the phase of the crystal structure formed [16,17]. This pH is contributed by several factors including the chemical precursors used, the complexing agents, capping agents etc. Complexing agent plays an important role in determining the phase of the crystal structure and there are a few works from literature to cite. The effect of triethanolamine in transforming the morphology of ZnO nanoparticles from the hexagonal nanorods was investigated in [18]. Ming Du et al studied the change in morphology of tin sulphide prepared by chemical bath deposition. The morphology changed from nanoflakes to continuous nanoflake films to solid nanospheres at low, medium and high concentration of triethanolamine [19]. Studies on photovoltaic properties of lead tin sulphide ( PbSnS ) are rare in literature [13]. Also a study on the effect of complexing agent on PbSnS nanocrystals has not been made so far and so this paper intends to analyse the photovoltaic properties of PbSnS and also the change of crystal structure using complexing agent. In the present work, we investigate the effect of the complexing agent, triethanolamine, in changing the phase of PbSnS nanocrystal thin films. We also describe an economic and simple synthesis technique for the preparation of PbSnS nanocrystals and their thin films.

## 2. Experimental

For the preparation of PbSnS nanocrystals, millimolar solutions of lead acetate $\left(\mathrm{Pb}\left(\mathrm{COOCH}_{3}\right)\right)$, tin chloride $\left(\mathrm{SnCl}_{2}\right)$ and sodium sulphide $\left(\mathrm{Na}_{2} \mathrm{~S}\right)$ were used as the precursors. Triethanolamine (TEA) was used as the complexing agent and cetyl-trimethylammonium bromide (CTAB) was used as the capping agent. The precursors of lead and tin were mixed with constant stirring and CTAB was added to the mixture followed by the addition of sulphur source. The mixture was mixed well and the colour of the solution turned pale brown
upon stirring. The solution so formed was decanted to remove the unreacted precursors and larger aggregates of the material. The solution containing nanocrystals of PbSnS was centrifuged multiple number of times to get a gel which was dried and then grinded well. The resultant powder was used for further characterisation. The sample was named ncPTS.
For the preparation of PTS thin films, 60 ml each of millimolar solutions of lead acetate $\left(\mathrm{Pb}\left(\mathrm{COOCH}_{3}\right)\right)$, tin chloride $\left(\mathrm{SnCl}_{2}\right)$, sodium sulphide $\left(\mathrm{Na}_{2} \mathrm{~S}\right)$ and cetyltrimethylammonium bromide (CTAB) were taken separately in beakers alternated by beakers with distilled water. Well cleaned soda lime glass substrates were used for coating. The complexing agent, TEA, was added to each of the cation precursors. Good quality thin films of PbSnS were formed after 20 SILAR cycles. The dipping and rinsing time were set as 5 and 2 min respectively. Three sets of samples were prepared in which the amount of TEA was varied from 1 to 3 ml in steps of 1 ml and the samples were named as PTS1, PTS2 and PTS3.

Structural analyses of the thin film samples were made using Bruker AXS D8 Advance X-ray diffractometer having $\mathrm{Cu} \mathrm{K}_{\alpha}$ of wavelength $1.5406 \AA$. Optical studies were made by Cary 5000 UV-VIS-NIR spectrophotometer. Morphological and compositional analyses were done by a Scanning Electron Microscope of JEOL Model JSM-6390LV. The filament used was tungsten. The thickness of the thin films and other dielectric constants were determined using Variable Angle Spectroscopic Ellipsometric technique (VASE) of Woollen, USA.

## 3. Results and discussion

### 3.1 Structural, optical and morphological analyses of PbSnS nanocrystals

In general, doping of Sn in PbS crystals gives ternary PbSnS crystals which crystallise in orthorhombic phase. Cubic nanocrystals of rock salt crystal structure can be obtained with the modification of the experimental method used. The stoichiometry corresponding to this structure is $\mathrm{PbSnS}_{2}$ [15]. The XRD pattern of our nanocrystals synthesised using colloidal technique has been found to match well with the cubic form of PbSnS nanocrystals as shown in figure 1. The structural parameters of PbSnS nanocrystals have been tabulated in table 1. The crystallite size is calculated using Scherrer formula (eq. (1)) [20], from the three major peaks corresponding to (111), (002) and (022) diffraction planes and its average value is calculated to be 5.84 nm . The


Figure 1. XRD pattern of ncPTS.

Scherrer formula for calculating the crystallite size is given by
$D=\frac{K \lambda}{\beta \cos \theta}$,
where $K$ is a constant which is taken as $0.9, \lambda$ is the wavelength of X-ray used, $\beta$ is the full-width at halfmaximum in radians and $\theta$ is half of the diffraction angle. The calculated value of crystallite size is within the range of Bohr radius [12,15,21] and so the synthesised particles are nanocrystals. The lattice constant is calculated to be $5.93 \AA$ from the formula for cubic crystals using the values of $h k l$ and $d$-spacing (eq. (2)) [22] which is written as follows:
$d=\frac{a}{\sqrt{h^{2}+k^{2}+l^{2}}}$,
where $d$ is the interplanar spacing, $a$ is the lattice constant, $h, k$ and $l$ are the Miller indices. The lattice strain $(\varepsilon)$ is calculated using eq. (3):
$\varepsilon=\frac{\beta}{4 \tan \theta}$.
The dislocation density has been calculated using the formula [23]

Dislocation density $=\frac{1}{D^{2}}$,
where $D$ is the crystallite size.
The absorption and transmittance spectra of PbSnS nanocrystals are shown in figure 2 . The absorption spectrum indicates direct band-gap nature of the nanocrystals [15] with high absorption in the ultraviolet region. Being a nanocrystal, due to quantum size effect, two excitonic peaks are found. Since it is a direct band-gap semicon-
ductor, the band gap ( $E_{\mathrm{g}}$ ) is found by drawing a tangent from the absorption edge to the $x$-axis and then converted the value to energy as follows:
$E_{\mathrm{g}}=\frac{h c}{\lambda}$
where $h$ is the Planck's constant, $c$ is the velocity of light and $\lambda$ is the wavelength indicated by the tangent. According to this, two wide band gaps of 3.76 eV and 4.88 eV were obtained, corresponding to $1 \mathrm{Se}-1 \mathrm{Sh}$ and $1 \mathrm{Pe}-1 \mathrm{Ph}$ transitions respectively. Band gaps can also be found from Tauc plots where tangents indicated from linear portions of $(\alpha h \nu)^{2}-h \nu$ graphs are used to find the energy gap. Almost $100 \%$ constant transmittance has been found for these nanocrystals in the ultraviolet, visible and near infrared regions, particularly in the region $300-800 \mathrm{~nm}$. Urbach energy is a measure of low crystallinity and disorder in the crystalline material. The Urbach plot for PbSnS nanocrystals is shown in figure 2c. The exponential part near the first excitonic peak in the low energy region was considered for the plot. The slope of the linear region gave Urbach energy of 0.163 eV . The equation for calculating Urbach energy is shown as follows:

$$
\begin{align*}
& \alpha=\alpha_{0} \exp \left(\frac{h v}{E_{\mathrm{U}}}\right),  \tag{6a}\\
& \ln \alpha=\ln \alpha_{0}+\frac{h v}{E_{\mathrm{U}}}, \tag{6b}
\end{align*}
$$

where $\alpha$ and $\alpha_{0}$ are absorption coefficients, $h$ is the Planck's constant, $v$ is the frequency of incident radiation and $E_{\mathrm{U}}$ is the Urbach energy. $\alpha_{0}$ is the intercept and $E_{\mathrm{U}}^{-1}$ is the slope of the graph.

Scanning electron microscopy (SEM) images of PbSnS nanocrystals in powder form at two different magnifications of $645 \times$ and $1.4 \mathrm{k} \times$ are shown in figure 3. As the nanocrystals are found to be agglomerated, the size of the particles cannot be determined from SEM images and rather particle morphology can be seen.

### 3.2 Structural and optical analyses of PbSnS thin films

The XRD patterns of PTS1, PTS2 and PTS3 are shown in figure 4. There has been a mixture of phases and also a change in phase of PbSnS crystals with the addition of TEA. In PTS1, the XRD pattern matched well with cubic PbSnS [15], with one peak due to the diffraction from (212) plane corresponding to orthorhombic $\mathrm{PbSnS}_{2}$ (shown in asterisk). With further addition of TEA, in PTS2, two peaks from orthorhombic $\mathrm{PbSnS}_{2}$ nanocrystals (JCPDS 14-618) have been observed corresponding to diffraction from (112) and (212) planes (shown in asterisk) while the rest of the diffractions are from cubic PbSnS . With the addition of greater amount

Table 1. Structural parameters of the PTS nanocrystals.

| $2 \theta\left({ }^{\circ}\right)$ | $h k l$ | FWHM | $D(\mathrm{~nm})$ | $d$-spacing $(\AA)$ | Lattice constant $(a)(\AA)$ | Lattice strain | Dislocation density $\left(\mathrm{nm}^{-2}\right)$ |
| :--- | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 25.95 | $(111)$ | 3.141 | 5.19 | 3.431 | 5.942 | 0.029 | 0.037 |
| 30.16 | $(002)$ | 3.526 | 4.67 | 2.961 | 5.922 | 0.028 | 0.045 |
| 43.17 | $(022)$ | 2.232 | 7.65 | 2.094 | 5.922 | 0.012 | 0.017 |



Figure 2. (a) Absorbance and (b) transmittance spectra of ncPTS. (c) Urbach plot for ncPTS.
of TEA, the phase of the PbSnS nanocrystals completely changed from cubic phase to purely orthorhombic phase as seen in the XRD pattern of PTS3. All the peaks matched well with the orthorhombic phase of $\mathrm{PbSnS}_{3}$ nanocrystals [12]. The addition of TEA also affected the crystallinity of the thin film samples. Minimal use of TEA retained the crystallinity of the nanocrystals while use of additional amount of TEA decreased the crystallinity of the sample to a considerable extent. It is assumed that, with further addition of TEA, the samples might become amorphous.
The structural parameters of PTS1, PTS2 and PTS3 thin films are tabulated in table 2. The second set of diffraction angles are those of the orthorhombic phase. PTS1 has an average crystallite size of 44.5 nm , except for the (212) peak which belongs to the orthorhombic phase and has a higher value of crystallite size. Lattice strain is higher for the cubic phase than for the
orthorhombic phase due to the smaller value of crystallite size for the former. The same is the case with the values for dislocation density. The crystallite size of PTS2 is lower than that of the cubic crystals, with an average value of 31.5 nm , as the increase in alkalinity of the reaction medium with the addition of TEA decreased the average particle size. However, the size of the cubic crystals in the mixed phase is lower than that of the orthorhombic ones. Consequently, the lattice strain is larger for the cubic crystallites than for the orthorhombic ones. In PTS3, the crystallite size is smaller (compared to PTS1) due to the increase in alkalinity of the reaction medium but the crystallinity of the sample has decreased much. As the size of the nanocrystals is less, the lattice strain is considerable in this sample and also dislocation density. The difference found in the values of crystallite size for PTS2 and PTS3 is probably due to the change in crystal structure. Generally speaking, the cubic form


Figure 3. SEM images of ncPTS at magnifications of (a) $1.4 \mathrm{k} \times$ and (b) $645 \times$.
of PbSnS is more stable than the orthorhombic form, although the orthorhombic form is commonly found. A graph illustrating this general behaviour is plotted in figure 5.

The absorption spectra of PTS1, PTS2 and PTS3 are shown in figure 6a. PTS1 and PTS2 have absorptions in the ultraviolet and visible regions but the absorption of PTS3 is restricted in the ultraviolet region alone. Only the absorbing regions have changed with the addition of TEA while the absorbance remained almost the same in the three samples. The band gaps of the three samples are found from their absorbance plots which are shown in figure 7. All three samples have sharp absorptions indicating the presence of direct band gap for these materials. So the band gaps have been determined by drawing tangents to the $x$-axis and then finding their corresponding energies. Due to the formation of nanocrystals, there are multiple band gaps due to $1 \mathrm{Se}-1 \mathrm{Sh}$ and $1 \mathrm{Pe}-1 \mathrm{Ph}$
transitions and these are tabulated in table 3. Band gaps are lower for the cubic phase and still lower for the orthorhombic phase while the mixed phase is found to be of higher band gap. All the three samples are transmitting in the visible and near infrared regions as shown in figure 6 b . The transmittance becomes higher and constant with the further addition of TEA.
The Urbach plots of the three samples were also plotted as shown in figure 8. The Urbach energies of the samples were determined from their slopes. For PTS1, the Urbach energy was found to be 0.648 eV while that of PTS2 was 0.778 eV and PTS3 was 0.343 eV . Since the Urbach energy is related to the disorder in the crystalline system, it can be concluded that PTS2 is comparatively more disordered than PTS1 and PTS3. Higher value of Urbach energy shows how disordered the crystalline system is. This finding agrees closely well with the lattice strain and dislocation density found for PTS2 in the XRD analysis. There is a slight discrepancy in the case of PTS1 and PTS3. This discrepancy arises because band tailing found in PTS3 is less than that in PTS1 leaing to the decrease in Urbach energy value for PTS3.

Thin film parameters such as film thickness, dispersion of dielectric constant and surface roughness can be determined with the help of an ellipsometric technique called variable angle spectroscopic ellipsometric (VASE) technique. The optical parameters are obtained by measuring the change in polarisation of the incident wave and also the phase change as it reflects off the sample surface. The fundamental relation used here is
$\rho=\frac{R_{p}}{R_{s}}=\tan \Psi \mathrm{e}^{i \Delta}$,
where $R_{p}$ and $R_{s}$ are the intensities of the $p$ and $s$ components of the incident wave, $p$ and $s$ are the polarisation states of the incident wave, where $p$ is the component parallel to the plane of incidence and $s$ is the component perpendicular to the plane of incidence. The amplitude change upon reflection is $\tan \Psi$ and $\Delta$ is the phase shift. The thin film samples were analysed for optical parameters using VASE technique. The dependence of psi $(\Psi)$ and delta $(\Delta)$ with wavelength is plotted in figure 9 . The optical parameters obtained are tabulated in table 4. PTS1 with cubic phase is found to have larger film thickness while PTS2, with mixed phases of cubic and orthorhombic has lesser film thickness and then the film thickness increases for PTS3 which has purely orthorhombic phase. The band gap is related to the thin film thickness of the material as thinner films have smaller grains and thicker films have larger grains. So, PTS2 has higher band gap than PTS1 and PTS3. The thickness of the films can also be simultaneously related to the lattice strain experienced by the crystals.


Figure 4. XRD spectra of (a)PTS1, (b) PTS2 and (c) PTS3.

The samples with larger film thickness such as PTS1 and PTS3 were found to have lower strain values than that for PTS2 which has lower film thickness. Surface roughness is found to be the least in the case of PTS3 while the other two samples have quite large surface roughness, probably due to the lack of secondary phases in PTS3.
At high frequencies, refractive index and permittivity are related as follows:
$n=\frac{c}{v}$,
$n=\sqrt{\frac{\mu \varepsilon}{\mu_{0} \varepsilon_{0}}}$,
where $n$ is the refractive index, $\mu$ and $\mu_{0}$ are the permeabilities of the material and vacuum respectively, $\varepsilon$ and $\varepsilon_{0}$ are the permittivities of the medium and the free space respectively. Without considering the magnetic field effects, the equation for the refractive index can be
rewritten as
$n=\sqrt{\frac{\varepsilon}{\varepsilon_{0}}}$,
$n=\sqrt{\kappa}$,
where $\kappa$ is the dielectric constant which is the ratio of permittivities in the medium and in vacuum. Refractive index is higher for the mixed phase system of PTS2 while PTS3 has altogether different refractive index due to the difference in the atomic arrangements. Surface roughness has an important role to play in the absorption, scattering and reabsorption of incident light. PTS1 and PTS2 have higher surface roughness enabling reabsorption of incident light upon scattering from the uneven surfaces, thereby decreasing the amount of light lost due to surface reflection.
The plots of dielectric constant with wavelength for all the three samples are shown in figure 10 . The wavelength dependence of both real (e1) and imaginary (e2) components are plotted separately. All the samples show
Table 2. Structural parameters of PTS1, PTS2 and PTS3.

| Sample | $2 \theta\left({ }^{\circ}\right)$ | $h k l$ | FWHM | $D(\mathrm{~nm})$ | $d$-spacing $(\AA)$ | Lattice constant $(\AA)$ | Lattice strain | Dislocation density $\left(\mathrm{nm}{ }^{-2}\right)$ |
| :--- | :---: | :--- | :--- | :--- | :---: | :---: | :---: | :---: |
| PTS1 | 26.3 | $(111)$ | 0.183 | 44.526 | 3.386 | 5.865 | 0.0034 |  |
|  | 33.93 | $(212)$ | 0.150 | 55.290 | 2.640 | 0.0005 |  |  |
| PTS2 | 26.32 | $(111)$ | 0.259 | 31.500 | 3.383 | 5.860 | 0.00050 |  |
|  | 28.96 | $(112)$ | 0.161 | 50.849 | 3.081 |  | 0.00027 |  |
| PTS3 | 26.3 | $(111)$ | 0.216 | 37.778 | 3.386 | $a=8.988, b=3.814, c=12.818$ | 0.00040 | 0.0001 |



Figure 5. Graph comparing lattice strain and dislocation density of the three samples.


Figure 6. (a) Absorption spectra and (b) transmittance spectra of PTS quantum dot thin films.
dielectric dispersion. The variation for each of the sample is different due to their structural changes. The real part of the dielectric constant is directly related to the polarisability of the sample while the imaginary part is


Figure 7. Band gaps of (a) PTS1, (b) PTS2 and (c) PTS3.
related to the dielectric loss or the amount of energy lost as heat. The samples show increase in polarisation with the increase in frequency of incident radiation which is a clear case of polar dielectrics. A semiconductor behaves as a polar dielectric when it consists of polar molecules whose centres of positive and negative charges do not

Table 3. Band gaps of PTS samples.

| Sample | Band gaps (eV) <br> 1Se-1Sh transition | 1Pe-1Ph transition |
| :--- | :---: | :---: |
| PTS1 | 1.915 | 3.355 |
| PTS2 | 2.176 | 3.541 |
| PTS3 | 1.55 | 3.869 |

coincide. Here the polar molecule which creates such an environment is the -OH group from TEA. The -OH group creates polarity within the film and with the application of electric field, the dipoles reorient themselves and give higher permittivity. PTS1, which has just 1 ml of TEA, behaves as a polar dielectric but at very high frequencies, due to higher dielectric loss (heating effect), the dipoles disorient themselves leading to a drop in permittivity values. PTS2, when there is higher concentration of TEA, behaves like a polar dielectric and drops off only at a very low wavelength of 400 nm . The case of PTS3 is quite different from the previous two cases because of the drastic change in crystal structure from cubic to orthorhombic. The lower value of permittivity is indicated by the lower value of refractive indices for PTS3. The dispersion of PTS3 has to be considered entirely different from the other two samples because PTS3 is purely orthorhombic in nature. Apart from the effect of -OH group from TEA, the lower refractive index of PTS3 is primarily due to lower thin film density. Considering mass and area of the thin films to be constant, the thickness of PTS3 thin film is greater (not considering PTS1 due to cubic structure), owing to orthorhombic structure formation, and so the density is lower for PTS3. Materials with lower density tend to have lower refractive indices. Similar relation between thickness of the film and the refractive index are found to be true for PTS1 and PTS2 also. However, the dielectric loss for PTS3 approaches zero at these frequencies.

## 4. Conclusion

Through this work, we have achieved the synthesis of nanocrystals and nanocrystal thin films of lead tin sulphide ( PbSnS ) by economic preparation techniques. An investigation on the effect of varying amount of complexing agent on the structural, optical and dielectric properties of PbSnS thin films has also been made. The nanocrystals of PbSnS were found to be cubic in nature while the nanocrystal thin films showed cubic, orthorhombic and mixed phases with the addition of complexing agent. With high band gap, high refractive index, high and constant transmittance ( $>80 \%$ ) and high


Figure 8. Urbach plots of (a) PTS1, (b) PTS2 and (c) PTS3.


Figure 9. (a) Psi and (b) delta curves of PTS thin films at an incident angle of $70^{\circ}$.

Table 4. Optical parameters of PTS1, PTS2 and PTS3.

| Sample | Thin film <br> thickness <br> $(\mathrm{nm})$ | Surface <br> roughness <br> $(\mathrm{nm})$ | Refractive <br> index |
| :--- | :---: | :---: | :---: |
| PTS1 | 67.32 | 45.84 | 2.056 |
| PTS2 | 12.45 | 50.00 | 2.439 |
| PTS3 | 57.42 | 10.74 | 1.489 |

surface roughness ( $45-50 \mathrm{~nm}$ ), these nanocrystals can be potentially used as good transmitters of incident radiation for the efficient absorption of light in solar cells.


Figure 10. (a) $e 1$ and (b) $e 2$ of PTS thin films at an incident angle of $70^{\circ}$.
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#### Abstract

With the world dreading the third wave of the Covid-19 pandemic, countries such as India, have a lot of rethinking and introspection to do before they decide on their strategy to handle the problems caused as a result of the outbreak of the pandemic. Just as some countries are able to cope with difficult times in a better way than so many others, similarly, some states are better equipped than others in arresting the disastrous effects of the same. A closer study of the system which is in place reveal that at least in case of states like Kerala, the functionality of Panchayati Raj system and the effective use of the locally available services, is the reason for the comparatively stronger resistance to the pandemic. Gandhian philosophy of independent and self-sufficient village republic seems to be the answer.


Keywords :- Gandhi, pandemic, self- sufficiency, village republic

The countries of the world have often been faced with numerous challenging situations both at the national and international level. They have managed to find solutions either by themselves or with the help of others. However, the Covid-19 pandemic has left almost all the world leaders clueless about a durable solution to this crisis. The pandemic forced the people to remain indoors and to shut down all kind of activity and movement. The rat race for success had to be halted and spending time with family which seemed a rare possibility had now become the new normal. A sudden and changed lifestyle brought with it a host of other problems which were political, social and economic. The established patterns of life and work were altered completely. The result in many instances was the rethinking or revisiting of the past experiences. The prolonged lockdown of businesses and restriction of movement, compelled people to think of alternate ways to earn an income and sustain themselves. Such a situation set the backdrop for revisiting Gandhian ideology and principles that advocated the creation of independent and self-sufficient villages that showcased a balance of inputs and outputs.

Year 2021, the second consecutive year in which the Covid-19 pandemic has refused to die down. What seemed to be perhaps a matter of a few months, is now definitely here to stay
for a much longer time. The initial days and months were filled with fear and anxiety regarding the pandemic and the resulting lockdown. However, gradually the severity and the forced continuity of the quarantine began to seep into the individuals and systems. The first phase of the onset of the pandemic generated different reactions, from different sections of the masses. For some, it was unexpected family reunion where after a very long time family members got to sit and dine together. For some, it was like a festival bonus since they could continue to do their work online while being able to avoid the tiring travel to and from the work place. Children of working parents were overjoyed to have them by their side just like at the time of their birth. Happiness could be witnessed among certain sections of the society for more reason than one. However it cannot be over looked that there was another section of the society that was suddenly rendered jobless; homeless and futureless. The sudden influx of migrant labourers as part of the reverse migration and triggered by the notion that one will be safer in his or her native country or home town even if one had to make to do with limited amenities was witnessed in most parts of the world. A few more months into the pandemic, the fact that sitting at home also meant too many dependants and very little resources began to make people uncomfortable. Joblessness had become a problem not only in the distant work places, but also a pertinent problem in the immediate neighbourhood. Unemployment soon
proved to be the tip of the iceberg. The pandemic laid bare the fait that when struck by a problem such as this, we are in no (may) prepared to provide solutions. Shortage of food, accommodation and the ability of the health, educational and otheref facilities to make the necessary alterations and handle the sifuation proved to be unequipped. But very soon all came to the realisation that Gandhi's idea of decentralised economy and exploitation free equitable distribution of resources are the only answers to a system that has suddenly come to a standstill.

Let us try and analyse the different areas where Gandhi spoke of decentralisation;

Employment: The COVID-19 pandemic has triggered one of the worst job crises since the Great Depression. There is a real danger that the crisis will increase poverty and widen inequalities, with an impact that could be felt for years to come. Countries now need to do everything they can to stop this job crisis from turning into a social crisis. Reconstructing a better and more resilient labour market is an essential investment in the future and future generations. According to Gandhi, selfsufficiency was the only permanent solution to problems of unemployment, under employment, etc. He was in favour of indigenous cottage and small scale industries simply because they are capital saving and labour using. When forced to sit at home during lockdown, with few or no savings in hand, a large
number of families were able to survive by adopting small, yet innovative and indigenous ways of earning income through activities as diverse as cooking to entertainment videos, music and dance class and so on. Perhaps for the first time, each and every individual had started thinking of ways to contribute to the income and savings irrespective of their age. In fact knowingly or unknowingly a division of labour began to be followed, sometimes irrespective of the gender differences.

Education: Though the shift from offline education to online education was marked by a few hiccups in the beginning, the free access to numerous online sources of information has made the comparatively tech savvy generation free to explore the cyber space. The freedom could be quite liberating and at the same time very dangerous too. Previously, e-learning, distance education and correspondence courses were popularly considered as the part of non-formal education, but as of now, it seems that it would gradually replace the formal education system if the circumstances enduringly persist over time. The education ecosystem of India, already weighed down by myriad issues such as school dropouts, learning deficiencies, teacher absenteeism, gender disparity and lack of infrastructure, now faces yet another big challenge-the widening digital divide. The situation is simple and complicated at the same time in different parts of the country. For the younger generations, whether they
like it or not, they are living through the process of education either in the presence of their parents or grandparents or their siblings. Parents and children had to go through a structural re-adjustment in order to accept and accommodate the other in their otherwise personal affair. After a long time both parties are forced to communicate with each other so as to avoid any calls or corrective actions from the educational institutions. Here again, Gandhi's emphasis on the role and importance of family and society on the education and upbringing of a child can be recollected. In many families pandemic brought together joint-family structure where parents went back to the jobs either online or offline and children were entrusted with their siblings, grand parents or other guardians.

Healthcare:The state government's prompt response to COVID-19 can be attributed to its experience and investment made in emergency preparedness and outbreak response in the past during Kerala floods in 2018 and especially, the NIPAH outbreak in 2019. The state used innovative approaches and its experience in disaster management planning came in handy to quickly deploy resources and put up a timely and comprehensive response in collaboration with key stakeholders. Active surveillance, setting up of district control rooms for monitoring; capacity-building of frontline health workers, risk communication and strong community engagement, and
addressing the poychosocial needs of the vulnerable perpolation are some of the koy strategic interventions implemented by the state povernment that kept the disease in control Globally, health systems have been challenged by the overwhelming demands of the COVID-19 pandemic, Resources and staff are being diverted to test and provide treatment for people with presumed or diagnosed COVID $=19$, and supplies are limited, Some healtheare services are being compromised in order to meet the demands of caring for COVID -19 patients, and many people fear accessing healtheare facilities due to fear of acquiring the virus. The pandemic situation brought the focus on the healtheare system of the state, The chain of primary health eare centres, government and private hospitals, labs and specialised institutions and agencies were very much in place to cater to the affected patients and also to monitor those in quarantine. The services of the doctor and specialist would have gone in vain if the Asha workers, nurses, ambulance drivers and other staff in the health sector had not worked round the elock to contain the virus. The registration and distribution of vaccines is also being handled efficiently by the system. Clusters and high TPRs and deaths sometimes dampen our efforts. But an effective and always responsive system of administration had earned appreciation worldwide. Gandhi was a strong advocate of investment in healtheare sector and as far as the state is
annerned. The state is reaping the benefits of the timely iiferestrent in the sector to a great extent.
gatte Ownership of Means of Production and Distribution: The 'Kit' made available to the households through the public distribution system is considered by many as one of the most important reasons why the present government was able to make history by being elected for the second term. The essentials that reached the households were able to feed a large population that would have otherwise suffered due to absence of income. After a long time many people began to venture out into their backyard, farms and kitchen gardens and sowing seeds and saplings for daily use and medicinal plants that were being recommended as very effective in curing and preventing the spread of Covid 19.

Localisation and Indigenisation: This is another important aspect of Gandhi's idea of development and progress. He was of the opinion that the village and the country should be able to identify its needs, the available talents and resources and develop technology with a purpose. According to him the right type of technology creates more jobs (Covid-19 acted as a catalyst in India's quest for self-sufficiency. India, though for a short period was able to provide leadership in containing the spread of the disease, export of vaccine, etc.)An awareness campaign 'Break the Chain' was successful in promoting the
importance of hand hygiene, physical distancing and $\mathrm{cough}_{\mathrm{gh}}$ etiquette. Hand washing stations were installed in strategic locations, including exit and entry points of railway stations etc. to instill a behaviour change. The Kerala Arogyam portal was launched by the Department of Health and Family Welfare with comprehensive information on COVID-19. CovidJagratha portal and Directorate of Health Services website was launched by the Department of Health and Family Welfare with comprehensive information on COVID-19. The high literacy rate in the state and the empowered women self-help groups Kudumbashree helped the cause in a big way. Kudumbashree formed close to 1.9 lakh WhatsApp groups with 22 lakh neighbourhood groups (NHGs) to educate on key safety measures as advocated by the government during lockdown.Community Kitchen initiative through the Local Self Government Department (LSGD) with the support of Kudumbasree has provided more than 8651627 free meals to the labourers, those who are in quarantine, isolation, destitutes and other needy persons. Distribution of millions of cooked meals and provision of free ration under the Public Distribution Scheme to those in need is reflective of a well-thought and a caring response and relief strategy.

All kinds of programmes and assistance being announced and provided by the government and all the other individuals,
organisations and institutions were able to yield the desired resullts only because of the selfless services of the numerous local self-governing bodies and the PHCs, Asha workers and an armiy of government officials, NGOs, volunteers, etc, who worked in tandem. The most important aspect of the control of the pandemic was the timely identification, reporting, isolation and treatment and monitoring of not only the affected people but also of the possible carriers too. It is a noteworthy feature that in spite of the heavy population and density of population, the state was able to maintain low death rates, avoid hunger deaths, provide adequate health care facilities not only to the natives but also to a large number of migrant labourers who chose to continue to stay back in the state in spite of the high degree of reverse migration witnessed in different parts of the country. In short, the reason why the state has been ableto hold on in these testing times, is because we have kept alive to a great extend the basic tenets of a village economy or the Gandhian idea of self sufficiency through our local self- governing bodies. No doubt, there is still a lot to be done. Yet the right path is gradually unfolding before us. We need to strengthen our government mechanisms and also identify the organs that are inefficient or non-performing.

## Conclusion

Two years on since the country's first positive case of Novel Coronavirus Disease (COVID-19) was reported in

Kerala, the state with over a population of 35 million, has reported an impressive recovery rate. The leadership helmed a robust response to the novel coronavirus disease very early, following the news of outbreak in China in January 2020. The enabling environment owing to the high literacy rate in the state and high-level political and administrative commitment provided the much-needed impetus in the fight against this pandemic. When the entire country was struggling to hide the frightening and fast increasing death rates, Kerala was able to keep those numbers under control. A major role was played by the decentralised mode of functioning of the government mechanisms that allowed the proper flow of information and resources. The Kerala model has once again proved to be the best available answer to the present crisis. Being rooted in Mahatma Gandhi's vision of self-sufficient villages, it can be seen as a model that could be followed by other nations of the world without falling into any kind of debt-trap which comes as a result of the help that they seek from other nations.

## References:-

1. Chadha,. Y. (1997) Rediscovering Gandhi, London: entury.
2. Gandhi, M. K. (1977) The Collected Works, Ahmadabad: Navajivan.
3. Gandhi, M. K. (1997) Hind Swaraj and Other Writings, Cambridge: Cambridge University Press.
4. Kumar Ajit (1991): A Holistic Study of Rural Energy Systems, PhD Thesis, IIT Delhi.
5. Kumar, K. (1994) 'Mohandas Karamchand Gandhi' in Z. Morsy (ed.) Thinkers on Education Volume 2, Paris: UNESCO.
6. Markovits, Claude. (2004). TheUngandhian Gandhi, New Dehhi.
7. Nehru (1958). A Bunch of Old Letters
8. Nehru, J (1994). The Discovery of India, Delhi.
9. Nature 591, S15 (2021)


Vol. 13 No. 1
pp. 45-51
March 2022

# NUMERICAL TAXONOMY STUDIES IN SOME SPECIES OF GENUS CROTALARIA FROM KERALA \& TAMILNADU AND SELECTION OF AN APPROPRIATE CP-DNA REGION FOR DERIVING PHYLOGENY BY COMPARING RBCL and TRNL-F IGS SEQUENCES FROM NCBI GENBANK. 

Sheersha P $^{1}$, Joelri Michael Raj L ${ }^{1}$, Leon Stephan Raj $\mathrm{T}^{1}$, and Kochuthressia K $\mathrm{P}^{2}$<br>${ }^{1}$ Department of Botany, St. Xavier's College, (Autonomous), Palayamkottai, Tamilnadu, India.<br>${ }^{1}$ Carmel College, Mala, Thrissur 680732, Kerala, India.

Received : Jan 2022 Accepted : March 2022


#### Abstract

Numerical analysis on 48 morphological characters of seven accessions collected from a part of Malabar region of Kerala and south Tamilnadu belonging to the genus Crotalaria was done by calculating Jaccards similarity coefficient, UPGMA dendrogram based on the similarity values and PCO analysis. The phenetic study brought out many interesting characters for discrimination of the species like Reddish brown stripes under the keel petals and trifoliate leaves. A Comparative analysis of rbcL and trnL-F intergenic spacer regions in the genus Crotalaria was done by retrieving sequences from the NCBI gen bank database. The analysis was performed using MEGA 7.0 which revealed only 5 parsimony informative sites for rbcL gene, whereas 156 parsimony informative sites for trnL-F IGS showing its discriminative power to be better than rbcL gene at intrageneric level for this genus. The study suggests the potential of trnL-F IGS in deriving phylogeny of the genus Crotalaria.


## 1. Introduction

Crotalaria is a genus of flowering plants in the legume family Leguminosae (sub family papilionoideae). The sub family includes approximately 478 genera and 13,800 species grouped in 28 tribes. The genus Crotalaria L. is the third largest genus of Papilionoideae. Crotalarieae (Benth.) Hutch. is a tribe of legumes that currently comprises 11 genera and ca. 1204 species [15]. According to [1, 2, 10, 16, 17] Crotalaria is the largest Fabaceae genus in India with 92 species. A detailed description of 42 species that occurs in China is also reported [5].

Numerical analysis of 58 morphological characters of 12 accessions belonging to Crotalaria has revealed potential characters and phylogeny in some species of Crotalaria from Carnatic regions and Palni hills [8]. The present phenetic study had also picked out phylogenetically important characters for species identification within the genus especially from parts of Tirunelveli (South Tamilnadu) and Kerala and had also posed a resolved phylogenetic tree of evolutionary significance.

## 2. MATERIALS AND METHODS

The present investigation aims at the determination of the taxonomic relationship by using numerical analysis of seven taxa at interspecific (infrageneric) levels. The phenetic study presented in this thesis is a study covering seven species of Crotalaria from Malabar region of Kerala and Tirunelveli district of Tamilnadu. (Table -1, Plate -1). Coding of results is done based on Multistate coding. 7 OTUs were scored for 48 characters, out of which 26 are qualitative characters and 22 are quantitative characters. The choice of characters was taken and modified from a phenetic study on the same genus from parts of Palni hills and Carnatic regions of Tamilnadu [8]. The data were analysed using MVSP 3.1 (Multi Variate Statstical Package) for calculating Jaccards similarity coefficient and UPGMA dendrogram based on the similarity values. Squared Euclidean distances were calculated and PCO analysis was done based on the Euclidean distances. The selection of an appropriate cpDNA gene was done by doing a comparative study of ten randomly picked sequences of Ribulose Bis-Phosphate Carboxylase gene (rbcL) region and the intergenic spacer between the trnL (UAA) 3 exon and the trnF (GAA) gene (trnL-F intergenic spacer) region of the genus Crotalaria from NCBI genbank database. The sequences retrieved from the genbank were analysed using MEGA 7.0.

## 3. RESULTS AND DISCUSSION

3.1. Phenetic Study on Crotalaria: The Multistate coding was done for 26 qualitative characters and 22 quantitative characters based on the field observations. The dendrogram was first generated from Cluster Analysis of both qualitative datasets using Jaccards similarity coefficient and UPGMA. The dendrogram clustered the six species C. juncea, C.retusa, C. nummularia, C.verrucosa, C. incana and C. pallida, whereas C. laburnifolia was singled out. The dendrogram from qualitative characters alone was not able to resolve the relationships in Crotalaria species studies. So, twenty-two quantitative characters were added to the analyses and a dendrogram was generated. (Figure 8). This dendrogram was able to separate the seven species in to two major clusters. Cluster I contained C.nummularia, C.retusa, C. juncea and C.verrucosa where C. juncea, C.retusa and C.verrucosa formed a Sub - Cluster IA within Cluster I. C.pallida and C. incana formed a separate group as Cluster II. C. laburnifolia was singled out showing it as a highly divergent species.

The dendrogram has clearly distinguished the seven species based on the geographical variations, where C. juncea, C. retusa and C.verrucosa occurs normally in plains, but rarely some of
their wild varieties are found at higher altitudes with some phenotypic plasticity. C. pallida and C. incana are mostly found in distinct geographical areas [11, 12]. Another important morphological character that is similar to C. pallida \& C. incana is reddish stripes under the keel petals and moreover both are trifoliate varieties [2]. So, both these characters can be considered as evolutionarily important characters [11, 12]. However, C. laburnifolia is also a trifoliate species but it is singled out separately. This means a single character cannot be used to segregate the species and only collection of characters can give a resolved phylogenetic relationship and that is where the phenetic study done here in this thesis proves its utility, since it is done for nearly 48 characters since it is known that more characters taken for study, the more resolved is our phylogeny based on numerical taxonomic studies [9].
The Similarity matrix based on UPGMA, Jaccard's Coefficient analysing 48 variables (26 Qualitative \& 22 Quantitative Characters) is presented in Table 2. The maximum similarity value 0.991 was observed between C.juncea \& C. verrucosa. A similarity value 0.977 was observed C. retusa and C. juncea. Interesting feature is C.juncea, C. verrucosa and C. retusa are simple leaf varieties. Similarly, C. pallida and C. incana has a closer similarity matrix of 0.957 and are trifoliate varieties. This gives some information about closely related species and the presence of simple or compound leaf as a phylogenetically important character. However, C. laburnifolia a trifoliate variety was found to be very distinct and was singled out. This shows that the species has an exclusive genetic makeup.
The overall Shannons diversity index generated by 48 morphological markers for seven species is 1.78 indicating high diversity. Among the 48 characters seed number had the highest diversity index of 1.934 showing that it is a character of phylogenetic significance. The Principal Coordinate Analysis (PCoA) grouped C. nummularia, C.retusa and C. juncea where all the three are simple leafed varieties. So again, Simple leaf and compound leaf finds its importance in revealing phylogenetic relationships [16].
3.2. Comparative analysis of rbcL and trnL-F IGS regions: Selection of gene for Angiosperm taxonomy is very essential and hence a suitable gene was chosen based on sequence analysis of already submitted sequences in the genus Crotalaria from the NCBI gen bank database. The CLUSTAL W alignment using MEGA 7.0 for ten rbcL sequences revealed 413/ 420 conserved sites, $7 / 420$ variable sites and 5 parsimony informative sites, whereas the CLUSTAL W alignments for ten trnL-F intergenic spacer regions showed 208/400 conserved sites, 189/400 variable sites and 156 parsimony informative sites which is very promising to differentiate species at infrageneric level.

Estimates of Evolutionary Divergence between Sequences were conducted using the Maximum Composite Likelihood model. The analysis involved ten rbcL nucleotide sequences where all positions containing gaps and missing data were eliminated. There was a total of 420 positions in the final dataset. The average distance observed in the distance matrix is 0.007 . The same was observed for trnL-F intergenic spacer sequences for ten nucleotide sequences. There were a total of 311 positions in the final dataset. The average distance observed in the distance matrix is 0 . 453. (Table 3). Thus trnL-F intergenic spacer showed a better diversity than rbcL
sequences [7]. Moreover, rbcL is a genic region where the evolution rate is very less when compared to intergenic spacer region. So trnL-F intergenic spacer was selected based on the analysis as a better region to resolve the phylogeny at intrageneric level in the genus Crotalaria - Leguminosae [14]. The combined study of morphology and sequences will result in deriving a meaningful phylogeny[4].

## 4. SUMMARY AND CONCLUSION

The Phenetic study using the combination of 26 qualitative characters and 22 quantitative characters gave a resolved dendrogram, rather than using only qualitative characters. The cluster diagrams and similarity values have identified closely related species, where simple leaf varieties like C.juncea, C. verrucosa C . retusa and C . nummularia were found to be very closely related with high similarity index. Similarly, trifoliate varieties like C. pallida and C. incana were separately clustered. C. laburnifolia was singled out in the dendrogram showing it as a distinct species. The study has also picked out some phylogenetically important characters like simple/compound leaves, Reddish brown stripes under the keel petal, Seed number and many other qualitative and quantitative characters for differentiating Crotalaria sp. Selection of gene by analysing ten randomly picked rbcL sequences and trnL-F sequences have revealed trnL-F intergenic spacer region as a good target to differentiate Crotalaria sp. where trnL-F intergenic spacer region showed 156 parsimony informative sites. The study has revealed evolutionarily relevant taxonomic characters for studying Crotalaria sp. and also has brought out the importance trnL-F intergenic spacer region in deriving phylogeny in the genus Crotalaria. This study opens the way to further explore the phylogeny in this genus by collecting more species and the combined analysis of morphology and sequences would bring out new evolutionarily important characters in this genus and propose a revised taxonomic key based on phylogenetically important characters in future.


Fig - 3 Crotalaria verrucosa


Fig-2 Crotalairi incana


Fig - 4 Crotalaria mummularia


Fig - 5 Crotalarialaburnifolia


Fig - 7 Crotalariajuncea


Fig - 6 Crotalaria retusa

Table 1: List of Species in the genus Crotalaria taken for study (Refer Plate 1)

| S. No | Botanical Name | Latitude | Longitude | Location and Altitude |
| :---: | :---: | :---: | :---: | :---: |
| 1 | C.pallida | 11.8697281 | 75.6037985 | Ayithara, Kerala 32 m |
| 2 | C.incana | 11.8792075 | 75.5807954 | Neerveli, Kerala 27 m |
| 3 | C.verrucosa | 9.0497453 | 77.4694801 | Vellalankulam, Tamil Nadu 145m |
| 4 | C.nummularia | 8.6716 | 77.7382 | Reddiarpatti, Tirunelveli 58 m |
| 5 | C.laburnifolia | 9.0497453 | 77.4694801 | Vellalankulam, Tamil Nadu 145 m |
| 6 | C.retusa | 11.8860997 | 75.592 | Kanhileri, Kerala 62m |
| 7 | C.juncea | 8.7500101 | 77.7578319 | Keezhanatham,RC street, Tirunelveli 42m |

Table 2: Similarity matrix based on UPGMA, Jaccard's Coefficient analysing 48 variables (26 Qualitative and 22 Quantitative Characters)

|  | C.pallida | C.incana | C.verrucosa | C.nummularia | C.laburnifolia | C.retusa | C.juncea |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C.pallida | 1 |  |  |  |  |  |  |
| C.incana | 0.956 | 1 |  |  |  |  |  |
| C.verrucosa | 0.872 | 0.87 | 1 |  |  |  |  |
| C.nummularia | 0.872 | 0.87 | 0.955 | 1 |  |  |  |
| C.laburnifolia | 0.894 | 0.851 | 0.851 | 0.851 | 1 |  |  |
| C.retusa | 0.894 | 0.891 | 0.977 | 0.977 | 0.872 | 1 |  |
| C.juncea | 0.872 | 0.87 | 0.991 | 0.955 | 0.851 | 0.977 | 1 |



Figure 8: Dendrogram based on 26 qualitative characters and 22 quantitative (48Characters) using Jaccard's Coefficient

Table 3: Distance Matrix for 10 trnL-F intergenic sequences of genus Crotalaria retrieved from NCBI genbank generated by MEGA7.0


Table. Estimates of Evolutionary Divergence between Sequences. The number of base substitutions per site from between sequences are shown. Analyses were conducted using the

Maximum Composite Likelihood model[16]. The analysis involved 10 nucleotide sequences. All positions containing gaps and missing data were eliminated. Overall distance $d=0.453$ There were a total of 311 positions in the final dataset. Evolutionary analyses were conducted in MEGA7 [17].
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#### Abstract

The power version of the modified Lindley distribution is introduced in this paper, offering a new two-parameter lifetime distribution. As a main interest, it provides a motivated alternative to the Weibull and power Lindley distributions. We discuss its main characteristics and properties, including shapes of the probability density and hazard rate functions, incomplete moments, crude moments, variance, skewness, kurtosis and order statistics. Then, a statistical study of the model is developed. The parameters are estimated by the maximum likelihood method. A simulation study examines the numerical comportment of the bias and mean square error of the maximum likelihood estimates of the parameters. Application of the new model to three data sets is presented, showing that the model has a better fit behavior in comparison to some other well-known lifetime models, including the Weibull and power Lindley models.
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## 1 Introduction

The Lindley distribution pioneered by [24] has received a lot of attention during the last decades. Its primary characterization is the cumulative density function (cdf), which is defined as

$$
\begin{equation*}
G(x ; \theta)=1-\left[1+\frac{\theta x}{1+\theta}\right] e^{-\theta x}, \quad x>0 \tag{1}
\end{equation*}
$$

where $\theta>0$, and $G(x ; \theta)=0$ for $x \leq 0$. The Lindley distribution is considered as a mixture of exponential distribution (with parameter $\theta$ ) and gamma distribution (with shape parameter 2 and rate parameter $\theta$ ). [17] have conducted a detailed study of various properties and applications of the Lindley distribution in reliability analysis. It was discovered that it may provide a better fit than the exponential distribution, among the most important facts.

Because of having only one parameter, there are some situations where the Lindley distribution does not provide enough flexibility for analyzing different types of lifetime data. Many researchers have proposed modified or generalized forms of the one-parameter Lindley distribution to address this issue. Some of these modifications or generalizations are the discrete Poisson-Lindley distribution by [28], zero-truncated PoissonLindley distribution by [18], size-biased Poisson-Lindley distribution by [16], negative binomial Lindley distribution by [36], two-parameter weighted Lindley distribution by [19], two-parameter Lindley distribution by [31], quasi Lindley distribution by [32], inverse Lindley distribution by [34], gamma Lindley distribution by [37], transmuted Lindley distribution by [26], extended Lindley distribution by [8], Akash distribution by [29], quasi Akash distribution by [30], weighted Akash distribution by [33], three-parameter generalized Lindley distribution by [15], new weighted Lindley distribution by [7], wrapped modified Lindley distribution by [14], Weibull Marshall-Olkin Lindley distribution by [2], inverted modified Lindley distribution by [12], and sum and difference of two Lindley distributions by [13]. In addition, [35] provided a review study on the Lindley distribution and its generalizations.

In particular, a generalization of the Lindley distribution, called power Lindley (PL) distribution, introduced by [20] aims to apply the
power function $x^{\alpha}$ in the cdf given as (1) in order to increase its overall flexibility. Thus, the considered cdf is defined by

$$
\begin{equation*}
G(x ; \alpha, \theta)=G\left(x^{\alpha} ; \theta\right)=1-\left[1+\frac{\theta x^{\alpha}}{1+\theta}\right] e^{-\theta x^{\alpha}}, \quad x>0 \tag{2}
\end{equation*}
$$

with $\alpha>0$, and $G(x ; \alpha, \theta)=0$ for $x \leq 0$. This cdf is such that, if $X$ denotes a random variable following the Lindley distribution, then $X^{1 / \alpha}$ follows the PL distribution. The probability density function (pdf) of the PL distribution is a two-component mixture of a Weibull distribution (with shape parameter $\alpha$ and rate parameter $\theta$ ), and a generalized gamma distribution (with shape parameter $2 \alpha$ and rate parameter $\theta$ ). Then, it is shown in [20] that the parameter $\alpha$ can have an important role in the pliant properties of some crucial functions, such as the corresponding pdf and hazard rate function (hrf). The PL distribution has been studied and generalized by many authors in recent years. The developments include the generalized power Lindley distribution by [25], exponentiated power Lindley distribution by [6], extended power Lindley distribution by [3], alpha power transformed power Lindley distribution by [21] and exponentiated generalized power Lindley distribution by [27].

On the other hand, a weighted modification of the former Lindley distribution, called the modified Lindley (ML) distribution, has been proposed by [11]. It is defined by the following cdf:

$$
F(x ; \theta)=1-\left[1+\frac{\theta x}{1+\theta} e^{-\theta x}\right] e^{-\theta x}, \quad x>0
$$

with $\theta>0$, and $F(x ; \theta)=0$ for $x \leq 0$. In some sense, in comparison to the former Lindley distribution, the polynomial function $x$ in the bracket is weighted by the one-parameter exponential function $e^{-\theta x}$ in such a way that (i) the definition of the cdf remains manageable and (ii) the following stochastic ordering holds: $G(x ; \theta) \leq F(x ; \theta) \leq H(x ; \theta)$, where $G(x ; \theta)$ and $H(x ; \theta)$ are the cdfs of the Lindley and exponential distributions with parameter $\theta$, respectively. Thus, it provides a motivated alternative to the Lindley and exponential distributions, keeping only one parameter and an overall simplicity. In [11], the fitting behavior of the ML model is illustrated by the consideration of three popular real data sets, outperforming the Lindley and exponential models in this regard.

In this study, as the PL distribution is for the Lindley distribution, we propose a new generalization of the ML distribution by the use of the one-parameter power function $x^{\alpha}$; we consider the cdf given as $F(x ; \alpha, \theta)=F\left(x^{\alpha} ; \theta\right)$. The corresponding distribution is called the power modified Lindley (PML) distribution. That is, if $X$ denotes a random variable following the ML distribution, then $X^{1 / \alpha}$ follows the PML distribution. We thus defined a new two-parameter lifetime distribution satisfying the following desirable stochastic ordering property: $G(x ; \alpha, \theta) \leq F(x ; \alpha, \theta) \leq H(x ; \alpha, \theta)$, where $G(x ; \alpha, \theta)$ and $H(x ; \alpha, \theta)$ are the cdfs of the PL and Weibull distributions with parameters $\alpha$ and $\theta$, respectively. In this way, we develop an intermediate model between the Weibull and PL models, both well known for their relevance in data fitting. As a first objective, we describe the main properties of the PML distribution, with an emphasis on the moments. Then, the inferential properties of the related model are examined by the use of the maximum likelihood method. Application is provided to three real data sets, showing that it can be more suitable to fit data in comparison to the former Weibull, PL, exponentiated power Lindley and three-parameter generalized Lindley models.

We organize the rest of the paper as follows. Sect. 2 completes the presentation of the PML distribution by expressing some functions of interest. Sect. 3 is devoted to some of its important properties. The inferential aspect of the PML distribution is discussed in Sect. 4, with a simulation study and application of the associated model to three real data sets. Some conclusions are drawn in Sect. 5.

## 2 Power Modified Lindley Distribution

The fundamentals of the PML distribution are now presented, beginning with the main related functions of interest.

### 2.1 Functions of interest

First, we recall that the PML distribution is specified by the following cdf:

$$
\begin{equation*}
F(x ; \alpha, \theta)=1-\left[1+\frac{\theta x^{\alpha}}{1+\theta} e^{-\theta x^{\alpha}}\right] e^{-\theta x^{\alpha}}, \quad x>0 \tag{3}
\end{equation*}
$$

with $\alpha>0$ and $\theta>0$, and $F(x ; \alpha, \theta)=0$ for $x \leq 0$. It is constructed by the composition of the cdf of the former ML distribution and the power function $x^{\alpha}$. The expression of the survival function immediately follows:

$$
\begin{equation*}
S(x ; \alpha, \theta)=1-F(x ; \alpha, \theta)=\left[1+\frac{\theta x^{\alpha}}{1+\theta} e^{-\theta x^{\alpha}}\right] e^{-\theta x^{\alpha}}, \quad x>0 \tag{4}
\end{equation*}
$$

and $S(x ; \alpha, \theta)=1$ for $x \leq 0$. Also, upon differentiation of $F(x ; \alpha, \theta)$ with respect to the variable $x$, the corresponding pdf is given by

$$
\begin{equation*}
f(x ; \alpha, \theta)=\frac{\theta \alpha}{1+\theta} x^{\alpha-1} e^{-2 \theta x^{\alpha}}\left[(1+\theta) e^{\theta x^{\alpha}}+2 \theta x^{\alpha}-1\right], \quad x>0, \tag{5}
\end{equation*}
$$

and $f(x ; \alpha, \theta)=0$ for $x \leq 0$. The corresponding hrf is given as

$$
\begin{equation*}
h(x ; \alpha, \theta)=\frac{f(x ; \alpha, \theta)}{S(x ; \alpha, \theta)}=\alpha \theta x^{\alpha-1}\left[\frac{\theta x^{\alpha}-1}{(1+\theta) e^{\theta x^{\alpha}}+\theta x^{\alpha}}+1\right], \quad x>0 \tag{6}
\end{equation*}
$$

and $h(x ; \alpha, \theta)=0$ for $x \leq 0$. The functions $F(x ; \alpha, \theta)$ and $S(x ; \alpha, \theta)$ fully characterize the PML distribution. The functions $f(x ; \alpha, \theta)$ and $h(x ; \alpha, \theta)$ play complementary roles; they are useful for identifying some crucial statistical features of the lifetime PML model. Further characteristics on these functions are given below.

### 2.2 Analysis of the pdf

This part is devoted to the pdf of the PML distribution, $f(x ; \alpha, \theta)$, as described in (5). A remark on the structure of $f(x ; \alpha, \theta)$ is given below. It can be expressed as a linear combination of listed pdfs of the literature.

Indeed, for $x>0$, we can write

$$
\begin{align*}
f(x ; \alpha, \theta) & =\theta \alpha x^{\alpha-1} e^{-\theta x^{\alpha}} \\
& +\frac{1}{2(1+\theta)}\left[(2 \theta)^{2} \alpha x^{2 \alpha-1} e^{-2 \theta x^{\alpha}}-2 \theta \alpha x^{\alpha-1} e^{-2 \theta x^{\alpha}}\right] \tag{7}
\end{align*}
$$

and, more explicitly,

$$
f(x ; \alpha, \theta)=f_{1}(x ; \alpha, \theta)+\frac{1}{2(1+\theta)}\left[f_{2}(x ; \alpha, \theta)-f_{3}(x ; \alpha, \theta)\right],
$$

where $f_{1}(x ; \alpha, \theta)=\theta \alpha x^{\alpha-1} e^{-\theta x^{\alpha}}, x>0$, is the pdf of the Weibull distribution with parameters $\alpha$ and $\theta, f_{2}(x ; \alpha, \theta)=(2 \theta)^{2} \alpha x^{\alpha-1} x^{\alpha} e^{-2 \theta x^{\alpha}}$, $x>0$ is the pdf of the generalized gamma distribution with parameters $2,2 \theta$ and $\alpha$, and $f_{3}(x ; \alpha, \theta)=2 \theta \alpha x^{\alpha-1} e^{-2 \theta x^{\alpha}}, x>0$, is the pdf of the Weibull distribution with parameters $2 \theta$ and $\alpha$, with standard zero values for these pdfs for $x<0$. Thus, we can use this linear representation to provide some properties of the PML distribution, an approach that we will consider in Section 3.

An asymptotic study gives

$$
\lim _{x \rightarrow 0} f(x ; \alpha, \theta)=\left\{\begin{array}{cl}
+\infty & \text { if } \alpha<1 \\
\frac{\theta^{2}}{1+\theta} & \text { if } \alpha=1 \\
0 & \text { if } \alpha>1
\end{array}, \quad \lim _{x \rightarrow+\infty} f(x ; \alpha, \theta)=0 .\right.
$$

We see that $\alpha$ plays a determinant role in these limits, mainly when $x$ tends to 0 . Also, the critical point(s) for $f(x ; \alpha, \theta)$ is(are) given as the solution(s) of the following equation: $\left\{\log [f(x ; \alpha, \theta)\}^{\prime}=0\right.$, which can be reduced to

$$
(\alpha-1) \frac{1}{x}+\alpha \theta x^{\alpha-1}\left[\frac{(1+\theta) e^{\theta x^{\alpha}}+2}{(1+\theta) e^{\theta x^{\alpha}}+2 \theta x^{\alpha}-1}-2\right]=0
$$

The maximum point(s) represent(s) the mode(s) of the PML distribution. These critical points or mode(s) can be approximated numerically by the use of any mathematical software.

We conclude this part by showing some plots for $f(x ; \alpha, \theta)$ for selected values of the parameters in Figure 1.


Figure 1: Curves of the pdf of the PML distribution for various values of $\alpha$ and $\theta$

Figure 1 shows a variety of non-monotonic shapes, including reverse J-shaped, symmetric, skewed to the left or the right, and unimodal shapes.

### 2.3 Analysis of the hrf

Here, we focus on the hrf of the PML distribution, $h(x ; \alpha, \theta)$, as described in (6). First, the following limits are obtained:

$$
\begin{aligned}
& \lim _{x \rightarrow 0} h(x ; \alpha, \theta)= \begin{cases}+\infty & \text { if } \alpha<1 \\
\frac{\theta^{2}}{1+\theta} & \text { if } \alpha=1, \\
0 & \text { if } \alpha>1\end{cases} \\
& \lim _{x \rightarrow+\infty} h(x ; \alpha, \theta)= \begin{cases}0 & \text { if } \alpha<1 \\
\theta & \text { if } \alpha=1 \\
+\infty & \text { if } \alpha>1\end{cases}
\end{aligned} .
$$

The influence of $\alpha$ on these limits is therefore unequivocal.

Also, the critical point(s) for $h(x ; \alpha, \theta)$ is(are) given as the solution(s) of the following equation: $\left\{\log [h(x ; \alpha, \theta)\}^{\prime}=0\right.$, which can be reduced to

$$
\begin{aligned}
& (\alpha-1) \frac{1}{x}+\alpha \theta x^{\alpha-1}\left[\frac{(1+\theta) e^{\theta x^{\alpha}}+2}{(1+\theta) e^{\theta x^{\alpha}}+2 \theta x^{\alpha}-1}+\frac{\theta x^{\alpha}-1}{(1+\theta) e^{\theta x^{\alpha}}+\theta x^{\alpha}}\right] \\
& -\alpha \theta x^{\alpha-1}=0 .
\end{aligned}
$$

Since this equation is complicated to solve analytically, mathematical software is needed to approximate these critical points.

Figure 2 depicts some plots for $h(x ; \alpha, \theta)$ for selected values of the parameters.


Figure 2: Curves of the hrf of the PML distribution for various values of $\alpha$ and $\theta$

Figure 2 shows a variety of monotonic shapes, such as decreasing, increasing, and reverse bathtub shapes. Thus, the hrf of the PML distribution is much more flexible than the hrf of the former ML distribution, only showing unimodal curves (see [11]).

## 3 Properties

This section is devoted to some important properties of the PML distribution.

### 3.1 Incomplete moments with application

Here, let us consider a random variable $X$ following the PML distribution, i.e., with the cdf given by (3) or equivalently, with the pdf given as (5). First, we investigate the incomplete moment of $X$, which are the main ingredients to define important measures and functions that will be discussed later.

Proposition 3.1. For any positive integer $r$ and positive $t$, the $r^{\text {th }}$ incomplete moment of $X$ taking at $t$ is obtained as

$$
\begin{aligned}
\mu_{r}^{\prime}(t) & =\theta^{-r / \alpha}\left\{\gamma\left(\frac{r}{\alpha}+1, \theta t^{\alpha}\right)+\frac{r 2^{-r / \alpha-1}}{\alpha(1+\theta)} \gamma\left(\frac{r}{\alpha}+1,2 \theta t^{\alpha}\right)\right\} \\
& -\frac{\theta}{1+\theta} t^{r+\alpha} e^{-2 \theta t^{\alpha}},
\end{aligned}
$$

where $\gamma(a, x)$ denotes the lower incomplete gamma function (i.e., $\gamma(a, x)=$ $\left.\int_{0}^{x} t^{a-1} e^{-t} d t, a, x>0\right)$.

Proof. First of all, let us recall that $\mu_{r}^{\prime}(t)=\mathbb{E}\left(X^{r} I\{\{X \leq t\}\}\right)=$ $\int_{0}^{t} x^{r} f(x ; \alpha, \theta) d x$, where $I(A)$ denotes the indicator function over a certain event denoted by $A$ and $f(x ; \alpha, \theta)$ is the pdf given as (5). Now, owing to (7) and the changes of variable $y=\theta x^{\alpha}$, i.e., $x=(y / \theta)^{1 / \alpha}$, or $y=2 \theta x^{\alpha}$, i.e., $x=[y /(2 \theta)]^{1 / \alpha}$, depending on the definition of the
integral, we get

$$
\begin{align*}
\mu_{r}^{\prime}(t) & =\int_{0}^{t} x^{r} \theta \alpha x^{\alpha-1} e^{-\theta x^{\alpha}} d x \\
& +\frac{1}{2(1+\theta)}\left[\int_{0}^{t} x^{r}(2 \theta)^{2} \alpha x^{2 \alpha-1} e^{-2 \theta x^{\alpha}} d x-\int_{0}^{t} x^{r} 2 \theta \alpha x^{\alpha-1} e^{-2 \theta x^{\alpha}} d x\right] \\
& =\theta^{-r / \alpha} \int_{0}^{\theta t^{\alpha}} y^{r / \alpha} e^{-y} d y+\frac{1}{2(1+\theta)}\left[(2 \theta)^{-r / \alpha} \int_{0}^{2 \theta t^{\alpha}} y^{r / \alpha+1} e^{-y} d y\right] \\
& -\frac{(2 \theta)^{-r / \alpha}}{2(1+\theta)} \int_{0}^{2 \theta t^{\alpha}} y^{r / \alpha} e^{-y} d y \\
& =\theta^{-r / \alpha}\left\{\gamma\left(\frac{r}{\alpha}+1, \theta t^{\alpha}\right)+\frac{2^{-r / \alpha-1}}{1+\theta}\left[\gamma\left(\frac{r}{\alpha}+2,2 \theta t^{\alpha}\right)\right]\right\} \\
& -\frac{\theta^{-r / \alpha} 2^{-r / \alpha-1}}{1+\theta}\left[\gamma\left(\frac{r}{\alpha}+1,2 \theta t^{\alpha}\right)\right] . \tag{8}
\end{align*}
$$

Now, as a known result, the lower incomplete gamma function satisfies the relation: $\gamma(a+1, x)=a \gamma(a, x)-x^{a} e^{-x}$. Therefore, the term in brackets in (8) can be expressed as

$$
\begin{align*}
& \gamma\left(\frac{r}{\alpha}+2,2 \theta t^{\alpha}\right)-\gamma\left(\frac{r}{\alpha}+1,2 \theta t^{\alpha}\right) \\
& =\left(\frac{r}{\alpha}+1\right) \gamma\left(\frac{r}{\alpha}+1,2 \theta t^{\alpha}\right)-\left(2 \theta t^{\alpha}\right)^{r / \alpha+1} e^{-2 \theta t^{\alpha}}-\gamma\left(\frac{r}{\alpha}+1,2 \theta t^{\alpha}\right) \\
& =\frac{r}{\alpha} \gamma\left(\frac{r}{\alpha}+1,2 \theta t^{\alpha}\right)-\left(2 \theta t^{\alpha}\right)^{r / \alpha+1} e^{-2 \theta t^{\alpha}} . \tag{9}
\end{align*}
$$

We end the proof of Proposition 3.1 by putting (9) into (8).
Several results follow from Proposition 3.1, including the expression of the first incomplete moment given as

$$
\begin{aligned}
\mu_{1}^{\prime}(t) & =\theta^{-1 / \alpha}\left\{\gamma\left(\frac{1}{\alpha}+1, \theta t^{\alpha}\right)+\frac{2^{-1 / \alpha-1}}{\alpha(1+\theta)} \gamma\left(\frac{1}{\alpha}+1,2 \theta t^{\alpha}\right)\right\} \\
& -\frac{\theta}{1+\theta} t^{1+\alpha} e^{-2 \theta t^{\alpha}}
\end{aligned}
$$

This function with respect to $t$ is involved in the definitions of various important measures and functions in probability and statistics, including
various types of mean deviation, mean residual life functions and income curves, among others.

Also, by applying $t \rightarrow+\infty$ in Proposition 3.1, we can derive the crude moments of $X$. Indeed, the $r^{\text {th }}$ crude moment of $X$ is obtained as

$$
\mu_{r}^{\prime}=\mathbb{E}\left(X^{r}\right)=\lim _{t \rightarrow+\infty} \mu_{r}^{\prime}(t)=\theta^{-r / \alpha}\left[1+\frac{r 2^{-r / \alpha-1}}{\alpha(1+\theta)}\right] \Gamma\left(\frac{r}{\alpha}+1\right),
$$

where $\Gamma(a)$ denotes the (standard) gamma function
(i.e., $\left.\Gamma(a)=\int_{0}^{+\infty} t^{a-1} e^{-t} d t, a>0\right)$. By taking $\alpha=1$, using $\Gamma(r+$ $1)=r$ !, we rediscover the $r^{\text {th }}$ crude moments related to the former ML distribution (see [11]). One can also remark that $\mu_{r}^{\prime}$ is a decreasing function with respect to $\theta$, which tends to 0 when $\theta$ tends to $+\infty$. When $\mu_{r}^{\prime}$ is viewed as a function of $\alpha$, its behavior becomes more complicated, depending on $\theta \in(0,1)$ or $\theta>1$. In all cases, if $\theta$ is fixed, $\mu_{r}^{\prime}$ tends to 1 when $\alpha$ tends to $+\infty$.

The first four crude moments of $X$ can be easily deduced as follows:

$$
\begin{array}{r}
\mu=\mu_{1}^{\prime}=\theta^{-1 / \alpha}\left[1+\frac{2^{-1 / \alpha-1}}{\alpha(1+\theta)}\right] \Gamma\left(\frac{1}{\alpha}+1\right), \\
\mu_{2}^{\prime}=\theta^{-2 / \alpha}\left[1+\frac{2^{-2 / \alpha}}{\alpha(1+\theta)}\right] \Gamma\left(\frac{2}{\alpha}+1\right), \\
\mu_{3}^{\prime}=\theta^{-3 / \alpha}\left[1+\frac{32^{-3 / \alpha-1}}{\alpha(1+\theta)}\right] \Gamma\left(\frac{3}{\alpha}+1\right)
\end{array}
$$

and

$$
\mu_{4}^{\prime}=\theta^{-4 / \alpha}\left[1+\frac{2^{-4 / \alpha+1}}{\alpha(1+\theta)}\right] \Gamma\left(\frac{4}{\alpha}+1\right) .
$$

Based on $\mu$ and $\mu_{2}^{\prime}$, the variance of $X$ is given by

$$
\sigma^{2}=\theta^{-2 / \alpha}\left\{\left[1+\frac{2^{-2 / \alpha}}{\alpha(1+\theta)}\right] \Gamma\left(\frac{2}{\alpha}+1\right)-\left[1+\frac{2^{-1 / \alpha-1}}{\alpha(1+\theta)}\right]^{2} \Gamma\left(\frac{1}{\alpha}+1\right)^{2}\right\} .
$$

Owing to the standard binomial theorem, the $r^{\text {th }}$ central moment of $X$ is given by the following finite linear representation:

$$
\begin{aligned}
\mu_{r} & =\mathbb{E}\left[(X-\mu)^{r}\right] \\
& =\sum_{k=0}^{r}\binom{r}{k}(-1)^{r-k} \mu^{r-k} \theta^{-k / \alpha}\left[1+\frac{k 2^{-k / \alpha-1}}{\alpha(1+\theta)}\right] \Gamma\left(\frac{k}{\alpha}+1\right) .
\end{aligned}
$$

The general coefficient of $X$ is deduced as $C_{r}=\mu_{r} / \sigma^{r}$, covering the skewness and kurtosis coefficients of $X$ given by $\sqrt{\beta_{1}}=C_{3}$ and $\beta_{2}=C_{4}$.
Table 1 indicates numerical values for the first four crude moments of $X, \sqrt{\beta_{1}}$ and $\beta_{2}$, for selected values for $\alpha$ and $\theta$. In particular, in Table 1 , one can see that the PML distribution can be left and right skewed, and symmetric. This last aspect is illustrated in the table with the special values $\alpha=3.49005$ and $\theta=10$ for which the skewness is near equal to zero, i.e., $\sqrt{\beta_{1}} \approx 9.1800 \times 10^{-7}$. Also, the PML distribution has a versatile kurtosis; it can be platykurtic (corresponding to $\beta_{2}<3$ ), mesokurtic (corresponding to $\beta_{2}=3$, near attained in the table with the values $\alpha=3.65$ and $\theta=0.01$ ) and leptokurtic (corresponding to $\beta_{2}>3$ ).

### 3.2 Order statistics

From the modeling of various real-life phenomena involving the mixing of minimum and maximum random variables, the concept of order statistics is born. We may refer the reader to [9] and [5]. Here, we discuss some properties of the order statistics of the PML distribution. Firstly, the pdf of the $m^{\text {th }}$ order statistic the PML distribution, denoted by $X_{(m)}$, is defined as
$f_{X_{(m)}}(x ; \alpha, \theta)=n\binom{n-1}{m-1} f(x ; \alpha, \theta) F(x ; \alpha, \theta)^{m-1} S(x ; \alpha, \theta)^{n-m}, \quad x \in \mathbb{R}$.

Table 1: Numerical values for the first four crude moments of $X, \sqrt{\beta_{1}}$ and $\beta_{2}$ for various choices of parameters

| Parameters | $\mu$ | $\mu_{2}^{\prime}$ | $\mu_{3}^{\prime}$ | $\mu_{4}^{\prime}$ | $\sqrt{\beta_{1}}$ | $\beta_{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\alpha=0.5$ <br> $\theta=3$ | 0.2361 | 0.3055 | 0.9992 | 6.1694 | 6.48045 | 85.2287 |
| $\alpha=1.6$ <br> $\theta=2$ | 0.6206 | 0.5181 | 0.5289 | 0.6308 | 0.8743 | 3.9639 |
| $\alpha$$=5.8$ | 2.2036 | 4.9504 | 11.3199 | 26.3129 | -0.1936 | 3.1293 |
| $\theta=0.01$ |  |  |  |  |  |  |
| $\alpha=30$ | 0.9106 | 0.8306 | 0.7589 | 0.6944 | -0.9853 | 4.7209 |
| $\theta=10$ |  |  |  |  |  |  |
| $\alpha=3.5$ | 0.47099 | 0.2431 | 0.1345 | 0.0787 | -0.0025 | 2.7445 |
| $\theta=10$ |  |  |  |  |  |  |
| $\alpha=10$ 0.8162 0.6751 0.5650 0.4778 -0.6910 3.7484 <br> $\theta=5$       <br> $\alpha=3.49005$ 0.4700 0.2422 0.1338 0.0783 $9.18 \times 10^{-7}$ 2.7440 <br> $\theta=10$       <br> $\alpha=5$ 0.9581 0.9545 0.9819 1.0384 -0.3614 3.2298 <br> $\theta=1$       <br> $\alpha=3.65$ 3.5417 13.1392 50.7832 203.6499 0.0663 3.0008 <br> $\theta=0.01$       |  |  |  |  |  |  |

That is, owing to (3), (4) and (5), for $x>0$, we have

$$
\begin{aligned}
f_{X_{(m)}}(x ; \alpha, \theta) & =n\binom{n-1}{m-1} \frac{\theta \alpha}{1+\theta} x^{\alpha-1}\left[(1+\theta) e^{\theta x^{\alpha}}+2 \theta x^{\alpha}-1\right] \times \\
& \left\{1-\left[1+\frac{\theta x^{\alpha}}{1+\theta} e^{-\theta x^{\alpha}}\right] e^{-\theta x^{\alpha}}\right\}^{m-1}\left[1+\frac{\theta x^{\alpha}}{1+\theta} e^{-\theta x^{\alpha}}\right]^{n-m} \times \\
& e^{-\theta(n-m+2) x^{\alpha}}, \quad x>0,
\end{aligned}
$$

and $f_{X_{(m)}}(x ; \alpha, \theta)=0$ for $x<0$.
In particular, for $x>0$, the pdf of $X_{(1)}=\inf \left(X_{1}, \ldots, X_{n}\right)$ is given as

$$
\begin{aligned}
f_{X_{(1)}}(x ; \alpha, \theta) & =n \frac{\theta \alpha}{1+\theta} x^{\alpha-1}\left[(1+\theta) e^{\theta x^{\alpha}}+2 \theta x^{\alpha}-1\right] \times \\
& {\left[1+\frac{\theta x^{\alpha}}{1+\theta} e^{-\theta x^{\alpha}}\right]^{n-1} e^{-\theta(n+1) x^{\alpha}} }
\end{aligned}
$$

and the pdf of $X_{(n)}=\sup \left(X_{1}, \ldots, X_{n}\right)$ can be set as

$$
\begin{aligned}
f_{X_{(n)}}(x ; \alpha, \theta) & =n \frac{\theta \alpha}{1+\theta} x^{\alpha-1} e^{-2 \theta x^{\alpha}}\left[(1+\theta) e^{\theta x^{\alpha}}+2 \theta x^{\alpha}-1\right] \times \\
& \left\{1-\left[1+\frac{\theta x^{\alpha}}{1+\theta} e^{-\theta x^{\alpha}}\right] e^{-\theta x^{\alpha}}\right\}^{n-1}
\end{aligned}
$$

Furthermore, $X_{(1)}$ enjoys a singular asymptotic distribution result as described below. First, note that, for $x>0$,

$$
\begin{aligned}
\lim _{\epsilon \rightarrow 0} \frac{F(\epsilon x ; \alpha, \theta)}{F(\epsilon ; \alpha, \theta)} & =\lim _{\epsilon \rightarrow 0} \frac{x f(\epsilon x ; \alpha, \theta)}{f(\epsilon ; \alpha, \theta)} \\
& =x^{\alpha} \lim _{\epsilon \rightarrow 0} \frac{e^{-2 \theta \epsilon^{\alpha} x^{\alpha}}\left[(1+\theta) e^{\theta \epsilon^{\alpha} x^{\alpha}}+2 \theta \epsilon^{\alpha} x^{\alpha}-1\right]}{e^{-2 \theta \epsilon^{\alpha}}\left[(1+\theta) e^{\theta \epsilon^{\alpha}}+2 \theta \epsilon^{\alpha}-1\right]}=x^{\alpha} .
\end{aligned}
$$

It follows from [5, Theorem 8.3.6(ii)] that the minimal domain of attraction of the PML distribution is the standard Weibull distribution with parameters 1 and $\alpha$, i.e., with $\operatorname{cdf} K(x ; \alpha)=1-e^{-x^{\alpha}}$ for $x>0$, and $K(x ; \alpha)=0$ for $x<0$.

## 4 Parametric Estimation and Application

This section is devoted to the practical features of the PML model. First, we investigate the estimation of the parameters $\theta$ and $\alpha$, along with a simulation study, then applications are given for three different data sets.

### 4.1 Parametric estimation

Here, the parameters $\alpha$ and $\theta$ are assumed to be unkown. For estimating them, we propose the method of maximum likelihood. Thus, let $x_{1}, \ldots, x_{n}$ be a $n$ independent observations from the PML distribution with unknown parameters $\alpha$ and $\theta$, corresponding to data. Then, the likelihood function is given by

$$
\begin{aligned}
L(\alpha, \theta) & =\prod_{i=1}^{n} f\left(x_{i} ; \alpha, \theta\right) \\
& =\frac{\theta^{n} \alpha^{n}}{(1+\theta)^{n}} e^{-2 \theta \sum_{i=1}^{n} x_{i}^{\alpha}}\left(\prod_{i=1}^{n} x_{i}\right)^{\alpha-1} \prod_{i=1}^{n}\left[(1+\theta) e^{\theta x_{i}^{\alpha}}+2 \theta x_{i}^{\alpha}-1\right] .
\end{aligned}
$$

The log-likelihood function follows immediately as

$$
\begin{aligned}
\ell(\alpha, \theta) & =\log [L(\alpha, \theta)]=n \log (\theta)+n \log (\alpha)-n \log (1+\theta) \\
& -2 \theta \sum_{i=1}^{n} x_{i}^{\alpha}+(\alpha-1) \sum_{i=1}^{n} \log \left(x_{i}\right)+\sum_{i=1}^{n} \log \left[(1+\theta) e^{\theta x_{i}^{\alpha}}+2 \theta x_{i}^{\alpha}-1\right] .
\end{aligned}
$$

The maximum likelihood estimates (MLEs) for $\alpha$ and $\theta$, say $\hat{\alpha}$ and $\hat{\theta}$ are defined as $(\hat{\alpha}, \hat{\theta})=\arg \max _{(\alpha, \theta) \in(0,+\infty)^{2}} L(\alpha, \theta)$ or, equivalently, $(\hat{\alpha}, \hat{\theta})=$ $\arg \max _{(\alpha, \theta) \in(0,+\infty)^{2}} \ell(\alpha, \theta)$. One can obtained these estimates by solving $\partial \ell(\alpha, \theta) / \partial \alpha=0$ and $\partial \ell(\alpha, \theta) / \partial \theta=0$ (simultaneously) according to $\alpha$ and $\theta$, equations which can be expressed analytically as

$$
\frac{n}{\alpha}-2 \theta \sum_{i=1}^{n} x_{i}^{\alpha} \log \left(x_{i}\right)+\sum_{i=1}^{n} \log \left(x_{i}\right)+\theta \sum_{i=1}^{n} \frac{x_{i}^{\alpha} \log \left(x_{i}\right)\left[(1+\theta) e^{\theta x_{i}^{\alpha}}+2\right]}{(1+\theta) e^{\theta x_{i}^{\alpha}}+2 \theta x_{i}^{\alpha}-1}=0
$$

and

$$
\frac{n}{\theta}-\frac{n}{1+\theta}-2 \sum_{i=1}^{n} x_{i}^{\alpha}+\sum_{i=1}^{n} \frac{e^{\theta x_{i}^{\alpha}}\left[(1+\theta) x_{i}^{\alpha}+1\right]+2 x_{i}^{\alpha}}{(1+\theta) e^{\theta x_{i}^{\alpha}}+2 \theta x_{i}^{\alpha}-1}=0
$$

These equations are complicated to solve analytically. One can use mathematical software to get numerical solutions. Under regularity conditions, the bi-dimensional normal distribution $\mathcal{N}_{2}\left((\alpha, \theta), J^{-1}(\hat{\alpha}, \hat{\theta})\right)$ can approximate the underlying distribution of $(\hat{\alpha}, \hat{\theta})$, where $J(\alpha, \theta)$ denote the following $2 \times 2$ matrix:

$$
J(\alpha, \theta)=-\left(\begin{array}{ll}
\frac{\partial^{2} \ell(\alpha, \theta)}{\partial \alpha^{2}} & \frac{\partial^{2} \ell(\alpha, \theta)}{\partial \alpha \partial \theta} \\
\frac{\partial^{2} \ell(\alpha, \theta)}{\partial \theta \partial \alpha} & \frac{\partial^{2} \ell(\alpha, \theta)}{\partial \theta^{2}}
\end{array}\right)
$$

whose components can be expressed analytically with mathematical developments. This asymptotic result can be used to generate asymptotic confidence intervals, statistical tests, and so on.

### 4.2 Simulation study

Here, we perform a simulation study evaluating the performance of the MLEs presented above for the PML model for selected values of the parameters $\alpha$ and $\theta$. The simulation experiment was repeated 1000 times each with sample sizes of $20,50,100,200$, and the parameter combinations are as follows:
I) $\alpha=1.95$ and $\theta=0.85$, II) $\alpha=0.2$ and $\theta=0.1$, III) $\alpha=1.5$ and $\theta=0.5$, IV) $\alpha=2$ and $\theta=1$.
The algorithm for the simulation study is formalized as follows:
Step 1: Set the number of replications denoted by $N$.
Step 2: Set the sample size denoted by $n$ and the values of the parameters $\alpha$ and $\theta$.

Step 3: Set the initial value for the random start, denoted by $x_{0}$.
Step 4: For $j=1, \ldots, n$, generate $u_{j}$ from a random variable $U_{j}$ following the unit uniform distribution.

Step 5: Update $x_{0}$ by $x^{*}$ by using the Newton's formula as follows:

$$
x^{*}=x_{0}-\left\{\frac{F\left(x_{0} ; \alpha, \theta\right)-u_{j}}{f\left(x_{0} ; \alpha, \theta\right)}\right\},
$$

where $F\left(x_{0} ; \alpha, \theta\right)$ and $f\left(x_{0} ; \alpha, \theta\right)$ are the cdf and pdf of the PML distribution at $x=x_{0}$ as given by (3) and (5), respectively.

Step 6: If $\left|x_{0}-x^{*}\right| \leq \epsilon$ for small $\epsilon>0, \epsilon$ being considered as a tolerance limit, then $x=x^{*}$ is considered as a generated value from the PML distribution with parameter $\alpha$ and $\theta$, else set $x_{0}=x^{*}$ and go to Step 5.

Step 7: Repeat Steps 4 to 6 for $j=1, \ldots, n$ to obtain $n$ values $x_{1}, \ldots, x_{n}$.

Step 8: Compute the MLEs of $\alpha$ and $\theta$ from $x_{1}, \ldots, x_{n}$.
Step 9: Repeat Steps 2 to $8, N$ times.
Step 10: Compute the average estimate (AE), Bias and mean square error (MSE) for each parameter, defined as

$$
\begin{aligned}
& \operatorname{AE}(\alpha)=\frac{1}{N} \sum_{i=1}^{N} \hat{\alpha}_{i}, \quad \operatorname{Bias}(\alpha)=\frac{1}{N} \sum_{i=1}^{N}\left(\hat{\alpha}_{i}-\alpha\right), \\
& \operatorname{MSE}(\alpha)=\frac{1}{N} \sum_{i=1}^{N}\left(\hat{\alpha}_{i}-\alpha\right)^{2}, \\
& \operatorname{AE}(\theta)=\frac{1}{N} \sum_{i=1}^{N} \hat{\theta}_{i}, \\
& \operatorname{Bias}(\theta)=\frac{1}{N} \sum_{i=1}^{N}\left(\hat{\theta}_{i}-\theta\right), \quad \operatorname{MSE}(\theta)=\frac{1}{N} \sum_{i=1}^{N}\left(\hat{\theta}_{i}-\theta\right)^{2},
\end{aligned}
$$

where $\hat{\alpha_{i}}$ and $\hat{\theta}_{i}$ are the MLEs of $\alpha$ and $\theta$, respectively, obtained at the $i^{\text {th }}$ replication.

Table 2 presents the AEs, Bias and MSEs values of parameters for different sample sizes. Figures 3 and 4 give the graphical representations of the Bias and MSE related to the two parameters.

Table 2: Numerical values for the AEs, Bias and MSE of the parameters based on 1000 simulations in the setting of the PML model

|  | $n$ | Parameters | AEs | Bias | MSE |
| :---: | :---: | :---: | :---: | :---: | :---: |
| I | 20 | $\alpha$ | 2.038336 | 0.08833574 | 0.2176643 |
|  |  | $\theta$ | 0.8708443 | 0.02084432 | 0.03701037 |
|  | 50 | $\alpha$ | 1.996429 | 0.04642946 | 0.08285901 |
|  |  | $\theta$ | 0.8572819 | 0.00728185 | 0.01355176 |
|  | 100 | $\alpha$ | 1.96219 | 0.01219701 | 0.06173568 |
|  |  | $\theta$ | 0.8453169 | -0.004683061 | 0.00622736 |
|  | 200 | $\alpha$ | 1.951196 | 0.001195866 | 0.04729822 |
|  |  | $\theta$ | 0.8455547 | -0.004445285 | 0.003326896 |
| II | 20 | $\alpha$ | 0.2138739 | 0.01387395 | 0.001786709 |
|  |  | $\theta$ | 0.09174396 | -0.008256044 | 0.003104728 |
|  | 50 | $\alpha$ | 0.2049212 | 0.00492118 | 0.0005953382 |
|  |  | $\theta$ | 0.09577495 | -0.00422505 | 0.001230094 |
|  | 100 | $\alpha$ | 0.2017429 | 0.001742857 | 0.0001910657 |
|  |  | $\theta$ | 0.09837379 | -0.001626206 | 0.0007620415 |
|  | 200 | $\alpha$ | 0.200525 | 0.0005250294 | $8.89 \times 10^{-6}$ |
|  |  | $\theta$ | 0.09927519 | -0.0007248077 | $1.50 \times 10^{-5}$ |
| III | 20 | $\alpha$ | 1.592697 | 0.09269666 | 0.100596 |
|  |  | $\theta$ | 0.4914032 | -0.008596789 | 0.01619796 |
|  | 50 | $\alpha$ | 1.526672 | 0.0266715 | 0.04286805 |
|  |  | $\theta$ | 0.4986687 | -0.00133133 | 0.00605377 |
|  | 100 | $\alpha$ | 1.50961 | 0.009610091 | 0.03863887 |
|  |  | $\theta$ | 0.49886 | -0.001139978 | 0.003621219 |
|  | 200 | $\alpha$ | 1.493986 | -0.006014323 | 0.03088576 |
|  |  | $\theta$ | 0.5006133 | 0.0006133199 | 0.001788008 |
| IV | 20 | $\alpha$ | 2.112133 | 0.1121327 | 0.2631284 |
|  |  | $\theta$ | 1.021017 | 0.02101712 | 0.05205832 |
|  | 50 | $\alpha$ | 2.049721 | 0.04972109 | 0.08723618 |
|  |  | $\theta$ | 1.005752 | 0.005751939 | 0.01899681 |
|  | 100 | $\alpha$ | 2.012916 | 0.01291555 | 0.06636949 |
|  |  | $\theta$ | 0.9978486 | -0.002151383 | 0.008961524 |
|  | 200 | $\alpha$ | 2.003441 | 0.003441277 | 0.0336673 |
|  |  | $\theta$ | 1.000845 | 0.0008452682 | 0.004373854 |



Figure 3: Curves of the Bias for the estimates of (a) $\alpha$ and (b) $\theta$ for various sample sizes


Figure 4: Curves of the MSE for the estimates of (a) $\alpha$ and (b) $\theta$ for various sample sizes

From Table 2, and Figures 3 and 4, it can be noted that, as sample size increases, the Bias decays towards zero and MSE decreases. That is, this illustrates the fact that the parent estimators are asymptotically unbiased and consistent. Hence, the maximum likelihood method works quite well to estimate the parameters of the PML model.

### 4.3 Application

Now, we use the previous parametric estimation for data fitting purposes. We fit the PML distribution to three data sets and compare the results with those of the fitted Weibull (W), PL, exponentiated power Lindley (EPL) and three-parameter generalized Lindley (TGL) distributions. The corresponding pdfs of these competitors are recalled below.

- For the W distribution:

$$
f(x ; \alpha, \theta)=\frac{\alpha}{\theta}\left(\frac{x}{\theta}\right)^{\alpha-1} e^{-(x / \theta)^{\alpha}}, \quad x>0
$$

with $\alpha>0$ and $\theta>0$, and $f(x ; \alpha, \theta)=0$ for $x<0$.

- For the PL distribution:

$$
f(x ; \alpha, \theta)=\frac{\alpha \theta^{2}}{\theta+1}\left(1+x^{\alpha}\right) x^{\alpha-1} e^{-\theta x^{\alpha}}, \quad x>0,
$$

with $\alpha>0$ and $\theta>0$, and $f(x ; \alpha, \theta)=0$ for $x<0$.

- For the EPL distribution:

$$
f(x ; \alpha, \beta, \theta)=\frac{\alpha \theta^{2} \beta x^{\beta-1}}{\theta+1}\left(1+x^{\beta}\right) e^{-\theta x^{\beta}}\left[1-\left(1+\frac{\theta x^{\beta}}{\theta+1}\right) e^{-\theta x^{\beta}}\right]^{\alpha-1}
$$

$x>0$ with $\alpha>0, \beta>0$ and $\theta>0$, , and $f(x ; \alpha, \beta, \theta)=0$ for $x<0$.

- For the TGL distribution

$$
f(x ; \alpha, \beta, \theta)=\frac{\alpha \theta^{2}\left(\beta+x^{\alpha}\right) x^{\alpha-1} e^{-\theta x^{\alpha}}}{1+\theta \beta}, \quad x>0
$$

with $\alpha>0, \beta>0$ and $\theta>0$, and $f(x ; \alpha, \beta, \theta)=0$ for $x<0$.

We estimate the unknown parameters of each model by the maximum likelihood method of estimation. In order to compare the five models, we consider criteria like the statistic log-likelihood ( $\hat{\ell}$ ), Akaike information criterion (AIC), Bayesian information criterion (BIC), corrected Akaike information criterion (AICc), Hannan-Quinn information criterion (HQIC) and the values of the Kolmogorov-Smirnov (K-S) statistic, and the corresponding p -values ( $\mathrm{p}-\mathrm{V}$ ) for the three different data sets.

The model with the lowest AIC, BIC, AICc, HQIC and K-S and the largest $\mathrm{p}-\mathrm{V}$ is considered the best.

## Bladder cancer patients data

According to [23], the data represent the remission times (in months) of a random sample of 128 bladder cancer patients. The data are as follows.
$\{0.08,2.09,3.48,4.87,6.94,8.66,13.11,23.63,0.2,2.23,0.26,0.31$, $0.73,0.52,4.98,6.97,9.02,13.29,0.4,2.26,3.57,5.06,7.09,11.98,4.51$, $2.07,0.22,13.8,25.74,0.5,2.46,3.64,5.09,7.26,9.47,14.24,19.13,6.54$, $3.36,0.82,0.51,2.54,3.7,5.17,7.28,9.74,14.76,26.31,0.81,1.76,8.53$, $6.93,0.62,3.82,5.32,7.32,10.06,14.77,32.15,2.64,3.88,5.32,3.25$, $12.03,8.65,0.39,10.34,14.83,34.26,0.9,2.69,4.18,5.34,7.59,10.66$, $4.5,20.28,12.63,0.96,36.66,1.05,2.69,4.23,5.41,7.62,10.75,16.62$, $43.01,6.25,2.02,22.69,0.19,2.75,4.26,5.41,7.63,17.12,46.12,1.26$, $2.83,4.33,8.37,3.36,5.49,0.66,11.25,17.14,79.05,1.35,2.87,5.62$, $7.87,11.64,17.36,12.02,6.76,0.4,3.02,4.34,5.71,7.93,11.79,18.1$, $1.46,4.4,5.85,2.02,12.07\}$

Tables 3 and 4 give the relevant numerical values for all the fitted models based on the bladder cancer patients data set. Figure 5 gives the graphs of the estimated pdfs and cdfs of the fitted models for the bladder cancer patients data set.

Table 3: Estimated values, $\hat{\ell}, \mathrm{AIC}$ and BIC for the bladder cancer patients data set

| Distributions | Estimates | $-\hat{\ell}$ | AIC | BIC |
| :--- | :--- | :--- | :--- | :--- |
| PML | $\hat{\boldsymbol{\alpha}}=\mathbf{0 . 7 2 9 0}$ | $\mathbf{4 0 1 . 2 8 0 2}$ | $\mathbf{8 0 6 . 5 6 0 3}$ | $\mathbf{8 1 2 . 2 6 4 4}$ |
|  | $\hat{\boldsymbol{\theta}}=\mathbf{0 . 2 7 7 5}$ |  |  |  |
| W | $\hat{\alpha}=0.9229$ | 402.1907 | 808.3814 | 814.0854 |
|  | $\hat{\theta}=8.2290$ |  |  |  |
| PL | $\hat{\alpha}=0.7442$ | 402.2373 | 808.4745 | 814.1786 |
|  | $\hat{\theta}=0.3855$ |  |  |  |
| EPL | $\hat{\alpha}=1.8412$ | 401.0833 | 808.1666 | 816.7227 |
|  | $\hat{\beta}=0.5785$ |  |  |  |
|  | $\hat{\theta}=0.7252$ |  |  |  |
| TGL | $\hat{\alpha}=0.9196$ | 402.2331 | 810.4661 | 819.0222 |
|  | $\hat{\beta}=102.6147$ |  |  |  |
|  | $\hat{\theta}=0.1528$ |  |  |  |

Table 4: AICc, HQIC and K-S with p-V for the bladder cancer patients data set

| Distributions | AICc | HQIC | K-S | p-V |
| :--- | :--- | :--- | :--- | :--- |
| PML | $\mathbf{8 0 6 . 6 5 6 3}$ | $\mathbf{8 0 8 . 8 7 8}$ | $\mathbf{0 . 0 4 2 8}$ | $\mathbf{0 . 9 7 3 2}$ |
| W | 808.4774 | 810.699 | 0.0518 | 0.8817 |
| PL | 808.5705 | 810.7922 | 0.0458 | 0.9512 |
| EPL | 808.3601 | 811.643 | 0.0480 | 0.93 |
| TGL | 810.6596 | 813.9426 | 0.0524 | 0.8736 |



Figure 5: Curves of the estimated (a) pdfs and (b) cdfs of the fitted models for the bladder cancer patients data set

## Fatigue fracture data set

This data represents the life of fatigue fracture of Kevlar 373/epoxy subjected to constant pressure at $90 \%$ stress level until all had failed. The data was extracted from [1] and was previously used by [4] and [10]. The data are as follows.
$\{0.0251,0.0886,0.0891,0.2501,0.3113,0.3451,0.4763,0.5650,0.5671$, $0.6566,0.6748,0.6751,0.6753,0.7696,0.8375,0.8391,0.8425,0.8645$, $0.8851,0.9113,0.9120,0.9836,1.0483,1.0596,1.0773,1.1733,1.2570$, $1.2766,1.2985,1.3211,1.3503,1.3551,1.4595,1.4880,1.5728,1.5733$, $1.7083,1.7263,1.7460,1.7630,1.7746,1.8275,1.8375,1.8503,1.8808$, $1.8878,1.8881,1.9316,1.9558,2.0048,2.0408$, 2.0903, 2.1093, 2.1330, 2.2100, 2.2460, 2.2878, 2.3203, 2.3470, 2.3513, 2.4951, 2.5260, 2.9911, $3.0256,3.2678,3.4045,3.4846,3.7433,3.7455,3.9143,4.8073,5.4005$, $5.4435,5.5295,6.5541,9.0960\}$

Tables 5 and 6 give the relevant numerical summaries for all the fitted models based on fatigue fracture data sets. Figure 6 gives the graphs of the estimated pdfs and cdfs of the fitted models for the fatigue

Table 5: Estimated values, $\hat{\ell}, \mathrm{AIC}$ and BIC for the fatigue fracture data set

| Distributions | Estimates | $-\hat{\ell}$ | AIC | BIC |
| :--- | :--- | :--- | :--- | :--- |
| PML | $\hat{\boldsymbol{\alpha}}=\mathbf{1 . 1 1 8 2}$ | $\mathbf{1 2 1 . 2 1 9 4}$ | $\mathbf{2 4 6 . 4 3 8 9}$ | $\mathbf{2 5 1 . 1 0 0 4}$ |
|  | $\hat{\boldsymbol{\theta}}=\mathbf{0 . 5 3 2 4}$ |  |  |  |
| W | $\hat{\alpha}=1.3257$ | 122.5264 | 249.0529 | 253.7144 |
|  | $\hat{\theta}=2.1328$ |  |  |  |
| PL | $\hat{\alpha}=0.7047$ | 122.4018 | 248.8037 | 253.4652 |
|  | $\hat{\theta}=1.1423$ |  |  |  |
| EPL | $\hat{\alpha}=1.5375$ | 121.8682 | 249.7364 | 256.7286 |
|  | $\hat{\beta}=0.9495$ |  |  |  |
|  | $\hat{\theta}=1.0215$ |  |  |  |
| TGL | $\hat{\alpha}=0.9931$ | 121.6506 | 249.3011 | 256.2933 |
|  | $\hat{\beta}=0.1478$ |  |  |  |
|  | $\hat{\theta}=0.9635$ |  |  |  |

Table 6: AICc, HQIC and K-S with p-V for the fatigue fracture data set

| Distributions | AICc | HQIC | K-S | p-V |
| :--- | :--- | :--- | :--- | :--- |
| PML | $\mathbf{2 4 6 . 6 0 3 3}$ | $\mathbf{2 4 8 . 3 0 1 7}$ | $\mathbf{0 . 0 9 6 4}$ | $\mathbf{0 . 4 5 1 6}$ |
| W | 249.2173 | 250.9157 | 0.1099 | 0.2954 |
| PL | 248.9681 | 250.6665 | 0.1123 | 0.2722 |
| EPL | 250.0697 | 252.5308 | 0.0992 | 0.4156 |
| TGL | 249.6344 | 252.0956 | 0.1020 | 0.3822 |

fracture data set.


Figure 6: Curves of the estimated (a) pdfs and (b) cdfs of the fitted models for the fatigue fracture data set

## March precipitation data set

This real data set represents 30 successive values of march precipitation (in inches) in Minneapolis/St Paul given by [22] and the data are as given below.
$\{0.77,1.74,0.81,1.2,1.95,1.2,0.47,1.43,3.37,2.2,3,3.09,1.51,2.1$, $0.52,1.62,1.31,0.32,0.59,0.81,2.81,1.87,1.18,1.35,4.75,2.48,0.96$, 1.89, 0.9, 2.05\}.

Tables 7 and 8 provide the relevant numerical summaries for all the fitted models based on the march precipitation data set.

Figure 7 gives the graphs of the estimated pdfs and cdfs of the fitted models for the march precipitation data set.

Table 7: Estimated values, $\hat{\ell}$, AIC and BIC for the march precipitation data set

| Distributions | Estimates | $-\hat{\ell}$ | AIC | BIC |
| :--- | :--- | :--- | :--- | :--- |
| PML | $\hat{\boldsymbol{\alpha}}=\mathbf{1 . 4 7 3 9}$ | $\mathbf{3 8 . 5 2 7 8}$ | $\mathbf{8 1 . 0 5 5 6}$ | $\mathbf{8 3 . 8 5 7 9}$ |
|  | $\hat{\boldsymbol{\theta}}=\mathbf{0 . 4 9 2 3}$ |  |  |  |
| W | $\hat{\alpha}=1.8087$ | 38.64328 | 81.28657 | 84.08896 |
|  | $\hat{\theta}=1.8924$ |  |  |  |
| PL | $\hat{\alpha}=1.5263$ | 38.8729 | 81.74579 | 84.54819 |
|  | $\hat{\theta}=0.6460$ |  |  |  |
| EPL | $\hat{\alpha}=3.4070$ | 38.10625 | 82.2125 | 86.41609 |
|  | $\hat{\beta}=0.9235$ |  |  |  |
|  | $\hat{\theta}=1.6304$ |  |  |  |
| TGL | $\hat{\alpha}=1.8103$ | 38.6435 | 83.287 | 87.49059 |
|  | $\hat{\beta}=358.0827$ |  |  |  |
|  | $\hat{\theta}=0.3179$ |  |  |  |

Table 8: AICc, HQIC and K-S with p-V for the march precipitation data set

| Distributions | AICc | HQIC | K-S | p-V |
| :--- | :--- | :--- | :--- | :--- |
| $\mathbf{P M L}$ | $\mathbf{8 1 . 5 0 0 0}$ | $\mathbf{8 1 . 9 5 2 1}$ | $\mathbf{0 . 0 5 2 6}$ | $\mathbf{1}$ |
| W | 81.73101 | 82.18307 | 0.0689 | 0.9988 |
| PL | 82.19023 | 82.64231 | 0.0682 | 0.999 |
| EPL | 83.13558 | 83.55727 | 0.0624 | 0.9998 |
| TGL | 84.2100 | 84.6318 | 0.0688 | 0.9989 |



Figure 7: Curves of the estimated (a) pdfs and (b) cdfs of the fitted models for the march precipitation data set

Thus, in Tables 3, 4, 5, 6, 7 and 8, the parameter estimates for the PML, W, PL, EPL and TGL models are calculated by using the maximum likelihood method. Also, $-\hat{\ell}, \mathrm{AIC}, \mathrm{BIC}, \mathrm{AICc}, \mathrm{HQIC}$ and K-S with p-V are presented for the three different data sets. For all of them, based on the lowest values of the AIC, BIC, AICc, HQIC and K-S with p-V, the PML model turns out to be a better model than the W, PL, EPL and TGL models. Figures 5, 6 and 7 show the closeness of the fitted pdfs with the empirical histogram and fitted cdfs with empirical cdfs for different data sets. Based on the observations of these plots, the proposed model provides a closer fit to these data sets.

## 5 Conclusions

In this paper, a new two-parameter distribution, namely, PML distribution, is proposed based on power transformation over the modified Lindley distribution. We have exhibited its moments, incomplete moments, skewness, kurtosis, and order statistics. In the setting of the PML model, the unknown parameters were estimated by the maximum
likelihood method of estimation. A simulation study was carried out to evaluate the bias and mean square error of the maximum likelihood estimates of the parameters. We have shown by means of three applications to real data that the proposed model can yield better fits than the famous W, PL, EPL and TGL models.
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#### Abstract

Strobilanthes homotropa is an intricate species reported from Nilgiris, India. This taxon was treated in various ways leading to ambiguity in its taxonomic recognition. The present study revisits the taxonomy of $S$. homotropa and provides an amended description for the species. While doing so, $S$. homotropa is segregated from the puzzling species $S$. sexennis and a new species $S$. pradeepiana is recognized.


Keywords: Kerala, Nilgiris, Ootacamund, Strobilanthes sexennis, S. gracilis

## Introduction

Strobilanthes Blume (1826:781) is one of the largest and diverse genera in the family Acanthaceae mainly distributed in tropical and subtropical regions of Asia and Melanesia (Carine \& Scotland 2002, Tripp et al. 2013, Chen et al. 2019, Deng 2019, Chen et al. 2020) and comprises about 450 species (Mabberley 2017). In India, the genus is represented by more than 150 species (Karthikeyan et al. 2009; Thomas et al. 2020), of which approximately 70 species occur in south India alone (Carine \& Scotland 2002, Venu, 2006, Krishnapillai 2020). Due to their plietesial flowering pattern and narrow distribution, species delimitation remains problematic in Strobilanthes (Wood \& Scotland 2009). A comprehensive and critical study of Strobilanthes is challenging because many species are inadequately known and seldom disparagingly collected. In the present study, the taxonomy of the complex species $S$. homotropa Nees (1847:187) is re-examined.

Strobilanthes sexennis Nees (1836:312) was described based on the material Walker s.n. (Walker in Herb. Arnott) collected from Sri Lanka (Ceylon). Eleven years later, along with a detailed description of S. sexennis, Nees (1847) described another related species, S. homotropa Nees (1847:187), from Nilgiris (Utacamund/Ootacamund), India based on the gathering Perrottet 119. The specimens of $S$. homotropa were wrongly treated by some authors resulting in the erroneous treatment of these materials to date. Besides, Nees $(1836 ; 1847)$ and Wight $(1849)$, one of the major accounts on Indian Acanthaceae was given by Anderson (1867). Anderson, however, excluded S. homotropa in his treatments. Meanwhile, a gathering from Nilgiris (Hohenacker 1432) was erroneously named S. interrupta Benth. ex Clarke (1884: 474) by Bentham (Clarke, 1884). In his 'Icones Plantarum Indiae Orientalis', Beddome (1874) provided the description and line drawings of $S$. sexennis with synonymy of $S$. homotropa Nees, and stated that $S$. sexennis is common in Nilgiris, Ceylon (Sri Lanka), and Pulneys (Palani). Clarke (1884) re-instated S. homotropa as a distinct species from S. exennis, and merged S. interrupta with S. sexennis Nees. Thus, both S. sexennis and S. homotropa were recorded in Nilgiris (to large extent South India). The erroneous treatments of Nilgiri (Ooty/Ootacamund) specimens by Bentham, Beddome, and Clarke would largely mislead the botanists on the further recognition of these specimens. Therefore, in most of the later floristic accounts, S. homotropa Nees was treated as either S. sexennis (Trimen 1895, Fyson 1915, Venu 2006, Pradeep 2015), and a related specimen in Travancore high ranges (Munnar, Idukki) as $S$. homotropa (Venu 2006, Pradeep 2015, Augustine 2018) or S. sexennis var. homotropa (Wood 1995, Wood 1998).

Remarkably, the specimen similar to S. homotropa Nees and S. sexennis Nees found in Travancore high ranges of Idukki (Vagavurai hills, Munnar) is incorrectly recognized yet. It is documented as $S$. homotropa in some literature (Venu 2006, Pradeep 2015, Augustine 2018). This specimen brought our attention during the documentation and critical study of Strobilanthes in Munnar, Idukki. A detailed analysis proved that this specimen is totally different from S. homotropa, S. sexennis, or any known species of Strobilanthes in vegetative and floral morphology. Therefore, we treated it as a new species, Strobilanthes pradeepiana, described below.

At present, Strobilanthes homotropa Nees is treated as a distinct species in the Kew herbarium database (POWO 2020). However, the description for the species in various literature is mixed with the characters of different species (Wood 1995, Wood 1998, Venu 2006, Pradeep 2015, Augustine 2018). Therefore, it is quite necessary to separate $S$. homotropa from its allied species. A detailed study of the life history strategy, herbarium materials (Perrottet 119, Perrottet s.n., Perrottet 877, Hohenacker 1432, etc.) and live collections concluded that $S$. homotropa differs from $S$. sexennis and S. pradeepiana, and could be a distinct species. Particularly, the south Indian species of the $S$. sexennisS. homotropa allies could easily be set apart by its plietesial life history strategy of 10 years (Pradeep 2018) from Sri Lankan species, which is having 12 years of plietesial life history pattern (Wood 1995, Wood 1998). Besides, it is presumed that $S$. homotropa is a south Indian endemic whereas $S$. sexennis is a Sri Lankan endemic. The present study scrutinized this matter and an amended description of $S$. homotropa is also provided.

## Taxonomy

Strobilanthes pradeepiana B. Mani, Sinj. Thomas \& Britto, sp. nov. (Figures 1-3)
The new species is allied to $S$. sexennis Nees and $S$. homotropa Nees, but it can be easily distinguished from $S$. sexennis by its 10 years of plietesial life history pattern (vs. 12 years), leaf base auriculate (vs. non-auriculate), apex cuspidate (vs. acute or acuminate), bracts oblong (vs. ovate or elliptic), and corolla boles obrenifrom (vs. ovate), and differs from $S$. homotropa by its stem without transverse ridges (vs. with transverse ridges), leaf apex cuspidate (vs. acute-acuminate), bracts oblong (vs. ovate), corolla lobes obrenifrom (vs. orbicular) and ovary apex glabrous (vs. glandular-pubescent ovary apex).

Type:-INDIA. Kerala: Idukki district, Munnar, Vagavurai, 18 October 2018, Pradeep 68946 (holotype RHT!, isotypes RHT!, MH!).

Description:-Large shrubs, 3-8 m high. Stems quadrangular, canaliculated, hispid, hairs glandular, transverse ridges not prominent. Leaves slightly anisophyllous, petiolate, one or two uppermost pairs become sessile at flowering; petiole $4-5.5 \mathrm{~cm}$ long, lamina decurrent on the petiole, base amplexicaul and auriculate, pubescent; blades elliptic, $17-25.5 \times 7-12 \mathrm{~cm}$, pubescent on both surfaces, secondary veins $14-16$ on each side of midvein and prominent on both surfaces, base cuneate, margin serrate, apex cuspidate; floral lamina elliptic, $8-13 \times 2.5-5 \mathrm{~cm}$, pubescent on both surfaces, secondary veins $10-12$ on each side of midvein and prominent on both surfaces, base auriculate, margin serrate, apex acuminate-cuspidate. Inflorescences of terminal and axillary branched spikes, stout, $18-25 \mathrm{~cm}$ long; rachis glandular pubescent; bracts oblong, 14-20×4-5 mm, equal to or longer than calyx at anthesis, 5-nerved from base, glandular pubescent on both surfaces, acute at apex; bracteoles oblong, 10-12 $\times 1.5-2.5 \mathrm{~mm}$, glandular pubescent on both surfaces, rounded at apex. Flowers ca. 2 mm long pedicellate. Calyx $12-15 \mathrm{~mm}$ long, glandular pubescent, 5-lobed to base; lobes linear, nearly equal, apices obtuse. Corolla $3.1-3.4 \mathrm{~cm}$ long, campanulate, purplewhite, outer surface glabrous, inside pubescent; tube basally cylindrical, ca. 8 mm long, falcate; throat $23-26 \mathrm{~mm}$ long, curved at middle; lobes obreniform, ca. $11 \times 12 \mathrm{~mm}$, apices emarginate. Stamens 4, didynamous, included; the united part of filaments villous, shorter pair ca. 3 mm long, short hairs present only at base, longer pair ca. 7 mm long, villous throughout; anther thecae oblong, ca. 4 mm long. Ovary ca. 3 mm long, glabrous; style ca. 21 mm long, villous on the abaxial side. Capsule not seen.

Phenology:-Flowering from October-December. This species shows 10 years of plietesial life history strategy.
Etymology:-Strobilanthes pradeepiana is named after A. K. Pradeep (WWI Innovative Solutions, Kottayam) for his outstanding contribution to south Indian Strobilanthes. He studied and documented the ecology, diversity and life history pattern of Strobilanthes of south India for the last two decades.

Distribution and habitat:-The new species is presently known only from in and around Vagavurai hills, Munnar and most probably a narrow endemic (Figure 4). It is one of the major shola undergrowths at an elevation of 1,900-2,400 m.

Notes:-Strobilanthes pradeepiana is an overlooked species, and differs from allied species S. homotropa and S. sexennis by its stem without transverse ridges (not having ridged stem), hispid lamina with cuspidate apex (not glabrous and having acute-acuminate apex), oblong bracts with acute apex (not ovate or elliptic with obtuse apex), obreniform corolla with emarginated apex (not orbicular with retuse apex or ovate with sub-acute apex). A detailed comparison of diagnostic features of these species are given in Table 1.

TABLE 1. Diagnostic characters of S. homotropa, S. pradeepiana and S. sexennis $\dagger$.

| Characters | S. homotropa | S. pradeepiana | S. sexennis |
| :---: | :---: | :---: | :---: |
| Periodicity | 10 years | 10 years | 12 years |
| Stem | Terete | Quadrangular | Quadrangular |
| Transverse ridges | Conspicuous | Absent | Conspicuous |
| Pubescence | Glabrous | Hispid, glandular | Glabrous |
| Leaves | Auriculate | Auriculate and amplexicaul | Non-auriculate |
| Blade |  |  |  |
| Shape | Narrowly elliptic -lanceolate | Elliptic | Narrowly elliptic or ovate or oblong |
| Base | Attenuate | Cuneate | Cuneate or rounded or cordate |
| Apex | Acute-acuminate | Cuspidate | Acuminate |
| Pubescence | Glabrous | Hispid | Glabrous |
| Petiole | Decurrent, base auriculate | Decurrent, base auriculate | Not decurrent, base not auriculate |
| Inflorescence | Non-secund | Non-secund | Secund |
| Bracts |  |  |  |
| Shape | Ovate or elliptic, saccate | Oblong | Ovate or elliptic |
| Apex | Obtuse | Acute | Obtuse |

Bracteoles

| Shape | Oblanceolate-spathulate | Oblong | Oblong or Oblanceolate or elliptic or obovate |
| :---: | :---: | :---: | :---: |
| Calyx |  |  |  |
| Lobes | Equal | Subequal | Subequal |
| Apex | Obtuse-acute | Obtuse | Obtuse |
| Corolla |  |  |  |
| Lobes | Orbicular | Obreniform | Ovate |
| Apex | Retuse | Emarginate | Sub-acute |
| Ovary apex | Glandular pubescent | Glabrous | Glabrous |

$\dagger$ Wood 1995; Wood 1998

Additional specimens examined (paratypes):-INDIA. Kerala: Idukki, Munnar, Vagavurai hills, 16 September 2008, Pradeep 68940 (RHT); same locality, 03 September 2018, Pradeep 68945 (RHT); same locality, 25 November 2018, Pradeep 68875 (RHT).


FIGURE 1. Strobilanthes pradeepiana. A. Inflorescence; B. Bracts; C. Bracteoles; D. Flower; E. Calyx; F. Corolla 1. s.; G. Pistil. Illustrated by Philominal Selvi.


FIGURE 2. Strobilanthes pradeepiana. A. Habit; B. Old stem; C. Young stem with amplexicaul leaf base; D. Leaves.


FIGURE 3. Strobilanthes pradeepiana. A-B. Inflorescence; C. Bracts; D. Bracteoles; E. Calyx; F. Corolla; G. Corolla opened; H. Pistil; I. Young infructescence.

Strobilanthes homotropa Nees (1847: 187). $\equiv$ Mackenziea homotropa (Nees) Bremekamp (1944: 182). $\equiv$ Strobilanthes sexennis var. homotropa (Nees) Wood (1995: 19). Type:-INDIA. Tamil Nadu: Nilgiris, Ootacamund, 1840, Perrottet 119 (holotype P! P00719346). (Figure 5)
Strobilanthes interrupta Benth. ex Clarke (1884: 474). Type:-INDIA. Tamil Nadu: Nilgiris, Doddabetta, Hohenacker 1432 (holotype $K!$ ).

Description:-Large shrubs, 3-8 m high. Stems terete, glabrous, transverse ridges present. Leaves slightly anisophyllous, petiolate, few upper most pairs become sessile at flowering; petiole $5-7 \mathrm{~cm}$ long, lamina decurrent on the petiole, base amplexicaul and auriculate, glabrous; blades narrowly elliptic to lanceolate, 17-21 $\times 5-7 \mathrm{~cm}$, glabrous, secondary veins $8-10$ on each side of midvein and prominent on both surfaces, base attenuate, margin serrate, apex acute to acuminate; floral lamina oblong-narrowly elliptic, $7-12 \times 2-3 \mathrm{~cm}$, glabrous, secondary veins $5-8$ on each side of midvein and prominent on both surfaces, base auriculate, margin serrate, apex acute to acuminate. Inflorescences of terminal and axillary branched spikes, stout, $12-23 \mathrm{~cm}$ long; rachis glandular pubescent; bracts ovate, $12-16 \times 7-9 \mathrm{~mm}$, equal to or longer than calyx at anthesis, 5 -nerved from base, glandular pubescent on both surfaces, obtuse at apex; bracteoles oblanceolate-spathulate, $9-10 \times \mathrm{ca} .2 .5 \mathrm{~mm}$, glandular pubescent on both surfaces, obtuse at apex. Flowers ca. 1.5 mm long pedicellate. Calyx $10-12 \mathrm{~mm}$ long, glandular pubescent, 5 -lobed to base; lobes linear, equal, apices obtuse-acute. Corolla 2-2.4 cm long, campanulate, purple-white or white, outer surface glabrous, inside pubescent; tube basally cylindrical, ca. 4 mm long; throat $16-20 \mathrm{~mm}$ long, curved at middle; lobes orbicular, ca. $6 \times 7$ mm , apices retuse. Stamens 4, didynamous, included; filaments villous, shorter pair ca. 2.5 mm long, longer pair ca. 7 mm long; anther thecae oblong, ca. 3.5 mm long. Ovary ca. 2 mm long, glandular pubescent at apex; style ca. 22 mm long, villous on the abaxial side. Capsule not seen.

Phenology:-Flowering from October-December, every 10 years.
Distribution and habitat:-This species is chiefly distributed in different parts of the Nilgiris especially in the Doddabetta hills, Tamil Nadu. Its distribution extends up to southern parts of Anamalai hill ranges in the south (Figure 4). It is one of the major shola species in this region and found at an elevation of 2,000-2,630 m.


FIGURE 4. Distribution of Strobilanthes homotropa $(\boldsymbol{+})$, S. pradeepiana $(\boldsymbol{\star})$ and S. gracilis $(\boldsymbol{\star})$.
Notes:-Strobilanthes homotropa is confusable with S. gracilis Beddome (1864:55) by the transversely ridged stems and glossy leaves. The latter species is found in the Anamalai hills, Palani (Pulney) hills, and Travancore hills (Gamble 1924) of south India. The occurrence of S. sexennis in south India shall be a mistake by Beddome (1874), who might also wrongly documented S. homotropa in the Nilgiris and few populations of S. gracilis in the Palani Hills. It is evident from the floristic account on Palani Hills that it doesn't mention the occurrence of S. homotropa in Palani Hills (Matthew 1999). The taxonomic ambiguity regarding the identity of $S$. homotropa might be due to its treatments that were mainly based on herbarium specimens and also failed to observe the live materials. Strobilanthes homotropa can be easily distinguished from $S$. sexennis by the characteristics of plietesial life history strategy of 10 years (not
twelve years), lamina auriculate (not non-auriculate), non-secund inflorescences (not secund inflorescences), flowers pedicellate (not sessile), and ovary glandular-pubescent at apex (not glabrous). The comparison between S. homotropa and $S$. sexennis is shown in Table 1.


FIGURE 5. Strobilanthes homotropa. A-B. Habit; C. Stem with transverse ridges; D. Leaves; E. Inflorescence; F. Bract; G. Bracteole; H. Calyx; I. Corolla; J. Corolla opened; K. Pistil.

## Specimens examined

Strobilanthes homotropa:-INDIA. Kerala: Idukki, Munnar, 08 October 2010, Pradeep 68942 (RHT); 31 October 2020, Pradeep 68948 (RHT). Tamilnadu: Nilgiris, 20 October 2007, Pradeep 68943 (RHT); 06 December 2017, Pradeep 68944 (RHT); Nilgiris, 1875, Beddome s. n. (MH); Ootacamund, 1840, Perrottet 119 (P); Nilgiris, Perrottet 877 (P, K); Perrottet s.n. (GZU); Doddabetta, Hohenacker 1432 (K, US, P, L); Dodabetta, 8000 ft., October 1883, Gamble 12950 (MH); Dodabetta, Metz 1848 (P); Conoor, Perrottet s.n. (P); Sispara, April 1884, Beddome 28 (MH); Sispara, November 1883, Gamble 13386 (MH); January 1884, Gamble 14254 (MH); 5000 ft. , May 1884, Gamble 14254 (MH).

Strobilanthes sexennis var. sexennis:-SRI LANKA. Walker s.n. (holotype E-GL); Walker 107 (K); Nuwara Eliya district: Shanthipura, 03 November 1994, Scotland \& Jayaselsara 19 (L); Trail up Pidurutalagala, 20 September 1975, Foster 5010 (US); Horton Plains, 30 October 1976, Jayasuriya 2384 (US); along trail from Big World’s End, Horton Plains to tea estate bungalow near Galagama Falls, 27 December 1970, Theobald \& Krahulik 2831 (US); Horton Plains, 20 October 1993, Cramer, Jayasekera \& Samarasinghe 6862 (US); on the track between Big World's End and bungalow above Nonpareil Estate, Montane Forest, 05 March 1977, Bremer 970 (US).

Strobilanthes sexennis var. cerinthoides:-SRI LANKA. Walker s.n. (holotype K); Walker s.n. (E-GL); 1854, Thwaites C P 66 (P) 1853, Thwaites C P 2594 (K); 1839, MacKenzie s.n. (K); De Carney ad Adam's Peak, 07 December 1975, Bernardi 15794 (US); Maskaliya: de Tanna ad Adam's Peak, 12 December 1975, Bernardi 15935 (US).

Strobilanthes sexennis var. hirsutissima:-SRI LANKA. Walker s.n. (E-GL); Walker 195 (K). Nuwara Eliya District: on steep ascent from Pattipola to Horton Plains, 26 December 1970, Theobald \& Krahulik 2826 (US); Trail up Pidurutalagala, 21 September 1975, Foster 5009 (US); open shrubby area near edge of small stream along A-5 Highway, Westward Ho tea estate north of Nuwara Eliya, 02 December 1970, Theobald \& Krahulik 2724 (US).

Strobilanthes sexennis var. arguta:—SRI LANKA. Walker s.n. (K); Walker 107 (K). Nuwara Eliya District: Horton Plains, in undergrowth along embankments of Pattipola-Horton Plains road, 20 October 1993, Cramer 6860 (US); Hakgala, 23 April 1970, Cramer 2921 (US); on steep ascent from Pattipola to Horton Plains, 26 December 1970, Theobald \& Krahulik 2827 (US); Pedro, 19 August 1970, Cramer 3129 (US).

Strobilanthes sexennis var. cordata:-SRI LANKA. 1860, Thwaites C P 3626 (K).
Strobilanthes sexennis var. glaberrima:-SRI LANKA. Matale District: Laggala, 10 November 1978, Cramer 5231 (K, US).

Strobilanthes sexennis var. oblongifolia:-SRI LANKA. Rasamalayi, Gartmore, July 1925, Stockdale s.n. (holotype K); Stockdale 73 (K).

Strobilanthes gracilis:-INDIA. Kerala: Idukki, Munnar, Vagavurai, 10 November 2008, Pradeep 68941 (RHT); 17 December 2018, Pradeep 68947 (RHT).
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#### Abstract

To model data in angular form, circular distributions are the most appropriate mathematical tools. In this paper, we introduce a new one-parameter circular distribution based on the wrapping method, called the wrapped modified Lindley distribution. Characteristic function and fundamental properties of this distribution are described. Method of maximum likelihood estimation is used for the estimation of the parameter. The proposed model is applied to two real-life datasets, and its performance is compared with


[^4]that of the wrapped Lindley, wrapped exponential and transmuted wrapped exponential models.

Subject Classification: 60E05, 62E15, 62 F10.
Keywords: Modified Lindley distribution, Wrapped Lindley distribution, Trigonometric moments, Characteristic function, Method of maximum likelihood, Data analysis.

## 1. Introduction

When the data points are distributed on a circle instead of the real line (or part of it), the related phenomenon can be not modeled by a random variable having standard distributions, motivating the emergence of the socalled circular distributions. In contemporary scenarios, the use of circular distributions has been relevant in various circumstances like astronomy, demography, image analysis, geology, meteorology and earth science. For this reason, numerous researchers develop circular distributions with various features, aiming to extend the scope of applications in this setting. Here, arises the scope of study of circular data by using circular models.

As prime definition, a circular distribution is a probability distribution whose total probability is concentrated on an unit circle in the plane, i.e., $\{(\cos (\theta), \sin (\theta)) ; \theta \in[0,2 \pi)\}$. Wrapping is one of the methods to create a circular distribution. If $X$ is a random variable defined on a real line, then the corresponding wrapped random variable $\theta$ is defined as $\theta=X$ $(\bmod 2 \pi)$. This method creates a wide class of probability distributions that are flexible to accommodate the different characteristics of circular data. In particular, Levy (1939) proposed wrapped distributions which laid the first stone of this method. Several authors have done extensive works on introducing wrapped distributions and studying their statistical properties and inference procedures. We refer the reader to the wrapped Laplace distribution by Jammalamadaka and Kozubowski (2003), wrapped exponential distribution by Jammalamadaka and Kozubowski (2004), wrapped $t$ family circular distribution by Pewsey et al. (2007), wrapped gamma distribution by Coelho (2007), wrapped stable family of distributions by Pewsey (2008), wrapped three-parameter gamma distribution by Roy and Adnan (2010), wrapped chi-square distribution by Adnan and Roy (2011), wrapped weighted exponential distribution by Roy and Adnan (2012), wrapped generalized Gompertz distribution by Roy and Adnan (2012), wrapped geometric distribution by Jacob and Jayakumar (2013) and wrapped variance gamma distribution by Adnan and Roy (2014). Recently, Joshi and Jose (2017) proposed a new
circular distribution by wrapping the Lindley distribution and applied it for biological data. Also, Yilmaz and Bicer (2018) derived transmuted wrapped exponential distribution and studied its properties.

In the last decades, the Lindley distribution and its generalizations have been widely used by different authors. In this regard, we may refer the interested reader to Singh et al. (2016), Elgarhy et al. (2018) and Tomy (2018), and the references therein. As a recent development, Chesneau et al. (2019) derived the modified Lindley distribution, constituting a one-parameter lifetime distribution halfway between the exponential and Lindley distributions with desirable modelling properties. On the other side, circular models that can be generated by wrapping known distributions have wide applications in the present scenario. In this article, we adapt the modified Lindley distribution in view of analyzing circular data by wrapping the modified Lindley probability density function around the circumference of a unit circle. The resulting distribution is called the wrapped modified Lindley distribution. We explore the theoretical and practical properties of this new wrapped distribution. In particular, we show that, in some situations, the wrapped modified Lindley distribution provides a serious alternative to modern distributions using the wrapping technique, such as the transmuted wrapped exponential, wrapped exponential and wrapped Lindley distributions.

The rest of the paper is organized as follows. In Section 2, we introduce the wrapped modified Lindley distribution and, in Section 3, we discuss its different properties, including the trigonometric moments. The maximum likelihood estimator of the unknown parameter is described in Section 4. In Section 5, the analysis of two real data set is presented, illustrating the modeling potential of the wrapped modified Lindley distribution. Finally, the conclusion of the paper appears in Section 6.

## 2. The wrapped modified Lindley distribution

Recently, Chesneau et al. (2019) proposed a new general family of modified Lindley distributions. It is defined by a cumulative density function (cdf) which is a particular weighted modification of the cdf of the Lindley distribution. The modified Lindley (ML) distribution is a special member of this family, defined with a particular weighted exponential function, making it halfway between the exponential and Lindley distributions. More precisely, the ML distribution with parameter $\lambda>0$ is characterized by

$$
\begin{equation*}
F(x)=1-\left[1+\frac{\lambda x}{1+\lambda} e^{-\lambda x}\right] e^{-\lambda x} ; \quad x>0 \tag{1}
\end{equation*}
$$

By differentiation of $F(x)$, the corresponding probability density function (pdf) is given by

$$
f(x)=\frac{\lambda}{1+\lambda} e^{-2 \lambda x}\left[(1+\lambda) e^{\lambda x}+2 \lambda x-1\right] ; \quad x>0, \lambda>0 .
$$

An important remark is that we can write $f(x)$ as

$$
\begin{equation*}
f(x)=f_{1}(x)+a\left(f_{2}(x)-f_{3}(x)\right) \tag{2}
\end{equation*}
$$

where $f_{1}(x)$ is the pdf of the exponential distribution with parameter $\lambda$, i.e., $f_{1}(x)=\lambda e^{-\lambda x}, x>0, f_{2}(x)$ is the pdf of the gamma distribution with parameters $(2,2 \lambda)$, i.e., $f_{2}(x)=(2 \lambda)^{2} x e^{-2 \lambda x}, x>0, f_{3}(x)$ is the pdf of the exponential distribution with parameter $2 \lambda$, i.e., $f_{3}(x)=2 \lambda e^{-2 \lambda x}, x>0$, and $a=1 /[2(1+\lambda)] \in(0,1 / 2)$.

Now, we propose a circular (wrapped) form of the ML distribution. Let $X$ be a random variable following the ML distribution with parameter $\lambda$. Then, the wrapped modified Lindley (WML) distribution is defined by the one of $\theta=X(\bmod 2 \pi)$. The random variable $\theta$ having the WML distribution is denoted by $\theta \sim \operatorname{WML}(\lambda)$. The rest of this section is devoted to the main functions related to the WML distribution, i.e., its pdf and cdf, with some plots as illustration.

The result above presents the corresponding pdf of the WML distribution.

Proposition 2.1: The pdf of $\theta \sim W M L(\lambda)$ is given by

$$
\begin{align*}
g(\theta)= & \frac{\lambda e^{-\lambda \theta}}{1-e^{-4 \lambda \pi}}\left\{1+e^{-2 \lambda \pi}+\frac{e^{-\lambda \theta}}{1+\lambda}\left[2 \lambda \theta-1+\frac{4 \lambda \pi e^{-4 \lambda \pi}}{1-e^{-4 \lambda \pi}}\right]\right\} ; \\
& \lambda>0, \theta \in[0,2 \pi) . \tag{3}
\end{align*}
$$

Proof: As alpha definition, based on (2), the pdf of $\theta \sim \mathrm{WML}(\lambda)$ is given by

$$
\begin{aligned}
g(\theta)= & \sum_{m=0}^{+\infty} f(\theta+2 m \pi)=\sum_{m=0}^{+\infty} f_{1}(\theta+2 m \pi)+ \\
& a\left[\sum_{m=0}^{+\infty} f_{2}(\theta+2 m \pi)-\sum_{m=0}^{+\infty} f_{3}(\theta+2 m \pi)\right] .
\end{aligned}
$$

Now, remark that, after some algebra,

$$
\begin{aligned}
\sum_{m=0}^{+\infty} f_{1}(\theta+2 m \pi) & =\lambda e^{-\lambda \theta} \sum_{m=0}^{+\infty} e^{-2 m \lambda \pi}=\frac{\lambda e^{-\lambda \theta}}{1-e^{-2 \lambda \pi}} \\
\sum_{m=0}^{+\infty} f_{2}(\theta+2 m \pi) & =(2 \lambda)^{2} e^{-2 \lambda \theta} \sum_{m=0}^{+\infty}(\theta+2 m \pi) e^{-4 m \lambda \pi} \\
& =(2 \lambda)^{2} e^{-2 \lambda \theta}\left[\frac{\theta}{1-e^{-4 \lambda \pi}}+\frac{2 \pi e^{-4 \lambda \pi}}{\left(1-e^{-4 \lambda \pi}\right)^{2}}\right]
\end{aligned}
$$

and

$$
\sum_{m=0}^{+\infty} f_{3}(\theta+2 m \pi)=2 \lambda e^{-2 \lambda \theta} \sum_{m=0}^{+\infty} e^{-4 m \lambda \pi}=\frac{2 \lambda e^{-2 \lambda \theta}}{1-e^{-4 \lambda \pi}} .
$$

Therefore, by putting the above equalities together, we obtain

$$
\begin{aligned}
g(\theta) & =\sum_{m=0}^{+\infty} f(\theta+2 m \pi) \\
& =\frac{\lambda e^{-\lambda \theta}}{1-e^{-2 \lambda \pi}}+\frac{1}{2(1+\lambda)}\left[(2 \lambda)^{2} e^{-2 \lambda \theta}\left(\frac{\theta}{1-e^{-4 \lambda \pi}}+\frac{2 \pi e^{-4 \lambda \pi}}{\left(1-e^{-4 \lambda \pi}\right)^{2}}\right)-\frac{2 \lambda e^{-2 \lambda \theta}}{1-e^{-4 \lambda \pi}}\right] \\
& =\frac{\lambda e^{-\lambda \theta}}{1-e^{-2 \lambda \pi}}+\frac{\lambda e^{-2 \lambda \theta}}{1+\lambda}\left[\frac{2 \lambda \theta-1}{1-e^{-4 \lambda \pi}}+\frac{4 \lambda \pi e^{-4 \lambda \pi}}{\left(1-e^{-4 \lambda \pi}\right)^{2}}\right] \\
& =\frac{\lambda e^{-\lambda \theta}}{1-e^{-4 \lambda \pi}}\left\{1+e^{-2 \lambda \pi}+\frac{e^{-\lambda \theta}}{1+\lambda}\left[2 \lambda \theta-1+\frac{4 \lambda \pi e^{-4 \lambda \pi}}{1-e^{-4 \lambda \pi}}\right]\right\} .
\end{aligned}
$$

This ends the proof of Proposition 2.1.
Remark 2.2: We can write the pdf $g(\theta)$ as a linear combination of wrapped exponential and wrapped gamma pdfs as

$$
g(\theta)=g_{1}(\theta)+a\left(g_{2}(\theta)-g_{3}(\theta)\right),
$$

where $g_{1}(\theta)$ is the pdf of the wrapped exponential distribution with parameter $\lambda$, i.e., $g_{1}(\theta)=\lambda e^{-\lambda \theta} /\left(1-e^{-2 \lambda \pi}\right), \quad \theta \in[0,2 \pi), \quad g_{2}(\theta)$ is the pdf of the wrapped gamma distribution with parameters $(2,2 \lambda)$, i.e., $g_{2}(\theta)=(2 \lambda)^{2} e^{-2 \lambda \theta}\left[\theta /\left(1-e^{-4 \lambda \pi}\right)+2 \pi e^{-4 \lambda \pi} /\left(1-e^{-4 \lambda \pi}\right)^{2}\right], \quad \theta \in[0,2 \pi), \quad g_{3}(\theta)$ is the pdf of the wrapped exponential distribution with parameter $2 \lambda$, i.e., $\quad g_{3}(\theta)=2 \lambda e^{-2 \lambda \theta} /\left(1-e^{-4 \lambda \pi}\right), \quad \theta \in[0,2 \pi)$, and $a=1 /[2(1+\lambda)]$. This representation will be useful to determine the fundamental properties of the WML distribution.

The cdf of $\theta \sim \operatorname{WML}(\lambda)$ is obtained as follows, after some algebra similar to those in the proof of Proposition 2.1,

$$
G(\theta)=\sum_{m=0}^{+\infty}[F(\theta+2 m \pi)-F(2 m \pi)]
$$

$$
=\sum_{m=0}^{+\infty}\left(\left[1+\frac{2 m \lambda \pi}{1+\lambda} e^{-2 m \lambda \pi}\right] e^{-2 m \lambda \pi}-\left[1+\frac{\lambda(\theta+2 m \pi)}{1+\lambda} e^{-\lambda(\theta+2 m \pi)}\right] e^{-\lambda(\theta+2 m \pi)}\right)
$$

$$
=\left(1-e^{-\lambda \theta}\right) \frac{1}{1-e^{-2 \lambda \pi}}+\frac{2 \lambda \pi}{1+\lambda}\left(1-e^{-2 \lambda \theta}\right) e^{-4 \lambda \pi} \frac{1}{\left(1-e^{-4 \lambda \pi}\right)^{2}}
$$

$$
\begin{equation*}
-\frac{\lambda \theta}{1+\lambda} e^{-2 \lambda \theta} \frac{1}{1-e^{-4 \lambda \pi}} \tag{4}
\end{equation*}
$$



Figure 1
Pdf and cdf of the WML distribution for various values of $\lambda$.


Figure 2
Circular representation of the pdf of the WML distribution for $\lambda=0.15$ and $\lambda=0.1$, respectively.


Figure 3
Circular representation of the pdf of the WML distribution for $\lambda=3$ and $\lambda=0.65$, respectively.

Figure 1 depicts the behavior of the pdf and cdf of the proposed distribution for different values of $\lambda$. The plots indicate that the WML distribution can be reverse J-shaped and left-skewed. Also, the circular presentations of the WML pdf for different parameter values are shown in Figures 2 and 3.

## 3. Fundamental properties

Here, we present some fundamental properties of the WML distribution, starting with its characteristic function. First of all, by denoting $\mathbb{E}$ the expectation and $i$ the unit imaginary number, let us recall that the characteristic function of the ML distribution is given by

$$
\varphi(t)=\mathbb{E}\left(e^{i t X}\right)=\frac{\lambda}{\lambda-i t}+\frac{i t \lambda}{(1+\lambda)(2 \lambda-i t)^{2}} ; \quad t \in \mathbb{R}
$$

After some algebra, we get

$$
\varphi(t)=\frac{\lambda^{2}}{\lambda^{2}+t^{2}}-\frac{4 \lambda^{2} t^{2}}{(1+\lambda)\left(4 \lambda^{2}+t^{2}\right)^{2}}
$$

$$
+i\left[\frac{\lambda t}{\lambda^{2}+t^{2}}+\frac{4 \lambda^{3} t}{(1+\lambda)\left(4 \lambda^{2}+t^{2}\right)^{2}}-\frac{\lambda t^{3}}{(1+\lambda)\left(4 \lambda^{2}+t^{2}\right)^{2}}\right]
$$

For $p= \pm 1, \pm 2, \ldots$, the $p^{t h}$ trigonometric moment of $\theta$ is given by

$$
\varphi_{p}=\varphi(p)=\alpha_{p}+i \beta_{p}
$$

where $\alpha_{p}$ and $\beta_{p}$ are the $p^{\text {th }}$ non-central trigonometric moments of the respective distribution

$$
\begin{aligned}
\alpha_{p} & =\frac{\lambda^{2}}{\lambda^{2}+p^{2}}-\frac{4 \lambda^{2} p^{2}}{(1+\lambda)\left(4 \lambda^{2}+p^{2}\right)^{2}} \\
& =\frac{\lambda^{2}\left(16 \lambda^{5}+16 \lambda^{4}+8 \lambda^{3} p^{2}+4 \lambda^{2} p^{2}+\lambda p^{4}-3 p^{4}\right)}{(1+\lambda)\left(\lambda^{2}+p^{2}\right)\left(4 \lambda^{2}+p^{2}\right)^{2}}
\end{aligned}
$$

and

$$
\begin{aligned}
\beta_{p} & =\frac{\lambda p}{\lambda^{2}+p^{2}}+\frac{4 \lambda^{3} p}{(1+\lambda)\left(4 \lambda^{2}+p^{2}\right)^{2}}-\frac{\lambda p^{3}}{(1+\lambda)\left(4 \lambda^{2}+p^{2}\right)^{2}} \\
& =\frac{\lambda^{2} p\left(16 \lambda^{4}+20 \lambda^{3}+8 \lambda^{2} p^{2}+11 \lambda p^{2}+p^{4}\right)}{(1+\lambda)\left(\lambda^{2}+p^{2}\right)\left(4 \lambda^{2}+p^{2}\right)^{2}}
\end{aligned}
$$

One can remark that $\beta_{p} \geq 0$. Also, by analogy, note that $\alpha_{p}=\mathbb{E}(\cos (p \theta))$ and $\beta_{p}=\mathbb{E}(\sin (p \theta))$, which are the $p^{\text {th }}$ cosine and sine moment of $\theta$, respectively.

For $p= \pm 1, \pm 2, \ldots$, the $p$-th trigonometric moment of $\theta$ is given by

$$
\varphi_{p}=\rho_{p} e^{i \mu_{p}},
$$

where

$$
\rho_{p}=\sqrt{\alpha_{p}^{2}+\beta_{p}^{2}}
$$

and, since $\beta_{p} \geq 0$,

$$
\mu_{p}=\arg \left(\varphi_{p}\right)= \begin{cases}\arctan \left(\frac{\beta_{p}}{\alpha_{p}}\right)+\pi & \text { if } \alpha_{p}<0, \beta_{p} \geq 0  \tag{5}\\ \frac{\pi}{2} & \text { if } \alpha_{p}<0, \beta_{p}>0 \\ \arctan \left(\frac{\beta_{p}}{\alpha_{p}}\right) \text { if } & \text { if } \alpha_{p}>0 \\ \text { undefined } & \text { if } \alpha_{p}=0, \beta_{p}=0\end{cases}
$$

After some algebra, we can express $\mu_{p}$ as (5) with the ratio

$$
\frac{\beta_{p}}{\alpha_{p}}=p \frac{16 \lambda^{4}+20 \lambda^{3}+8 \lambda^{2} p^{2}+11 \lambda p^{2}+p^{4}}{16 \lambda^{5}+16 \lambda^{4}+8 \lambda^{3} p^{2}+4 \lambda^{2} p^{2}+\lambda p^{4}-3 p^{4}}
$$

and

$$
\rho_{p}=\lambda^{2} \sqrt{\frac{16 \lambda^{4}+32 \lambda^{3}+8 \lambda^{2} p^{2}+16 \lambda^{2}+16 \lambda p^{2}+p^{4}+9 p^{2}}{(1+\lambda)^{2}\left(\lambda^{2}+p^{2}\right)\left(4 \lambda^{2}+p^{2}\right)^{2}}} .
$$

The mean direction of $\theta$ is given by $\mu_{1}$. The angular concentration of $\theta$ is obtained as

$$
\rho_{1}=\lambda^{2} \sqrt{\frac{16 \lambda^{4}+32 \lambda^{3}+24 \lambda^{2}+16 \lambda+10}{(1+\lambda)^{2}\left(\lambda^{2}+1\right)\left(4 \lambda^{2}+1\right)^{2}}}
$$

The circular variance of $\theta$ is

$$
V=1-\rho_{1}=1-\lambda^{2} \sqrt{\frac{16 \lambda^{4}+32 \lambda^{3}+24 \lambda^{2}+16 \lambda+10}{(1+\lambda)^{2}\left(\lambda^{2}+1\right)\left(4 \lambda^{2}+1\right)^{2}}}
$$

The circular standard deviation of $\theta$ is obtained as

$$
\sigma=\sqrt{-2 \log \left(\rho_{1}\right)}=\sqrt{-4 \log (\lambda)-\log \left(\frac{16 \lambda^{4}+32 \lambda^{3}+24 \lambda^{2}+16 \lambda+10}{(1+\lambda)^{2}\left(\lambda^{2}+1\right)\left(4 \lambda^{2}+1\right)^{2}}\right)}
$$

The $p$-th central cosine and sine moment of $\theta$ are given by, respectively,

$$
\bar{\alpha}_{p}=\mathbb{E}\left[\cos \left(p\left(\theta-\mu_{1}\right)\right)\right], \quad \bar{\beta}_{p}=\mathbb{E}\left[\sin \left(p\left(\theta-\mu_{1}\right)\right)\right] .
$$

By using standard trigonometric formula, we can express them as $\bar{\alpha}_{p}=\beta_{p} \sin \left(p \mu_{1}\right)+\alpha_{p} \cos \left(p \mu_{1}\right)$ and $\bar{\beta}_{p}=\beta_{p} \cos \left(p \mu_{1}\right)-\alpha_{p} \sin \left(p \mu_{1}\right)$.

The skewness and kurtosis coefficients of $\theta$ are given by, respectively,

$$
\gamma_{1}=\frac{\bar{\beta}_{2}}{V^{3 / 2}}, \quad \gamma_{2}=\frac{\bar{\alpha}_{2}-\rho_{1}^{4}}{V^{2}}
$$

Table 1 exhibits the numerical values of different characteristics of the WML distribution for various values of the parameter $\lambda$. It can be seen that, when $\lambda$ increases, the circular variance decreases. Similarly, the coefficient of skewness decreases when $\lambda$ increases. On the other hand, when $\lambda$ increases, the coefficient of kurtosis increases.

Table 1
Numerical values of different characteristics of the WML distribution for various values of $\lambda$.

| Characteristics of the WML distribution |  | $\lambda=0.25$ | $\lambda=1$ | $\lambda=1.5$ | $\lambda=2$ | $\lambda=5$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Trigonometric moments | $\alpha_{1}$ | -0.0692 | 0.42 | 0.6563 | 0.7815 | 0.9599 |
|  | $\alpha_{2}$ | -0.0289 | 0.075 | 0.2748 | 0.4467 | 0.8559 |
|  | $\beta_{1}$ | 0.1393 | 0.56 | 0.5096 | 0.4346 | 0.2004 |
|  | $\beta_{2}$ | 0.0400 | 0.4 | 0.5155 | 0.54 | 0.3596 |
| Circular variance | V | 0.8445 | 0.3 | 0.1691 | 0.1057 | 0.0194 |
| Circular <br> standard <br> deviation | $\sigma$ | 1.9292 | 0.8446 | 0.6087 | 0.4728 | 0.1979 |
| Mean direction | $\mu_{1}$ | 2.0317 | 0.9273 | 0.6602 | 0.5075 | 0.2058 |
| Central trigonometric moments | $\bar{\alpha}_{1}$ | 0.1555 | 0.7 | 0.8309 | 0.892 | 0.9806 |
|  | $\bar{\alpha}_{2}$ | -0.0144 | 363 | 0.5675 | 0.6944 | 0.9282 |
|  | $\bar{\beta}_{1}$ | $3.469447 \mathrm{e}-17$ | $5.511 \mathrm{e}-17$ | $-5.511 \mathrm{e}-17$ | 0 | $2.7755 \mathrm{e}-17$ |
|  | $\bar{\beta}_{2}$ | -0.0472 | -0.184 | -0.1384 | -0.0945 | -0.0128 |
| Coefficient of skewness | $\gamma_{1}$ | -0.0608 | -1.1198 | -1.9907 | -2.7487 | -4.75890 |
| Coefficient of kurtosis | $\gamma_{2}$ | -0.0210 | 1.3655 | 3.1789 | 4.9080 | 9.7514 |

## 4. Maximum likelihood method

In this section, the WML model is considered and we investigate the estimation of $\lambda$ by the method of maximum likelihood. Let $\theta_{1}, \theta_{2}, \ldots, \theta_{n}$ be $n$ independent realizations from the WML distribution. Then, the corresponding likelihood function is given by
$L(\lambda)=\prod_{i=1}^{n} g\left(\theta_{i}\right)=\frac{\lambda^{n}}{\left(1-e^{-4 \lambda \pi}\right)^{n}} e^{-\lambda \sum_{i=1}^{n} \theta_{i}} \prod_{i=1}^{n}\left\{1+e^{-2 \lambda \pi}+\frac{e^{-\lambda \theta_{i}}}{1+\lambda}\left[2 \lambda \theta_{i}-1+\frac{4 \lambda \pi}{e^{4 \lambda \pi}-1}\right]\right\}$
and the corresponding log-likelihood function is obtained as

$$
\ell(\lambda)=\log [L(\lambda)]
$$

$$
=n \log (\lambda)-n \log \left(1-e^{-4 \lambda \pi}\right)-\lambda \sum_{i=1}^{n} \theta_{i}+\sum_{i=1}^{n} \log \left\{1+e^{-2 \lambda \pi}+\frac{e^{-\lambda \theta_{i}}}{1+\lambda}\left[2 \lambda \theta_{i}-1+\frac{4 \lambda \pi}{e^{4 \lambda \pi}-1}\right]\right\} .
$$

The maximum likelihood estimator is obtained by the maximization of $\ell(\lambda)$ with respect to $\lambda$. Here, we can obtain it by solving the equation $\partial \ell(\lambda) / \partial \lambda=0$, i.e.,

$$
\frac{n}{\lambda}-n \frac{4 \pi}{e^{4 \pi \lambda \pi}-1}-\sum_{i=1}^{n} \theta_{i}+\sum_{i=1}^{n} \frac{h\left(\theta_{i} ; \lambda\right)}{1+e^{-2 \lambda \pi}+\frac{e^{-\lambda \theta_{i}}}{1+\lambda}\left[2 \lambda \theta_{i}-1+\frac{4 \lambda \pi}{e^{4 \lambda \pi}-1}\right]}=0,
$$

where

$$
\begin{aligned}
h\left(\theta_{i} ; \lambda\right)= & -\frac{2 \lambda \theta_{i}^{2} e^{-\lambda \theta_{i}}}{1+\lambda}+\frac{3 \theta_{i} e^{-\lambda \theta_{i}}}{1+\lambda}-\frac{2 \lambda \theta_{i} e^{-\lambda \theta_{i}}}{(1+\lambda)^{2}}-\frac{4 \pi \lambda \theta_{i} e^{-\lambda \theta_{i}}}{\left(e^{4 \pi \lambda}-1\right)(1+\lambda)}+\frac{e^{-\lambda \theta_{i}}}{(1+\lambda)^{2}} \\
& -\frac{16 \pi^{2} \lambda e^{4 \pi \lambda} e^{-\lambda \theta_{i}}}{\left(e^{4 \pi \lambda}-1\right)^{2}(1+\lambda)}+\frac{4 \pi e^{-\lambda \theta_{i}}}{\left(e^{4 \pi \lambda}-1\right)(1+\lambda)}-\frac{4 \pi \lambda e^{-\lambda \theta_{i}}}{\left(e^{4 \pi \lambda}-1\right)(1+\lambda)^{2}}-2 \pi e^{-2 \pi \lambda}
\end{aligned}
$$

The equation above cannot be solved analytically. Thus, different numerical techniques can be performed to get a solution, by the use of any mathematical software (R, Python, Matlab, Mathematica...).

## 5. Applications

In this section, we illustrate the usefulness of the WML model. We fit the WML distribution to two practical data sets and compare the results with those of the fitted wrapped Lindley (WL), wrapped exponential (WE) and transmuted wrapped exponential (TWE) distributions. We estimate the unknown parameter(s) of each model by the maximum likelihood method. Also, the statistics Akaike information criterion (AIC) and Bayesian information criterion (BIC) are used to compare the four models. We recall that $A I C=2 k-2 l$ and $B I C=k \log (n)-2 l$, where $k$ is the number of parameters, $n$ is the sample size and $l$ is the maximized value of the log-likelihood function under the considered model.

Table 2
Estimated values, log-likelihood, AIC and BIC for the turtle data set

| Distribution | Estimates | $l$ | AIC | BIC |
| :---: | :---: | :---: | :---: | :---: |
| WML | $\hat{\lambda}=0.5605278$ | -118.2947 | 238.5895 | 240.9202 |
| WL | $\hat{\lambda}=0.7845654$ | -119.805 | 241.6101 | 243.9408 |
| WE | $\hat{\lambda}=0.4228703$ | -120.6474 | 243.2939 | 245.6256 |
| TWE | $\hat{\lambda}=0.7476771$ <br> $\hat{\Lambda}=-0.9515879$ | -117.9474 | 239.8949 | 244.5564 |

### 5.1 The turtle data set

The turtle data set was given by Rao and Sen Gupta (2001). It contains orientations of 76 turtles laying their eggs. This data set is also considered in Joshi and Jose (2017) with the WL distribution as contribution. The data are as given below.
$\{8,9,13,13,14,18,22,27,30,34,38,38,40,44,45,47,48,48,48,48,50$, $53,56,57,58,58,61,63,64,64,64,65,65,68,70,73,78,78,78,83,83,88,88$, $88,90,92,92,93,95,96,98,100,103,106,113,118,138,153,153,155,204$, $215,223,226,237,238,243,244,250,251,257,268,285,319,343,350\}$.

Table 2 gives the relevant numerical summaries for the four fits based on the turtle data set.

Figure 4 gives the graph of estimated pdf and cdf of the considered distributions for the turtle data set.


Figure 4
Estimated pdfs and cdfs of the considered distributions for the turtle data set.

Table 3
Estimated values, log-likelihood, AIC and BIC for the feldspar laths data set.

| Distribution | Estimates | $l$ | AIC | BIC |
| :---: | :---: | :---: | :---: | :---: |
| WML | $\hat{\lambda}=0.7131918$ | -175.7633 | 353.5265 | 356.4093 |
| WL | $\hat{\lambda}=0.9713978$ | -176.87271 | 355.7454 | 357.6575 |
| WE | $\hat{\lambda}=0.61212855$ | -182.8546 | 367.7091 | 370.5919 |
| TWE | $\hat{\lambda}=0.8836261$ <br> $\hat{\Lambda}=-0.74378339$ | -174.5348 | 353.0696 | 358.8352 |

### 5.2 Long-axis orientations of feldspar laths data

The feldspar laths data set was given by Fisher (1993). It contains the measurements of long-axis orientations of feldspar laths: a data of 133 measurements of feldspar laths in basalt direction in degrees as given below. $\{176,162,49,174,174,49,54,63,59,61,66,104,97,58,121,5,178$, $3,168,0,18,39,140,63,55,170,169,37,152,73,53,176,72,170,113,56,87$, $161,164,21,50,6,59,140,54,64,56,38,61,143,51,144,148,44,60,98,86$, $145,38,168,39,134,68,57,129,68,132,82,54,119,131,50,93,160,127,124$, $65,108,52,61,86,37,132,83,163,58,144,29,80,172,144,138,10,45,137$, $11,145,103,69,124,54,121,139,111,153,13,5,5,107,104,39,133,36,63$, $4,21,51,30,52,90,143,13,50,109,12,170,5,14,91,132,121\}$.

Table 3 gives the relevant numerical values for four fits based on long-axis orientations of the feldspar laths data set.


Figure 5
Estimated pdfs and cdfs of the considered distributions for long-axis orientations of the feldspar laths data set.

Figure 5 gives the graph of estimated pdf and cdf of the considered distributions for long-axis orientations of feldspar laths data set.

Thus, in Tables 2 and 3, the maximum likelihood estimates of the parameters for the fitted distributions along with likelihood, AIC and BIC values are presented for two different data sets. Based on the lowest values of the AIC and BIC (excepted the AIC for the TWE model in feldspar laths data set), the WML model turns out to be a better model than the WL, WE and TWE models. A visual comparison of the closeness of the fitted pdfs with the observed histograms of the data and fitted cdfs with empirical cdfs for different data sets are presented in Figures 4 and 5, respectively. These plots indicate that the proposed model provides a closer fit to these data sets.

## 6. Conclusion

In this article, we used the wrapping method to introduce a new circular distribution, called the WML distribution. A class of basic properties is also found here, including characteristic function, trigonometric moments, circular variance, circular standard deviation, skewness and kurtosis. The maximum likelihood method is employed for estimating the model parameters. Two applications of real life data fitting show good result in favor of the proposed distribution when compared to WL, WE and TWE distributions. Therefore, the proposed distribution may be considered as a good contribution to the existing knowledge.
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# THE DREARY LIVES AND DISMAL FUTURE OF TRANSGENDER IN COVID-19 CRISIS 
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#### Abstract

The people of the world are fighting together to survive the intensity of the second wave of Covid-19. The situation of the marginalized in the society is deplorable as social distance and denial of contacts are applied across the country to prevent and combat the spread of the disease. Transgender people who have been excluded from the mainstream of society are frustrated with the loss of livelihoods and security. The main objectives of this study are to analyze the miserable life experiences of transgender individuals who have been plunged into darkness and despair due to the epidemic, and to suggest solutions to overcome this predicament. It draws attention to the collective responsibility of the public and the political authorities surpass the pandemic crisis.
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## INTRODUCTION

The people of the world are fighting together to survive the intensity of the second wave of Covid-19. The situation of the marginalized in the society is deplorable as social distance and denial of contacts are applied across the country to prevent and combat the spread of the disease. Transgender people who have been excluded from the mainstream of society are frustrated with the loss of livelihoods and security. One of the most important consequences of the Covid-19 epidemic
is the changes it has brought to individual lives. The changes that take place in the mental level, emotions, thoughts and actions along with the social alienation are very intriguing, interesting and complex. Transgender people have always received help from community-based organizations, individuals, political parties and governments to move forward in overcoming economic crisis and social isolation. This global health crisis is regulating and controlling our lives and daily routines and shaping our anxiety and hope for the future.

## METHODOLOGY

The research work mainly focuses on the dreary lives and dismal future of transgender in covid-19 crisis period. The main objectives of this study are (a) To analyze the miserable life experiences of transgender individuals who have been plunged into darkness and despair due to the epidemic. (b) To assess the role of the Community Based Organizations (CBOs) in the crisis situation (c) To suggests solutions to overcome the covid-19 pandemic predicament. The study was conducted among 50 transgender in Thrissur district, the cultural capital of Kerala. The interview schedule was used for primary data collection. Descriptive research design and snowball sampling method were used for the study. Respondents belonged to the age group of 20 to 50 and were members of the 'Nila' and FICO (Foundation for Innovations and Cultural Organisation), the Community Based Organizations in Thrissur.

[^5]
## smachaknunny M <br> HHRATIREREVIEW

(ii) general. transgender people are alicnatal from the mainstream of society. Besides. (he) face a number of hardships in life. The following literature reviews help to understand the problemis experienced by transgender Individualsdurng the Covid-19 pandemie period.

Banerjee \& Rao (2020) in their article "The Graying Minority": Lived Experiences and Paychosocial Challenges of Older Transgender A Qualitative Exploration-explaic in India, iransgender people face difficitios as well a marginalization, sigma, and disecse, as well multiple survival threats, especially as ase well as emotional, and financiat tevels. Their en physical, social risk is high during this pandemic. No and takes the needs of older transender people seriously. Policies required for their welfare people he formulated and implemented. Their heath and wellbeing can only be ensured by raising of social awareness.

Harris \& Moss (2020) reveals Implementing policies designed for the health, welfare and security of the people is a fundamental responsibility of the respective government. These policies also aim at the economic development of the country. Each government faces a number of
challenges in overcoming the crises caused by the scourge of corona virus. Most importantly the economic repereussions are very worrying. While trying to work towards prosperity and survival, the high prevalence of the disease is a devastating reality facing all countries.

According to Pillay \& Barnes (2020) says, that Covid-19 poses new challenges to the nations of the world that are suffering from adverse conditions. It places more burdens on the government. Lockdown restrictions to reduce the spread of the disease create problems such as unemployment, poverty and mental health problems. In such countries, marginalized transgender groups are most affected. For them, this period has created fear; frustration and panic Losses of employment and financial crisis have disrupted their lives.

Poteat, Reisner et al (2020) analyses Covid19 pandemic has adversely affected transgender women, especially transgender women living with HIV. Difficulties in employment, income, food, and shelter indicate a high risk of violence against these gender minorities. HIV-infected transgender women with Covid-19 Symptoms rarely see the possibility of receiving care in city hospitals. Such hospitals are already overcrowded with Covid-19 patients. Such conditions increase the risk of disease transmission.

SOCIO-ECONOMIC PROFILEOF THE RESPONDENTS
Table: 1 Personal details of the respondents ( $\mathrm{n}=25$ )

| Socio - Economic Status | Category | Frequency | Percentage |
| :---: | :---: | :---: | :---: |
| Age | Below 20 | 6 | 12 |
|  | 20 to 30 | 12 | 24 |
|  | 3Ito 40 | 24 | 48 |
|  | Above 40 | 8 | 16 |
| Religion | Hindu | 36 | 72 |
|  | Christian | 10 | 20 |
|  | Muslim | 4 | 8 |

[^6]| Edacation | Prinar | 2 | 4 |
| :---: | :---: | :---: | :---: |
|  | $\mathrm{H}_{\text {che Schall }}$ | 8 | 16 |
|  | SSLC | 4 | 8 |
|  | Hisher Secondyry | 12 | 24 |
|  | UG | 13 | 26 |
|  | PG | 8 | 16 |
|  | Diglara | 3 | 5 |
| Oecapation | Unem; loyed | 22 | 44 |
|  | Self Employed | 4 | 8 |
|  | Working in NOO | 4 | 8 |
|  | Courier Service | 2 | 4 |
|  | Cleaning Wark | 4 | 8 |
|  | Sex Wark | 14 | 55 |
| Momthly Income | Up to 1000 | 28 | 50 |
|  | 1001 to 3000 | 8 | 16 |
|  | 3001 10 5000 | 6 | 12 |
|  | Above 5000 | 8 | 16 |
| Living Arrangement | Living Alone | 4 | 8 |
|  | Living with TG Friends | 24 | 48 |
|  | Living with Fard | 10 | 20 |
|  | Living with Partner | 4 | 8 |
|  | Hostel Lades | 8 | 16 |

## DISCLSSION

Table: 2 Economic Effects of Covid-19 Pandemic

| Unemployment |
| :--- |
| Poverty |
| Job Insecurity <br> Economic Crisis <br> Debt <br> Lockdown |
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The financial status of transgender people in India is deplorable. Transgender people do not get high paying jobs due to lack of higher education. Therefore, their economic status and standard of living remain very low. They are often unable to raise their living standards due to unemployment and meager income. The literacy rate of transgender people in Kerala is very high compared to other states. However, they have to migrate from villages to cities in search of employment opportunities. In the workplace, transgender people face exploitation and discrimination. During the Covid- 19 period, the economic status of transgender people remained very low. The transgender community has suffered from the social isolation, lockdowns and stigma. They are facing a crisis situation in the financial sector. Many transgender people do not have a home. In addition, there are transgender people who find it difficult to rent a living space or even meet basic needs. Many are worried about the loss of livelihoods during the lockdown. Transgender people have a habit of spending more than saving. During the Covid-19 epidemic, transgender people spent all their possessions without any personal collection.

Unemployment, poverty, disease, social stigma and financial vulnerability have also adversely affected the mental well being of transgender people. Few transgender people do not receive the assistance provided by the government due to lack of documents proving their transgender identity. The Covid-19 pandemic poses a formidable challenge to the lives of transgender people. Community Based Organizations are very helpful for them to face this situation with courage. Lockdowns seem to close the windows to the lives of transgender people, but it is only with the help of the
government that the unemployed can overcome this crisis. CBOs also enable them to survive this difficult period.

## PSYCHOLOGICAL EFFECTS OF COVID-19 PANDEMICAMONGTRANSGENDER

The global population is fully aware of the spread of Corona virus disease (Covid-19) and its physical symptoms. Everyone has the utmost care to take the necessary precautions against corona virus infection. In addition, everyone has a clear understanding of the disease and the health care that needs to be continued. However awareness of the psychological consequences of the Covid-19 pandemic is scarce in society. Research shows that this global problem is negatively affecting human thinking, emotions, and behavior. Post-traumatic strain, temper, and confusion are reported in an analysis of the psychological effects of quarantine on covid-19. It has been reported that increasing the duration of the quarantine leads to greater stress and decreased availability of food and water creates constant stress during the quarantine (Brooks et al., 2020).

Covid-19 Pandemic has adversely affected the lives of individuals. The situation of the transgender, a marginalized section of society, is now very deplorable and reprehensible. This is a special period in the history of the world where human beings are forced to live apart from their fellow human beings. The particular situation has adversely affected the mental wellbeing of individuals. Transgender people face this situation along with the misery of isolation, loneliness and their other rejected experiences in normal life. Therefore, it has psychologically farreaching consequences for them. This circumstance is a threat to the mental well being

[^7]
of transgender people. The following table describes the psychological distress experienced by transgender people through social isolation, infrequent contact, and other related problems. These are the psychological effects of the Covid-19 pandemic.

Table: 3 Psychological Effects of Covid-19 Pandemic

| Psychological Effects |  | Frequency | Percent |
| ---: | :--- | :---: | :---: |
| 1 | Anxiety | 50 | 100 |
| 2 | Anger or Angry | 40 | 80 |
| 3 | Boredom | 50 | 100 |
| 4 | Depression | 45 | 90 |
| 5 | Fear | 40 | 80 |
| 6 | Fatigue | 48 | 96 |
| 7 | Hate | 40 | 80 |
| 8 | Hopelessness | 40 | 80 |
| 9 | Irritation | 44 | 88 |
| 10 | Insomnia | 36 | 72 |
| 11 | Loneliness | 50 | 100 |
| 12 | Laziness | 46 | 92 |
| 13 | Low self esteem | 20 | 40 |
| 14 | Suicidal tendency | 48 | 60 |
| 15 | Tension | 46 | 96 |
| 16 | Stress and Strain | 40 | 92 |
| 17 | Sadness | 40 | 80 |
| 18 | Unhappiness |  | 80 |

It is clear from these psychological effects that a pandemic is not just a medical phenomenon and that such conditions abruptly affect individuals' mental state, thoughts, feelings, emotions, and actions. The findings of this study show that individuals should give the same importance to maintaining mental health as they do to physical health, which requires conscious effort on the part of individuals. This Pandemic Period also provides us with the psychological training that we need to be aware of the changes in the mental state of the individual due to the social environment and circumstances. There is a close relationship between the mental wellbeing of transgender individuals and their personal issues. They are neglected and ridiculed in all walks of life.

Transgender people experience personal and internal conflicts and social discrimination. For them, the travel ban, contact ban, celebration ban, isolation caused by social distance and quarantine created by the Covid- 19 Pandemic, low level of economic status, insecurity and unemployment are always negatively related. These psychological effects are the result of the interaction of all these factors. The anxieties and difficulties experienced during the pandemic period later come out as negative emotions. These are the common emotions and their expression that occur when even the primary needs are not satisfied. Transgender people face many critical issues due to extreme degree of discrimination. Covid-19 Pandemic deepened it. Fear, anger, irritation and tension are expressed as uncertainty about the future. Lack of financial security creates tension and increases anxiety and loss of happiness. In addition,
 Modem Thamizh Research (A Quarterly International Multilateral Thamizh Journal) 3 to 5 June, 2021 - Special Issue (ISSN : 2321-984X) Three Days Multi-Disciplinary International Webinar On "The Impact of Liberalization, Privatization and Globalization [ICLPG-2021]" Organized by: P.G. \& Research Department of History, C. Abdul Hakeem College (Autonomous), Melvisharm, Ranipet District, Taminadu.
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ambiguities aboun the future deitroy expectations Loss of vitality and hope leads to severe depression. Feclings of failure and negative thoughts fower their self-esteem: Loneliness, sadness and guilt lead to suicidal tendencies. Covid-19 Pandernic throws the lives of transgender

## ROLEOFCOMMUNITY BASED ORGANIZATIONS IN COVID-19 CRISIS

Community based organizations are the ones that constantly come to the rescue of transgender people in all their difficulties. During the Covid -19 epidemic, the CBOs were at the forefront of providing them with everything they needed. 'Nila' and 'Foundation for Innovations and Cultural Organization' (FICO) are the two main organizations working for TGs in Thrissur district.

* Transgender people often have health problems. But during the lockdown, they had no facilities to go to the hospitals or visit the doctor and get the necessary medical care. In this helpless situation, the CBO officials took the initiative to conduct an ontine consultation with the doctor and to buy all the medicines prescribed for them free of cost on time.
* The food kits provided by the government through the Department of Social Justice were taken over by the CBO officials and delivered responsibly to the transgender homes.
$\because$ They sought to assist transgender people by maintaining constant contact with wellwishers, organizations, organizations, charitable societies, corporate executives, and public figures. During the lockdown, the CBOs paid special attention to storing and
providing essential food grain kits lo hels. transgender people survive withor starvation.
\% During this Covid-19 period, the govenamest issued food kits three times exclanively for all transgender individuals who applied for an ID card. It was supplied to transpender people through CBOs.
* When the Department of Social Justice low the initiative to vaccinate transgender people against the corona vaccine as a preventive measure, the two CBOs worked together to make the event a success. Fifty-fivs transgender people were vaccinated tha day.
* Under the leadership of $\mathrm{CBO}-\mathrm{Nila}^{-1}$ a webinar on "Corona and Immunization and Transgender Life" was organized to create awareness among the community menben.
$\%$ To protect the environment, ont the ocereir of World Environment Day on June 5, the organizations provided an opportunity for transgender people to plant 101 plants.
$\therefore$ The CBOs took special care to organims online meetings of the Executive Commiter to coordinate all the activities of the panderis period.
$\because \quad$ With the effective use of social media organizations have been able to stay in toud with transgender people, even during the lockdown period. Transgender people wett greatly relieved to receive assistance tiruth the timely intervention of organizations.
$\because$ They suffered from lockdowns and unemployment, and lost even their hornatr medicine due to the financial crisis. Bl s

[^8]- Give transgender people all the rights and benefits required by the Constitution.
- Appoint a planning committee consisting of experts in the fields of sociology and economics to find out what is needed for the all-round growth of transgender people.
- Form a Planning Committee comprising of transgender representatives.
- Give special consideration to transgender people in the Five Year Plan.
- Provide government appointments for transgender people according to their educational qualifications.
- Implement reservation in government jobs for transgender people.
- The money required for sex reassignment surgery (SRS) should be deposited by the government in the hospital account in a timely manner.
- Give financial assistance to all homeless transgender people to build their own home.
- Provide special protection for transgender people in emergencies such as floods and epidemics.
- Train transgender people to acquire what they need to live with hope, to achieve higher status through self-effort, and to develop skills.
- Disseminate programs on social media in a way that helps to cultivate a positive attitude about transgender people in the public.
- Provide necessary medical care to transgender people.
- Ensure awareness and quarantine facilities on precautionary measure especially for

[^9] challenges posed by the miserable livint ( Organized by PG. \& Research Departmenal Webinar On 'The Impact Journal) 3 to 5 June, 2021 . Special Issue (ISSN 2321.9011 Aganes by. a a Research Department of History. C "The Impact of Liberalization, Privatization and Globalization |CLPG2021"


conditions of marginalized minorities. Transgender people are doubly affected by the isolation and loneliness created by social distance and lockdowns. Their lives, mixed with despair, helplessness and neglect, are a question mark in the eyes of the world's conscience. We must be able to protect the human rights and constitutional denials that are being destroyed in the lives of transgender people who are melting in the furnace of life experiences. Only then will we enter the freedom of liberation from the framework of sectarianism. It is the responsibility of society to bring the lives of transgender people, who have sunk into the misery of the epidemic, into the light of survival.
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#### Abstract

Helicanthes elasticus growing on six different hosts produced different gas chromatograph profiles indicating the influence of host on the metabolite production of parasite. 1,2,3-benzenetriol (pyrogallol) and methyl-3,4,5-trihydroxybenzoate (methyl gallate), which were identified in all of the accessions were considered as gas chromatograph marker compounds of the methanolic extract of the parasite. Some assisted marked compounds obtained from this hemi-parasitic plant and their presence were found to differ among the hosts. Occurrence of various other active ingredients particular to the parasite collected from different hosts were also detected. UPGMA cluster analysis based on the 13 different compounds clearly showed the influence of host on the phytochemical production. Parasitehost interaction leads to phytochemical mosaicism in the selected hemiparasitic plant and such a phenomenon is highly significant for their utilization in various fields of the pharmaceutical industries.


Key words: Helicanthes elasticus, hemiparasite, GC-MS, 1,2,3-benzenetriol, methyl-3,4,5-trihydroxybenzoate.
Abbreviations: GC, gas chromatography; HEA, H. elasticus obtained from Anacardium occidentale; HEC, H. elasticus obtained from Citrus maxima; HEH, H. elasticus obtained from Hevea brasiliensis; HEM, H. elasticus obtained from Murraya koenigii; HEN, H. elasticus obtained from Nerium oleander; HES, H. elasticus obtained from Saraca asoca; MS, mass spectrometry; RT, retention time.

## Introduction

Loranthaceae, the most widely dispersed family of parasitic plants known as mistletoes, has been afflicted by alarming rates of generic and specific level misidentification (Franklin 2017). They are primarily pantropical in distribution, with a range that includes temperate zones in the southern hemisphere (Rajasekaran 2007). The family is particularly interesting because it is a monophyletic group that comprises both terrestrial and aerial root parasites (Wilson, Calvin 2006). Furthermore, despite being a minor component of vegetation in forest and woodland ecosystems, mistletoe has a significant impact on species richness and is regarded as a keystone resource (Watson 2001). Loranthaceae has over 1000 species in 74 genera and is primarily distributed in tropical areas (Barlow et al. 1989). In India, Loranthaceae comprises nine genera and 35 species with Dendrophthoe, Helicanthes, Macrosolen, Tolypanthes, Helixanthera, Taxillus, and Scurulla being the most extensively spread in South India (Thriveni 2013).

Helicanthes elasticus (Desv.) Danser is a robust parasite with dichotomous branching and subsessile and decussate leaves. Flowers are produced in short axillary fascicles with a very small bract. Their calyx is cupular and corolla lobes
are twisted and interlocked after anthesis. Flowers often produce five stamens with narrowly oblong anthers. The style is linear and stigma obovoid. The fruit is a globose berry. The branches are woody and are swollen at nodes (Sasidharan, Sivarajan 1996). It is one of the most delicate mistletoes, and can grow rapidly over the host. When infested, it produces a number of haustoriferous runners or epicortical roots from its base to all sides. Within a short period, the parasite creates a network over the host and it branches profusely, which helps the mistletoe to establish even on the vertical smooth trunks of trees. The dead parasite can be distinguished by the netlike haustorial growth, dichotomous branching and swollen nodes (Shanavaskhan, Sivadasan 2009). H. elasticus is a generalist parasite having a capacity to grow on diversified plant species including angiosperms and gymnosperms.

Among the members of Loranthaceae found in Kerala, this parasitic species showed maximum diversity in the number of host trees. A wide variety of plants were infected by this Loranthacean member and each host plant might have some influence on the growth pattern of this parasite. Nearly 73 trees belonging to different families were already reported as hosts of this plant (Sunil Kumar et al. 2015; Ajith Kumar, Mathew 2020). It was reported by Scot (1871) that
trees with bark having acrid, bitter or astringent qualities, and which produce limbid or milky juice, are less affected by Loranthacean members. However, the plant H. elasticus can infest the latex-producing Hevea brasiliensis, volatile oilcontaining Citrus species (Shanavaskhan, Sivadasan 2009) and heavy barked trees like Terminalia (Sunil Kumar et al. 2015). The morphology, anatomical features, physiological behavior, phytochemical content or even genetic makeup of the parasite could be affected by the host. There are citations in famous Ayurvedic literature about the mistletoes. It was mentioned by Susrutha (ancient Indian physician known today as Father of Surgery) that the properties of this parasitic plant varies between hosts. Also, Raja Nighantu, an ancient Ayurvedic work by Narahari, states that along with the phytochemical properties of the mistletoe, it also shows the properties of host plant in which they grow (Namboothiri 2011). Influence of the host plant on the chemical composition of mistletoe and dependence of its medicinal properties on the host species were shown in the case of Dendrophthoe falcata (Indrani, Balasubhramanian 1985). It was reported that D. falcata grown on Calotropis gigantea improved cognitive function (Warrier et al. 1996) and the same plant infected on Shorea robusta was found to be effective in the treatment of paralysis, and the plant obtained from Tamarindus indica was used for treating impotency (Jain,1965). The importance of the host's function in the production of biologically active substances by the parasitic plants growing was well explained by these findings.

The major aim of the present study was to analyze the role of host tree in the production of biologically significant compounds in H elasticus. For this, gas chromatographymass spectrometry (GC-MS) was used to determine the differences in the occurrence of such compounds in this hemi-parasitic plant collected from six different hosts. Mass spectroscopy (MS) coupled with gas chromatography (GC) can detect compounds and is used for direct analysis of chemical components present in herbal medicine. It has proved to be highly suitable for the analysis of nonpolar components, volatile essential oils, fatty acids, lipids and alkaloids (Betz et al. 1997). Various chemical compounds eluted in the extraction process were identified and quantified based on their retention value and with matching spectra. MS analyzes the compounds eluted at different times to identify their nature and structure. The large compounds break into smaller ones giving different peaks at different $\mathrm{m} / \mathrm{z}$ ratios. The fingerprint obtained from the analysis consists of different peaks, each denoting a specific compound and the height of the peaks determines their quantity. The fingerprint is the GC chromatogram for a particular extract of a plant, it is unique and hence can be used for the correct identification and authentication of a particular plant or drug. Comparison of the chromatogram and eluted compounds serves as an effective tool to analyze the influence of hosts on them.

## Materials and methods

## Plant material

Fresh and tender twigs of Helicanthes elasticus growing on six host plants (Nerium oleander, Hevea braziliensis, Citrus maxima, Saraca asoca, Anacardium occidentale and Murayya koeinigii) were collected from various sites places of the Ernakulam District $\left(10.0718^{\circ} \mathrm{N}, 76.5488^{\circ} \mathrm{E}\right)$, Kerala, India. The branches of the hosts affected with parasite were also collected at a distance of 50 cm from the point of infection. Both the hosts and parasites collected were identified using reference books (Gamble 1967; Sasidharan, Sivarajan 1996; Nayar et al. 2006). Specimens of $H$. elasticus collected from selected hosts were entered in the herbarium of the Department of Botany, St. Teresa's College (Autonomous), Ernakulam, Kerala. Twigs of $H$. elasticus collected from above six host plants were shade dried for a month and powdered.

## Extract preparation

A sample of 20 g powder of parasitic accessions was extracted in 200 mL methanol for 10 h in a Soxhlet apparatus and the extract was concentrated to 10 mL using a rotary evaporator, 2 mL of each were stored in cuvettes and used for GC-MS analysis.

## GC-MS analysis

The GC-MS analysis of the extract was performed using a model QP 2010 series Shimadzu, Tokyo, Japan equipped with a Rxi-5Sil MS fused silica capillary column of 30 m length, 0.25 mm diameter and $0.25 \mu \mathrm{~m}$ film thickness. Helium gas was used as the carrier gas at a constant flow rate of $1 \mathrm{~mL} \mathrm{~min}^{-1}$ and $1 \mu \mathrm{~L}$ of the sample was manually injected in split mode. Injection temperature was set at 200 ${ }^{\circ} \mathrm{C}$, at a flow control mode in linear velocity of $36.3 \mathrm{~cm} \mathrm{~s}^{-1}$. The oven temperature was programmed from 50 to $280^{\circ} \mathrm{C}$ at a rate of $5{ }^{\circ} \mathrm{C} \mathrm{min}{ }^{-1}$ increase and retained for about 5 min at the end. The total running time of the GC-MS was 51 min. MS parameters were $200^{\circ} \mathrm{C}$ ion source temperatures and $280^{\circ} \mathrm{C}$ interface temperatures.

Identification of the components in the extracts was assigned by the comparison of their retention indices and mass spectra fragmentation patterns with those stored in the computer library and also with published literature. The relative amount of each compound in percentage was determined by comparing its average peak area to total area. The NIST011s.LIB, WILEY8 LIB library source was used for matching the identified components from the plant materials. This was carried out in order to determine whether the species contain group of compounds or any individual compound that gives proof for its use in current commercial and tradition as a herbal medicine (Manickam, Periyasami 2014).


Fig. 1. GC chromatogram of H. elasticus growing on Nerium oleander (HEN).

## Dendrogram construction

Based on the comparative analysis of selected chemical compounds identified in parasitic samples, a Jaccard's similarity index table was produced and an UPGMA tree was constructed based on this index to determine the similarity among the six accessions of H. elasticus obtained from six different hosts

## Results

H. elasticus growing on Nerium oleander (HEN) produced 13 peaks in the chromatogram (Fig. 1) representing 13 different compounds; 1,2,3-benzenetriol with retention time (RT) value 17.980 had a maximum area percentage of 91.76, while the other peaks found were relatively small and had a lower area (Table 1). The parasite on Hevea brasiliensis showed the occurrence of 21 different peaks (Fig. 2) and 1,2,3-benzenetriol (74.88\%) and 1,3,4,5-tetrahydroxycyclohexane carboxylic acid ( $10.13 \%$ ) were the most prominent compounds. Other biologically active
compounds like hexadecanoic acid, 1,2-benzenediol and nonanoic acid were also present in the H. elasticus growing on Hevea brasiliensis (Table 2). The H. elasticus parasitic on Citrus maxima showed 10 peaks with 1,2,3-benezenetriol having the largest area percentage ( $68.65 \%$ ) and having RT of 18.036 (Fig. 3, Table 3).
H. elasticus grown on Saraca asoca showed 18 peaks (Fig. 4) of which the largest area percentage was shown by $1,2,3$ benzenetriol with $51.59 \%$ and RT 17.958, followed by 1,3,4,5-tetrahydroxy-cyclohexane carboxylic acid with $33.40 \%$ and RT 24.191. Other important compounds found in the extract of the parasite were 1,2-benezenediol, diglycerol, hexadecanoic acid, oxalic acid etc. (Table 4). H. elasticus obtained from Anacardium occidentale produced 16 peaks (Fig. 5), of which 1,2,3-benzenetriol formed the main compound with $63.36 \%$ area, followed by $1,3,4,5$ tetrahydroxy-cyclohexane carboxylic acid with $26.67 \%$. Brenzkatechin, 2-amino-succinamic acid, thymine, etc. were also present in the extract (Table 5). Analysis of $H$. elasticus growing on Murayya koeinigii (HEM) showed 23

Table 1. GC-MS peak report of methanolic extract of H. elasticus obtained from Nerium oleander (HEN) with compounds detected

| Peak No. | RT | Compound | Area (\%) |
| :--- | :---: | :--- | :---: |
| 1 | 13.183 | N-methyl-N-aminosulfonyl-N-methylsulfonylamine | 0.09 |
| 2 | 13.316 | 1,2-Benzenediol | 0.47 |
| 3 | 17.980 | 1,2,3-Benzenetriol | 91.76 |
| 4 | 18.649 | Cyclohexanone, dimethylhydrazone | 0.10 |
| 5 | 21.939 | Nonanoic acid, methyl ester | 0.29 |
| 6 | 22.760 | 1-Butanol, 3-methyl- | 0.10 |
| 7 | 23.421 | 3-Nitropentan-2-ol | 0.13 |
| 8 | 23.458 | Isobutyl alcohol-2-d1 | 0.06 |
| 9 | 23.842 | Butyric acid, 3-methylbutylester | 1.08 |
| 10 | 27.281 | Butanoic acid | 0.10 |
| 11 | 29.458 | Methyl 3,4,5-trihydroxybenzoate | 3.34 |
| 12 | 30.767 | Hexadecanoic acid, methyl ester | 2.43 |
| 13 | 46.233 | Ethyne, fluoro- | 0.04 |



Fig. 2. GC chromatogram of H. elasticus growing on Hevea brasilensis (HEH).
different peaks (Fig. 6) with 1,2,3-benzenetriol being the main compound with RT 17.955 and $62.74 \%$ area. Other important compounds indicated included 1,2-benzenediol, 2-heptamine, propiolic acid, hexadecanoic acid, acetic acid, nitrous acid, heptadecanoic acid, butanoic acid etc. (Table 6).

An UPGMA tree was produced based on the Jaccard's similarity index. It classified the six accessions of H. elasticus collected from six different host plants into three clusters (Fig. 7). Cluster I comprised HEN and HEH, Cluster II with HEC and HEM and Cluster III with HES and HEA. The accessions of Cluster II showed maximum similarity of

77\% with Cluster III in the bioactive compounds obtained (Table 7) with GC-MS. Cluster I formed a separate branch in the tree and was joined to the other clusters with more similarity with accessions of Cluster II.

## Discussion

Parasitic plants, especially the obligate hemiparasites mistletoes, depend on hosts for water and nutrients and differ in their host use preference and specificity (Calder, Bernhardt 1983; Press, Graves 1995). Apart from this, chemical signalling or specific chemical interactions occur

Table 2. GC-MS peak report of methanolic extract of $H$. elasticus obtained from Hevea brasiliensis (HEH) with compounds detected

| Peak No. | RT | Compound | Area (\%) |
| :--- | :---: | :--- | :---: |
| 1 | 6.014 | 2,3-Dihydroxy propanal | 0.20 |
| 2 | 9.797 | Methoxy cyclobutane | 0.14 |
| 3 | 11.756 | 2,3-Dihydro-3,5-dihydroxy-6-methyl-4H-pyran-4-one | 0.16 |
| 4 | 12.017 | Formic acid, ethenyl ester | 0.21 |
| 5 | 13.323 | 1,2-Benzenediol | 1.51 |
| 6 | 13.425 | p-Mesyloxyphenol | 0.17 |
| 7 | 13.467 | 2-Furancarboxaldehyde, 5-methyl- | 0.12 |
| 8 | 14.008 | 2-Furancarboxaldehyde, 5-(hydroxymethyl)- | 0.20 |
| 9 | 18.052 | 1,2,3-benzenetriol | 74.88 |
| 10 | 18.317 | Hexane-1,6-bisurea, n', n"-bis(1,2,4-triazol-3-yl)- | 0.04 |
| 11 | 21.953 | Tetradecanoic acid, 12-methyl-, methyl ester | 0.14 |
| 12 | 22.791 | Propanedioic acid, propyl- | 0.09 |
| 13 | 24.183 | 1,3,4,5-Tetrahydroxy-cyclohexanecarboxylic acid | 10.13 |
| 14 | 24.970 | D-glycero-D-galacto-heptose | 1.17 |
| 15 | 26.308 | 1-Butanol, 3-methyl- | 0.25 |
| 16 | 26.584 | Nonanoic acid, methyl ester | 0.12 |
| 17 | 29.596 | Methyl 3,4,5-trihydroxybenzoate | 5.80 |
| 18 | 29.989 | Beta-D-glucopyranose, 1,6-anhydro- | 1.87 |
| 19 | 30.777 | Hexadecanoic acid, methyl ester | 1.48 |
| 20 | 31.435 | Hexadecanoic acid | 0.93 |
| 21 | 34.101 | Methyl-9-octadecenoate | 0.40 |



Fig. 3. GC chromatogram of $H$. elasticus growing on Citrus maxima (HEC).

Table 3. GC-MS peak report of methanolic extract of H. elasticus obtained from Citrus maxima (HEM) with compounds detected

| Peak No. | RT | Compound | Area (\%) | 0.43 |
| :--- | :---: | :--- | :---: | :---: |
| 1 | 11.768 | 2,3 -Dihydro-3,5-dihydroxy-6-methyl-4H-pyran-4-one | 68.65 |  |
| 2 | 18.036 | $1,2,3-$-Benzenetriol | 0.10 | 0.20 |
| 3 | 18.308 | Methyl 5-oxo-2-pyrrolidinecarboxylate | 8.42 | 4.31 |
| 4 | 21.969 | Undecanoic acid, methyl ester | 0.16 |  |
| 5 | 24.067 | $1,3,4,5-$ Tetrahydroxy-cyclohexanecarboxylic acid | 15.12 | 1.03 |
| 6 | 24.233 | $1,3,4,5-$ Tetrahydroxy-cyclohexanecarboxylic acid |  |  |
| 7 | 27.314 | Decanoic acid | 1.59 |  |
| 8 | 29.635 | Methyl 3,4,5-trihydroxybenzoate |  |  |
| 9 | 30.799 | Hexadecanoic acid, methyl ester |  |  |
| 10 | 31.466 | Hexadecanoic acid |  |  |



Fig. 4. GC chromatogram of H. elasticus growing on Saraca asoca (HES).
between mistletoes and their hosts as they require contact signals to recognize a host to initiate the development of the haustorium for its establishment (Desale et al. 2016). Such factors are called haustorium-inducing factors (Jamison, Yoder 2001). Some require chemical signals such as strigolactones for germination of their seeds on the host
surface (Xie et al. 2010; Cavar et al 2015). It was reported that haustorium-inducing factors might be species specific and activate specific recognition sites in particular parasites or host plants, which leads to paratite establishment (Tomilov et al. 2006).

The host-parasitic interaction is an ongoing process

Table 4. GC-MS peak report of methanolic extract of H. elasticus obtained from Saraca asoca (HES) with compounds detected

| Peak No. | RT | Compound | Area (\%) |
| :--- | :---: | :--- | :---: |
| 1 | 13.330 | 1,2-Benzenediol | 0.60 |
| 2 | 15.405 | 2,5-Cyclohexadiene-1,4-dione compound with 1,4-benzenediol | 1.04 |
| 3 | 15.558 | 7-Oxa-1-azabicyclo[3.2.1] octane, 5-methyl- | 0.20 |
| 4 | 17.958 | 1,2,3-Benzenetriol | 51.59 |
| 5 | 18.225 | 1-Proline, 5-oxo-, methyl ester | 0.08 |
| 6 | 21.555 | 2-Tert-butyl-4-(1,1,3,3-tetramethylbutyl) phenol | 0.19 |
| 7 | 24.191 | 1,3,4,5-Tetrahydroxy-cyclohexanecarboxylic acid | 33.40 |
| 8 | 25.575 | Diglycerol | 0.13 |
| 9 | 25.618 | Mome inositol | 0.91 |
| 10 | 29.026 | Butanoic acid, 3,7-dimethyl-6-octenyl ester | 0.92 |
| 11 | 29.537 | Methyl 3,4,5-trihydroxybenzoate | 6.18 |
| 12 | 29.898 | 9-Dodecen-1-ol (Z)- | 0.23 |
| 13 | 30.167 | Oxalic acid, cyclobutyl ethyl ester | 0.29 |
| 14 | 30.315 | Dodecanoic acid | 0.57 |
| 15 | 30.797 | Tetradecanoic acid, 12-methyl-, methyl ester | 0.69 |
| 16 | 31.456 | Hexadecanoic acid | 2.07 |
| 17 | 34.310 | Cyclohexanol, 5-methyl-2-(1-methylethyl) | 0.59 |
| 18 | 34.760 | 4-Pentenal, 2,2-dimethyl | 0.30 |

that alters the chemical profile of both hosts and parasite. Differences in the number of phytochemical components, colour and health-promoting properties found altered in parasitic plants depend on the host on which it is parasitic and on the particular organs of the parasite (Renata et al 2020). Stem parasitic plants show different metabolic profiling and changes during parasitization and such differences are reflected in their life style and morphology (Takeshi et al. 2016)

In the present study the GC chromatograms and peaks obtained from the methanolic extract of H. elasticus accessions differed depending on the host. All of the eluted compounds were carefully examined and it was found that 13 different compounds could be considered as the products of $H$. elasticus and that their relative occurrence in different parasitic accessions was greatly
influenced by the respective hosts (Table 8). Among these, two compounds were considered as marker compounds of the parasite, whereas some were recognized as assisted marker compounds that did not occur in all samples of $H$. elasticus, but were solely of parasitic origin. The presence of these assisted marker compounds was greatly influenced by the hosts species. 1,2,3-benzenetriol (pyrogallol) and methyl-3,4,5-tri-hydroxybenzoate (methylgallate) were the two major compounds found in all samples of H. elasticus, irrespective of their host and these two were the marker compounds of the methanolic extract of the parasite. The weight percentage ratio of these marker compounds found also varied among the host plants. The largest quantity of pyrogallol was obtained in HEN and least from HEC, whereas methyl gallate occurred in highest amount in the accession HEC and least in HEN. Other accessions


Fig. 5. GC chromatogram of H. elasticus growing on Anacardium occidentale (HEA).

Table 5. GC-MS peak report of methanolic extract of H. elasticus obtained from Anacardium occidentale (HEA) with compounds detected

| Peak No. | RT | Compound | Area (\%) |
| :--- | :---: | :--- | :---: |
| 1 | 5.585 | 2(3H)-Furanone | 0.34 |
| 2 | 5.675 | Propanedioic acid | 0.05 |
| 3 | 11.764 | 2,3-Dihydro-3,5-dihydroxy-6-methyl-4H-pyran-4-one | 0.77 |
| 4 | 12.032 | Delta(1,1')-biurea | 0.24 |
| 5 | 13.200 | Brenzkatechin | 0.22 |
| 6 | 13.392 | (CH3)3CD | 0.47 |
| 7 | 13.425 | 2-Amino-succinamic acid | 0.22 |
| 8 | 13.475 | Trifluoro-ethene | 0.06 |
| 9 | 15.401 | 2,5-Cyclohexadiene-1,4-dione compound with 1,4-benzenediol | 0.60 |
| 10 | 17.989 | 1,2,3-Benzenetriol | 63.36 |
| 11 | 18.267 | Alpha-aminoisobutyronitrile | 0.00 |
| 12 | 18.342 | Thymine | 0.01 |
| 13 | 18.769 | 2,5-Cyclohexadiene-1,4-dione compound with 1,4-benzenediol | 0.19 |
| 14 | 24.254 | 1,3,4,5-Tetrahydroxy-cyclohexanecarboxylic acid | 26.67 |
| 15 | 24.708 | (CH3)3CD | 0.34 |
| 16 | 29.590 | Methyl 3,4,5-trihydroxybenzoate | 6.45 |

also showed a large area percentage for these compounds. Both these compounds are phenolic derivatives that likely have a crucial role in parasitic adaptations. Converting surface phenolics to benzoquinons by parasitic derived oxidase enzymes acts as developmental signals for the transition from vegetative to parasitic growth (Kim et al. 1998). It has also been reported that a wide range of simple phenols can cause the establishment of haustoria in parasitic Scrophulariaceae members (Lynn, Chang 1990; Chang, Lynn 1986). The compound 1,3,4,5-tetrahydroxy cyclohexane carboxylic acid was also detected in all parasite sample except HEN. This compound was detected in its host Nerium oleander. The following compounds were found in all parasite accessions with the exception of those given in brackets: 1,2 benzenediol (except in HEC and HEA), hexadecanoic acid (except in HEN and HEA)
and 2,3-dihydro-3,5-dihydroxy-6-methyl-4H-pyran-4one (except in HEN and HES). Among these compounds hexadecenoic acid was detected in Citrus maxima (the host of HEC) and 2,3-dihydro-3,5-dihydroxy-6-methyl-4H-pyran-4-one in three host species: Nerium oleander, Citrus maxima and Anacardium occidentale. Absence of some of these compounds in hemi-parasitic plant samples collected from different hosts might be due to the hindrance in their production by the respective hosts. The marker compound 1,2,3-benzenetriol of the parasite found in the host plants Hevea brasiliensis, Saraca asoca and Anacardium occidentale could be derived from the attached parasite H. elasticus. Similarly, hexadecanoic acid and 2,3-dihydro-3,5-dihydroxy-6-methyl-4H-pyran-4-one are also transported from the parasite to the respective hosts. Absence of these compounds in some samples of


Fig. 6. GC chromatogram of H. elasticus growing on Murraya koenigii (HEM).

Table 6. GC-MS peak report of methanolic extract of H. elasticus obtained from Murraya koenigii (HEA) with compounds detected

| Peak No. | RT | Compound | Area (\%) |
| :--- | :---: | :--- | :---: |
| 1 | 5.237 | Propiolic acid | 1.34 |
| 2 | 9.729 | Ethyl 6-oxo-5-propylheptanoate | 0.19 |
| 3 | 11.757 | 2,3-Dihydro-3,5-dihydroxy-6-methyl-4h-pyran-4-one | 0.80 |
| 4 | 13.322 | 1,2-Benzenediol | 1.95 |
| 5 | 15.758 | Butyl 1-methyl-2-pyrrolidinecarboxylate | 0.10 |
| 6 | 17.048 | l-Proline, 1-methyl-5-oxo-, methyl ester | 0.54 |
| 7 | 17.955 | 1,2,3-Benzenetriol | 62.74 |
| 8 | 18.258 | Methyl 5-oxo-2-pyrrolidinecarboxylate | 4.53 |
| 9 | 18.758 | 3-Butyn-2-ol | 0.11 |
| 10 | 18.817 | 2-Heptanamine | 0.17 |
| 12 | 20.326 | Pyrrolin-2-one-5-methanol, N-methyl- | 4.08 |
| 13 | 21.960 | Methyl 6-hydroxycaproate | 0.14 |
| 14 | 22.797 | Propane, 2-methoxy-2-methyl | 0.21 |
| 15 | 24.109 | 1,3,4,5-Tetrahydroxy cyclohexanecarboxylic acid | 10.92 |
| 16 | 27.300 | Nitrous acid, 3-methyl butyl ester | 0.22 |
| 17 | 29.011 | 1-Acetyl-1H-pyrazole | 0.16 |
| 18 | 29.091 | Butanoic acid | 0.04 |
| 19 | 29.567 | Methyl 3,4,5-trihydroxybenzoate | 6.97 |
| 20 | 30.067 | Acetic acid, cyano- | 0.21 |
| 21 | 30.217 | 2-Methyl-5-hexen-3-ol | 0.26 |
| 22 | 30.786 | Heptadecanoic acid, methyl ester | 1.03 |
| 23 | 31.456 | Hexadecanoic acid | 3.22 |



Fig. 6. Jaccard's UPGMA tree based on the occurrence of 13 compounds among six accessions of Helicanthes elasticus.
Table7. Jaccard's similarity matrix based on the occurrence of 13 compounds among six accessions of H. elasticus

|  | HEN | HEH | HEC | HES | HEA | HEM |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| HEN | 1 |  |  |  |  |  |
| HEH | 0.615 | 1 |  |  |  |  |
| HEC | 0.385 | 0.62 | 1 | 1 | 1 |  |
| HES | 0.385 | 0.62 | 0.54 | 0.69 | 0.62 | 1 |
| HEA | 0.385 | 0.46 | 0.69 | 0.62 |  |  |
| HEM | 0.462 | 0.54 | 0.77 |  |  |  |

H. elasticus might be due to the influence of hosts during the establishment of parasite. Such cases were previously reported in the holoparasitic plant Cuscuta reflexa in which GC-MS analysis the plant obtained from two hosts Cassia fistula and Ficus benghalensis differed in phytochemical constituents (Bais, Kakkar 2013; Bais, Kakakr 2014). Region dependent variation in phytoconstituents was also reported in ethanolic extract of Cuscuta reflexa assessed by GC-MS (Rai et al. 2016). Marked variation in secondary metabolites also occurred in the ethanolic bark extract of Loranthus longiflorus growing on Casuarina equisetifolia and Ficus religiosa (Chandrakasan, Neelamegham 2011a) and Ficus religiosa had greater tannin content in bark samples of Loranthus longiflorus than Casuarina equisetifolia (Chandrakasan, Neelamegham 2011b).

Transfer of specific compounds from parasite to host cells could be considered as a suppressing signal molecule that suppresses the so-called immune system of the host plant such that the parasite can establish within the hosts. Resistant host plants detect parasite molecules for immune system activation to eradicate the parasite, while the parasitic derived compounds have virulence functions such as host immunity suppression (Saucet, Shirasu 2016). Such a dynamic nature of adaptation often leads to co-evolution among the partners of the interaction and thereby leads to speciation. During such host-parasitic interactions, some chemical molecules might be transferred from parasite to hosts and hence such molecules would not be get detected in parasite samples. 1,3,4,5 tetrahydroxy cyclohexane carboxylic acid and 2,3-dihydro-3,5-dihydroxy-6-methyl-4H-pyran-4-one played such a role in $H$. elasticus growing on Nerium oleander, which can explain why these compounds were completely absent in the parasite but detected in the host plant. These compounds might get transported from the parasite to the host as soon as it was synthesized through the haustoria as a chemical signal that
supported the parasite's survival on the particular host by reducing its fitness. The exchange of potential defense signalling molecules between host and parasite through a haustorial interface is well established in many parasitic plants (Christopher et al. 2019). Chemical signals in the form of cytokinin-like compounds were reported to be transported from the parasitic plant Phtheirospermum japonicum to its host Arabidopsis thaliana to reduce host fitness and thereby ensure well establishment of parasite within the host (Thomas et al. 2017). It was reported that presence of certain secondary metabolites that differ within a population of hemiparasites depend upon the host-parasitic association (Stermitz, Harris 1987). In Nerium oleander, the above mentioned chemical might have a suppressing role on the plants defense mechanism to eliminate the parasite, acting as an immunosuppressant in a human during organ transplantation, allowing the parasite to establish on Nerium oleander. Host susceptibility to parasite attack could result from the active suppression of the host defense system by parasite-derived molecules (Asai, Shirasu 2015)

When a parasite tries to establish within a new host, the host produces chemicals to suppress its growth. For example, sequestration of mangiferin from Mangifera indica to Dendrophthoe falcata was observed to occur in the initial stages of infection as an initial host defense mechanism in response to the biotic stress caused by parasite, and these host defense molecules were found to be further utilized by the parasite as host recognition cues (Jadhav et al. 2005). Deposition of phenolic compounds by host plants often leads to the arrest of invasion of parasite, leading to necrosis of the parasite's invading tissue (Swarbrick et al. 2008; Yohida, Shirasu, 2009). In such cases, the parasites must co-evolve to counteract their hosts by transferring their own secondary metabolites or similar compounds, which reduce the host fitness. Most of these compounds

Table 8. Compounds identified as parasitic in origin. Compound indicated by $\sqrt{ }$ symbol obtained in the respective accession of $H$. elasticus. ${ }^{*}$ Marker compounds ${ }^{* *}$ Assisted marker compounds

| No. | Compound | HEN | HEH | HEC | HES | HEA | HEM |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1,2,3-Benzenetriol* | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| 2 | Methyl-3,4,5-trihydroxybenzoate* | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\sqrt{ }$ | $\checkmark$ | $\checkmark$ |
| 3 | 1,3,4,5-Tetrahydroxy-cyclohexanecarboxylic acid ${ }^{* *}$ |  | $\checkmark$ | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ |
| 4 | 1,2-Benzenediol** | $\checkmark$ | $\checkmark$ |  | $\checkmark$ |  | $\checkmark$ |
| 5 | Hexadecanoic acid ${ }^{* *}$ |  | $\checkmark$ | $\checkmark$ | $\checkmark$ |  | $\checkmark$ |
| 6 | 2,3-Dihydro-3,5-dihydroxy-6-methyl-4h-pyran-4-one** |  | $\checkmark$ | $\checkmark$ |  | $\checkmark$ | $\checkmark$ |
| 7 | Hexadecanoic acid, methyl ester | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |  |  |
| 8 | Tetradecanoic acid, 12-methyl-, methyl ester |  | $\checkmark$ |  | $\checkmark$ |  |  |
| 9 | Nonanoic acid, methyl ester | $\checkmark$ | $\checkmark$ |  |  |  |  |
| 10 | Butanoic acid | $\checkmark$ |  |  |  |  | $\checkmark$ |
| 11 | 1-Butanol, 3-methyl- | $\checkmark$ | $\checkmark$ |  |  |  |  |
| 12 | Methyl5-oxo-2-pyrrolidinecarboxylate |  |  | $\checkmark$ |  |  | $\checkmark$ |
| 13 | 2,5-Cyclohexadiene-1,4-dione, compaund with 1,4-benzenediol |  |  |  | $\checkmark$ | $\sqrt{ }$ |  |

have such a role in $H$. elasticus when infecting a host. The compounds 1,2-benezenediol, hexadecanoic acid and 2,3-dihydro-3,5-dihydroxy-6-methyl-4H-pyran-4-one can be considered as assisted markers of methanolic extract of H. elasticus, because the presence of these compounds was influenced by specific hosts only and their occurrence could not be confirmed in all the samples of parasite. The remaining seven compounds might be of parasitic origin alone, but their presence in the parasitic accessions depends on the host plant species. Most of the studied host trees might have suppressed the production of these compounds within the parasite. In Cuscuta reflexa, steroid properties and their amount were observed to differ during its establishment in Momordica (Takeshi et al. 2016). The life cycle of parasite weed is closely regulated by their hosts and the secondary metabolites produced by the hosts also playing an important role this interactions (Harro et al. 2003).

The parasite (H. elasticus) growing on different host plants produced different types of chemicals other than the major and assisted marker compounds and this clearly shows that the host had a significant influence on the phytochemical production of the parasite. Moreover, the UPGMA tree placed the hemi-parasitic accessions in various clusters, which clearly indicates the host effect on phytochemical production of the parasite. Except for the peak observed in marker compounds, the chromatograms and the number of compounds eluted differed among samples of $H$. elasticus, showing the effect of the host. This might occur during the preliminary infection stage or after the establishment of parasite within the host and the effect of the host on the parasite altered the metabolic pathways of the parasite, resulting in the production of variable chromatograms with a large number of significant chemicals within the parasite.

## Conclusions

The work demonstrated that $H$. elasticus accessions collected from six different hosts that even though the parasite was of the same species, the production of chemical compounds could be altered by the influence of the host. Six accessions showed varied composition of compounds, in which 1,2,-benzenetriol and methyl-3,4,5-trihydroxybenzoate can be recognized as the marker compounds in the methanolic extract of $H$. elasticus. Along with these compounds, some are assisted marker compounds of this plant, whose occurrence and abundance are greatly affected by the host plant. The parasite growing in specific hosts can contain a greater number of therapeutically important chemicals. The UPGMA comparison of the studied accessions revealed host and H. elasticus covolution, which may lead to hostdirected speciation in this mistletoe. A phytochemical mosaicism are apparently visible in this hemi-parasitic plant emerged as a result of mistletoe-host interactions.

Therefore, when making preparations of a drug from the extracts, decoctions or powder of this parasitic plant, prime importance should be given to the host plant from which it was harvested or obtained. Comprehensive understanding of the chemical makeup and pro-health features of this species could lead to its use in a variety of medical disciplines as a spectacular product for treating a variety of human maladies.
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## Facial Emotion Recognition
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## Abstract

Facial Expression conveys mon-verbal cues, which plays important roles in isterpersonal relations. The Facial Expression Recognition system is the process of identifying the emotional state of a person. In this system captured image is compared with the trained dataset available in database and then emotional state of the image will be displayed.

This system is bused on image processing and machine leaming. For designing a robust facial feature descriptor, Gabor wavelet is applied which is well known for tectural analysis and facial feature recognition

The recognition performance of the proposed method will be evaluated by using the trained database with the lelp of Support Vector Machine. K-Nearest Neighbor, Random Forest and Adaboost classifiers. Proposed methed is evaluated on the COHN-KANADEdataset.
Keyworils-Facial expression recognition (FER), Gabor wavelet, Support Vector Machine (SVM), k-Nearest Neighbor ( kNN ), Random Forest (RF), Adaboost classifier

## Introduction

A Facial expression is the visible manifestation of the affective state, cognitive activiry [1], intention, personality and psychopathology of a person and plays a communicative role in interpersonal relations. It has been studied for a long period of time and obeaining the progress recent decades. Though much progress has been made, recognizing facial expression with a high accuracy remains to be difficult due to the complexity and varieties of facial expressions [2].

Gencrally buman beings can convey intentions and emotions through nonverbal ways such as gestures, facial expressions and involantary languages. This system can be significantly useful, noenverbal way for people to communicate with each other. The important thing is how floently the system defects or extracts the fixial expression from image. The system is growing attention because this could be widely used in many fields like lie detection, medical assessment and haman computer interface. The Facial Action Coding. System (FACS), which was proposed in 1978 by Ekman and refined in 2002, is a very popular facial experession analysis tool [3].

On day to day basics lumans commonly recognise emotions by characteristic features, displayed as a part of a facial expression. For instance lappiness is undeniably associated with a smile or an upward movement of the comers
of the lipm. Simelarly other emotions are characterized by other deformations typical to a particular expression. Research into automatic recognition of facial expressions addresses the problems sarrounding the representation and categorization of static or dynamic characteristics of these deformations of face pigmentation [8].

The system classifies becial expression of the same person into the basic emotions namely anger, disgrast, foar, happiness, sadness and surprise. The main purpose of this syatem is efficient interaction between human beings and machines asing eye gaze, ficial expressions, cognitive modeling etc. Here, detection and classification of facial expressions can be used as a natural way for the interaction between man and machine. And the system intensity vary from person to person and also varies along with age, gonder, sibe and shape of face, and further, even the expressions of the same person do not remain constant with time.

However, the inherent variability of facial images caused by different factors like variations in illumination, pose, alipnment, occlusioss makes expression recognition a challonging task. Some morveys on facial feature representations for face recognition and expression analywis addressed these stallenges and possible solutions in detail [5].
for facial feature representation $[3,4]$. LBP is a simple yet very efficient texture operator which labels the pixels of an image by threshoking the neighborbood of each potel and considers the resalt as a binary number. The operator labels the pixels of an image by thresholding the $3 \times 3$ neighborbood of each pixel with the oenter valae and considering the result as a binary number [3]. HOG was first proposed by Dalal and Triggs in 2005. HOG mumerntes the appearance of gradient arientation in a local path of an inage.

For classifier problem we use algorithms like Machine learning. Neural Network, Support Vector Machine, Deep learning. Naive Bayes. The formation of histogram by using any of facial feature representation will use Support Vector Machine (SVM) for experssion recognition. SVM builds a hyperplane to separate the high dimensional space. An ideal separation is achieved when the distance between the lyyper plane and the training data of any class is the largest [4].

The size of the block for the LBP feature extraction is cbosen for higher recognition accuracy. The testing resuls indicate that by using LBP features facial expressions recognition accuracy is more than $97 \%$. The block LBP histogram features extract local as well as global features of fice image resulting higher accuracy, LBP is comparible with various chasifiers, filems etc. [3]

## Proposed method

he facial expression recognition system is trained using supervised learning approach in which it takes images of different facial expressions. The system inclodes the training and testing phase followed by image acquisition, face detection, imsage proprocessing, feature extraction and classification. Face defection and feature extraction are carried out from face images and then classified into six classes belonging to six basic expressions which are outlined below:

### 3.2.1. Image Acquisition

Images used for facial expression recognition are static images or image sequences. Images of fice is captured.

### 3.2.2. Face detection

Face Detection is useful in detection of facial image. Faot Detection is carried out in training dataset using Haar chasifier called Voilh-Jonss fhee detector and implemented through Opency. Haar like features ensodes the difference in average intensity in different purts of the image and consiats of black and white connected rectangles in which the value of the feature is the difference of sum of pixel values in black and white regions [6].

### 3.2.2. Image Pre-processing

Image pre-prooessing inclades the removal of noise and normalization against the variation of pixel position or brightness:
a) Color Normalization
b) Histogram Nermalivation

### 3.2.4. Feature Extraction

Gabor wavelot method, which is well known for textural analysis and facial feature recognation, was chosen in oer recognition system to represent the facial expressions. The signers' expression intensity and daration variations are not unique. Therefore, some common measuring criteria are required for modeling facial expression changes in an image sequence. Facial expressions were described with the help of Gabor wavelet parumeters chowen from the partitioned facial areas. These feature parameters were incorponated with Euclidean distance measure to represent the facial expression changes in an image sequence.

### 3.2.4.1. Gabor Wavelet

Gabor features were calculated by coavolation of input image with Gaber flier bank [12] [13]. Gaber flier works as a
hand pass filier for the local spatial frequency distrituation thercoly achieving an optimal reselation in both the spatial and frequency dormain. The 2D Gabor filter v(x,yf, $\theta$. can be represented as a complex sinusoidal signal, modulated by a Gaussian kernel function as in Eq (1).

where $\quad x_{i}=x \cos \theta+y \sin \theta$

$$
y=-x \sin \theta+y \cos \theta
$$

o is the standand deviation of Gaussian envelop along the $\mathrm{x}, \mathrm{y}$ dimexsion, $f$ is the exntral froquency of the sinusoidal plase wave, $\theta$ is the oricutation of gabor filter.

Femfure eatraction procedure can then be written as the convolution of gray scale facial expression image $/(x, y)$. with the


$$
G(\angle-j(x, y)=N(x y) * \psi(\kappa y f, \omega)
$$

In Eq (2) represent the complex convelation output which can decomposed into real and imaginary part as follows

Based on these reuult, both the phase as well as the magnitude response of the filher can be computed. In this work

Citbor Ceature representation was based only on the magnitude respotise of the Gabor filter by oxglecting the phase information. Small spatial displacement causes significant variation in phase value. Due to this variation, the two Gabor features coukl not be directly compared. Magnitude response of the filier can be computed as in Eq (3).

$$
A_{u, v}(x, y)=\sqrt{\left(E^{2}+O^{2} \lambda\right.} \text { where } E-E_{\text {cus }}(x, y) \text { and } O=O_{m}
$$

A Gabor filter bank with 5 frequencies and 8 orientations was used to extract Gahor features in our work. Down sampling was doac on all magnitude response, which were then normalized and cobcatemated into Gabor Feature Vector.

### 3.2.4.2. Distance Measure an Gabor Feature Vector

Gabor wavelet fiature vector ropresenting magnitude information in 2D real matrix form was converted to one dimensional matrix without any loss in information. For a facial expression cornespooding to a frame, feature vectors were generated for upper and lower face regioas which was partitioned horizontally alone the elliptical centre. In our work we concentrated only on first and last frames in the videos comesponding to isolated expression sentences. By this processing methed, four frature vectors were extracted from a
video where two feature vectors were representing the upper part of the faces in the first and last frame and another two vectors representing the lower parts. Later, the Euclidean distance measure was applied between feature vectors corresponding to the upper parts and lower part feature vectors. In addition, the percentage change that occurs in the upper and kower face areas corresponding to the total clange between the neutral and peak expression vectors were calculated. All these four measures later ast as the feature descriptors for the facial expressian changes.

### 3.2.5. Classiffication

The dimensionality of data obtained from the feature extraction method is wery high so it is reduced using clussification. Features should take different vulues for object belonging to different class so classification will be done asing Support Vector Machine algorithm k Nearest Neighbor, Random Forest Method and Adaboost Classifier,

### 3.2.5.1. Suppert Vector Machines

SVM is widely used in various pattern recognition tavks. SVM is a state-of-the-art machine learning approach based on the modern statistical karning theory. SVM can achieve a near optimum separation amsag clases. SVMs is trained to perform facial expression classification using the features proposed. In
generat, SVM are the maximal hyperplane classification method that relics on results from statistical learning thoory to guarantee high gencralization performance.

Kernel functions are employed to efficiently map input data which may sot be linearly separable to a high dimensional feature space where linear methods an then be applied. SVMs exhibit good classification accuracy even when only a modest amount of training dats is available, making them particularly suitable to a dynamic, interactive approach to expression recognition [10].

An ideal separation is achieved when the hyper plane and the training data of any class is the laryest. This separating hyper plane works as the decision surface. SVM has been successfully employed for a number of classification tasks such as text categorization, genetic analysis and face detection [11].

Given a truining set of labeled samples:
$D=\{(x i, y i \mid x i \in R n y i c\{-1,1)\} p i=1$ (1)
A SVM tries to find a hyperplane to distinguish the samples with the smallest erroes.
$w, x-b=0$ (2)
For an input vector xi, the classification is achieved by
computing the distance from the input vector to the hyperplane. The original SVM is a binary classifier [4].


Figure I: SVM classification

## 3.2 .5 .2 . N Nearest Neighber

$k$-nearest neighbors is a simple algorithm that can be used for solving both clessification and regression problens, It has been used in statistical estimation and pattem recognition already in the beginning of 1970 's. KNN is simple to understand and is one of the moset widely used methods for its faster training phase. It is a nonparametric approach where it does not make any assumption on the underlying data distribution. This is convenient sinee most of the practical data does not get along with the theoretical assumptions (linearly separable, Gaussian miture stc.). KNN is a lary algorikim which means that in avoids using training data points for gencralization. It also
means that KNN keeps all the training data which translates to a faster training plase. But the whole training data set or at least a subset of that is required to decide which makes the testing period longer.


## Figure 2: KNN classification

KNN classiffier assigns a class label for unknown samples by estimating its $k$-nearest neighbors based on known samples. KNN assumes that the data is in a feature space. The data can be scalars or multidimensional vectors. Since the points are in feature space, they have a notion of distance. All the training examples are stored in the form of $\left(x_{i}, f\left(x_{i}\right)\right)$, where $N_{4}$
is the $n$-dimensional ingot fearure vector $\left(x_{n a}, x_{i a}, x_{3}, x_{n}\right)$ and $f(x)$ is the comesponding output. If there is a query point $x_{4}$
which is amother vector with n-attritutes $\left(x_{p i}, x_{p p}, x_{p}, \ldots x_{e n}\right)$.
KNN finds the $k$ training examples that are most similar to it using the standard Euclidean distance as a measure of similarity between each truining example $x_{i}$ and $x_{4} ;[14]$
$d\left(x_{i}, x_{e}\right)=\sqrt{\left(x_{a 1}-x_{d i}\right)^{2}+\left(x_{a}-x_{a 2}\right)^{2}+\cdots+\left(x_{i n}-x_{e n}\right)^{2}}$

If the target function is discrete-valoed, KNN returns the most common target function value among the neighbors of the query point. A case is classified by majority vote of its neighbors. A case being assigned to the class most common amonyst its $k$-ncarest neighbors measared by a distance fiunction. In case of $k=1$, it is simply asaigned to the class of its nearest neighbor. The value of $k$ can be anywhere between I and the sotal mumber of instances in the training data set. Lower value of $k$ mighe result in a noisier result. So, in general, a lagge value of $k$ is more precise as it gencrally reduces the overall moise but there is no guarantec. Crose-validation is also an effective way to determine an optinal value of $k$ by using an independent data set to validate the $k$ value. Now, if $k$ is equal to the total number of instances in the training data set, for any query instance, all the other instances in the training set beconses the nearest neighbor. If this happens, the prodicted response for a new instance is just the frequent response variable in the training set. This is comparatively simpler compared to other
machine teaming algorithm and produces predictions with high accuracy. Wirh a large value of $k$ when the number of the training instances becomes very big, it has been ohserved the asymptotic crror rates gets alignod with the optimal Bayes enor rate For this reason, the KNN mechanism has a standard comparison method against which any new classifiers, such as neural networks, can be compared.

### 3.2.53. Random Forest Classiffer

Random Forest is a flexible, easy to use machine learning algorithm that produces, oven without hyper-parameter tuning, a great result most of the time. It is also one of the most used algorithms, brcause it's simplicity and the fact that it can be used for both classification and regression tasks.

Random Forest is a supervised learning algorithm. Like you can already sec from it's name, it creates a forest and makes it somehow random. The "forest" it builds, is an ensemble of Decision Trees, most of the time trained with the "tagging" method. The general idea of the bagging method is that a combination of learning models increases the overall result.

One big advantage of random forest is, that it can be used for both classification and regression probloms, which form the majority of current machine kurning systems. I will talk
about random forest in classification, since classification is sometimes considered the builling block of machine learning.

Random Forest has nearly the same hyper paransters as a decision troe or a baggine clawifier. Fortunately, you don't have to combine a decision tree with a bagging classifier and can just casily use the classifier-class of Random Forsst, Like I already said, with Rasdom Forest, you can also deal with Repression tasks by using the Random Forest regressor,

## Random Forest adds additional randomness to the

 model, while growing the trees. Instead of searching for the most important feature while splitting a node, it searches for the best feature among a random subset of features. This results in a wide diversity that generally resulks in a better noodel.Therefore, in Random Forest, only a random subset of the features is taken into consideration by the algorithm for splitting a mode. You can even make trees more rundom, by additionally using random thresholds for each feature rather than searching for the best possible threshelds (like a normal decision tree does).

Random forests is a mpervised learning algorithm. It can be used both for classification and regression. It is also the most flexible and easy to use alyorithm. A forest is comprised of trees. It is said that the more trees it has, the more robuast a forest
is. Random forests creates decision trees on randomly selected data samples, gets prediction from each tree and sekets the best solation by means of voting It also provides a pretty good indicator of the feature importance.

Random forests has a varisty of applicutions, such as recommendation engines, image classification and feature selection. It can be used to classify loyal loan applicants, identify frmadukent activity and predict diseases. It lies at the base of the Bonuta algorithm, which selects important features in a datasect.


Figure 3: Random Forest Classification

### 3.2.5.4. Adabeost Classifier

Ada-boost or Adaptive Boosting is one of ensemble boosting slassifier proposed by Yoav Fround and Robert Schapire in
1996. It combines mulkiple classifiers to increase the aceurscy of elossifiers. Adabloost is an iferative ensernble method. AdaBoost classifier builds a strong classifier by combining multiple poorly performing chassifiers so that you will get high accuracy strong classifier. The basic conocpt behind Adaboost is to set the weights of classifiers and training the data sample in each iferntion such that it ensures the accurate predictions of unasual observations. Any machine learning algorithm can be used as base classifier if it aceepts weights on the training set. Adaboost should meet two conditions:

1. The classifier should be trained imteractively on various weighed training examples.
2. In each iteration, it tries to provide an excellent fit for these examples by minimizing training error.

It works in the following steps:

1. Initially, Adaboost selects a training mobset randomly.
2. It iteratively truins the Adaßoost machine learning model by selecting the training set tased on the accurate prodiction of the last training.
3. It assigns the higher weigh to wrong classified observations so that in the onat iteration these
observations will get the high probability for classiffication.
4. Also, it assigns the weigh to the trained classifier in each iteration according to the accuracy of the elassifier: The more accurate classifier will get high weight.
5. This process iterate until the complete training data fis without any emer or until reached to the specified maximum mamber of estimators.
6. To classify, perform a "vote" across all of the learning algorithms you built.


Figure 4: Adaboest classification

## Results and analysis

## Results

The aim of this project work is to develop a complete facial expression recognition system COHN KANADE dataset is ased for the experimentations. First of all, syatem was trained using different random samples in each dataset by supervised learning. In each datasets the data were partitioned into two parts for training and testing in the ratio of 8.2 Le. $80 \%$ for train and $20 \%$ for test. Every dataset have completely different samples which are selected randomly is uniform manner from the pool of given dataset. The aceuracy evalaation results of COHN-KANADE on SVM, k-NN,RF and Adaboost classifier are $93.76 \%$. 89.80 P6, $90.71 \%$ and $91.22 \%$


Figure 5: Preprocessed Neutral Face

This project proposes an approach for recognizing the eatepory of facial expressions. Face Detection and Extraction of expressions from facial images is usefal in many applications, sach as robotics vision, video surveillance, digital cameras, securily and humam-computer interaction. This project's objective was to develop a facial expression recognition system implementing the computer visions and enhancing the advarced feature extraction and classification in face expression recognition.

In this project, six different facial expressions of difforent person's images from COHN-KANADE datasets have been analyzed. This project involves flacial expression preprocessing of captured facial images followed by feature extraction using feature extraction using Gabor wavelet and chassification of factal expressions based on training of datasets of facial images based on Support Vector Machines, $k$ Nearest Neighbor, Random Forest and Adaboost classifier. This project recognires more facial expressions bassd on COHIN-KANADE face database. The same datasets were used for both training and testing by dividing the datasets into training samples and testing samples in the ratio of $8: 2$.

Facial expression recognition is a very challenging problem More efforts shouk be made to improve the clasification performance for important applications. Future
work will focus on improving the perfomance of the system and deriving more appropriate classifications which may be usefial in many real world applications.

## Evaluation Metric

The performance of the proposed system is evaluated qualiatively. The parameters considered for qualiative evaluation are defined below.

1) Informativenesy represents to what extent the answers provided by the system is capable of providing asefal informution
2) Relevance evaluates to what extent the answers are appropriate to the question and bow well it corresponds to the respective question category.
3) Semantic scove is the measure of bow well the meaning of the question is considered of related to interpret the answer.
4) Comecmesy is a measure used to determine the exactness of the object detected by the system.
5) Overall scove is a value that determines the overall rating of the system tosed on case of use and reliability.

## Evaluation

For evaluation, 10 users were asked to score the system hased on the above qualiative factors for each category of
questions. The users were asked to rate on a scale of 5 where 5 is the highest. The average value is considered for evaluation.

Fiy 5 plots the evaluation results hased on qualitative parameters for the various question categories. It can be observed that for dichotomous questioes, the system exhibits high performance based on all the qualitative parameters. Whereas, a slight dip in informativeness can be observed in the performance of factual questions. This is because for fictual questions, the expectation is to cover all the facts and objects related to the image which has not been completely attained. The resalts obtained for quantitative questions are also satisfictory. The dip in correctness owes to the same reason where all facts and objects are not completely covered by the system in certain seenarios. It can be seen that the semantic score and relevance factor achieved for all the three categories of questions are promising.


Fig 5. Evaluation on qualitative parameters for various question categories
chasiffication performance for important applications. Future work will focus on improving the performance of the system and deriving more appropriate classifications which may be useful in many real world applications.

Face expression recognition systems have improved a bot over the past decade. The focus has definitely shiffed from posed expression recognition to spontaneous expression recognition. Promising results can be ottained under face registration errors, fast processing time, and high correct recognition rate (CRR) and significant performance improvements can be obtained in this system. System is fully automatic and has the capability to work with innages feed. It is able to recognize spontancous expressions. This system can be used in Digital Cameras wherein the image can be captured only whes the person smiks. In security systems which cun identify a person, in any form of expression he presents himself. Rooms in homes can set the lights, television to a perwn's taste when they enter the room. Doctors can use the system to understand the intensity of pain or illness of a deaf patient. Our system can be used to detect and track a user's state of mind, and in minimarts, shopping center to view the feedback of the customers to enhance the business etc.
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